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Summary

Climate change will impact horticultural production in the future. Thus, the overarching objective of the

present work is to assess the future climatic impact on regional horticultural production by establishing a

basic frame of a climate impact modeling chain.

Using high resolved simulated climate time series of future alternatives of the worlds development (SRES

emission scenarios B1, A1B, A2), long-term trends of various climate effects on horticultural production

were assessed. For this purpose, simulated climate time series were calibrated with observations and ef-

fects of resolution, bias, bias correction, scenario, climate model and impact model were investigated. A

multidimensional bias correction method was developed in order to optimize climate time series consistency.

Furthermore, establishing the simulation chain IPCC-scenario / SRES-emission scenario of greenhouse

gases > Global climate projection > Regional climate projection > Bias correction > Climate impact, an

ensemble approach consisting of 13 climate projections and 7 phenological models was used to estimate

future apple blossom frost risk. Analysis of uncertainty by variance decomposition for climate model, impact

model and internal variability in combination with single time series statistics was conducted.

As a result, no increased risk of abiotic factors were found for crop production nor production systems at

regional level (Lower Saxony, Germany). However, climate change is likely to lead to a range of changes

in horticultural production due to shifts in vegetation period, speed of plant development and growth as well

as greenhouse energy demand. Future changes in heat stress and irrigation management are possible.

In more detail, future apple blossom frost risk is likely to be at present level or lower, as last spring freeze

and bloom will both occur earlier, but with bloom advancing relatively slower than last spring freeze. This

effect was attributed to a loss of winter chill, slowing down the advance of bloom due to warming in spring.

Hereby the uncertainty of the projection was lowest for temperature, followed by phenology and finally by

blossom frost. Although these three target parameters exhibited a minimum of uncertainty in projection for

the period 2078-2087, changes in blossom frost risk were lower than internal and model variability. This

showed the limits of the meaningful projection horizon for this type of impact study.

Future greenhouse energy consumption was projected, consistently resulting in a mean decrease. Hereby

climate was projected to impact mainly beyond mid-century and diverging regionally.

Furthermore, a water stress model was developed and calibrated in order to assess irrigation demand and

water stress as exemplified by Lactuca sativa var. capitata L. While no detailed projection was conducted,

the projected mean decrease of summer precipitation cannot be expected to pose a risk to plant production.

However, deviations in precipitation patterns should be followed closely.

Finally, methodology as well as risks and trends are reviewed. Specific effects on crop production were

found for vegetables with obligate vernalization with delayed vernalization but shorter duration of cultivation

with late species of cauliflower.

Keywords: Bias correction, climate change, horticulture
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Zusammenfassung

Veränderungen im Klima werden sich auf die gartenbauliche Pflanzenproduktion der Zukunft auswirken.

Ziel der vorliegenden Arbeit ist daher, zukünftige regionale Auswirkungen des Klimawandels auf die garten-

bauliche Produktion zu simulieren und den dafür notwendigen methodischen Rahmen zu erstellen.

Trends verschiedener Klimaeffekte im Pflanzenbau wurden mittels hochaufgelöster simulierter Klimazeitrei-

hen abgeschätzt. Die auf Zukunftsszenarien basierenden Zeitreihen wurden mit Messdaten kalibriert und

Effekte von Auflösung, Bias, Biaskorrektur, Szenario, Klima- und Impaktmodell untersucht. Eine mehrdi-

mensionale Methode zur Biaskorrektur wurde entwickelt, um die Konsistenz verschiedener Klimazeitreihen

zu optimieren. Basierend auf der Simulationskette IPCC-Szenario / SRES-Emissionsszenario > Globale

Klimasimulation > Regionale Klimasimulation > Biaskorrektur > Klimawirkung wurden 13 Klimarealisierun-

gen und 7 phänologischen Modellen verwendet, um die zukünftige Entwicklung des Blütenfrostrisikos bei

Apfel abzuschätzen. Unsicherheiten wurden durch Analyse der Varianzen von Klima- und Impaktmodell

sowie interner Variabilität als auch durch Statistik einzelner Klimazeitreihen untersucht.

Es wurde kein zunehmendes Risiko für die Produktion auf regionaler Ebene (Niedersachsen) festgestellt.

Allerdings wird der Klimawandel wahrscheinlich zu einer Reihe von Änderungen im Gartenbau führen, z.B.

durch Veränderung der Vegetationsperiode, Tempo pflanzlicher Entwicklung und pflanzlichen Wachstums

sowie Änderungen im Energiebedarf von Gewächshäusern. Änderungen von Hitzestress und Bewässerungs-

strategien sind möglich. Im Detail wird das zukünftige Blütenfrostrisiko für Apfel auf gegenwärtigem Niveau

oder niedriger liegen, bedingt durch eine langsamere Verfrühung der Blüte im Verhältnis zur Verfrühung des

letzten Frühjahrsfrostes. Dies zeigt einen Rückgang der für eine Brechung der Dormanz effektiven Kältes-

tunden, welches die Verfrühung der Apfelblüte bremst. Hierbei zeigte die Projektion der Temperatur die

niedrigste Unsicherheit, gefolgt von Phänophasen und zuletzt Blütenfrostrisiko. Diese Größen zeigten ein

Minimum an Unsicherheit für den Zeitraum 2078-2087, wobei Änderungen im Blütenfrostrisiko innerhalb

der internen sowie Modellvariabilität lagen. Hierdurch wurden die Grenzen dieser Art von Klima-Impakt-

Projektion beispielhaft dargestellt. Zudem wurde eine Abnahme im zukünftigen Energiebedarf bundes-

deutscher Gewächshäuser projiziert. Eine deutliche wenn auch regional verschiedene Klimawirkung konnte

hierbei für die zweite Hälfte des 21. Jahrhunderts festgestellt werden. Ferner wurde ein Trockenstressmod-

ell exemplarisch für Lactuca sativa var. capitata L. entwickelt und kalibriert, um Änderungen im zukünftigen

Bewässerungsbedarf zu ermitteln. Während keine detaillierten Zukunftsprojektionen durchgeführt wurden,

stellt eine mittlere Abnahme der Sommerniederschläge vermutlich keine Gefährdung für die gartenbauliche

Pflanzenproduktion dar. Dennoch müssen künftige Änderungen im Niederschlagsmuster beachtet werden.

Schlussendlich werden Methoden, Risiken und Trends begutachtet. Spezifische Klimaeffekte konnten für

den Anbau obligat vernalisierender Pflanzen festgestellt werden, wobei eine verzögerte Vernalisierung

sowie eine kürzere Anbaudauer mittlerer bis später Sorten Blumenkohl festgestellt wurde.

Schlagwörter: Biaskorrektur, Klimawandel, Gartenbau
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ẋ corrected, calibrated or perturbed climate variable

X = {x1..xn} observed, measured time series

X̂ = {x̂1..x̂n} simulated time series
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CHAPTER 1. INTRODUCTION 1.1. MOTIVATION

1.1 Motivation

Life develops within its system boundaries. Hence plant development is subject to these boundaries, which

can be characterized by external conditions such as air temperature, soil moisture, atmospheric carbon

dioxide or radiation, restricting plant development to a specific range of ambient conditions. Moreover these

environmental effects exert an influence on the entire system, as optimal development occurs in a narrower

range. As a consequence, these circumstances have contributed considerably to the distribution of ecosys-

tems worldwide (Olson et al. 2001). Even though cultivated plants are extracted from their original habitat

and have been adapted (e.g. through breeding) to meet horticultural / agricultural demands, growth as well

as development and finally yield remain being functions of these circumstances. Hereby climate can be

considered as one essentially limiting factor for crop production (Porter and Semenov 2005) and hence for

horticultural production, as it determines the required ecological conditions (Krug et al. 2002). Climate, in

brief defined as the statistics of atmospheric processes (see tab. 1.3 for further definitions), affects open

field production directly, whereas crops in protected cultivation are affected directly only partially, depending

on the technical infrastructurea. However, in the latter case climate impacts on the technical infrastructure

and derived variables, e.g. costs. Any change in climate will therefore lead to changes in the horticultural

production, analogously to the observed impact of other affected systems (Hughes 2000). This impact does

not necessarily depend linearly on climate change and effects can be enhanced or buffered through either

positive feedbacks of compensating mechanisms. Anyhow, increases in global mean air temperature of

up to 4.4 ◦C (Solomon et al. 2007) are expected by the end of the 21st century, compared to the mean of

the standard reference period 1971 to 2000. Stating that ”temperature affects everything that an organism

does” (Clarke 2003) and considering further, that multiple interactions do occur between climate variables

and plant responses, it is essential to cope with possible climate impacts on horticultural production in order

to satisfy future demands, anticipating possible production risks.

Hereby knowledge on future horticultural production can be gained in several ways, which will be dis-

cussed in more detail in the following sections. In brief, this knowledge can be gained through obser-

vations combined with simulations. Future atmospheric processes can be simulated to a certain extent

physically/dynamically, whereas the climate-plant interface can be assessed with the help of stochastic,

mechanistic and empirical models, including further basic considerations based on comparisons with past

observations. In order to assess future horticultural production the estimated climate from climate models

is subsequently used as input for so-called impact models. This process implies uncertainties in mea-

surement errors, model error concatenation, different resolutions and time scales among others, there-

fore often requiring a large number of realizations (”runs”) in order to depict a more complete picture

of possible future scenarios. Hence this computing intensive process (CPU-hours officially used 2012

for the present studies: 222499, RRZN Hannover) has gained increasing attention in the recent past as

shown by table 1.1. Increasing funding of research networks in Germany (e.g. KliO (Chmielewski et al.

2009), www.kliff-niedersachsen.de, http://klimzug-nord.de/, http://www.reklim.de/de/, http://

www.pa.op.dlr.de/RegioExAKT/), Europe (www.macsur.eu/, http://www.climatechangeintelligence.
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baastel.be/piccmat/index.php, http://www.cecilia-eu.org/, http://www.climsave.eu/climsave/index.

html) and the world (http://www.agmip.org/about-us/) as well as the IPCC-process (http://www.ipcc.

ch/) manifest the rising awareness of this gap of knowledge. An increasing number of climate realiza-

tions from regional models of high spatio-temporal resolution have been conducted during the past decade

(Solomon et al. 2007), allowing the performance of regional climate impact studies. Despite a wide usage of

these climate projections for agricultural purposes, the mentioned knowledge about future horticultural pro-

duction remains non-satisfying. In the main three gaps arise: 1.) Basic gaps, common to all disciplines, 2.)

Unknown effects of transferring methodology from other fields to horticultural science, 3.) Unknown effects

specific to horticultural production. Therefore the overarching objective of the present work is to assess the

future climatic impact on regional horticultural production by establishing a basic frame of a climate impact

modeling chain.

In the following, the present work introduces basic concepts and gives the necessary background for the

subsequent research publications. The latter subordinate to the overarching objective, though pursuing

their own objectives. It must be added, that although current climatic changes are driven substantially by

changes of atmospheric carbon dioxide concentrations, the following work does not include projections

of effects of increasing atmospheric carbon dioxide concentration on plant production. Additionally, the

work focuses on direct (abiotic) climate effects in order to permit the assessment of simulation uncertainty.

Thus climate impact on secondary and more complex effects, such as crop-weed interaction, plant pests or

pathogens are not discussed.

Table 1.1: Number of research studies published on climate and climate impact

(www.scopus.com, March 2013)

Keywords searched for in ’article title’ Number of studies

Period

1960-1980 1981-2000 2001-2013

Climate model 86 1,430 4,070

Regional climate model 1 117 783

Climate impact model 1 82 368

Climate + Model uncertainty 1 12 106

Climate impact + Model uncertainty 0 2 28

Climate impact + Agriculture / horticulture 1 22 100

Total number of publications (any field) 3,341,337 11,753,972 17,631,377

aClimate of field crops may also be altered through technical measures (e.g. mulch or underground heating)
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1.2 Climate impact assessment

1.2.1 General procedure / The IPCC-process

Past and recent climate change can be tracked by means of geology, paleoclimatology as well as meteorol-

ogy from proxy data and measurements. Accordingly, the corresponding climatic impact can be estimated.

On the other hand, future climate is simulated and an impact of future climate change can be assessed

through models. An overview on this modeling chain is given in the following.

Large uncertainties about the future development of the driving boundary conditions of the climate have

led to the so-called IPCC-process. The Intergovernmental Panel on Climate Change (IPCC) was estab-

lished in order ”to provide the world with a clear scientific view on the current state of knowledge in climate

change and its potential environmental and socio-economic impacts” (http://www.ipcc.ch/). Following

this process, greenhouse gas emission scenarios were created and used as input in order to drive global

circulation models (GCM), (fig. 1.1). Since GCMs operate on a coarse resolution, downscaling is applied

by using GCMs output as input for regional climate models (RCM) of higher spatial resolution. The obtained

climate time series can be compared to measurements in order to remove systematic errors (bias correc-

tion). These time series are subsequently used as input for impact models. Having the climatic impact, risk

assessment can be conducted and adaptation strategies can be evaluated.

Additionally the influence of the initial conditions can be estimated by using several climate model runs.

Further, ensembles consisting of several GCM-RCM combinations are applied to estimate/reduce the un-

certainty of the simulation.

Scenario
A1B, B1, A2

GCM
ECHAM

REMOREMO

CLM

WETTREG

Run 1, 2, ...

Run 1, 2, ...

Run 1, 2, ...

Impact model

- phenology
- hydrology
- yield
- pests

Determination of model error, 
bias-correction

Validation

Climatic Impact 

- positive (Chance)
- negative (Risk)

Adaptation

Costs

Figure 1.1: Scheme of a climate impact assessment modeling chain. Scenarios and models are

exemplary.
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1.2.2 Emission Scenarios

In order to reach robust decisions, scenarios of the future were developed (Nakicenovic et al. 2000). These

scenarios are alternatives of how the future could develop, based on assumptions of demographic and

socio-economic development as well as technological innovations. From these assumptions greenhouse

gas (GHG) and sulfur emissions are derived and used as input for climate models (radiative forcing) and/or

impact models (”CO2 fertilization”, O3 toxicity). These 40 ”SRES”-scenarios are further grouped in 4 quali-

tative narrative storylines or ”families” (A1, A2, B1, B2) and six groups with one illustrative marker scenario

each. Hereby the scenarios do not include measures to reduce GHG emissions, but these are reflected

in the non-climate change policies of the storylines (Nakicenovic et al. 2000). Furthermore the scenarios

have no assigned probability and are supposed to be equally valid. Consequently calculations based on

the emission scenarios are denominated projection rather than prediction. The main scenario patterns are

given by table 1.2 and fig. 1.2. It must be added, that representative concentration pathways (RCP) (Moss

et al. 2010) have been developed and are included in the fifth assessment report of the IPCC (AR5).

Table 1.2: Emission scenario (SRES) storylines

Scenario

family

Globalization Economy Population Technological change

A1a homogeneous rapid growth peaks approx. 2050,

declines thereafter

rapid / more efficient

technologies

A2 heterogeneous regionally oriented continuously rising slower than other storylines

B1 homogeneous rapid change towards

service / information

economy

peaks approx. 2050,

declines thereafter

resource-efficient

B2 heterogeneous intermediate develop-

ment

continuously rising

(slower than A2)

less rapid, more diverse

aScenario A1B is balanced across energy sources from fossil-intensive to non-fossil, scenario A1F1 is fossil intensive.

Figure 1.2: Scheme of emission scenarios. Modified from Schroeter et al. (2005)
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1.2.3 Definition of climate

Climate has been defined in different ways since 1845 (tab. 1.3). All recent definitions have in common,

that climate comprises a long-term and statistical view on atmospheric processes (weather). Hence, for the

present work, climate is defined as the statistics of weather. Therefore climate change is the difference in a

statistical parameter (e.g. mean, variance) of any period (e.g. 2071-2100) compared to a reference period.

The reference period used for the present work is 1971-2000.

Table 1.3: Climate definitions (selection)

Reference Definition

v. Humboldt

(1845: 340)

All atmospheric changes which perceptibly affect our organsa

v. Hann (1883) Entity of all meteorologic phenomena, which characterize the mean state of the atmo-

sphere at a given location of the earths surface.ab

Köppen (1923) Mean state and usual course of weather conditions at a given locationab

Lorenz (1970) ”collection of all long-term statistical properties of the state of the atmosphere”

Hantel et al.

(1987: 1-5)

Statistical behavior of atmosphere, which is characteristic for a relatively large time

scalea

Solomon et al.

(2007: Annex I)

”Climate in a narrow sense is usually defined as the average weather, or more rigor-

ously, as the statistical description in terms of the mean and variability of relevant quan-

tities over a period of time ranging from months to thousands or millions of years. The

classical period for averaging these variables is 30 years, as defined by the World Me-

teorological Organization. The relevant quantities are most often surface variables such

as temperature, precipitation and wind. Climate in a wider sense is the state, including

a statistical description, of the climate system.”

Latif (2009: 13) Statistical properties of weathera

atranslated from German
bas quoted in Bender and Schaller (2012)
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1.2.4 Climate projection

Climate is simulated with the help of models, which describe the atmospheric processes over time. While

the predictability of weather as a chaotic system is very limited, models may predict changes in the statistics

of weather (Latif 2009: 111). Hereby Lorenz (1975) defines predictability of the first kind resulting from

the systems initial conditions (e.g. predictability of weather or climate internal variability; Latif 2009: 111)

and predictability of the second kind resulting from the boundary conditions (e.g. global climate change

estimates; Latif 2009: 111). Hence climate models may predict climate resulting from changes in the

climate systems boundary (e.g. radiative forcing).

In order to obtain climate time series of high spatial resolution, a nested approach is used. Hereby global

circulation models (GCM) with resolutions lower than 50 km × 50 km are used to drive regional climate

models (RCMs) at their boundaries. For instance, fig. 1.3 shows the coarse grid of ECHAM5 (Roeckner

et al. 2003) and the nested regional model REMO (Jacob 2001) as well as the area of Lower Saxony

(Germany) within the boundaries of REMO. Location and elevation of the latter are depicted as the present

work strongly focuses on the regional climate impact of that area.

While REMO is a physical-dynamical climate model, statistical downscaling approaches such as regression

methods, weather pattern-based approaches and stochastic weather generators do further exist (Wilby and

Wigley 1997). These are based on statistical relationships between large scale and local variables.

World, T21 gaussian grid Central Europe, REMO Lower Saxony (Germany)

Figure 1.3: Scheme of a nested model approach. A global circulation model GCM, e.g. ECHAM5 (5.6◦

resolution) drives a regional climate model RCM, e.g. REMO (0.088◦ resolution), at its boundaries (red

frames, left and middle). Subsequently regional climate data from the RCM is used for impact studies, e.g.

for Lower Saxony (white frame, middle and right). Elevation and coastlines were obtained from the GLOBE

Task Team, Hastings et al. (1999); National Geophysical Data Center (2013).
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1.2.5 Ensembles

In order to cope with uncertainties and to minimize the influence of chaotic processes of the climate system

on the projected climate, several projections are conducted (realization or run). These ensembles are used

to estimate the climate (impact) signal, being the mean change compared to a reference period, as well as

to estimate the uncertainty of the projection. In weather forecasts, this approach can be used to estimate the

reliable horizon of prediction. If a large number of ensemble members coincides in prediction, the forecasted

situation is more reliable. Analogously, in climate projections ensembles are used to estimate the influence

of the boundary conditions. For this purpose, runs with different initial conditions are conducted.

As climate models exhibit different errors, model ensembles are further used. Hereby the uncertainty

of the different climate models is estimated and noise (internal variability) reduced (Déqué et al. 2007;

Ruosteenoja et al. 2007). For instance, four or five models are necessary to estimate precipitation changes

(Giorgi and Coppola 2010). Assuming that model errors are random, the model average can be an estimator

of the climate signal (Latif 2009: 132). However, according to Hawkins and Sutton (2009) this should not be

assumed. Finally, super-ensembles of models and scenarios can be obtained through scaling approaches

(Ruosteenoja et al. 2007).

1.2.6 Bias and bias correction

Simulated climate time series deviate from measurements and observations (Hoffmann and Rath 2011).

Due to model errors, spatial resolution and interpolation method as well as data processing (e.g. Richter

correction of measured precipitation for undercatch; Richter 1995) deviation may occur in the mean as well

as in the distribution of the time series. In the following time series are defined as arrays of measured

climate variables X = {x1..xn}, as arrays of simulated climate variables X̂ = {x̂1..x̂n} and as arrays of bias

corrected, perturbed or calibrated climate variables Ẋ = {ẋ1..ẋn}. Array means are indicated by bars (e.g.

X̄, ˆ̄X, ˙̄X) whereas time series sections or elements of the reference period (e.g. years 1971-2000) and any

period in the future (e.g. years 2071-2100) are indicated by subscripts ref and fut (e.g. Xref ) respectively.

For denominations see also the list of abbreviations on page 11.

The mean deviation from measured time series and simulated time series is the bias or systematic error:

q̄ =

∑n
i=1 x̂i − xi

n
with (1.1)

q̄ : bias

xi : observed climate variable at time step i

x̂i : simulated climate variable at time step i

i : time step

n : number of time steps i

Hereby biases occur on all timescales (e.g. seasonal precipitation bias) and are regarded as underestima-

tion (negative bias) or overestimation (positive bias) of a model. Deviations in the distribution function of a
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climate variable hence are under- or overestimation of a given range, e.g. overestimation of low precipita-

tion (”drizzle”) by climate models.

Biases of climate model time series influence the accuracy of the projected climatic impact, as the latter

is projected with the help of impact models calibrated with measured time series. In the case of impact

models which depend linearly on a climate variable (e.g. temperature sum based growth model based on

monthly mean temperature without thresholds), the error of the projected impact will change proportional

to the bias. However, most impact models consist of non-linear equations and are therefore susceptible

to distribution based errors. For example, the estimation of frost risk for a given crop requires accurate

reproduction of temperatures ≤ 0 ◦C in addition to accurate mean temperatures. Consequently, small devi-

ations in the distribution of x and x̂ may add up to large errors of the projected impact. For instance, in the

mentioned example, a climate model may underestimate mean temperatures while also underestimating

frost occurrences, hence leading to the erroneous assumption of no frost risk. Therefore climate model bi-

ases have been largely studied at different resolution and bias correction approaches have been developed.

Bias correction in its simplest version can be conducted by shifting each value of a simulated time series by

the bias itself. This implies corresponding measured/observed climate time series and can be formulated

as:

ẋi = x̂i − q̄ with (1.2)

ẋi : bias corrected climate variable at time step i

x̂i : simulated climate variable at time step i

q̄ : bias

Extendending this concept, the variance can be further included (modified from Ho et al. 2012):

ẋi = µX +
σX
σX̂
·
(
x̂i − µX̂

)
with (1.3)

µX : location parameter of observed climate time series X (e.g. mean)

µX̂ : location parameter of simulated climate time series X̂ (e.g. mean)

σX : scale parameter of observed climate time series X (e.g. standard deviation)

σX̂ : scale parameter of simulated climate time series X̂ (e.g. standard deviation)

These approaches (eq. 1.2,1.3) are referred to as ”bias correction” in a narrower sense by Ho et al. (2012)

and Hawkins et al. (2013) as the variability of the produced time series Ẋ originates in the variability of the

simulated time series. In this sense, the perturbation of future time series in order to remove systematic

errors by adding a climate signal to observed climate data is named ”calibration”. However, if no further

specified, in the present work all procedures to correct simulated time series by implying statistical moments

obtained from measured time series (mean, variance and/or skewness) are referred to as bias correction,

following literature in the main, e.g. Piani et al. (2010); Haerter et al. (2011); Hagemann et al. (2011). A
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review on the main bias correction methods is given by Teutschbein and Seibert (2012).

A correction method for future climate time series is the so-called delta-change approach (DC), adding

the projected climate change (”delta”) to a measured time series. This procedure can be applied either

using an absolute (e.g. for temperature; Seaby et al. 2013) or a relative change (e.g. for precipitation or

evapotranspiration; Ines and Hansen 2006; Seaby et al. 2013). The application of an absolute change

(”delta”) can be written as (modified from Seaby et al. 2013):

ẋi = xi + ∆ with (1.4)

∆ = ˆ̄Xfut − ˆ̄Xref

ẋi : perturbed (”calibrated”) climate variable at time step i

xi : measured climate variable at time step i

∆ : climate signal

ˆ̄Xref : mean of simulated climate variable of reference period

ˆ̄Xfut : mean of simulated climate variable of future period

i : time step

Accordingly, a multiplicative shift can be formulated as:

ẋi = xi ·
ˆ̄Xfut

ˆ̄Xref

(1.5)

Analogous to eq.1.3, the delta-change concept can be extended to consider climate time series variance

(modified from Ho et al. 2012):

ẋi = µX̂fut +
σX̂fut
σX̂ref

·
(
xi − µX̂ref

)
with (1.6)

ẋi : perturbed (”calibrated”) climate variable at time step i

xi : measured climate variable at time step i

µX̂fut : location parameter of future simulated climate time series (e.g. mean)

µX̂ref : location parameter of reference period climate time series (e.g. mean)

σX̂fut : scale parameter of future simulated climate time series (e.g. standard deviation)

σX̂ref : scale parameter of reference period simulated climate time series (e.g. standard deviation)

Note that subtle differences exist between eq.1.3 and eq.1.6, as the former starts with the variability of the

climate model, whereas the latter starts with the variability of the observations (Hawkins et al. 2013).

The delta-change approach has been extensively described, applied and compared (Ines and Hansen

2006; Lenderink et al. 2007; Räisänen and Ruokolainen 2008; van Roosmalen et al. 2010; Berg et al. 2012;

Ho et al. 2012; Kling et al. 2012; Rasmussen et al. 2012; Teutschbein and Seibert 2012; Watanabe et al.

2012; Hawkins et al. 2013; Seaby et al. 2013). Nonetheless, the approach cannot apprehend for the shape

of the distribution, since all events are adjusted with the same factor. Adding to this, the approach cannot
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be used to adjust frequencies, e.g. in wet and dry days. Therefore this method is used mainly for climate

variables at coarse time resolution (e.g. monthly mean) or if distributions/thresholds are negligible.

Very similar to DC, ”Linear scaling” (LS) is described in literature (Lenderink et al. 2007), which is the same

as the straightforward bias correction (eq. 1.2) and has been applied also on future time series (Teutschbein

and Seibert 2012): ẋi = x̂futi − q̄ref . Variations exist, as Lenderink et al. (2007) first corrected X̂ref to ob-

tain Ẋref , which was subsequently used for correction of future time series Ẋfut = Ẋref + (X̄fut − X̄ref ).

Furthermore, Schmidli et al. (2006) extended the DC-approach for adjustment of wet- and dry-day fre-

quency, referred to as ”Local intensity scaling” (LOCI). More variants are given by tab. 1.4.

Distribution-based correction has been described by Ines and Hansen (2006) and Piani et al. (2010).

This so-called quantile mapping (QM) maps the cumulative distribution functions (cdf ) of both χ and χ̂, de-

riving the transfer function for correction. Hereby fitted distribution functions depend on the climate variable.

Hence, normal distribution and two-parameter gamma distribution are respectively used for temperature

and precipitation (e.g. Ines and Hansen 2006; Piani et al. 2010; Haerter et al. 2011; Vujadinović et al.

2012). Gamma distribution may also be used to correct solar radiation (Baigorria et al. 2008; Mudelsee

et al. 2010). The latter is given by:

cdfγ(x, k, θ) =

∫ x

0

pdf(x, k, θ)dx+ cdf(0) with (1.7)

pdfγ(x, k, θ) = xk−1
e−

x
θ

Γ(k)θk
; x > 0; k, θ > 0

Γ(k) =

∫ ∞

0

e−ttk−1dt

cdfγ(x, k, θ) : value of the cumulative gamma distribution function

cdf(0) : fraction of days with no precipitation

pdfγ(x, k, θ) : value of the probability density function (gamma distribution)

x : value for which pdf and cdf are calculated (any possible value of a climate variable x)

k : form parameter

θ : scaling parameter

Γ(k) : function value of the gamma function

However, goodness of fit is not always given and non-parametric methods have been proposed as well

(Piani et al. 2010; Hoffmann et al. 2012). Hereby values of the probability density function (pdf ) can be

estimated non-parametrically (pdfkernel) with the help of kernel density estimation, applying a gaussian
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kernel:

pdfkernel(x, h) =

n∑

i=1

1

nh
√

2π
e−

(
x−βi

)2
2h2 (1.8)

pdfkernel : probability density function value over all time steps i

βi : climate variable at time step i

x : any possible value of β

h : bandwidth of kernel smoothing window

n : number of elements of β

i : time step

The smoothness of the kernel density estimate relies heavily on the choice of bandwidth h. The latter can

be optimized by leave-on-out cross validation as described by Brooks and Marron (1991) and illustrated by

Mudelsee et al. (2004).

Having estimated the individual cdf of each measured and simulated time series by calculation of cdf(x)

and cdf(x̂) for all x and x̂, a transfer function Ẋ = f(X̂) can be constructed. Applying a gamma distribution,

the transfer function is (modified from Piani et al. 2010 and Teutschbein and Seibert 2012):

ẋi = f−1γ
(
fγ
(
x̂i, k̂ref , θ̂ref

)
, k, θ

)
with (1.9)

fγ : Gamma cdf (fγ)

f−1γ : inverse of the Gamma cdf (fγ)

Besides linear and distribution based bias correction, various approaches use different correction or trans-

fer functions or combinations of these. For instance, Bordoy and Burlando (2013) found improvement of

RCM temperature and precipitation time series after applying a ”Power Transformation” (PT) (Leander and

Buishand 2007; Teutschbein and Seibert 2012):

Ẋ = a · X̂b with (1.10)

a, b = parameters, estimated for each climate variable and model grid point

More variants of bias correction approaches are given by tab.1.4. However, the different bias correction

(bc) procedures add to the complexity and uncertainty of the climate impact modeling chain, hindering

simulation comparability. As bc-methods are applied on different climate variables, models, varying spatial

as well as time resolution, this cumbersomeness is further increased. Hence the corresponding behavior

and influence on the climate/climate impact signal has been investigated (tab.1.4). Hereby the following

assumptions are made when applying bias correction (from Ehret et al. 2012).
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1) Reliability The climate model can project climate change effects, despite its error

2) Effectiveness Bias is corrected without introducing side effects/new biases

3) Time invariance The bias correction method is valid for the future (parameters, transfer functions

are time invariant)

4) Completeness The reference period must cover the full range of the climate variable

Thereby the bias correction method can be partially validated, e.g. by applying the method on different

non-overlapping time slices (Piani et al. 2010). For correction of future time series the transfer functions are

derived using the full information of the past, preferably from time series longer than 40 years (Chen et al.

2011). In order to reproduce the intra-annual pattern, bc is applied separately for each month (”cascade

bias correction”, Haerter et al. 2011): For a 10 a time series of January, for a 10 a time series of February

and so on. Regarding uncertainty, the choice of decades from which bias correction parameters are derived

is less important, as uncertainty from the choice of GCM or SRES-emission scenario is larger (Chen et al.

2011). Nevertheless, the uncertainty about stationarity (see above assumption no. 3) can be considered

as a major drawback of bias correction (Teutschbein and Seibert 2012). Finally, concerning bias correction

in the narrow sense (eq. 1.2,1.3) and the DC-approach, the choice of the reference period from which bias

correction parameters are drawn affects the variance of the bias corrected time series differently, as the

variance from the DC-approach is controlled by the historical climate, whereas the variance from direct bias

correction is controlled by the climate of the climate model (Rasmussen et al. 2012; Hawkins et al. 2013).

Bias correction is heavily discussed and concepts of climate model bias per se and correction of time se-

ries for the use with impact models are often imprecise. For instance, spatial or temporal offsets may be

recognized as bias (Haerter et al. 2011 as quoted in Ehret et al. 2012). Ongoing discussions exist on the

influence of the bc on the climate change signal (Giorgi and Coppola 2010) and its justification (Ehret et al.

2012). Hereby bc might alter the climate change signal if low values are corrected differently than high

values or if the distribution of the values changes over time (Hagemann et al. 2011). Ehret et al. (2012)

further criticize, that a bias correction ”neglects(s) feedback mechanisms” and destroys all physical rela-

tionship between climate variables. For instance, the spatio-temporal covariance structure of a GCM/RCM

field is altered. This lack of consistency due to separate bias correction of single climate variables may

lead also to unrealistic results in impact studies (Hoffmann and Rath 2011). However, two dimensional

bias correction can be reached through segmentation, as described by Piani and Haerter (2012)a. Hereby

one climate variable is corrected for segments of a given range of the second climate variable (e.g. bias

correction of precipitation for each quantile of temperature). A different solution is given by Ehret et al.

(2012), through correction of the impact model outcome (or model adjustment [author’s note]). This would

however require a larger effort, since more impact models than climate runs exist, as well as additionally de-

crease the comparability of the results. Finally, Ehret et al. (2012) expect a low acceptance of this approach.
aReceived 10.09.2012; Accepted 14.09.2012; Published 16.10.2012. The present work includes one publication on consistent or

2d bias correction published earlier (Hoffmann and Rath 2012b: Received 28.06.2011; Accepted 22.02.2011; Published 14.03.2012)
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Regardless of its physical justification, bias correction has become a standard procedure in climate change

impact studies (Ehret et al. 2012). Albeit it ”adds significantly to uncertainties in modelling climate change

impacts” (Teutschbein and Seibert 2012), its importance has been emphasized (Teutschbein and Seibert

2012). This is due to the fact, that most impact models deliver unrealistic values when used with raw

simulated climate time series. In these cases, bc is indispensable (Chen et al. 2011). For example, bias

correction of T , P and ETp is necessary to obtain realistic discharges (Lenderink et al. 2007). Hence,

depending on the sensitivity of the impact model, the use of raw time series should be avoided (Hawkins

et al. 2013).

Different methods of bias correction have been suggested depending on the purposes. The choice depends

on the wanted time resolution and the statistical properties of the target parameter. For example, Lenderink

et al. (2007) found similar responses of the annual discharge after direct use of raw simulated climate time

series and after DC, stating that both methods are plausible to produce future climate. However, while LS

or DC can correct for mean values, distribution sensitive parameters (thresholds, extreme values, higher

statistical moments) must be addressed by a distribution based approach, e.g. QM. For instance, linear

scaling of daily precipitation led to an underestimation of distribution quantiles, subsequently leading to the

underestimation of ”the occurrence of extreme river flow”. (Leander and Buishand 2007). Therefore relative

performances of various bias correction approaches are listed by tab.1.4.
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Table 1.4: Bias correction methods (Resolution: H: hourly, D: daily, M: monthly, S: season, Y: year, V:

various)

Method Climatea Evaluation Performanceb Reference

Variable Res. Variable Res.

LS T , P M river runoff M no improvement Kling et al. (2012)

DC T , P M T , P M improvement only in T Räisänen and

Ruokolainen (2008)

BCc/QM P D P M,S BCc>QM Ines and Hansen

(2006)

BCc/QM P D P frequen.,

intensity

M QM>BCc Ines and Hansen

(2006)

BCc/DC Tmax D Tmax
d D DC>BCc >raw Hawkins et al. (2013)

LS/LOCI/PT/QM T , P D streamflow M improved by all Teutschbein and

Seibert (2012)

LS/LOCI/PT/QM T , P D flood peak S QM>PT>LOCI>LS Teutschbein and

Seibert (2012)

QM T, Tmin,

Tmax, P

D river runoff Y QM>raw Hagemann et al.

(2011)

DC/QM T , P D irrigation Y QM>DC Rasmussen et al.

(2012)

DC/QM T , P D T , P ,ETp M,S QM>DC Seaby et al. (2013)

DC/PT/QM/QM*d/

HEe/EQMf/QM**g

T , P M T , P M — h Watanabe et al.

(2012)

LS/LS*i/HEe T , P D T , P V improved mean by all,

higher moments de-

pend on criteria

Berg et al. (2012)

QM (variations) P D P D problems with extreme

values by all

Gutjahr and Heine-

mann (2013)

QM (1d) T , P , RG H T , P , RG,

april freezes

M QM>raw (Hoffmann and Rath

2011)

QM (1d) P , RG H fraction Rdif M QM<raw (Hoffmann and Rath

2011)

HEe (1d, 2d) T , P H T -P -copula H 2d>1d Piani and Haerter

(2012)
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aSimulated uncorrected climate variables used for bc. Additional climate variables used but not corrected are not listed.
bOrder of performance from comparison of methods is indicated by higher>lower
cBC: Bias correction in the narrow sense, (eq. 1.2,1.3)
dQ*: QM with non-parametric estimation of cdf
eHistogram Equalisation: Transfer function from fit to sorted X̂ plotted against sorted X (Berg et al. 2012; Piani and Haerter 2012)
fEQM: Equidistant QM (Li et al. 2010)

gQM**: Variation of QM by Watanabe et al. (2012)
hNo clear ranking, authors proposed to apply multiple bias-correction methods
iLS*: LS variation correcting for frequency of wet and dry days
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1.2.7 Aggregation and interpolation

Climate models operate on different grids or grids with grid points which differ from the locations of weather

stations. Hereby climate model spatial resolution is a key factor for climate impact studies, as impact models

usually operate on a higher resolution. The dependency of the spatial resolution on climate model variables

is illustrated by fig.1.4 for elevation. Hereby orographic variance is lost with increasing area. Therefore

distance, area and area elevation from records have to be taken into account in order to compare grids or

grids and station records. This has consequences for calculating biases, total amounts (e.g. catchment) or

energy balances. As mentioned above, these offsets may be recognized wrongly as model bias (Haerter

et al. 2011 as quoted in Ehret et al. 2012) when comparing simulated and measured time series. For in-

stance, annual precipitation sums of station record and model grid point(s) may differ largely (Hoffmann and

Rath 2011). Thus records are corrected for elevation and/or spatially interpolated. Correction of air temper-

ature (2m above ground) for elevation can be achieved by applying the ”standard environmental lapse rate”

(Bordoy and Burlando 2013) of -6.4 K/1000 m to -6.5 K/1000 m (MPI 2006; You et al. 2008; Hoffmann and

Rath 2011; Bordoy and Burlando 2013), which might however depend on site specific orography, consid-

ered area size and season (Rolland 2003).

Figure 1.4: Influence of the choice of horizontal resolution on minimum and maximum area ele-

vation. Minimum and maximum area elevations are shown for Lower Saxony, Germany, calculated from

elevations of the regional climate model REMO. Maximum measured elevation: 971 m (Wurmberg).

It is questionable, whether simulated time series can be ”bias corrected” or ”calibrated” with the help from

single weather stations. Hereby calibration of simulated time series for impact studies seems possible,

if the regional representativeness of the time series is taken into account. The latter is subject to the

regional orography and can be analyzed by means of semi-variance (”range”) and variograms (Janis and

Robeson 2004). However, despite a strong spatial dependance of some climate variables of orographically
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homogenous areas (e.g. radiation or temperature), it is suggested to use larger areas as well as multiple

climate model grid points for comparison (MPI 2006). This is further due to findings of varying long-term

trends in time series, even for ”relatively homogenous area” (Pielke et al. 2000). Hence, although studies

based on single climate model grid points exist (Bordoy and Burlando 2013), gridded data-sets are largely

applied. For this purpose spatial interpolation (”gridding”) is used. Several methods for interpolation of

values for a wanted grid point exist, depending on the climate variable and orography. Basic interpolation

methods are averaging, spline interpolation, inverse distance weighting and kriging. A different approach

for generation of gridded data is the use of weather generators (Baigorria et al. 2008). Bordoy and Burlando

(2013) chose to average daily temperature and precipitation of weather stations within a 20 km radius of

a region with complex orography. This procedure was used for the sake of general validity and in order to

avoid over-weighting of stations possibly influenced by microclimates. On the other hand, inverse distance

weighting (IDW) gives more weight to closer records and might be suitable, if the spatial dependence of the

climate variable at hand is known to decrease with distance. In its linear form IDW can be written as:

B′ =

n∑

s

(bs · ws) with (1.11)

ws =
us∑n
i ui

us =

∑n
i ai
as

A = ai, .., an

B = bi, .., bn

A : Array of weighting criteria a, e.g. distances to station [km]

B : Array of records b to be weighted

B′ : weighted Array

Hereby records (e.g. grid point time series or station record) are weighted inversely proportional to the

distance. The procedure applies also to the weighting of model ensemble members, inversely to the model

error.

Finally, geostatistic techniques as kriging are widely applied since they do take the spatial variance into

account. In brief, kriging consists of generation of the experimental variogram, fitting of a variogram model

and kriging interpolation. The method has the advantage of not being altered through clustering of sam-

ples, as weighting takes place. As several variants of the method exist (e.g. simple kriging, ordinary kriging,

co-kriging, universal kriging, disjunctive kriging, indicator-kriging, multiple-indicator-kriging), literature is re-

ferred to (Oliver and Webster 1990; Gebbers 2010).
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1.2.8 Uncertainties in climate impact projections

Mathematical models are simplifications of complexer systems which they intend to describe. Hence, devi-

ations of simulated results and measurements/observations from the described system are to be expected.

Hereby deterministic models (epistemic uncertainty: same input gives same output) and stochastic models

(aleatory uncertainty: same input gives varying output) can be evaluated by means of uncertainty and sen-

sitivity analysis (Marino et al. 2008), e.g. types of Monte Carlo simulation or latin hypercube sampling.

Nevertheless, in climate impact studies complex models are concatenated (using model output for a second

model as input), bias corrected, and applied with a limited number of repeated runs due to computing ca-

pacity (dynamical models). Thus, large uncertainties arise during the climate impact assessment simulation

chain. These are due to measurement errors, data processing, model structures and concatenation among

others. Tab.1.5 gives an overview on types of uncertainty according to different authors. Consequently, such

basic doubts exist as on the suitability of regional climate models (Kerr 2013) for impact studies. Hereby,

despite ”huge uncertainties”, present models were able to simulate the climate variability of the recent past

(Førland et al. 2011; Maslin and Austin 2012; Maslin 2013) and their continuous improvement has been

documented (Reichler and Kim 2008).

In order to estimate this ”cascading uncertainty” (Maslin 2013), different approaches are used. Katz (2002)

describes sensitivity, scenario and Monte Carlo analysis, where ”scenario analysis is the technique most

relied on”. The latter can be used further, to identify the course of uncertainty of the different sources

through variance decomposition (Hawkins and Sutton 2009; Yip et al. 2011; Hawkins and Sutton 2012).

Hereby calculation of weighted variances across scenarios and across models allows the decomposition

into model and scenario uncertainty as well as the estimation of the internal variability (residual variance).

Olesen et al. (2007) additionally applied different impact models, regional and continental scales in order

to quantify these sources of uncertainty. Furthermore, Bayesian approaches are increasingly used. For

instance, Gouache et al. (2013) used 5 GCMs and different downscaling procedures for parameter estima-

tion, obtaining a posterior distribution for 17 model parameters and for the variance of the residual error for

the climate change impact on Septoria tritici blotch.
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Table 1.5: Examples of sources of uncertainties in climate projections

Source Description Reference

Measurement error Random error and bias Katz (2002)

Sampling Averaging over a finite number of years Déqué et al. (2007)

Radiation Uncertainty from emission scenario Déqué et al. (2007)

Boundary Uncertainty from GCM (In the case of RCM) Déqué et al. (2007)

Variability Systematic differences (space, time), e.g. spatial vari-

ability of precipitation

Katz (2002); Déqué et al.

(2007)

Model structure Model functions or relationship Katz (2002); Solomon

et al. (2007)

Scaling/aggregation Model or data scale or aggregation Katz (2002)

1.2.9 Observed and projected climate change

Despite large differences in the quality, length, selected time scale, completeness, distribution of stations

and measuring methods of tracking climate by the different meteorological services as well as differences in

climate model projection set-ups, estimates on different scales have been given (table 1.6). General trends

are increasing mean temperature, decreasing number of frost days as well as an extension of the period

of vegetation. However, differences in season, subareas and regarded time slice must be kept in mind as

these might differ from the main trend, regarding direction and speed of the climatic change. For instance,

in 2007 the IPCC Working Group I reported, that the last 50 years exhibited a global temperature increase

of 0.13 ◦C ± 0.03 ◦C , being ”nearly twice that for the last 100 years”. Seasonal trends of precipitation in

Germany and Lower Saxony are in the main positive for winter and negative for summer.

Future estimates depend largely on the chosen SRES emission scenario. Global estimates of air tempera-

ture increase for the end of the 21st century (2090-2099 compared to 1980-1999) given by Solomon et al.

(2007) show the following range for the best estimator and likely range; in ◦C : B1 1.8 (1.1-2.9), A1T 2.4

(1.4-3.8), B2 2.4 (1.4-3.8), A1B 2.8 (1.7-4.4), A2 3.4 (2.0-5.4), A1F1 4.0 (2.4-6.4)
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Table 1.6: Global and regional observed and projected changes in air temperature T and precipitation P .

Values depict the annual mean if not further indicated. W: World, DJF: Winter, MAM: Spring, JJA: Summer,

SON: Autumn; Regions are abbreviated by standard code (ISO-3166-1 Alpha-2).

Domain Observed trend Projected (End of 21st century) Reference

W T +0.7 ±0.2 ◦C , 1906-2005 +1.7 to +4.4 ◦C a Solomon et al. (2007)

W P -7 to +2 (mean: -3.7) mm/(10 a),

1951-2005

— Solomon et al. (2007)

EU T +1 ◦C , 1906-2005b south +3.2 ◦C , north +3.5 ◦C a Solomon et al. (2007)

EU P north +6 to +8 %, 1900-2005 south -12 %, north +9 %a Solomon et al. (2007)

DE T +0.8 to +1.1 ◦C , 1901-2000 — Schonwiese and Janos-

chitz (2008) as quoted

in (Haberlandt et al.

2010)

DE T +0.97 ◦C , 1901-2008 — DWD (2009)

DE T — +2.5 to +3.5 ◦C c UBA/MPI (2006)

DE T — +2 to +4.5 ◦C (DJF),

+1.3 to +5 ◦C (JJA)de

Jacob et al. (2012)

DE P +9.7 %, 1901-2008 — DWD (2009)

DE P — -4 to +30 % (DJF),

-25 to +10 % (JJA)def

Jacob et al. (2012)

DE-NIg T +1.2 ◦C , 1881-2009 +2.5 ◦C d Moseley et al. (2012)

DE-NIg T +1.3 ◦C , 1951-2005 — Haberlandt et al. (2010)

DE-NIg T +1.09 ◦C , 1901-2008 — DWD (2009)

DE-NIg P +11.8 %, 1901-2008

(+23.6 % DJF, +1.2 % JJA)

— DWD (2009)

DE-NIg P +9 %, 1951-2005

(+32 % DJF, -13 % JJA)

— Haberlandt et al. (2010)

DE-NIg P +15 %, 1881-2009 (+30 % DJF) +11 to +18.5 % (SON, DJF,

MAM), -10 % (JJA)d

Moseley et al. (2012)

a2090-2099 compared to 1980-1999, scenario A1B
bvalue extracted from figure SPM.4
c2071-2100 compared to 1961-1990, range of scenarios A1B, B1, A2
d2071-2100 compared to 1971-2000, scenario A1B
eRange over all presented climate realizations (ENSEMBLES, REMO)
fMost simulations showed a decrease of summer precipitation
gPresent year-mean climate of Lower Saxony (1971-2000, Moseley et al. 2012): 8 to 9.5 ◦C air temperature at 2 m height above

ground, 240-280 d mean duration of vegetation period, 50 to >80 days with frost, 5 to 6 m s−1 wind speed, 50 to 80 mm per month

precipitation, 1 to 2 days with extreme precipitation in summer, 16 to 17 d longest dry period from April to September in most areas.

34



CHAPTER 1. INTRODUCTION 1.3. SUSCEPTIBILITY TO CLIMATIC CHANGES

1.3 Susceptibility of plant / horticultural systems to climatic changes

1.3.1 Basic thoughts on climatic impact through changes in distribution

parameters

The described projected changes of climate variables will have consequences for horticultural systems.

These impacts can be deduced from changes in climate variable distributions concerning location, spread

and shape. On the one hand changes in the location of a distribution (e.g. mean air temperature) can be

meaningful due to the relative location to an optimum of a given biological process (e.g. effect of mean air

temperature on cell doubling time). On the other hand, this shift will directly affect the appearance (number)

and extent (scale) of extreme events. The same effect can be reached through changes in the shape of the

distribution as shown by fig.1.5 for a normal distribution. The following examples can be given: Assuming

normal distribution, an increase of mean air temperature has led to a longer vegetation period as well as

earlier flowering of temperate fruit trees. However, this does not necessarily reduce cold stress or late

frost risk due to a simultaneous increase in the variance of temperature. Depending on the latter, only little

changes might occur in minimum temperatures (lower edge of the distribution). Quantification of this matter

is subject of present research and further influences are described in the following sections. A second

example is the energy demand of greenhouse heating systems, which can be expected to decrease in the

mean with ongoing global warming. Nonetheless, dimensioning of the heating systems must take lowest

rather than mean temperatures into account.

Figure 1.5: Basic concept of changes in distribution mean and variance for normally distributed

climate variables. Modified from Houghton et al. (2001), chapter 2.7.1, fig. 2.32.
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1.3.2 General system parameters

Plant biology is subject to climatic changes at all organizational levels, ranging from gene expression, sin-

gle cells, organs and finally plants up to plant communities and ecosystems (Morison and Morecroft 2006).

Hereby single climate variables may have several effects on plant physiology, which may be counteracting

or may not necessarily be directly related to plant growth or development. Therefore the effects of one

single climate variable integrate to the effect of that climate variable on total metabolism (e.g. temperature,

Porter and Semenov 2005), whereas the effects of all climate variables integrate to the climatic impact. In

order to comprehend a possible range of climatic impacts on horticultural production systems, an overview

of main physiological responses is given first, followed by considerations of observed and expected future

climatic impacts at the production (”yield”) level. It must be remarked further, that effects at one level (e.g.

response of photosynthetic fixation rate to carbon dioxide concentration) may also become insignificant

at a higher level of abstraction (e.g. C4 plants do not benefit from increased atmospheric carbon dioxide

concentration as C3 plants). Concerning horticultural production systems, the following considerations are

restricted to the physiological-to-plant levels of vascular plants. While Santos et al. (2012) differentiates be-

tween climate variables as forcing factors and as extreme events, in the present work these are treated as

effects of different quantiles of a distribution of the same climate variable(s). Furthermore, large interactions

exist between climate and plant pests or pathogens or weeds. These fields constitute major research fields

on their own and hence literature is referred to (Woiwod 1997; Harvell et al. 2002; Fuhrer 2003; Juroszek

and v. Tiedemann 2011, 2012).

Carbon dioxide

Plant dry matter consists to about 40 to 45 % of carbon (Krug et al. 2002), which is allocated from the atmo-

sphere to the plant through photosynthesis (≈ 120 Gt a−1 global uptake, Bowes 1991). Hence atmospheric

carbon dioxide concentration affects the photosynthetic rate, as it is substrate to Ribulose-1,5-bisphosphate

carboxylase oxygenase (RuBisCO) (Taiz and Zeiger 2000; Campbell and Reece 2003). Assuming a de-

pendency of internal leaf CO2 concentration on atmospheric CO2 concentration (Katul et al. 2000), an

increasing CO2 concentration enhances the CO2 fixation rate to a certain extent, as shown for example by

Wollenweber et al. (2003) for light saturated leaf photosynthesis in response to internal leaf CO2 concentra-

tion. However, C4- and CAM-plants raise the CO2 concentration at the site of photosynthesis through ’CO2

pumping’ (Taiz and Zeiger 2000: 209-214) and storage during the night (Taiz and Zeiger 2000: 214-216),

respectively. Depending on CO2-feedback (e.g. starch accumulation), this translates into the respective

growth responses of plants (Bowes 1991). For example, Quebedeaux and Chollet (1977) grew plants of C3

and C4 Panicum species in a ”controlled environment growth room” under varying CO2 and O2 concentra-

tions. Hereby CO2-enrichment clearly increased the growth of C3-plants, contrary to C4-plants. Additionally,

numerous experiments have been carried out in order to identify the influences of environmental CO2 en-

richment on stomatal conductance, transpiration and water use efficiency (WUE). In the main, stomata

conductance and transpiration are decreased (Kimball and Idso 1983; Rötter and Van De Geijn 1999),
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whereas WUE is increased (see Bowes 1991; Rötter and Van De Geijn 1999 for a review). Rötter and Van

De Geijn (1999) further discuss a possibly reduced stress from NOx and O3 due to CO2 -stomata regu-

lation. However, these effects have to be regarded with care at the plant level, since CO2 may stimulate

leaf area (see Morison and Lawlor 1999 for a review). Further anatomical, morphological, physiological or

biochemical influences as well as effects of adaptation to increased CO2 have been described (see Bowes

1991 and Moretti et al. 2010 for a review). Interactions with root activity and soil micro-biota exist, as the

diffusion of CO2 in soils depends on atmospheric CO2 concentration.

Summarizing, while global atmospheric CO2 concentration has been rising continuously during the recent

past, reaching a current level of 394 ppm (2012 annual mean at Mauna Loa, Hawai, CO2 expressed as

a mole fraction in dry air, µmol mol−1, abbreviated as ppm, Tans 2013), a doubling in CO2-concentration

could increase yield by about 33 %, as concluded by Kimball and Idso (1983) from a review of 430 ex-

periments. Although the latter result has been confirmed for Triticum aestivum L. by Amthor (2001) (156

experiments, including FACE experiments) with 31 % increased yield by doubling of CO2 from 350 to 700

ppm, uncertainty remains as other sources report an about 50 % lower expected increase in yield, when

regarding FACE-experiments (Long et al. 2006). Concludingly, the 4th Assessment Report of the IPCC

reported a positive effect of CO2 alone on yield (Parry et al. 2007), whereas combined effects of CO2 and

climate on crop growth and yield remain limited (Ewert 2004).

Temperature

As plants are poikilothermic, their metabolism is tied to the temperature of the surrounding medium (Körner

2006). Since enzyme kinetics are temperature-dependent (Campbell and Reece 2003), temperature exerts

multiple influences on physiological processes. Main influences exist on net photosynthesis as respira-

tion (mitochondrial respiration as well as photorespiration) increases with temperature (Taiz and Zeiger

2000; Sage et al. 2008). Besides respiration, possible effects limiting the photosynthetic capacity above

leaf optimum temperature are discussed (Sage et al. 2008). Additionally temperature affects photosyn-

thesis by diffusion limitation through greater stomatal limitations at higher temperatures concerning va-

por pressure deficit (vpd) (large vpd can reduce stomatal conductance) and CO2 -response of Rubisco-

limited/RuBPregeneration-limited CO2 -assimilation rate as well as through limitation of mesophyll transfer

conductance (Sage et al. 2008).

Further, temperature strongly influences the cell-doubling time (Fig. 1.6, Körner 2003). Hence, under

optimal conditions temperature determines the velocity of plant development (Krug et al. 2002: 34). For

instance, Porter and Semenov (2005) state a linear relation between the mean phase temperature and the

rate of plant development in general. Hereby plant susceptibility to temperature varies largely and plant

species can be grouped according to their range and optimum (cardinal temperatures). Recapitulating, the

order of the temperature-limits for plant processes can be given from wide to narrow as Lethal > Activity

> Development > Growth > Reproduction (Porter and Semenov 2005). From this, mean, extremes and

variance of temperature determine plant growth/development. Hence in temperate climates, the vegetation
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period is limited by low temperatures (winter); (see Bender and Schaller (2012) for definitions of vegetation

period). Frosts or low temperatures cause damages up to death, depending on plant susceptibility and

phenological stage (Friedrich and Fischer 2000: 243-253; Krug et al. 2002: 37; Jackson 2003: 282-286).

In the case of blossom frost, reproductive organs may dry out due to cuticular cracks after tissue freezing

(Rodrigo 2000). On the other hand, heat may lead to death, damages, bolting or deficiencies regarding

quality (Krug et al. 2002: 37) or decreased fertility (Wollenweber et al. 2003). In the latter case, heat stress

during anthesis or double-ridge stage has led to reduced yield (Wollenweber et al. 2003). Hereby effects of

mean temperature increases must be differentiated from changes in temperature variability. For instance,

in a warming world blossom frost occurrences could increase due to faster advancing of flowering dates

than dates of the last spring freeze (effect of mean temperatures). However they could also increase due

to increased variance of either flowering dates or last dates of the last spring freeze (effect of increased

variability) (Chitu et al. 2012).

In the temperature range between lower and upper limit to damages, plants show short-term responses, e.g.

heat-shock protein synthesis (Taiz and Zeiger 2000: 736-741) or altered root hydraulic conductance (Taiz

and Zeiger 2000: 84) as well as long-term responses to changes of temperature. Altered metabolism includ-

ing stress responses may appear on both scales. For example, seedlings of Lactuca sativa show increased

chicoric and chlorogenic acid and accumulate Quercetin-3-O-glucoside and luteolin-7-O-glucoside, while

leafs and roots of Brassica oleraceae show increased levels of aquaporins and glucosinolates as well as

of the fatty acids linoleic and stigmasterol, but decreased levels of the fatty acids palmitoleic, oleic and sis-

tosterol (Ahuja et al. 2010). Anthocyanin accumulation in pomegranate (Punica granatum L.) is influenced

by seasonal temperature, hence determining the color of the fruit (Borochov-Neori et al. 2011). Regard-

ing climate, long-term responses as altered CO2 assimilation rate and C and N partitioning (Morison and

Lawlor 1999; Porter and Semenov 2005), chilling requirement (Luedeling et al. 2009a; Luedeling 2012) or

vernalization (Wurr et al. 1996; Taiz and Zeiger 2000: 707-708; Krug et al. 2002: 88-91) may become rele-

vant. Regarding the latter two, low temperatures serves as a signal (Körner 2006: 61). In the case of fruit

tree phenology, phenological timing in spring (e.g. bud break, flowering) is determined by the temperature

dependent processes chilling and forcing (Legave et al. 2008b,a).

Regarding horticultural production, air temperature has numerous further effects on the production chain,

e.g. effects on greenhouse energy demand (Krug et al. 2002: 120, Hoffmann and Rath 2009) with regard

to heating or cooling systems, on the possible period of seed storage (Krug et al. 2002: 215), the quality

(reduced sugar content under high temperature in pea, Abou-Hussein 2012), fruit set (reduced fruit set

caused by warm temperatures during bloom; sweet cherry: Hedhly et al. 2007; tomato: Sato et al. 2006) or

on the shelf-life of harvested products (Taiz and Zeiger 2000: 310; Krug et al. 2002: 258; Moretti et al. 2010).

However, innumerable interactions with other climate variables, e.g. with CO2 (Morison and Lawlor 1999),

as well as with the plant-soil interface (rhizosphere), e.g. ion chemistry, micro-biota or soil water content

through evapotranspiration, exist. Finally, yield response to temperature varies regionally, as it is limited in

northern Europe by cool temperatures (Holmer 2008), whereas in southern Europe high temperatures in
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combination with low precipitation are limiting (Reidsma and Ewert 2008).

Figure 1.6: Temperature influence on leaf net photosynthesis and cell cycle. Modified from Körner

(2006) and Körner (2003).

Precipitation

Precipitation as climate variable (see Bender and Schaller 2012 for definitions of precipitation indexes)

affects plant development and growth indirectly via the available soil water. Hereby precipitation adds to soil

water content as follows (modified from Krug et al. 2002: 39; in mm):

∆W = P + C − T − E −R−D − I + IRR (1.12)

∆W : Difference in soil water content

P : Precipitation

C : Capillary rise from ground water

T : Transpiration

E : Evaporation

R : surface runoff

D : Drainage to groundwater

I : Interception

IRR : Irrigation

Depending on the present soil, the soil water content determines the soil water tension (Scheffer and

Schachtschabel 1989: 178) and hence hydraulic conductivity of the soil (Scheffer and Schachtschabel
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1989: 184; Taiz and Zeiger 2000: 82). Hereby the rate of root water uptake, e.g. responsible for nutri-

ent transport and plant turgor, depends on the hydraulic conductivity of the soil and interacts with evapo-

transpiration. Therefore increasing soil water tension eventually decreases plant water uptake, as can be

verified with the help of relative transpiration rates (ETa ETp−1, Scheffer and Schachtschabel 1989: 201).

While the latter eventually decreases with increasing soil water tension, this effect is further enhanced

through higher evapotranspiration rates (Scheffer and Schachtschabel 1989: 201). Hence, in crop produc-

tion deficits in soil water content must be compensated through irrigation (capillary rise can be neglected).

For the numerous effects of decreased water availability on crop production, literature must be referred to

(Turner and Kramer 1980; Simpson 1981; Raper and Kramer 1983; Marschner 1995; Taiz and Zeiger 2000;

Krug et al. 2002). Again, short- and long-term responses/adaptation take place (Krug et al. 2002: 197).

Via remediation through irrigation, precipitation further influences horticultural crop production, as tech-

nical infrastructure is required for open field (irrigation systems) as well as greenhouse crop production

(storage basins). Contrary to water deficit conditions, water logging may further occur, interacting with O2

depletion/deficiency in soil and roots, soil erosion (Scheffer and Schachtschabel 1989: 389,470) as well as

altered nutrient availability (Marschner 1995: 626-643). Further effects on horticultural production are due

to precipitation in solid form (hail damages, field snow cover, greenhouse snow cover).

Shortwave radiation

Global radiation is the ”total short-wave radiation from the sky falling onto a horizontal surface on the

ground”, including ”both the direct solar radiation and the diffuse radiation resulting from reflected or scat-

tered sunlight” (PIK 2013), with wavelengths ranging from 290 to 2800 nm (Krug et al. 2002: 30). Pho-

tosynthetic active radiation (PAR), constituting roughly 50 % of the global radiation (Krug et al. 2002: 30)

is the driving force to photosynthesis (Campbell and Reece 2003: 209-228). Species show characteris-

tic response curves to PAR, depending further on CO2 and temperature (see Krug et al. 2002: 94 for an

example for a leaf of Cucumis sativus). Together with temperature, global radiation determines evapotran-

spiration (Krug et al. 2002: 67) as well as greenhouse energy demand (Krug et al. 2007). Additionally, the

circadian rhythm as well as flowering induction (photoperiodism) and possibly vernalization (Taiz and Zeiger

2000: 708-709) are influenced by global radiation (Taiz and Zeiger 2000: 699-707). Hereby photoperiodism

constrains the influence of temperature on development (e.g. synchronization of flowering in populations or

preventing too early flowering or too late induction of dormancy; Körner 2006). Stomata regulation is influ-

enced by photon flux and light quality (”blue light”) as shown for Vicia faba (Taiz and Zeiger 2000: 525-526),

hence affecting transpiration.

Concerning yield, the given necessity of PAR for plant growth has to be put in context to other light qual-

ity criteria (e.g. latitude and/or length of the day, sine of the solar angle and fraction of diffuse radiation,

level of UV-B radiation Schultz 2000) and other environmental influences. For instance, De Temmerman

et al. (2002) surprisingly found decreasing tuber yield of Solanum tuberosum with increasing total radiation

(emergence to harvest) on different (Europe) as well as same locations (e.g. Gießen, Germany). The au-
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thors ascribe this result to possible positive effects to increased day length in summer as well as to possibly

associated temperature, senescence/ripening and drought effects.

Furthermore, quality degradation in vegetables has been described as a result of the combination of el-

evated temperature and solar radiation (Moretti et al. 2010). Hereby leaf injuries (Lettuce), discoloration

(Apple, Avocado, Lime, Pineapple, Snap bean) or both (Cabbage) as well as sunburn (Muskmelon, Bell

pepper, Tomato) are mentioned.

Other climate variables

Most climate impact studies focus on effects of the mentioned climate variables CO2, temperature and

precipitation as these are expected to have the strongest impact (both climatic change and effect on plant

growth and yield). However further climatic influences as of wind speed (risk of windthrow) or of O3 (tox-

icity, Booker et al. 2009; Fuhrer 2009; Moretti et al. 2010) can be found. Additionally effects of other

climate variables as relative air humidity can be related to temperature, precipitation and global radiation

or may only exert an effect in combination with other additional factors (e.g. wind direction in combination

with exposure/orography). Depending on the definition of climate, extended or derived variables may also

be regarded as ”climate variable”, e.g. river discharge, land cover, groundwater, albedo, fire disturbance

or soil carbon (http://www.wmo.int/pages/prog/gcos/index.php?name=EssentialClimateVariables,

lastfetch:24.03.2013). These may further influence plant growth and yield or depend themselvs on plant

growth, e.g. leaf area index (LAI) or above-ground biomass.
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1.3.3 Vulnerable systems

According to (Olesen et al. 2011), climate change influences crop production

a) Directly — CO2 effects and ”resource use efficiencies”

b) Directly — temperature, rainfall, radiation and others on crop development and growth

c) Indirectly — shifts in crop suitability (e.g. expansion to north)

d) Directly — damages due to extreme events

e) Indirectly — environmental pollution

Hereby corresponding literature may be biased, as most literature concentrates on a-c (Olesen et al. 2011).

However, sensitivity of a horticultural system to climatic changes can be defined as its vulnerability (”the in-

ability to withstand the effects of a hostile environment”; http://en.wikipedia.org/wiki/Vulnerability).

While section 1.3.2 describes single climatic effects (e.g. on physiology), systems vulnerability comprises

the system with regard to yield, multiple effects and/or other climate variables (Wand 2007; Wand et al.

2008). Reviews on the vulnerability of agriculture (Zebisch et al. 2005: 67-83; Schaller and Weigel 2007)

and horticulture (Fink et al. 2009) have been published.

General statements can be found, e.g. that an increase of 2 ◦C will not affect most plants, but the accom-

panying precipitation/soil moisture will (Marris 2007). Santos et al. (2012) state, that C4 and CAM plants

”tend to be more tolerant to climate change than C3 plants”. However, in more detail and in a survey over

13 environmental zones in Europe, Olesen et al. (2011) (see also Olesen and Bindi 2002 for main climate

influences in Europe) estimated the following effects: Late frost in spring or early frost during fall (Limit-

ing factor), high frequency of rainy conditions (problematic at sowing or harvest), flooding/stagnant surface

water (persistent problem for grasslands, winter wheat or spring barley), overwintering/damage to crops

during winter (major problem for grasslands and winter wheat production in boreal/alpine north Europe),

hail damages (no measurable effect on large scales with regional exceptions), drought (mainly not limiting

although large concern, winter wheat limited across warm and cold regions, critical at flowering and seed

setting), heat stress (considered important, limiting when coinciding with drought). In fruit production, cli-

mate change possibly overcomes ”the adaptibility of many temperate fruit crops” (Campoy et al. 2011). For

instance, temperate climate fruit tree production could further be affected by alteration of flowering syn-

chrony (Campoy et al. 2011).

Regardless of systems limiting factors, several climatic influences can degrade crop quality and hence lead

to a complete production loss or an unsalable product. For horticultural production, these so-called ”Knock-

Out-Effects” determine high vulnerability. Examples are the obligatory vernalization of cauliflower in order to

initialize curd growth as well as the winter chill requirement of several fruit trees in order to break dormancy

(Campoy et al. 2011). In these cases, the specific temperature requirement restricts crop production to a

narrow temperature/time-frame. Hence, in these cases the present form of crop production could eventu-

ally cease completely due to changes in temperature beyond this frame (Luedeling et al. 2009b). Similarly,

water deficiency can cause total loss in horticulture, as products of low quality are not marketable (Fink

et al. 2009). This differs from agriculture, where water shortage decreases yield in the mean. An overview
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of Knock-Out-Effects for horticultural products is given by table 1.7, (Hoffmann and Rath 2010).

Table 1.7: Potential ”Knock-Out-Effects” (Hoffmann and Rath 2010)

Variable Factor Culture Measure

temperature vernalization Brassica oleracea var. botr. L.,

Brassica oleracea var. gong. L.

cultivation methods, breed-

ing

frost ∗ sprinkling

heat ∗ shading, irrigation

dormancy fruit trees chemical treatment

energy costs miscellaneous cultivation methods

precipitation waterlogging Brassica oleracea var. gong. L. drainage, covering

drought ∗ shading, irrigation

heavy rain ∗ covering

fruit cracking Prunus avium possibly breeding in combi-

nation with shelters

damage by hail fruit cultivation hail nets

leaching ∗ cultivation methods, fertil-

ization

solar radiation bolting Lactuca sativa var. cap. L. shading

burn Malus domestica shading

seediness Brassica oleracea var. botr. L. shading

wind mechanical

damages

fruit cultivation wind screen, location

O3, NMVOC toxicity ∗ —

miscellaneous unwanted com-

pounds

∗ —

∗) applies to most open field cultures
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1.3.4 Observed climatic impact

The described main effects of climate variables on plant development were derived from measurements /

observations with varying natural or artificial climate conditions and not necessarily from long time series.

However, the other way around observed long-term changes in these effects can be attributed to changes

in climate parameters. This is certainly difficult, as most effects are masked by technological advances,

breeding, economical situations and environmental interdependencies of variables. While it still has been

done extensively for agricultural crops, knowledge about climate impacts on horticultural crops remains low

(see Abou-Hussein 2012 for a review on climate change and vegetable crops). This is mainly due to the

lack of large observational time series (>30 a). One exception is temperate climate fruit tree phenology,

thanks to large observational systems (e.g. meteorological services) around the world.

Crop phenology since 1951 reveals almost entirely negative trends, implying that events occur earlier with

increasing temperature (tab. 1.8). Estrella et al. (2007) examined phenological stages of 78 horticultural

and agricultural crops, with 97 % of the records showing an advancing of phenophases. Exceptions are

the delayed heading of Z. mays and harvest of B. napus var. napus, whereas for the date of fruit maturity

of Malus domestica no clear signal was found, albeit significant earlier flowering. A delayed and irregular

emergence of Asparagus was observed, possibly due to deficient winter chill (Fink et al. 2009).

Altered phenology consequently led to changes of grape acidity, sugar content and/or phenolics (Campeanu

et al. 2012; Vršic and Vodovnik 2012), thus affecting product quality directly. Hereby decreasing acidity had

positive (red wine, Campeanu et al. 2012) as well as negative (white wine, Campeanu et al. 2012) influ-

ences on wine quality.

Lobell and Field (2007) attributed differences in global yield (FAO data) to climate change by applying re-

gression models on detrended time series by taking year-to-year differences (=first differences) and estimat-

ing the uncertainty (confidence interval) for each decade via bootstrapping. Although this simple approach

certainly cannot explain cause-effect relations mechanistically, it contains two assumptions. First, climate

variation causes variation of yield (attribution of cause-effect direction). The second assumption is, that

first differences ”minimize the influence of slowly changing factors, such as crop management”. Hereby

variances in yield changes could partially be explained with minimum and maximum air temperature as well

as precipitation. As a result, despite increasing yields (t ha−1), increasing temperatures showed a clear

negative influence on the yield of wheat, maize and barley (1961-2002). Hereby significant yield effects

were mostly temperature driven, while precipitation had ”only minor influences”. However, this signal was

less pronounced for rice, soybean and sorghum. Furthermore, regarding global trends does not rule out

local yield increases due to climate change, as the examples of Turkey (Ulukan 2009) as well as Greece

(decrease) and Finland (increase) show (tab. 1.8). Detailed studies on heat stress do not exist for horti-

cultural crops in general, but Fink et al. (2009) mention diminished quality of some vegetables due to night

temperatures >20 ◦C and daytime temperatures >30 ◦C .
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Table 1.8: Observed abiotic impact of climate change. W: World; Regions are abbreviated by standard

code (ISO-3166-1 Alpha-2)

Factor Species Impact Reference

(-,◦,+)a

Begin of growing season (DE) — - Chmielewski et al. (2004)

Sowing (DE) Z. mays - Estrella et al. (2007)

Emergence (DE) B. vulgaris, S. cereale,

Z. mays

- Chmielewski et al. (2004); Estrella

et al. (2007)

Emergence (DE) Asparagus +b Fink et al. (2009)

Begin of stem elongation (DE) S. cereale - Chmielewski et al. (2004)

Heading (DE) Z. mays + Estrella et al. (2007)

Harvest (DE) B. vulgaris, S. cereale,

Z. mays

- Chmielewski et al. (2004); Estrella

et al. (2007)

Flowering date M. domesticac - Chmielewski et al. (2004); Wolfe

et al. (2005); Estrella et al. (2007);

Chmielewski et al. (2009); Blanke

and Kunz (2009); Sugiura (2010);

Kunz and Blanke (2011); Blanke

and Kunz (2011)

Flowering date (DE) P. avium - Chmielewski et al. (2004, 2009)

Flowering date (JP) Cerasus sp. - Miller-Rushing et al. (2007)

Flowering date (JP) Prunus sp. - Miller-Rushing et al. (2007)

Flowering date (US) P. serrulata ’Kwanzan’ - Chung et al. (2011)

Flowering date (US) P. ×yedoensis ’Yoshino’ - Chung et al. (2011)

Flowering date (DE) Pyrus communis - Estrella et al. (2007); Chmielewski

et al. (2009)

Flowering date (FR) P. armeniaca ◦ Legave and Clauzel (2006)

Flowering date (DE) P. armeniaca - Chmielewski et al. (2009)

Flowering date (DE) P. domestica - Chmielewski et al. (2009)

Flowering date (DE) P. persica - Chmielewski et al. (2009)

Flowering date (US) S. chinensis - Wolfe et al. (2005)

Flowering date (US) V. vinifera - Wolfe et al. (2005)

Flowering date (DE) R. uva-crispa - Estrella et al. (2007)

Fruit ripe for picking (DE) M. domestica -,◦ Estrella et al. (2007); Chmielewski

et al. (2009)

Fruit ripe for picking (DE) P. cerasus - Estrella et al. (2007)

Fruit ripe for picking (DE) R. fruticosus ◦ Estrella et al. (2007)
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Factor Species Impact Reference

(-,◦,+)a

Fruit ripe for picking (DE) P. domestica ◦ Estrella et al. (2007)

Harvest (DE) B. napus var. napus + Estrella et al. (2007)

Blossom frost risk (DE) M. domesticac ◦ Blanke and Kunz (2009); Kunz and

Blanke (2011); Blanke and Kunz

(2011)

Freezing Injury (JP) fruit trees -,◦,+ Sugiura (2010)

Blossom frost risk (JP) fruit trees -,◦,+d Sugiura (2010)

Grape acidity content V. vinifera - Campeanu et al. (2012); Vršic and

Vodovnik (2012)

Grape sugar content V. vinifera + Campeanu et al. (2012)

”Absolute” maturity V. viniferae - Campeanu et al. (2012)

Berry crop bud break date various - Kampuss et al. (2009)

Berry crop bud flowering date various - Kampuss et al. (2009)

Berry crop frost risk various + Kampuss et al. (2009)

Berry crop chill various - Kampuss et al. (2009)

Berry crop bud break various - Kampuss et al. (2009)

Woodlands Juniperus L. - Fisher (1997)

Winter chill availability —f - Luedeling (2012)

Winter chill availability fruit/nut trees - Luedeling et al. (2009b)

O3 — + Fuhrer (2009)

Yield (W) T. aestivum, Z. mays, H.

vulgare L.

- Lobell and Field (2007)

Yield (FI) cereal, tuber crops + Olesen et al. (2011)

Yield (GR) cereal, tuber crops - Olesen et al. (2011)

adecrease or advancing in DOY (-), no change (◦), increase or delay in DOY (+)
bEmergence was delayed and not uniform
ccvs ’Booskoop’, ’Cox’s Orange Pippin’, ’Golden Delicious’
dmainly increasing in the North of Japan
ecv. Sauvignon, cv. Cabernet S., cv. Merlot, cv. Pinot Gris, cv. Riesling Italian
fWinter chill availability as calculated with various models
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1.3.5 Expected future impact

The 4th Assessment Report (AR4) of the International Panel on Climate Change (IPCC) (Parry et al. 2007)

concluded, that ”climate change and variability will impact food, fiber, and forests around the world due to

the effects on plant growth and yield of elevated CO2, higher temperatures, altered precipitation and transpi-

ration regimes, and increased frequency of extreme events, as well as modified weed, pest and pathogen

pressure”. While the authors state, that these findings have been confirmed by following studies, literature

reports a wide range of possible future climatic impacts. Due to the lack of large-scale studies on horticul-

tural crops and for reasons of comparison, the following review does include examples for agricultural field

crops.

In the main, yields will respond depending on the regional climatic situation. Trnka et al. (2011) examined

the agroclimatic conditions in Europe and found several cases of increasing drought stress and a shorter

growing season ”squeezed between a cold winter and a hot summer”, stating a higher risk for rain-fed crops

as well as a generally increasing inter-annual yield variability. Differently, northern latitudes were also found

to benefit from larger total vegetation periods, increasing temperatures and CO2 (Olesen and Bindi 2002;

Olesen et al. 2007), as well as possibly from a wider a range of suitable plants coming from the south

(Rochette et al. 2004). However, the growing period of determinate crops (e.g. onion, cereals) is expected

to decline, contrary to indeterminate crops (e.g. carrot) (Olesen and Bindi 2002). Mediterranean-like areas

are expected to show declining yield due to heat and water shortage (Olesen et al. 2011). Hereby the

range, in which beneficial and degrading effects as well as the extent of these climate impact signals is still

under debate. Increasing temperatures lead to a faster development of most crops (Rubino et al. 2012).

This does however not necessarily imply, that – in the mean – warmer future scenarios lead to a reduction

of the cultivation/production time [d], as the projected seasonal warming pattern from scenarios may differ.

For example Campi et al. (2012) found a larger reduction of the production time for potato with the relatively

”cooler” scenario B1, as the applied projection showed higher spring temperatures (tab.1.9) compared to

scenario A2. Hereby a shorter cultivation time of field crops may influence the irrigation volume (Campi

et al. 2012). Analyzing the irrigation demand for vegetables in a Mediterranean environment (scenarios A2,

B1), the authors found a generally low risk of future water stress for crops which develop their cycles in

spring and autumn as well as for asparagus and artichoke (summer crop cycle). However, despite shorter

crop cycles, Rubino et al. (2012) found little changes of future irrigation water demand for tomato, aspara-

gus, sugar beet and grape vine in Italy. This illustrates the counteracting effects of shorter crop cycles and

increased evapotranspiration with regard to irrigation demand and due to increasing temperature. There-

fore larger yields could be expected, when evapotranspiration is compensated by irrigation. Nonetheless,

Olesen and Bindi (2002) compared 11 studies of agricultural crops with and without irrigation and found no

clear signal by 2050. Table 1.9 shows expected trends of climate impact. The listed studies (mainly horticul-

ture) are heavily based on plant phenology and production time, as these are closely related to temperature.

Besides detailed projections (table 1.9), rough estimates of direct climate effects have been published, e.g.
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the impact of rising ozone levels on horticultural plant yield (Booker et al. 2009) and altered ”competitive

interactions in favor of C3 species” due to increasing CO2 (Bowes 1991). A further possible trend affecting

plant integrity as well as grape composition/flavor is the increase of UV-B radiation, as postulated by (Schultz

2000). Further, little attendance has been paid to the consequences to assimilation caused by leaf warming

beyond their thermal optimum (Sage et al. 2008). The ongoing trend of changing quality in wine production

(Vršic and Vodovnik 2012) is expected to continue (Pieri et al. 2012). This is due to earlier flowering

combined with strong temperature increases during the veraison-maturation period, leading to changes in

aromas and phenolics (Vršic and Vodovnik 2012). However, according to Zebisch et al. (2005: 73) warming

could lead to a northward shift of wine production areas in Germany, allowing the cultivation of superior

varieties. Further south, these temperature effects combine with dryness, resulting in adverse conditions

for viticulture in Spain (Malheiro et al. 2012). Future trends can be opposing for related effects, as both

decreasing cold stress (beneficial) and decreasing winter hardiness (harmful) are described for fruit trees

in Canada (Rochette et al. 2004) and horticultural woody-plants in Finland (Laapas et al. 2012). Hereby

decreasing winter hardiness was attributed to a thinner snow cover (Canada) and an increasing number

of thawing events (Canada and Finland). Similarly, chilling and forcing of temperate climate fruit trees

may exert opposing effects in a warming world (Legave et al. 2008b,a). These findings are derived from

sequential or parallel chilling-forcing models for the prediction of apple flowering dates. Hereby most studies

expect an ongoing advancing of apple spring phenology. Projected changes in strawberry phenology (table

1.9) however are not expected to lead to changes in cultural techniques (Døving 2009).

While the resulting yield has been rarely estimated for horticultural crops, estimates (t ha−1) are listed by

table 1.10. However, absolute yields (t) depend on land use. Hereby global arable land might decrease

by 0.8 to 4.4 % (2071-2099 minus 1961-1990, Europe 11 to 17 %), depending on the scenario (Zhang

and Cai 2011), Olesen et al. (2007) projected an increase of suitable area for grain maize and Lorencová

et al. (2013) project a ”decrease of arable land” for areas in the Czech Republic. Therefore climate change

effects on plant production can be somewhat different from climate change effects on human well-being.

Decreasing yield of fruit trees under climate change has been estimated by Chmielewski et al. (2009)

(table 1.10), finding a shift of the main sources of yield loss. While present losses are almost entirely

due to blossom frost and codling moth (Cydia pomonella), future losses were attributed to roughly 50 %

to insufficient chill as well as to direct yield losses due to water supply and shorter ripening periods. The

yield of vegetables which are currently grown at supra-optimal temperatures can be expected to increase

directly with rising temperature (Fink et al. 2009). However, as most vegetables are harvested according to

defined weight and/or size, increasing temperature would only lead to an effective increase of total yield, if

temperature would allow the cultivation of at least one additional set due to faster development/growth (Fink

et al. 2009).

Greenhouse tomato yield has been projected for Avignon, Southern France, for an temperature increase

of 1.0 ◦C (greenhouse) and 2.2 ◦C (ambient) for 2070-2099, as compared to 1960-1979 (Boulard et al.

2011). Hereby simulations without considering rising CO2-concentration led to a yield reduction of 7 %,
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whereas considering an increase of CO2 rendered a yield increase of 20 %. In both cases, the authors

simulated a considerably increasing plant stress due to ”high temperature and saturation deficit”, possibly

becoming problematic for fruit quality. These results were further accompanied by 30 % projected savings

in greenhouse energy demand due to milder future winter. According to Fink et al. (2009), the problem

of high temperatures in greenhouses can be attributed to the combination of high ambient temperature as

well as high insulation and might apply only partially to higher latitudes. While the number of high ambient

air temperatures is expected to increase, increasing radiation is not expected. Fink et al. (2009) conclude,

that the resulting difficulties for crop cultivation in greenhouses in summer of Mediterranean climates do

not apply for higher latitudes, even with increasing number of high temperatures. However, they further

conclude for Germany, that energy savings due to increasing production will not lead to large changes in

winter crop production in greenhouses, as the limiting factor for growth remains radiation.

Not taken into account by most studies, adaptive measures can alleviate plant stress. For instance,

crop/yield losses due to heat stress were reduced in projections including adaption of sowing dates (Os-

borne et al. 2013; Teixeira et al. 2013). Adding to this, most studies focus on the range of projected mean

temperatures of scenarios B1, A1B and A2 <+4 ◦C . However, Rötter et al. (2011) showed for H. vulgare

L. for Finland, that warming beyond +4 ◦C would lead to a reduced growth duration and yield, regardless

of adjusted sowing dates. Hence, climates of extreme scenarios could contain non-linear effects on plant

production, yet unknown or underestimated.

Table 1.9: Expected trends of future abiotic impact of climate change on plant development or growth. W:

World; Regions are abbreviated by standard code (ISO-3166-1 Alpha-2)

Factor Species Impact

(+,-,◦)a

Scenario Reference

Sowing date cereals - A1B Olesen et al. (2012)

Production time B. oleracea var. botr. L. - low to highb Wurr et al. (2004)

Production time B. oleracea var. it. P. ◦ A2 Campi et al. (2012)

Production time B. oleracea var. it. P. ◦ B1 Campi et al. (2012)

Production time C. scolymus - A2 Campi et al. (2012)

Production time C. scolymus ◦ B1 Campi et al. (2012)

Production time Asparagus - A2 Campi et al. (2012)

Production time Asparagus - B1 Campi et al. (2012)

Production time S. tuberosum - A2 Campi et al. (2012)

Production time S. tuberosum - B1 Campi et al. (2012)

Flowering date P. serrulata ’Kwanzan’ - A1B, A2 Chung et al. (2011)

Flowering date P. ×yedoensis ’Yoshino’ - A1B, A2 Chung et al. (2011)

Flowering date M. domestica - A1B Hoffmann et al. (2012)

Blossom frost risk M. domestica -,◦ A2, B2 Eccel et al. (2009)

49



CHAPTER 1. INTRODUCTION 1.3. SUSCEPTIBILITY TO CLIMATIC CHANGES

Factor Species Impact

(+,-,◦)a

Scenario Reference

Blossom frost risk M. domestica -,◦,+ A2 Kaukoranta et al. (2010)

Blossom frost risk M. domestica + — Cannell and Smith (1986)

Blossom frost risk M. domestica + B2 Chmielewski et al. (2005)

Blossom frost risk M. domestica ◦,+ B1, A1B Chmielewski et al. (2009)

Blossom frost risk M. domestica -,◦,+ A1B Hoffmann et al. (2012)

Grow. season length M. domestica - (n.s.) A1B,A2,B2 Stöckle et al. (2011)

Chill availability — -,◦ various Luedeling (2012)

Chill availability fruit/nut trees -,◦ B1, A1B, A2 Rochette et al. (2004);

Luedeling et al. (2009b)

Damage through in-

sufficient winter chill

M. domestica + B1, A1B Chmielewski et al. (2009)

Damage through early

winter frost

fruit trees - c Rochette et al. (2004)

Cold stress (winter) fruit trees - c Rochette et al. (2004)

Cold stress (winter) hortic. woody-plants - B1, A2 Laapas et al. (2012)

Overwintering risk hortic. woody-plants + B1, A2 Laapas et al. (2012)

Dormant period — - A1B,A2 Vujadinović et al. (2012)

Winter hardiness fruit trees - c Rochette et al. (2004)

Bud frost risk fruit trees -,◦,+ c Rochette et al. (2004)

Start of season Fragaria ×ananassa cv.

’Senga Sengana’

- RegClim Døving (2009)

Duration of harvest

season

Fragaria ×ananassa cv.

’Senga Sengana’

- RegClim Døving (2009)

Crop loss due to heavy

precipitation

field crops + HCGS,CCGSd Rosenzweig et al. (2002)

Water allocatione horticultural field crops + A2, B1 Rubino et al. (2012)

Water allocatione O. europea, B. vulgaris

subsp. vulgaris

◦ A2, B1 Rubino et al. (2012)

Suitable area EU Z. mays + A1F1,A2,B1,B2 Olesen et al. (2007)

Irrig. demand W — + IS92a,HC3AA Döll (2002)

Irrig. demand IT Actinidiaf + A1B Villani et al. (2011)

Irrig. demand IT agricultural + A1B Rehana and Mujumdar

(2012)
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Factor Species Impact

(+,-,◦)a

Scenario Reference

Irrig. demand US vegetables + — USDA (1995) as quoted

in Moss and De Bodisco

(2002)

Irrig. demand US orchards + — USDA (1995) as quoted

in Moss and De Bodisco

(2002)

Irrig. demand US agricultural + — USDA (1995) as quoted

in Moss and De Bodisco

(2002)

O3 —g + A2 Fuhrer (2009)

Flowering date V. viniferah - A1B Pieri et al. (2012)

Budbreak to maturity

time

V. viniferai - various (8) Bindi et al. (1996)

Bloom to maturity time V. viniferai - various (8) Bindi et al. (1996)

Fruit dry weight V. viniferai -,◦,+ various (8) Bindi et al. (1996)

Final total dry weight V. viniferai + various (8) Bindi et al. (1996)

Dry matter variability V. viniferai + various (8) Bindi et al. (1996)

Hailstorm damage field crops + +1,+2 ◦C Botzen et al. (2010)

Hailstorm damage

(greenhouse)

— + +1,+2 ◦C Botzen et al. (2010)

Heat stress agricultural + A1B Teixeira et al. (2013)

Production Suitability

of Subtropics

Musa - A2 Van Den Bergh et al.

(2012)

aIncrease (+), decrease (-), no change (◦)
bUK Climate Change Impacts Programme emission scenarios
c1 % annual increase of greehouse gas forcing, Canadian Global Coupled General Circulation Model CGCMI
dHadley Centre (HC), Canadian Centre (CC) scenarios with greenhouse gas and sulfate aerosols (GS)
eAn available amount of water was allocated to asparagus, grape vine, olive, sugar beet and tomato in Italy
fNot further specified
gDeparting from present levels, that are ”often sufficiently high to reduce yields of” Oryz. sat., Tritic. aest., Z. mays, Sol. tub.
hcv. Merlot
icv. Sangiovese, cv. Cabernet S.
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Table 1.10: Expected future abiotic impact of climate change on yield or production. W: World; Regions

are abbreviated by standard code (ISO-3166-1 Alpha-2)

Species Region ∆yielda Period/ Scenario Reference

[%] condition

B. vulgaris L. UKb 19 2025 ownc Wurr et al. (1998)

B. vulgaris L. UKb 32 2050 ownc Wurr et al. (1998)

Allium cepa L. UKb 13 2025 ownc Wurr et al. (1998)

Allium cepa L. UKb 21 2050 ownc Wurr et al. (1998)

D. carota L. UKb 9 2025 ownc Wurr et al. (1998)

D. carota L. UKb 13 2050 ownc Wurr et al. (1998)

T. aestivum L. W 1.6 2030 A1B Tebaldi and Lobell (2008)

Z. mays W -14.1 2030 A1B Tebaldi and Lobell (2008)

H. vulgare W -1.8 2030 A1B Tebaldi and Lobell (2008)

C3 crops W 10 to 20 550 ppm experiment Parry et al. (2007)

C4 crops W 0 to 10 550 ppm experiment Parry et al. (2007)

Tree biomassb W 0 to 30c 550 ppm experiment Parry et al. (2007)

C3 crops W 5 to 20 550 ppm simulation Parry et al. (2007)

T. aestivum L. various 31 700 ppm experiment Amthor (2001)

variousc various 33 700 ppm experiment Amthor (2001)

various herbaceous various 38 700 ppm experiment Amthor (2001)

T. aestivum L. various 10 to 28d 550 ppm experiment Long et al. (2006)

O. sativa L. various 9 to 35e 550 ppm experiment Long et al. (2006)

G. max (L.) Merr. various 14 to 35f 550 ppm experiment Long et al. (2006)

C4 crops various 0 to 27e 550 ppm experiment Long et al. (2006)

T. aestivum L. EU 25 to 41 2020 B1, B2, A2, A1F1 Ewert et al. (2005)

T. aestivum L. EU 37 to 101 2050 B1, B2, A2, A1F1 Ewert et al. (2005)

T. aestivum L. EU 43 to 163 2080 B1, B2, A2, A1F1 Ewert et al. (2005)

M. domestica DE -7.7 to -5.7 2085 B1, A1B Chmielewski et al. (2009)

Citrus US -37.1 to

526.1

+1.5,

+2.5, +5.0

— Rosenzweig et al. (1996)

S. tuberosumj US -64.0 to -1.4 +1.5,

+2.5, +5.0

— Rosenzweig et al. (1996)

S. tuberosumk US -70.8 to 3.8 +1.5,

+2.5, +5.0

— Rosenzweig et al. (1996)

Gossypium ssp. L. IN -1.2 to 2.9l 2080 A1B, A2, B2 Hebbar et al. (2013)

O. sativa IN -10 to >-2.5 2080 A1B, A2, B1, B2 Soora et al. (2013)

V. vinifera L. PT +10m 2085 A1B Santos et al. (2013)
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Species Region ∆yielda Period/ Scenario Reference

[%] condition

various (nut, fruit) n US <-40 to 0 2050 A1B, A2, B1 Lobell et al. (2006)

a∆yield: difference in yield
bdaylit cabinets
cderived from Houghton et al. (1992)
dabove ground
ehigher values mostly for younger trees
f37 species, mostly agricultural
grange over 7 studies
hrange over 8 studies
irange over 10 studies
jfix planting date
lcalculated from table

mwine production
nV. vitifera, P. dulcis, Citrus × sinensis L., J. regia, Persea americana
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Chapter 2

General objectives

The overarching objective of the present work is to assess the future climatic impact on regional horticultural

production by establishing a basic frame of a climate impact modeling chain.

This objective requires investigation on processing of simulated time series including bias correction and

uncertainty assessment as well as on the specific climate change impact on future horticultural production,

thus comprising a broad range of substitutable methods and future projections. Therefore detailed inves-

tigations are presented by four publications. Regionalization is studied by the example of Lower Saxony

(Germany) and Germany, whereas specific climate variables are exemplified by water stress, blossom frost

risk in fruit tree production as well as greenhouse energy consumption.
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Investigations
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3.1 Processing and calibration of climate input data

3.1.1 Objective

The objective is to develop a method, which allows the calibration of multiple simulated time series of

different climate variables for their use as input of horticultural models.

3.1.2 Summary

A multidimensional bias correction is presented. As described in section 1.2.6, simulated climate time

series tend to deviate systematically from observations. These deviations in mean, extremes and distri-

bution skewness can decrease the applicability of raw, simulated time series for impact models drastically.

Thus, correction procedures are applied to remove the bias and several approaches have been published.

Nevertheless, none of them is able to maintain physical consistency between different climate variables.

Accordingly, bias correction is criticized (Ehret et al. 2012). On the contrary, separate bias correction of

different climate variables may lead to completely wrong results of impact models. For instance, separate

correction of precipitation and global radiation decreased the fraction of diffuse radiation of hours with pre-

cipitation (≥0.1 mm, Hoffmann and Rath 2011). Hereby, consistent bias correction has been identified as

one of six end user’s needs regarding the downscaling of climate data (Maraun et al. 2010). As most plant

models require more than one climate variable as input, a consistent bias correction method is required.

The presented bias correction method optimizes bias and n-dimensional probability for n climate variables.

Hereby single climate variable bias correction is applied and absolute bias and probability are weighted for

optimization. While this approach can be based on any bias correction method, the present work employs

distribution based bias correction (Ines and Hansen 2006; Piani et al. 2010) with hourly global radiation and

precipitation. The latter were chosen in order to show the strong relationship of the climate variables.

Depending on bias and consistency prior to correction as well as on the purpose of correction, optimization

may not exploit the full range of possibilities. This is due to weighting of probability and bias. Therefore

a parameter K was introduced, allowing to adjust the weights for bias and probability. For the time series

investigated, bias was reduced similarly to separate quantile mapping, while consistency as estimated from

the bivariate empirical cumulative distribution was improved.
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3.1.3 Publication: Meteorologically consistent bias correction of climate time se-

ries for agricultural models — Theoretical and applied climatology

Authors: Holger Hoffmann1 and Thomas Rath2

Journal: Theoretical and Applied Climatology

Volume: 110

Page: 129-141

DOI: 10.1007/s00704-012-0618-x

ISSN: 0177-798X (print version), 1434-4483 (electronic version)

Publisher: Springer

Address: Vienna, Austria

Date of Submission: 28 June 2011

Date of Acceptance: 22 February 2012

Date of Publication: 14 March 2012

Current Status: Published

Contribution of authors:
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and processing

2: Review

This publication can be accessed via http://link.springer.com/article/10.1007/s00704-012-0618-x

and is indexed by ’scopus’,’web of knowledge’,’google scholar’ among other search engines.
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3.2 Future water stress risk for Lactuca sativa L. var. capitata

3.2.1 Objective

The objective is to assess the influence of decreasing water availability on the growth of Lactuca sativa L. var.

capitata. For this purpose, a growth model was developed as described in the following. Future climate impact

due to changes in precipitation are discussed in section 4.2.

3.2.2 Summary

Leafy crops are highly susceptible to changes in the available water regime. Hereby future changes in total

precipitation (mm) and precipitation intensity (mm d−1) as well as in the precipitation pattern of the number of

consecutive wet or dry days are expected. Decreasing total summer precipitation along with longer dry periods

followed by heavy precipitation might pose problems to horticultural open field crops in the long run. In order to

cope with these changes, detailed knowledge about plant responses in cropping systems is essential. Knowing

the extent of plant stress at specific growth stages is a starting point for developing suitable adaptation strategies.

Hereby the effects of mean soil water tension (SWT) for a given period must be separated from effects of SWT

falling below a given threshold for a given time and/or frequency. As the effects of resulting water stress may be

specific to species and growth stage, these thresholds and corresponding transition zones are largely unknown.

Hereby severe plant stress due to water scarcity is and must be avoided through irrigation. In order to enable

the projection of future precipitation change effects, a first empirical model accounting for the cultivation time and

yield response to mean precipitation was developed.

The following publication describes the experimental set-up and model development for lettuce (Lactuca sativa

L. var. capitata). Growth was simulated with a parametrized double gompertz-function of soil temperature and

global radiation and water stress. Yield decreases due to water scarcity were modeled as deviation from optimum

growth (control), introducing a stress factor. Hereby the stress factor is a function of soil moisture which was

simulated from evapotranspiration and precipitation/irrigation. This approach accounts for additive and compen-

sating feedback-effects of soil moisture→ growth → soil moisture. Future projections must however be supplied

with initial soil moisture. Furthermore, the model yet lacks of differentiation of drought situations regarding growth

stage and duration which might result in different results as plant adaptation (compounds, root-shoot ratio, fine

roots etc.) takes place. In spite of these limits of the area of application, estimates of future precipitation impacts

seem feasible.
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3.2.3 Publication: Dynamic Modelling of Water Stress for Lactuca sativa L. var. capi-

tata — Acta Horticulturae

Authors: Charlotte Duncker1, Andreas Fricke2, Thomas Rath3 and Holger Hoffmann4

Journal: Acta horticulturae

Volume: —

Page: —

DOI: —

ISSN: 0567-7572

Publisher: International Society for Horticultural Science (ISHS)

Address: Leuven, Belgium

Date of Submission: 25.05.2012

Date of Acceptance: 09.07.2013

Date of Publication: —

Current Status: Accepted

Contribution of authors:
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Dynamic Modelling of Water Stress for Lactuca sativa

L. var. capitata
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Abstract

Changes in precipitation patterns and water availability are expected to continuously increase the impor-

tance of efficient and reliable irrigation management in intensive plant production. Therefore accurate pre-

diction of plant growth for deficient soil moisture conditions is essential. A dynamic model was developed

in order to investigate the impact of different water regimes on the growth of lettuce. For this Lactuca sativa

L. var. capitata was grown in a semi-open greenhouse at two irrigation levels (30 % and 80 % of poten-

tial evapotranspiration) and growth parameters were derived by relating fresh matter to soil and climatic

conditions. The developed model is built modularly and growth under optimal conditions is simulated by

a two-dimensional dynamic model based on soil temperature and global radiation. Water deficiency – in

turn affecting growth – is taken into account by subsequent computing of soil water status as influenced by

growth and evapotranspiration. In addition to the optimization of irrigation strategies the model is further

designed to be employed in climatic impact projections.

Keywords: growth model, drought stress, irrigation, evapotranspiration, lettuce

Introduction and Objectives

Water shortage leads to one of the most common forms of stress in plants (Molina-Montenegro et al., 2011).

Hence, water management is essential in plant production (Capra et al., 2008) and its importance increases

with the climatic change due to ongoing scarcity of fresh water (Leenhardt et al., 1998). Especially for

intensive plant production efficient irrigation methods become necessary (Capra et al., 2008). Leafy crops

as lettuce are sensitive to drought stress (Coelho et al., 2005). As the effect of latent water deficiency on

yield with regard to the interdependencies of time and period of deficiency, plant size and age, soil moisture

tension and climate among others remains partially unknown, models might be used to select adequate

irrigation strategies. Considering the complexity of plant-soil-water interactions, dynamical-empirical models

are suitable tools to provide an insight to these relations through continuous calculation of compartment

conditions of the observed system. At this, approaches to simulate lettuce at the cellular (Ioslovich et al.,
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2002), plant or canopy (Leal-Enriquez and Bonilla-Estrada, 2010) level have been developed for varying

situations as protected cultivation in greenhouses (Coelho et al., 2005), including cultivation in hydroponics

or pots (Xu et al., 2004). Additionally, growth and physiology of lettuce grown in soil (greenhouse or open

soil) has been monitored (Capra et al., 2008). Also soil moisture models as for example HYDRUS 1D

(Jiménez-Martı́nez et al., 2009) are available. Nevertheless, complex models accounting for soil water

conditions and therefore growth of lettuce at the whole plant level under water shortage have not been

described so far. This could be due to the sophisticated task of synchronizing plants and soil measurements

with the corresponding physics. Basic soil moisture simulation methods as the ”Tipping Bucket” approach

could be used (Conolly, 1998). Hence, the objectives of this work are to develop a basic plant-soil-model

for lettuce and to simulate growth reduction under drought conditions. In order to estimate the effects of

latent water deficiency at an early growth stage of lettuce, measurements were used to model plant growth

for open soil conditions.

Materials and Methods

Open Soil Measurements

In order to determine the growth of Lettuce under water deficit conditions, an open soil experiment was

conducted inside a greenhouse which served as a rain out shelter. Being completely open, the greenhouse

allowed free passage of the wind while excluding precipitation. Seedlings of Lactuca sativa L. var capitata,

cv. ’Centore’ were planted 32 days after germination in sandy soil (65 % sand, 28 % silt, 7 % clay, 180 kg

N ha−1, permanent wilting point 6 Vol.-%, field capacity 22 Vol.-%). Mean precipitation conditions where

simulated by irrigating plants every other day in treatments of replacing 30 or 80 % of water lost due

to evapotranspiration. The latter was calculated using the equation from Penman-Monteith (Allen et al.

1998). For this and in order to derive growth parameters the following climate variables were measured

continuously: radiation [W] (solarimeter), wind speed [m s−1] (anemometer), air- and soil-temperature [◦C]

(NTC-sensors), relative air humidity [% rh] (psychrometer) and soil moisture [Vol.-%] (TDR-sensors). Soil

moisture measurements were checked with readings from FDR-sensors (ML2-Theta-Probe). Treatments

were conducted in four replications and from each replication five plants were harvested every seventh day

and fresh and dry weight as well as diameter per plant were determined. Multiple contrast tests (MCP,

Tukey comparison) were used to test results.

Growth Model and Parameter Estimation

A dynamic model was implemented to simulate lettuce growth during changing water availability. Plant

growth, soil moisture and water uptake are therefore linked to each other (Fig. 1). Soil moisture is calculated

through continuous computation of the daily balance between evapotranspiration and irrigation, considering

further the percolation in two soil layers z from 0 - 15 and from 15 - 30 cm depth (please see Tab. 1 for
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abbreviations):

Cn,z =





Bn − ETan − Pn,z if z = 1

−Pn,z + Pn,z−1 else
(1)

CSi,z=

i∑

n=1

Cn,z · u (2)

CSi =
CSi,1 + CSi,2

2
· 2
3

(3)

CSi is calculated in Vol.-% considering a layer depth of 150 mm. The percolation rate is calculated for one

day as follows:

Pn,z=





0 if CSi,z < FC

CSn,z − FC else
(4)

ETai is a function of ETci and a stress factor function of CSi with resulted in ks (Allen et al. 1998 and Fig.

3) for non optimal water conditions:

ETai = ETci · ks with ks = fA(CSi) (5)

ETc was calculated depending on a specific plant factor kc (Allen et al. 1998) which is a function of the

plant diameter (Eq. 6).

kc=





0.5 if Di < 20

0.8 if 20 ≤ Di < 28

1.2 else

(6)

where the plant diameter itself was derived with a regression equation from measured fresh weight as

follows (Fig. 2):

Di = 17.1518 + 1.1889 ·W 0.4898
i (7)

In order to reproduce plant growth as influenced by soil moisture, a bivariate growth function (Salomez

and Hofmann, 2008) for growth under optimal conditions (ETc 80 %) was parametrized (Eq. 8). Growth

reduction due to changes in soil moisture were accounted for by multiplicating with a stress factor fM (CSi),

which was obtained by relating final fresh weight to the mean soil moisture during the experiment (Fig. 3):
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Wi = fM (CSi) ·
(
a · eb·ec·TSi

+ d · eg·eh·RSi
)

with (8)

TSi =
i∑

n=1

Tn · u

RSi =

i∑

n=1

Rn · u

fM (CSi) = General plant growth stress factor (see Fig.3)

Parametrization of a, b, c, d, g and h of equation 8 was done by using the Simplex Algorithm (Nelder and

Mead, 1965). The model was implemented in Model Maker v3.0.3 (Cherwell Scientific Publishing, Germany,

Frankfurt).

Figure 1: Sketch of developed water stress model for Lactuca sativa. For abbreviations see Tab. 1.

Simulation of lettuce growth

In order to estimate the influence of latent water stress during an early growth stage (0 to 35 days after

planting) on the final yield of lettuce, plant growth was simulated depending on daily global radiation and

soil temperature for well watered (80 % ETc) and water deficient (30 % ETc) conditions. Hereby measured

plant growth was reproduced with the help of measured climatic data and extrapolated by continuing the

simulation until reaching marketable yield (>250 g fresh weight). For this the following mean climatic data

were used: Global radiation (mean 11.6 MJ m−2 d−1), soil temperature (mean 12.86 ◦C), air temperature

(mean 12.59 ◦C), relative air humidity (mean 53.56 % r.H.) and wind speed (canopy, mean 0.51 m s−1).

Wi, ETan and CSi were solved iteratively with the integration method Runge-Kutta (Abramowitz, Stegun

1972).
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Results

Water supply led to considerable differences in soil and plant conditions, which is reflected in the measured

soil moisture (Fig. 4). Whereas soil moisture of the control treatment did not decrease on average, dry

treatment soil moisture decreased continuously to 12.7 Vol.-% on day 36 after planting. Consistently plants

of the control treatment exhibited increased fresh and dry weight as well as plant diameter compared to

plants irrigated at 30 % ETc (Fig. 5). The pattern of measured soil moisture [Vol.-%] was reproduced in

the main, with better reproduction of the deficient irrigation treatment (RMSE = 0.52 and RMSE = 1.09 re-

spectively; Fig.4). In both treatments simulated soil moisture responded slower to changes of the soil water

status than measured. Furthermore, measured fresh weight per plant [g] was reproduced by simulation

(RMSE = 11.44 and RMSE = 8.89 for control and deficient irrigation treatment respectively). Simulation of

fresh weight beyond the measured time span (Fig. 5) resulted in 50 g less fresh weight per plant of the dry

variant at harvest time.

Figure 2: Relationship between fresh weight and plant diameter.
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Figure 3: Stress factor as a function of soil moisture. fA(CSi): Allen et al., fM (CSi): measured.

Figure 4: Irrigation management of the treatments (A) and development of measured (TDR) and

simulated soil moisture (B, 0-30 cm).
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Figure 5: Influence of the irrigation treatment on measured plant growth and simulated plant growth.

Significant differences are indicated with * (MCP, α = 0.05). Parameters a = 2.4e−14, b = -21.3, c = 10.0, d

= 1679.1, g = -9.5, h = -3.1e−3.

Discussion and Conclusion

Soil moisture of the deficient irrigation treatment led to water stress while plants of the control treatment

were not affected. The last harvest of this experiment revealed a decrease in yield of about 20 % at a mean

soil moisture of 14.7 Vol.-%. These findings are in agreement with Coelho et al. (2005) who found lettuce

to be wilting after deficient irrigation and mean soil moisture of 13.9 Vol.-%. The induced water stress led

to reduced fresh and dry weight, similar as observed by Arkhipova et al. (2007) and Ruiz-Lozano et al.

(2011) in their experiments. As in the present work, a decrease of dry weight of approximately 20 % was

determined under water stress conditions. At this, fresh weight was reproduced during the early growth

stage but was underestimated by the simulation beyond 30 days after planting. Hereby the parameters

(a-g) were fitted to a growth function derived from plants grown at optimal water supply (80 % ETc data),

excluding CSi from fitting. In the following, for both treatments small deviations in soil moisture added up to

the apparent differences at the end of the experiment. Nevertheless simulated soil moisture exhibited the

same pattern as observed. Hence, despite underestimation, the drying process of the soil was reproduced

in the main, resembling findings for drying soil under lettuce plants from Jiménez-Martinez et al. (2009).

However, as model development was based on a single experimental data set, a generalization of the

present findings is not possible without verification through future experiments. Finally, for this purpose

varying climatic situations have to be accounted for.
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Appendix

Table 1: Abbreviations

Variable Description Unit

a, b, c, d, g, h regression parameters —

Bn irrigation at day n mm

Cn,z change of soil water content in layer z at day n mm d−1

CSi,z soil water content in layer z at day i mm

CSi soil water content at day i Vol.-%

Di plant diameter cm

ETai actual evapotranspiration at day n mm

ETci crop evapotranspiration at day n mm

FC field capacity per layer, here FC = 33 mm

fM (CSi) general plant growth stress factor —

kc plant specific factor —

ks(fA(CSi)) evapotranspiration stress factor —

n, i day, days d

Pn,z percolation rate in layer z at day n mm d−1

Rn daily average short wave radiation at day n MJ m−2

RSi accumulated short wave radiation MJ m−2 d

Tn daily average soil temperature at day n ◦C

TSi accumulated soil temperature ◦C d

u integration time, here u = 1 d

Wi fresh weight per plant g
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CHAPTER 3. INVESTIGATIONS 3.3. BLOOM / BLOSSOM FROST RISK

3.3 Future bloom and blossom frost risk for Malus domestica

3.3.1 Objective

The objective is to assess the climate impact of temperature on future bloom and blossom frost risk for

regional apple production. This objective comprises the assessment of changes in the fulfillment of the

chilling requirement. A secondary objective is to put the climate impact signal in relation to the range of

model realizations, thus giving the magnitude of projection uncertainty.

3.3.2 Summary

Blossom frost directly affects fruit yield. How climate change will affect future blossom frost remains

unknown, as both last spring freeze as well as flowering phenology advance to earlier dates in the

year. Hereby flowering depends on the influence and interaction of chilling requirement and the forcing

phase (see section 1.3.5). The few estimates of future blossom frost risk that have been published

diverge regionally, being mostly based on single climate realizations, lacking further of statistical and/or

uncertainty analysis. Additionally, transferring parametrized models from literature to different regions

holds unknown risks. Thus a robust approach is presented in order to estimate regional future blossom

frost risk. This includes model improvement, as simple thermal time (”heat sum”) models ignore chilling

requirement, whereas complex chilling-forcing models ignore photoperiodism. Since photoperiodism of

apple has been stated (Körner 2006: 63) and improvement of a simple thermal model was found when

including length of day (Blümel and Chmielewski 2012), a natural step would be to modify chilling-forcing

models in order to account for the length of day.

Future blossom frost risk is estimated for the SRES emission scenario A1B. An ensemble approach with

13 climate realizations as well as 7 impact models (including 2 chilling-forcing models with modification

for length of day) for calculation of flowering dates was chosen for this purpose. Impact models were

calibrated for each grid point with observations. Projected single grid point time series were analyzed

and the joint signal for the state of Lower Saxony (Germany) was segmented by variance decomposition

in order to obtain information on the relative uncertainties of internal variability, climate and impact

models. Contrary to literature, a mean decrease of blossom frost risk beyond 2045 was projected by

single time series. This is partially due to decreasing winter chill availability. However, regarding signal

stability, a large fraction of variance was caused by internal variability – as expected for highly resolved

regional projections. Variance of climate realizations was larger than of impact models for the most part

of the 21st century, both leveling off at the end of the century. Hereby internal and model variability of

temperature, bloom and blossom frost risk exhibited an optimum projection horizon for the range 2078

to 2087. However, the variability in blossom frost risk exceeded the projected signal. Thus it can only be

concluded, that future blossom frost risk is unlikely to increase. By showing the significant time horizon,

the limits and meaningful range of projection are exemplified.
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Introduction

Apple production and its economic efficiency are clearly

influenced by blossom frosts [1]. In addition, global warming

could increase the risk due to greater changes in the date of

flowering than in the last spring freeze or increasing variability in

both. A generally higher risk of frost after bud burst for warmer

winters was further stated as due to faster completion of the

chilling requirement [2]. Past observations of late frosts and

blossom frosts around the world have indicated a decreasing [3,4]

up to increasing risk [4–8] for fruit trees. However, findings cannot

be generalized as they vary regionally. For instance, observed

damages due to late frost increased in Northern Japan while other

regions of Japan exhibited different tendencies [4]. An analysis of

meteorological and phenological records of the Rhineland fruit-

growing region in the West of Germany revealed, that risk of apple

yield loss due to frosts in April remained unchanged during the

period 1958 to 2007 [9–11]. This is consistent with studies

showing an advance during the past of about 2.2 d/decade for

both the last spring freeze (#0uC, Central Europe, 1951–1997)

[12] and for apple flowering (BBCH 60 [13], Germany, 1961–

2000) [14].

Regardless of its development during the past, future blossom

frost risk development remains uncertain as published estimates

diverge (Table 1). Discrepancies are mainly due to differences in

selected regions and varieties, as well as to the fact, that blossom

frost risk computation requires estimates for flowering dates in

addition to consistent climate time series which reproduce

temperature thresholds (e.g. 0uC ) accurately. For this purpose

climate model temperature time series are used as input for

empirical phenological models accounting for chilling and/or

forcing phases in winter and spring respectively [15]. While most

climate scenarios describe an enhanced warming beyond 2040

[16], the following risk estimates are given. For the apple cultivar

Golden delicious a ‘‘decreasing trend … of little significance’’ was

found (Trentino, Italy), concluding that blossom frost risk ‘‘will not

differ greatly from its present level’’ [17]. Similarly, for Finland the

risk is expected to generally ‘‘stay at the current level or to

decrease’’ for the period 2011–2040 compared to 1971–2000,

excepting the southern inland which exhibits increases [18].

Increases in frost damage to apple blossom (Malus pumila Mill. cv.

Cox’s Orange Pippin) were estimated for Britain [19] and an

increase in the frequency of apple blossom frost damage was

projected for Saxony (East Germany) by applying a simple thermal

model to predict flowering, beginning on each 1 January [20].

Using the same approach, no increase in the mean apple blossom

frost risk for Lower Saxony (Saxony and Lower Saxony are non-
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adjacent states) was found [21], despite temporarily/regionally

increasing blossom frost risk.

These differences in estimates can be attributed to two deficits:

1) The modeling properties of the mentioned model [20,21] are

very limited for climate impact studies, as it solely calculates

the onset of a phenophase based on accumulation of a heat

requirement (forcing), hence assuming that dormancy has

already been satisfied by a fixed starting date (see [22] for

more details). Since future fulfillment of dormancy cannot be

guaranteed, models including chilling phases seem to be more

suitable for future climate impact simulations [23]. With their

help, a possible impact of climate change on the fulfillment of

dormancy [6] can be assessed. However, most of these models

rely only on air temperature, ignoring possible influences of

other climatic variables. Nevertheless improvement was found

after including light conditions in the form of day length

[24,25], despite ongoing discussions about the influence of

light conditions on tree phenological phases [26].

2) Published estimates of future blossom frost risk (Table 1) are

based on single climate realizations and out of five studies,

only two presented statistics for future blossom frost risk

[17,21]. However, assessing climate impact on the basis of

models involves error concatenation resulting from the

following chain of information. The future climatic impact

is studied with the help of simulated climate time series,

generated by global circulation models (GCM) and regional-

ized or downscaled by regional climate models (RCM). For

this purpose these climate models are forced with greenhouse

gas emissions scenarios of an evolving world (IPCC scenarios,

SRES emission scenarios, [16,27]). In order to estimate

climate projection uncertainty, ensembles of GCM-RCM

combinations or several realizations of one GCM-RCM

combination (runs) are usually produced. These climate time

series are used after down-scaling to drive impact models in

order to assess the climatic impact in such different fields as

coastal protection, water management, environmental re-

search, food supply, urban planning and land use. Since

models cannot reproduce every environmental aspect in real

accuracy and resolution, systematic deviations of simulated

and observed climate time series as well as of simulated and

observed climate impact have to be taken into account.

Depending on model sensitivity and question at hand, these

biases can be removed by bias correction (e.g. 1-dimensional

[28]; 2-dimensional [29]). Hence the chain of information for

climate impact is: Scenario - emission - GCM - RCM -

climate run - (bias correction) - impact model. Further chain

members (e.g. prevention, adaptation strategies) or influences

(e.g. feedbacks, interpolation, statistics) are possible. Since

each member of this chain exists in different versions,

numerous computations have to be conducted in order to

cover the whole set of information available. Therefore most

impact studies focus on ‘‘likely’’ scenarios [30], often not

considering the full range of possibilities. This leads to the

effect of possibly biased but significant trends of single or

similar time series.

Taking these deficits into account, the objective of this work is to

present a robust estimate of future blossom frost risk, taking the

climate-model-impact-model uncertainty into account, including

two new developed extensions of one sequential and one parallel

chilling-forcing model considering light conditions.

Methods

General Procedure and Regional Focus
Thirteen simulated time series of air temperature from varying

regional climate models were used to drive seven phenological

models for the projection of apple bloom in Lower Saxony,

Germany, whereas blossom frost risk was obtained by evaluating

the temperature following bloom. Changes of these variables over

time and compared to a reference period are referred to as

‘‘signal’’ in the following. The behavior of signal and variance

across climate and impact models was analyzed subsequently,

extracting the fractional uncertainty (inverse of signal-to-noise

ratio). From this the meaningful horizon of projection was

obtained, being basically the year at which the investigated signal

exceeds the variation of the signal. This climatological approach

[31,32] originally divides time series into their internal variability,

scenario and model uncertainty. Advancing this approach beyond

climatology, the present work estimates the extension of uncer-

tainty from the climate signal to the climatic impact by dividing

time series into their internal variability, climate model and impact

model uncertainty of one scenario.

In order to project apple bloom, phenological models were

calibrated with measurements of daily air temperature and

observations of phenophases. Subsequent projection of future

apple bloom was carried out with bias-corrected climate projec-

tions from physical-dynamical regional climate models (Table 2).

Calibrated models were validated for accuracy in prediction of

bloom by cross-validation as well as testing for different locations.

Blossom frost risk estimates were validated first by calculating the

accuracy of the phenological model (comparing measured blossom

frost risk with blossom frost risk simulated with measured

temperature) and secondly through calculating the influence of

Table 1. Published projections of future apple blossom frost risk.

Region

Increase (+)
Decrease (2)

No change (6) Model
Statistics on
time seriesa Ref.

Trentino, Italy 2, u
b

Modified Utah yes [17]

Finland 2, u,+b Thermal Time no [18]

Britain + Thermal Time-Chilling no [19]

Saxony, Germany + Thermal Time no [20]

Lower Saxony, Germany 2, u,+b Thermal Time yes [21]

aTests on blossom frost risk.
bdepending on subregion.
doi:10.1371/journal.pone.0075033.t001
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the time series on blossom frost risk projection accuracy

(comparing simulated blossom frost risk from measured temper-

ature with that from simulated temperature).

Climatic Data and Models
Data sources. Measured as well as simulated air temperature

time series for Lower Saxony, Germany, (Table 2, Figure 1) were

processed and applied as follows. Simulated temperature of

regional climate model projections of the IPCC-emission A1B

[27] was obtained from the Max Planck Institute for Meteorology,

Hamburg, Germany, (in the following climate runs 1–5) and from

the ENSEMBLES project (in the following climate runs 6–13).

Temporal interpolation. Temporal interpolation of mea-

sured daily temperature time series was used to obtain hourly time

series, following a stepwise procedure of spline interpolation [21].

Resulting hourly temperature time series showed a year-round

mean error of 20.031 K h21 and mean absolute error (MAE) of

0.448 C h21 as well as an error of 0.587 hours of frost (ƒ0uC) per

month of April, compared to measured hourly time series at 56

sites. Time series of the climate model CLM (3 h resolution) were

brought to hourly resolution by applying cubic spline interpola-

tion.

Spatial interpolation. Spatial interpolation through ordi-

nary kriging [33] was used to bring measured as well as simulated

data to common and regular grids (0.1u?0.1u as well as 0.2u?0.2u)
for the area 51u to 54u latitude north and 6.5u to 12u longitude

east. While measured data was interpolated directly, simulated

hourly temperatures (climate runs 1–5) were previously aggregated

by taking the mean of each hour of nine neighboring model grid

points (area approximately 30 km?30 km for REMO). By doing so

for every model grid point and hence obtaining a spatial floating

mean, the original model resolution was maintained. Simulated

daily mean and minimum temperature time series were not

aggregated due to the coarser spatial resolution.

Bias correction. Since several climate models underestimate

the occurrence of frosts, simulated temperature series were bias-

corrected for each month by distribution-based quantile mapping

[28], using non-parametric transfer functions obtained by applying

a Gaussian kernel with bandwidth h = 0.1 [34]. The period of

comparison from which transfer functions were derived for bias

correction was 54.467.3 years for climate runs 1 and 3, 49.864.9

years for climate runs 2, 4 and 5 as well as 57.964.4 years for

climate runs 6–13 (mean 6 standard deviation). Hence, the

influence of the multidecadal variability was assumed to be

negligible. Information on bias correction dynamics with climate

runs 6–13 (Table 2) have been published [35].

Projection of temperature. In the following, temperature

time series are presented as anomaly from the 1971–2000 mean as

indicated by DTy1,y2,s with the centers of the respective periods y1

and y2 and grid points s (see Methods S1 for equation).

Projection of last spring freeze. The last spring freeze was

defined as the last day before July 31st, exhibiting a minimum air

temperature #0uC, and taken directly for every year from

temperature time series.

Phenological Data and Models
Data sources. In order to simulate apple bloom pheno-

phases, time series (Table 2, Figure 1) from the German National

Table 2. Overview of employed data.

Data Specification Climate model runs
Resolution (spatial,
temporal) Period Ref.

observed early ripeners, BBCH 60 0.116u, d 1991–2012 a

flowering early ripeners, BBCH 65 0.116u, d 1991–2012 a

(DOY) late ripeners, BBCH 60 0.116u, d 1991–2012 a

late ripeners, BBCH 65 0.116u, d 1991–2012 a

measured T (uC )b 115 stations 0.126u, d variable c

simulated 1. EH5-REMO5.7, C20 1/A1B 1d 0.088u, h 1951–2100 [58]

T (uC )b 2. EH5-REMO5.8, C20 1/A1B 2e 0.088u, h 1961–2100 [59]

3. EH5-REMO2008, C20 3/A1B 3f 0.088u, h 1950–2100 f

4. EH5-CLM2.4.11 D2 C20 1/A1B 1 0.165u, 3 h 1961–2100 [60]

5. EH5-CLM2.4.11 D2 C20 2/A1B 2 0.165u, 3 h 1961–2100 [61]

6. C4IRCA3_A1B_HadCM3Q16 0.223u, d 1951–2099 [62]

7. CNRM-RM5.1_SCN_ARPEGE 0.232u, d 1951–2100 [62]

8. DMI-HIRHAM5_BCM_A1B 0.223u, d 1961–2099 [62]

9. DMI-HIRHAM5_A1B_ARPEGE 0.223u, d 1951–2100 [62]

10. DMI-HIRHAM5_A1B_ECHAM5 0.223u, d 1951–2099 [62]

11. ICTP-REGCM3_A1B_ECHAM5_r3 0.232u, d 1951–2100 [62]

12. KNMI-RACMO2_A1B_ECHAM5_r3 0.223u, d 1951–2100 [62]

13. MPI-M-REMO_SCN_ECHAM5 0.223u, d 1951–2100 [62]

aGerman Meteorological Service. Phenological observation program. URL: http://www.dwd.de (April 20, 2013).
bair temperature at 2 m elevation.
cGerman Meteorological Service. Station network. URL: http://www.dwd.de (April 20, 2013).
d‘‘UBA’’-Run, experiments 6215/6221.
e‘‘BFG’’-Run, experiments 29001/29002.
fexperiments 1518/1518, Max Planck Institute for Meteorology, Hamburg, Germany.
doi:10.1371/journal.pone.0075033.t002
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Meteorological Service (htp://www.dwd.de) of observed begin-

ning of flowering (first flowers open) as well as onset of full bloom

(50% of flowers open), defined as phenophases 60 and 65 on the

BBCH-scale [13], were processed and used to calibrate pheno-

logical models for early and late ripening varieties as follows.

Spatial interpolation. Phenological time series were spatial-

ly interpolated as described above for measured temperature time

series.

Basic phenological models. In principle, all applied phe-

nological models (Table 3, 4, Methods S1) assume that the time of

bloom is related to so-called sums of chilling and heat units (Sc,

Sf ) accumulated during winter (chilling phase) and spring (forcing

phase), (see Table 4 for denominations). It is assumed, that Sf is

related to Sc [36,37]. The basic models (Table 3, models 1–4) have

been described in the literature [17–21] and their equations are

given in Methods S1.

Extended phenological models. Models including an addi-

tional day-length-parameter for the calculation of the forcing

phase were included in the ensemble (Table 3, models 5–7), as a

higher performance of model no. 5 has been reported. Models 6–7

are new model variations of the sequential and parallel chilling-

forcing models [23], which were extended for a factor for the

length of day D, assuming that bloom is influenced by radiation

only during the forcing phase. For both, the rate of forcing Rf was

calculated as follows:

Rf (Ti)

~

0 if TiƒTbf

28:4

1ze({0:185(Ti{Tbf {18:4))
: D

10

� �c

else with

8><
>:

Rf : Rate of forcing ½{�

Ti : Daily mean air temperature at day i ½0C �

Tbf : Base temperature ½0C �

D : Length of the day ½h�

c : Calibration parameter ½{�

ð1Þ

Figure 1. Scheme of used input data and projection. Note that for simulated temperature the grid of the regional climate model CLM is shown
exemplarily.
doi:10.1371/journal.pone.0075033.g001

Table 3. Phenological models.

No. Type Daylength Tbf Tbc Sf(t2) Sc(t1) t1 a b c Ref.

1 Thermal time 2 + 2 + 2 +a 2 2 2 [20]

2 Sequential chilling-forcing 2 + + + + 2 + + 2 [23]

3 Parallel chilling forcing 2 + + + + 2 + + 2 [23]

4 Modified Utah 2 + + + + 2 2 2 2 [17,43]

5 Thermal time + + 2 + 2 + 2 2 + [25]

6 Sequential chilling-forcing + + + + + 2 + + + –

7 Parallel chilling forcing + + + + + 2 + + + –

aFor model 1, t1 was set to January 1.
doi:10.1371/journal.pone.0075033.t003
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Parameter estimation and model validation. Models were

parametrized for each grid point by fitting the models to observed

bloom (BBCH-scale [13], stages 60 and 65 for early and late ripening

varieties of Malus domestica) and measured daily air temperature

(Table 2). Fitting was performed through bound-constrained

simulated annealing, minimizing the root mean square error (RMSE)

between observed and simulated day of the year (DOY) of bloom.

Simulated annealing for parameter estimation of phenological

models has been described in detail [38] and was performed in the

present study by using the Global Optimization Toolbox (The

Mathworks Inc., Natick, Massachusetts) on a computing cluster

system (http://www.rrzn.uni-hannover.de/clustersystem.html). For

this, Tbc and Tbf were searched between 0uC and 10uC, as this is

believed to be the effective range of temperature on the development

of apple trees [23]. The models were validated internally (same

location) as well as externally (different location) by calculating the

prediction root mean square error (PRMSE) determined by full-cross

validation (‘‘leave-one-out’’) and by applying the model with

optimized parameters to six different and randomly chosen locations

in the range of 20 to 28.3 km distance.

All models accounting for Sc were initiated with t0~1 August.

The simple thermal-time model (1) was started with fixed t1~1
(January 1st, model 1), whereas the extended thermal-time model

(5) was started on August 1st (DOY 213, 214) in order to optimize

t1. Models 1 and 5 do not account for a chilling phase and hence

implicitly assume that chilling is already completed at t1.

Projection of Bloom
Bias-corrected air temperature time series of 13 climate realiza-

tions (Table 2, Figure 1) were used as input for seven phenological

models for 792 locations in Lower Saxony on a 0:10:0:10 grid

(climate runs 1–5) and for 274 locations on a 0.20:0:20 grid (climate

runs 6–13, Table 2, Figure 1) to project future apple bloom.

Projections were conducted for all grid points whereas presented

results were restricted to the area of Lower Saxony (Figure 1) in order

to avoid boundary effects due to interpolation. Comparison of results

from all 13 projections took place on the grid of lower resolution. All

simulations were conducted with early as well as late ripening

varieties and for two phenological stages (BBCH 60, 65). The change

in blooming date Dt2y1,y2,s with the centers of the respective

periods y1 and y2 and grid points s was calculated as the difference

in the 30-year-mean for each grid point. Years with unfulfilled

chilling were recorded by counting years without bloom or bloom

projected for DOYw200 as fraction of occurrences in a 30-year-

mean. Please see Methods S1 for equations.

Projection of Blossom Frost Risk
Subsequently, years with occurrences of frosts (daily minimum

temperature #0uC) and possibly blossom damaging situations

(daily minimum temperature #2uC) during the time from

simulated bloom (BBCH 60, BBCH 65) to the 31st of July of

each year were counted separately. The additional threshold of

2uC was chosen in order to account for spatial discrepancies of

observed bloom and measured temperature as well as for possible

radiation frosts with tissue temperatures falling below air

temperature [19], measured at standard meteorological condi-

tions. Blossom frost risk was defined as the ratio of number of years

with temperatures lower or equal to a predefined threshold

occurring after a specific phenophase in 30 years:

hy,s~
1

30
:
X15

i~{14

mi,s with

mi,s~
1 if min(fTyzi,t2y,s,s:::Tyzi,v,sg)ƒb

0 else

(

hy,s : blossom frost risk of year y at grid point s, ½{�

Ty,d,s : array of daily minimum temperature of

year y, day d and grid point s ½0C �

b : temperature threshold, either 0 or 2 ½0C �

v : 212 or 213 (leap year) for 31:7:, ½DOY�

t2y,s : onset of phenophase, e:g: begin of bloom

of year y at grid point s

y : year of calculation, e:g: 1980

i : index

s : grid point

ð2Þ

The change in blossom frost risk Dh was calculated from 30-

year-means of each grid point:

Dhy1,y2,s~hy2,s{hy1,s with

Dhy1,y2,s : projected change in blossom frost risk

from year y1 to year y2 of every grid

point s in Lower Saxony, ½{�

y1, y2 : year of calculation (past, future)

s : grid point

ð3Þ

Table 4. Denomination of variables and parameters.

Notation Description Unit

T Air temperature uC

Tbc, Tbf Base temperature for chilling,
forcing

uC

t Time hour [h], day [d] or year [a]

t0 Start of the chilling period
(dormancy)

day of the year [DOY]

t1 Chilling requirement completed,
start of forcing

day of the year [DOY]

t2 Forcing completed (BBCH 60,
BBCH 65)

day of the year [DOY]

Sc, Sf State of chilling, state of forcing –

Rc, Rf Rate of chilling, rate of forcing –

D Daylength h

a, b, c Calibration parameters –

i, s, z Index variables –

h Blossom frost risk –

b Temperature threshold for blossom frost uC

l Parameter for calculation of mean
and confidence level

–

doi:10.1371/journal.pone.0075033.t004
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Probability mass functions were calculated in order to estimate

the distribution of changes in blossom frost risk till the end of the

21st century (2070–2099 minus 1971–2000). The values of these

probability mass functions were estimated non-parametrically with

the help of kernel density estimation, applying a Gaussian kernel.

Please see Methods S1 for equations.

Partitioning of Uncertainty of Temperature, Bloom and
Blossom Frost Risk

In order to estimate the meaningful projection horizon

( = ‘Time of emergence’, [39]) of the results obtained as described

above, the fractional variance of the system was calculated and the

total variance of the projection was partitioned. For this purpose

the methodology of Hawkins and Sutton [31] was applied to the

presented projections for the day of bloom t2. Instead of looking at

different climate models and scenarios, the present work analyzes

the internal variability, the uncertainty from climate realizations of

one IPCC-scenario (A1B) and the variance resulting from the

impact models. Impact models were weighted by their error as

described for climate models [31]. The following calculations were

carried out with 10 year mean moving average time series of the

area mean of Lower Saxony (mean of all grid points s, please see

Methods S1 for equations). In brief, the total variance for bloom

was calculated as described below. Projection uncertainty of

temperature and blossom frost risk was calculated as described for

bloom (temperature analysis only for internal and climate

realization variability).

Btotal(y)~B1zB2(y)zB3(y) with

Btotal : Total variance of projected bloom, ½d2�

B1 : Internal variability (residual variance), ½d2�

B2 : Uncertainty of climate realizations

(variance across climate runs), ½d2�

B3 : Uncertainty of impact models (variance

across phenological models), ½d2�

y : year of calculation, e:g: 1980

ð4Þ

The contribution of B1,B2 and B3 to the total variance can be

expressed as fraction of the total variance:

Hz~
Bz
:100

Btotal

H : Fraction of the total variance, ½%�

z : 1, 2, 3

ð5Þ

The mean change in blooming dates of all projections (climate

impact signal) over the reference period was obtained as:

G(y)~
1

n

X
s,z

Wsxs,z,y with

W : model weight, ½{�

x : change of phenophase,Dt2,

compared to 1971{2000 ½d�

s : impact model (2{7)

z : climate realization (1{13)

n : number or climate realizations, ½{�

y : year of calculation, e:g: 1980

ð6Þ

Models were weighted (eq. 6) with weights W inversely

proportional to their model error (see [31]), giving models with

lower errors comparatively more importance. From G and Btotal

the fractional uncertainty F , which is the inverse of the signal-to-

noise ratio, was calculated as follows:

F (y)~
l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Btotal(y)

p
G(y) with

l : parameter for calculation of confidence

levels 50% (l~0:67), 68% (l~1) and

90% (l~1:65)

ð7Þ

Statistics of Single Time Series
Continuous time series of calculated completion of dormancy,

blooming date and last spring freeze were analyzed using a Mann-

Kendall-test [40], whereas trends in blossom frost risk were

analyzed with a test by Cox & Lewis [41].

Results

Validation of Methods
The presented methodology was evaluated at the levels climate,

quality of phenological model in order to simulate phenophases as

well as blossom frost risk. A bias correction had no influence on

the mean temperature pattern, whereas the accuracy of simulated

frost distribution was drastically improved (Table 5), see also [35]).

While climate model time series underestimated frosts in April, this

was corrected through the bias correction.

Models could be fitted to reproduce bloom with 3.2 to 5.7 d

mean accuracy (RMSE), whereas testing models with fitted

parameters (see Methods S1) for different locations revealed an

external PRMSE of 3.9 to 8.0 d (Table 6). While the thermal time

model (1) exhibited the highest mean error (1.8 d higher than

mean of other models), the thermal time model with extension for

day length exhibited the lowest mean error (2.0 d lower than mean

of other models). On average models (1–3) were improved by

2.0 d when accounting for day length (models 5–7), whereas

performance did not differ greatly between BBCH-stages 60 and

65 nor between early and late ripening varieties.

Blossom frost projection accuracy was verified at different levels,

since direct comparison of measured blossom frost with blossom

frost from simulated time series is not possible in a direct manner
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for short periods (,30 a). Therefore the influences of phenological

models and of time series on blossom frost incidents were extracted

separately. Applying the phenological models to measured climate

data of the calibration period 1991–2012 reproduced blossom frost

incidences from measured temperature and measured bloom

(Figure 2, Table 5). Subsequently the influence of the time series

on blossom frost projection accuracy was tested by applying the

validated phenological models on measured and on simulated-bias

corrected time series (1951–2012). Despite bias correction,

projection with simulated-bias corrected time series showed a

mean absolute error (MAE) of blossom frost risk of up to 7.5

percentage points (Table 5). However, mean influences of impact

model and time series on blossom frost risk projection accuracy

were 1.4 and 3.6 percentage points respectively (mean MAE).

Finally blossom frost risk was biased by +0.9 and 23.6 percentage

points by impact model and time series, respectively, still resulting

in an overall underestimation of blossom frost.

Dormancy and Bloom
In the mean, observed bloom from 1991 to 2012 changed by

23.3 d K21 (R2 = 0.87) while air temperature increased by

0.037 K a21. Phenological models, which were calibrated with

these data, gave the following results when applied to simulated

temperatures. All chilling-forcing models consistently showed a

delay for the release of dormancy t1 (Figure 3) with major changes

not occurring before 2030, following the temperature warming

patterns of both simulated climate data sets. However, t1 showed a

larger spread across ENSEMBLES runs than for ECH5-REMO/

CLM simulations, while the number of years with unfulfilled

chilling requirement increased in both cases (Figure 4). Unlike t1,

projection of the onset of the phenological phases for t2 (BBCH 60,

65) revealed an advancement. While models 2–7 follow a relatively

homogeneous pattern, model 1 projects a faster advance. These

main patterns also become visible on a regional scale (Figure 5,6).

However, changes in the day of bloom vary regionally depending

Table 5. Stepwise error of simulation chain segments. SE: Simulation error, ABS: absolute level from measured data.

Parameter T bias corrected

Frost occurrences per
month of April Blooma

Blossomb frost
risk h

[h] [d] [d, DOY] [2]

Frost ABS – 25 4 – –

Frost SEc no 7 3 – –

Frost SEc yes ,1 ,1 – –

Bloom ABS – – – 117–126 0.163

Bloom SEc no – – – –

Bloom SEc yes – – 4–8 –

Blossom frost ABS – – – – 0.163

Blossom frost SEc no – – – –

Blossom frost SE from phenol. modelscd yes – – – 0.001–0.034

Blossom frost SE from time seriesce yes – – – 0.021–0.075

amin-to-max range across all ripening groups and phenophases.
bmin-to-max range across all ripening groups, phenophases and phenological models.
cMean absolute error (MAE), average over all grid points.
dError from comparison of measured blossom frost risk with blossom frost risk simulated with measured temperature (1991–2012).
eError from comparison of blossom frost risk simulated with measured temperature with blossom frost risk simulated.
with simulated temperature (1951–2012).
doi:10.1371/journal.pone.0075033.t005

Table 6. Prediction Root Mean Squared Error PRMSE of
phenological models [d].

Model early ripeners late ripeners mean

BBCH 60 BBCH 65 BBCH 60 BBCH 65

1 7.97 7.26 7.28 7.27 7.45

2 6.67 5.95 6.24 6.03 6.22

3 7.10 6.30 6.54 6.25 6.55

4 6.81 6.83 6.54 6.67 6.71

5 4.14 4.12 3.91 4.34 4.13

6 4.96 5.08 4.88 5.10 5.00

7 5.13 5.19 4.89 5.29 5.13

mean 6.11 5.82 5.75 5.85 5.88

doi:10.1371/journal.pone.0075033.t006

Figure 2. Present temperature incidence of Lower Saxony
(1991–2010). Bars indicate mean flowering period (BBCH 60–65) of
early and late ripening varieties.
doi:10.1371/journal.pone.0075033.g002
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on the model. Regarding the timescale, all models project a shift in

the day of bloom of 25.463.0 d by 2035 compared to 1971–2000

(area mean, all varieties and stages), whereas results for 2084 differ.

While model 1 shows the strongest change (226.768.2 d), models

2–7 project a mean shift of approx. 212.963.3 days. The latter

again differ in their regional variation. Although the classic

sequential and parallel chilling forcing models (2–3) show a similar

mean shift of bloom as their versions extended for daylength

(models 5–7; 213.5 d and 211.2 d respectively), the former

exhibit higher variation (63.6 d and 62.2 d respectively). A

similar variation was also found for model 4 (63.3 d).

Projected Last Spring Freeze and Blossom Frost Risk
According to the scenario and climate runs considered, the last

spring freeze (ƒ0uC) will shift by 210.064.2 days and

227.367.4 days by 2035 and 2084 respectively, with regard to

the reference period 1971–2000 (Figure 7). Hence these 30-year-

mean trends indicate an increasing discrepancy of the day of

bloom and the last spring freeze. Correspondingly the mean

occurrences of blossom frost (h) are projected to decrease in the

long run (Figure 5,6). Nevertheless model 1, which showed the

fastest advancement of bloom, projects a mean increase of blossom

frost risk by 3.4 percentage points whereas models 2–7 project a

mean change by 24.1+ 3.3 percentage points, ranging from

22.6 percentage points for late ripeners (BBCH 65) to 26.0

percentage points for early ripeners (BBCH 60). In the mean, runs

of EH5-REMO/CLM and ENSEMBLES runs produced similar

estimates for changes in blossom frost risk (22.764.4 percentage

points and 23.264.5 percentage points respectively). However, all

models also exhibited regional and temporary increases in blossom

frost occurrences. The resulting probability mass function values

(pmf ) are shown in Figure 8, displaying also the contrary result of

model 1. A larger spread and stronger decrease was observed for

the probability of temperatures of ƒ2uC after onset of

phenophases.

Projection Uncertainty
Phenophases followed temperature patterns closely, with early

and late ripening varieties advancing at 5.6 and 5.4 d K21

respectively and BBCH 60 and BBCH 65 advancing at 5.6 and

5.4 d K21 respectively, resulting in a mean change of 25.5 d K21

(Figure 9). Higher correlations were found between changes in

begin of flowering date and mean temperatures between February

and April (26.1 d K21, R2 = 0.93). However no correlation was

Figure 3. Projected changes in air temperature, fulfillment of chilling requirement and onset of flowering. Projected with 5 (ECH5-
REMO/CLM) and 8 (ENSEMBLES) climate runs and five (Dt1) and seven (Dt2) phenological models for Lower Saxony (area mean), relative to the 1971–
2000 mean. DT : single year-mean, min-to-max range of climate runs (shaded area), 10 year moving average of each run (solid lines, see Methods S1
for equation). Dt1 , Dt2 : BBCH 65, early ripeners, 30-year-moving-average, all impact model mean (solid white line), single model range (shaded areas).
The range of each phenological model (min-to-max) obtained from climate runs is plotted with 20% transparency (darker areas illustrate coinciding
results).
doi:10.1371/journal.pone.0075033.g003

Figure 4. Proportion of years with unfulfilled chilling require-
ment. Areas: min-to-max range across seven phenological models for
each climate run (area mean of Lower Saxony, 30-year moving average);
white line: Mean of impact models and climate runs.
doi:10.1371/journal.pone.0075033.g004
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found between changes in the respective variances of temperature

and flowering dates, with exception of the simple thermal time

model (model 1, data not shown).

The projection uncertainty increased with increasing lead time

(Figure 10, top) and for the period investigated, the accuracy of the

projection of t2 in the short run is mainly dependent on the

projected climate and internal variability. With increasing horizon

of projection, the climate signal (temperature) becomes stable

while impact/phenological model results diverge. Consistently

fractions of climate and internal variability of the total variance

decreased with increasing lead time (Figure 10, bottom). Finally,

the projection accuracy at the end of projection horizon depended

equally on the climate and impact/phenological model variance.

The resulting fractional uncertainty F decreased over time.

Comparing the sources of uncertainty, the fractional uncertainty

of temperature time series decreased faster than of blooming date

and blossom frost risk time series. Accordingly, the lowest level of

fractional uncertainty at any of the confidence levels investigated

was also reached by temperature. While the 90% percentile for

temperature and bloom reached 1 in 2019 and 2042–2044

respectively, the uncertainty of blossom frost risk passed 1 only by

the 68% percentile (61 standard deviation) by 2077 (Figure 11).

From this point on, the projected change (signal) exceeded the

variance of the projection (noise). A minimum of the fractional

uncertainty was found for 2078 (temperature), 2083–2084 (bloom)

and 2085–2088 (blossom frost risk), after which it was projected to

increase. This result was similar for early as well as late ripening

varieties and for both BBCH stages.

Discussion

Phenological Models
Projections with pure forcing models [20,21] are subject to

changes in dormancy completion [23] and varying warming of the

seasons. The application of such a model in the present study

produced similar results of increasing risk as in the mentioned

literature, but different to the main outcome of the present

Figure 5. Changes in bloom and blossom frost risk as projected
by different phenological models and climate runs 1–5. Early
ripeners, BBCH 65, temperature threshold b~0uC, reference period
1971–2000, resolution 0.1u. White fields denote non-significant results,
black fields denote missing/insufficient data. 1–99% percentile range.
y = 1985 and 2084, s = grid point.
doi:10.1371/journal.pone.0075033.g005

Figure 6. Changes in bloom and blossom frost risk as projected
by different phenological models and climate runs 6–13. Early
ripeners, BBCH 65, temperature threshold b~0uC, reference period
1971–2000, resolution 0.2u. White fields denote non-significant results,
black fields denote missing/insufficient data. 1–99% percentile range.
y = 1985 and 2084, s = grid point.
doi:10.1371/journal.pone.0075033.g006

Figure 7. Changes in last spring freeze. Reference period: 1971–
2000. White fields denote non-significant results, black fields denote
missing/insufficient data. 1–99% percentile range.
doi:10.1371/journal.pone.0075033.g007
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ensemble study. For this reason, sequential or parallel chilling-

forcing models have been recommended [23], as well as models

including nearly time-invariant factors as day length [25]. The

mean error of all models presented (5.9 d) was in the range of

published model performances [15,20,21,23,25,42,43]. This error

must be seen in context to the observed flowering duration (BBCH

60 to BBCH 67), which ranged during the calibration period from

6 to 27 d (1 to 99% percentile range). As large errors in simulated

flowering dates can erroneously increase the blossom frost risk, the

influence of the RMSE on the simulated blossom frost risk was

tested (not shown), but no significant influence was found in the

range of the calibrated models errors. Having further a negligible

bias, the models were rated as suitable for blossom frost risk

projections from this point of view. Furthermore, in the present

work models were improved by including day length, thus

confirming previous findings [25]. Also other models including

Figure 8. Distribution of projected changes in blossom frost risk by the end of the 21st century (2070–2099 minus 1971–2000) for
early and late ripening varieties, phenophases BBCH 60 and 65 and 7 phenological models: Temperature thresholds ƒ0uC and ƒ2uC;
inter-quartile range across 13 climate runs; phenological models are presented by same colors. Calculated from all grid points s (see Methods S1 for
equation).
doi:10.1371/journal.pone.0075033.g008

Figure 9. Simulated relation between projected absolute
changes in decadal mean air temperature and changes in the
day of bloom compared to the 1971–2000 mean. Depicted values
are related to 139 years (y~f1956 :: 2094g, see Methods S1 for
equation) and 13 climate realizations for the area mean of 2
phenophases and 2 variety groups. Slope of regression (solid
line) = 25.4842, offset = 0.0385, R2 = 0.81.
doi:10.1371/journal.pone.0075033.g009

Figure 10. Uncertainty in the projection of apple bloom (t2).
Drawn from phenological impact models 2–7 and 13 climate
projections. Mean uncertainty of phenophases (BBCH 60, 65) and
ripening groups (early, late).
doi:10.1371/journal.pone.0075033.g010
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exponential terms were applied in blossom frost risk estimation

[17,43], relying solely on temperature as input. As they increase

the ‘‘resistance’’ for each computation of a day of the year for

flowering, exponential models eliminate one deficit of pure

temperature sum models which is a calculated flowering date

beyond summer in exceptional years, leading to high errors (given

that dormancy is completed). In addition, the error of models

including a parameter for day length might be lower due to a

higher number of parameters. This statistical effect should be

separated from the physiological meaning of the parameter. As the

role of the length of day in flowering physiology of apple is still

under debate [26], these model properties cannot be isolated for

the present study, but should be regarded in the future. Finally,

while presented combination of sequential or parallel models with

an exponential term for day length improves model robustness,

these models are also more complex.

Influence of Climate Change on the Onset of
Phenophases

The observed effects of delayed completion of the chilling

requirement and earlier flowering due to faster completion of heat

requirement are well known[6,15,42,44–46]. Thereby the exten-

sion of the growing season [47,48] and the advancement of

flowering dates during the past due to climate change have been

studied largely for several tree species[44,49–51] including apple

flowering phenology [9,14,42], allowing the assumption of a

general trend. Accordingly ‘‘very similar’’ reactions of apple and

cherry blossoming (BBCH 60) as well as winter rye stem

elongation (BBCH 31) to early spring conditions were observed

[14]. However, the observed mean change of onset of flowering

(BBCH 60) of 23.3 d K21 during the short calibration period of

phenological models (1991–2012) were lower than those reported

from other studies for the entire second half of the 20th century.

These published estimates range from 27 to 28 d K21 of year-

mean temperatures (values calculated from [9,42]) for late ripeners

up to 25 d K21 of mean temperatures from February to April

[14] for early ripeners. Still these discrepancies should result from

geographic and orographic differences from the present to the

mentioned publications: Analyzing the present model projections

for the same periods as in the mentioned literature (1958–2007,

1976–2002, 1969–1998) fairly reproduced these dependencies

with 27.5 up to 28.6 d K21 for late, and 26.5 d K21 (February-

April temperatures). Consistently, also the projected findings for

changes in the onset of apple flowering of 25.4 to 25.6 d K21 (all

varieties and stages and years) and 26 d K21 (BBCH 60,

February-April temperatures) are in a comparable range. From

this can be concluded, that apple flowering phenophases have a

clear and comparable reaction to changes in temperature despite

differences in region and varieties and that this impact can be

tracked by one-dimensional phenological models in combination

with climate ensembles.

Furthermore, despite a continuous advancement of flowering

dates, an opposing effect of delayed release of dormancy and

enhanced spring warming was observed. While warmer winters

result in reduced chilling, they can be compensated to a certain

extent by warmer springs [52]. For apple bloom this has been

reported for the past [42]. However, reduced chilling will

eventually slow down the advancement of flowering dates as

postulated [42,52] and as deduced from the relative changes for t1

and t2 in the present study for the 2nd half of the 21st century. In

addition, eventually years with unfulfilled dormancy will occur.

Such events have not been observed in Germany during the past

century [6], but are discussed for the future [6,45,46]. A rough

estimate for the probability of years with unfulfilled chilling

requirement of up to 15% can be found for the largest producing

area in Lower Saxony (Niederelbe) [53]. While this estimate

coincides with the here presented range, the mean fraction of years

with unfulfilled chilling requirement is lower (3.7%). Following the

authors, it must be stated, that these projections are subject to

large uncertainties and require further investigation.

Spring Freeze and Blossom Frost Risk
Last spring freeze follows the warming pattern with changes of

increasing speed towards the second half of the 21st century. The

projected shifts for the period 1985–2035 (30-year-means) of

22.0 d/decade are in the range of those changes reported for the

second half of the 20th century for Central Europe (22.2 d/

decade [12]). Following the future warming pattern in simulations,

last spring freeze is likely to change about 23.5 d/decade (2035–

2084).

Blossom frost risk possibly decreases in the long term. This result

can be obtained roughly by putting together the relative

advancement of projected bloom and last spring freezes, as well

as in more detail through the present computation with single

models. Starting with a blossom frost risk of up to 16%,

simulations showed a decline in blossom frost occurrence to about

half by the end of the 21st century. Nevertheless, blossom frost is

unlikely to disappear and staying at a comparable level as present

until the middle of the century. As blossom frost risk strongly

depends on the region, period, variety and BBCH stages,

publications are hardly comparable. While the present observa-

tions and computations for the past are in the range of other

studies [9,19,20], projected results differ. The often stated

hypothesis of an increase in blossom frost risk due to advanced

bloom in combination with increased variance in the last spring

freeze date [19] does not hold true for the present study, as spring

freezes declined comparably faster than flowering dates.

Projection Uncertainty
Climate impact projection to a near future is often highly

uncertain since the internal variability of the system at hand is

larger than the expected changes at point of time. As these changes

Figure 11. Uncertainty pattern of projected temperature (T),
apple bloom (t2) and apple blossom frost risk (h). 68.3%
percentile (solid lines) and 50-to-90% percentile ranges (gray areas)
from 13 climate projections and phenological impact models 2–7
(bloom, blossom frost risk).
doi:10.1371/journal.pone.0075033.g011
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increase with time and relatively to the total variance of the

projection, more confidence in the projection signal is gained.

Future climate is commonly assessed in ensemble run projections,

including RCMs [54] and bias-corrected simulations [35].

Sampling, climate model, radiative and boundary uncertainties

have been investigated for climate models, varying for RCMs

across field, region and season [54]. While such climate ensembles

are also increasingly used to drive impact models [55], the impact

models error adds to the signal strength. Uncertainty of climate

projections increases with increasing simulation members, as

clearly shown by the different patterns of fractional uncertainty of

temperature and bloom as well as blossom frost risk. Thereby

projection uncertainty of surface temperature depended only on

the different climate models, whereas bloom depended on climate

and impact models and blossom frost risk additionally depended

on the interaction of projected bloom and temperature.

In the present approach times of emergence of 34 years and 57

to 59 years were estimated for temperature and blooming date

respectively (compared to the mean 1971–2000), considering one

SRES scenario (A1B). This is in the range of the estimated time of

emergence for regional surface temperatures of SRES scenarios

A2, A1B and B1 from GCMs [39]. While the approach relies

heavily on the chosen climate ensemble and impact models, larger

variance can be expected with increasing spatial (or temporal)

resolution. Therefore the estimated lead time for the minimum of

uncertainty of ,100 years (2078–2088) is consistent with ,30 to

80 years established for temperature [31]. However, the present

works investigated a range of climate and impact models of one

scenario, while the cited publications investigated three scenarios

for climate models. Hence further projections of future bloom are

required in order to remove this lack of comparability. Nonethe-

less, looking at the cooler scenario B1 and neglecting the similar

scenario A2 for central Europe, a larger spread in the day of

bloom and hence in the estimated blossom frost risk can be

expected, increasing the time of emergence of the climate impact

signal. Transferring the estimated time of emergence to other

climate impact studies from different research fields by assuming

similar variability across models would imply, that a large fraction

of these studies operates at the very edge of statistical significance.

For example, from a review on 14 publications on future risks

through wheat diseases [56], 8 include statements and 2 are solely

based on statements for a time horizon #2030. From the present

findings, the statistical meaning of these studies must be carefully

put into context.

Two effects arise: On the one hand, using a location parameter

(e.g. mean or median) of a climate ensemble as input for impact

models may produce significant future changes while ignoring

climate projection uncertainty. On the other hand, using single

impact models and/or fixed impact model parameters can give

only mean tendencies, similarly ignoring parameter ranges in

climate impact. The presented results show these effects, as single

impact models with climate ensemble mean as input show

consistently significant trends of advancing bloom and, with one

exception, of decreasing blossom frost risk. Regarding the total

uncertainty of climate and impact models, this may hold true for

bloom beyond the estimated projection horizon. However,

projected changes in blossom frost risk are low compared to the

variability across models. While this is a particularly pronounced

problem of extreme events such as blossom frost, it has severe

consequences. From the present results, despite a tendency of

decreasing blossom frost risk, it must only be concluded that future

blossom frost risk is very unlikely to increase.

Limitations
The present work does not consider the severity and distribution

of frosts. Hence it must be taken into account, that other plant

reactions than those investigated and resulting from frost

distributions may dominate in the future. As actual blossom frost

damages were not evaluated, the presented results depict the

blossom frost risk tendency. Although blossom frost damage

severity increases with decreasing temperature [5], temperatures

cannot be translated directly into economic losses, as frost

protection (e.g. sprinkler) takes place in practice. Furthermore

employed models accounted for day length, but did not use actual

surface radiation from climate models. Hence possible effects due

to changes in light conditions (e.g. phenological effects) and effects

due to severe radiation (radiation frosts) are not represented to full

extent. Additionally, the influence of the day length on apple

flowering physiology remains uncertain. Despite low availability of

consistently bias corrected climate time series of high temporal

resolution [29], future approaches should consider this. Finally,

future changes in varieties were not taken into account albeit

varieties might respond differently to blossom frost [57].

Conclusions
Regarding the aspects of phenological model structure, simu-

lation uncertainty as well as blossom frost risk, the following

conclusions must be drawn from the present findings. Despite a

lack of physiological explanation, phenological model performance

is improved by including the length of the day. However,

projection results from single time series must be put into context

to the uncertainty of the modeling chain, considering the

significant projection horizon. The latter depends on the

investigated variable and was determined for the present

simulation of bloom at 2042–2044. Differently, a minimum of

uncertainty was estimated for temperature, bloom and blossom

frost risk for the range 2078–2088. Finally the resulting regional

blossom frost risk cannot be expected to increase in the long term,

as compensatory effects of delayed fulfillment of chilling require-

ment and faster completion of the forcing phase in spring take

place.

Supporting Information

Methods S1 Basic equations and model formulation.

(PDF)

Acknowledgments

We kindly thank the RRZN cluster system team at the Leibniz Universität

Hannover, Germany, for their support in the production of this work.

Author Contributions

Conceived and designed the experiments: HH. Performed the experiments:

HH. Analyzed the data: HH. Contributed reagents/materials/analysis

tools: HH. Wrote the paper: HH TR. Review: TR.

References

1. Rodrigo J (2000) Spring frosts in deciduous fruit trees – morphological damage

and flower hardiness. Sci Hortic-Amsterdam 85: 155–173.

2. Farajzadeh M, Rahimi M, Kamali G, Mavrommatis T (2009) Modelling apple

tree bud burst and frost risk in iran. Meteorol Appl 17: 45–52.

3. Sunley R, Atkinson C, Jones H (2006) Chill unit models and recent changes in

the occurrence of winter chill and spring frost in the united kingdom. J Hortic

Sci Biotech 81: 949–958.

Future Blossom and Frost Risk for M. domestica

PLOS ONE | www.plosone.org 12 October 2013 | Volume 8 | Issue 10 | e75033

CHAPTER 3. INVESTIGATIONS 3.3. BLOOM / BLOSSOM FROST RISK

82



4. Sugiura T (2010) Characteristics of responses of fruit trees to climate changes in

japan. Acta Hortic 872: 85–88.

5. Asakura T, Sugiura H, Sakamoto D, Sugiura T, Gemma H (2011) Frost risk

evaluation in apple by modelling phenological changes in critical temperatures.
Acta Hortic 919: 65–70.

6. Luedeling E, Blanke M, Gebauer J (2009) Auswirkungen des Klimawandels auf
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23. Chmielewski F, Blümel K, Henniges Y, Blanke M, Weber R, et al. (2011)

Phenological models for the beginning of apple blossom in Germany. Met Z 20:

487–496.

24. Hökkinen R, Linkosalo T, Hari P (1998) Effects of dormancy and environmental

factors on timing of bud burst in Betula pendula. Tree Physiol 18: 707–712.
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Phenological models supplementary S1

Projection of temperature

Temperature time series are presented as anomaly from the 1971-2000 mean as indicated by ∆T . The
anomaly of single years as well as of 10 year moving average time series is shown. By way of example,
the latter was calculated as:

∆T y1,y2,s =
1

10

5∑

i=−4

1

n

n∑

d=1

Ty2+i,d,s −
1

30

15∑

i=−14

1

n

n∑

d=1

Ty1+i,d,s with (1)

∆T y1,y2,s : projected change in year-mean air temperature from year y1 to year y2 of

every grid point s in Lower Saxony, [-]

y1, y2 : year of calculation (past, future)

s : grid point

i : index

d : day

n : number of days of the year (365 or 366)

Projection of bloom

The change in blooming date ∆t2 was calculated as the difference in the 30-year-mean for each grid point:

∆t2y1,y2,s =
1

30
·

15∑

i=−14

t2y2+i,s −
1

30
·

15∑

i=−14

t2y1+i,s with (2)

∆t2y1,y2,s : projected change in blooming date t2 from year y1 to year y2 of

every grid point s in Lower Saxony, [-]

y1, y2 : year of calculation (past, future)

s : grid point

i : index

Years with unfulfilled chilling were recorded by counting years without bloom or bloom projected for
DOY> 200 as fraction of occurrences in a 30-year-mean:
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2

χy =
1

30
·

15∑

i=−14

µi with (3)

µi =

{
1 if t2,y+i > 200
0 else

χ : Fraction of years with unfulfilled chilling requirement, [-]

t2,y : onset of phenophase in year y, [DOY]

y : year of calculation, e.g. 1980

i : index

Calculation of probability mass functions

The values of probability mass functions were estimated non-parametrically by applying a Gaussian
kernel:

pdf(x) =
n∑

s=1

1

nh
√

2π
e−

(x−∆θy1,y2,s)2

2h2 with (4)

h = 0.03

pdf(x) : probability density function value over all grid points, [-]

∆θy1,y2,s : projected change in blossom frost risk

x : any possible value of ∆θy1,y2,s, [-]

h : bandwidth of kernel smoothing window, [-]

s : grid point

n : number of grid points

pmf(x) =
pdf(x)∑z
j=1 pdf(j)

, with (5)

pmf(x) : probability mass function value over all grid points, [-]

z : number of possible values of ∆θy1,y2,s, [-]

j : index

Model description

Apple bloom was simulated using phenological models. In principle, models assume that the time of
bloom is related to so-called temperature sums of chilling (Sc) and forcing (Sf), accumulated during
winter (chilling phase) and spring (forcing phase) by the corresponding rates of chilling (Rc) and forcing
(Rf). See tab. 1 for denominations.

Sc(t) =
t∑

i=t0

Rc(Ti) (6)

Sf(t) =

t2∑

i=t1

Rf(Ti) (7)
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Further it is assumed, that Sf is related to Sc as follows:

Sequential models: Sf(t2) = a · ebSc(t1) (8)

Parallel models: Sf(t2) = a · ebSc(t2) (9)

A basic thermal-time model (model 1) was applied as described, with the rate of forcing Rf :

Model 1

Rf(Ti) =

{
0 if Ti ≤ Tbf
Ti − Tbf else

(10)

Sequential (model 2) and parallel (model 3) chilling-forcing models were applied as described in the fol-
lowing:

Models 2,3

Rc(Ti) =





0 if Ti ≤ 0 or Ti ≥ 10
Ti
Tbc if 0 < Ti ≤ Tbc
Ti−10
Tbc−10 if Tbc < Ti < 10

(11)

Rf(Ti) =

{
0 if Ti ≤ Tbf

28.4
1+e(−0.185(Ti−Tbf−18.4)) else

(12)

The Modified Utah model was applied for mean daily temperature values (model 4). Following a different
approach, this model is a sequential model with Rc as in eq. 11 and with Rf being:

Model 4

Rf(Ti) =





0 if Ti ≤ Tbf
(Ti − Tbf) ·

[
1 +

(
Sf(Ti−1)
Sf(t2)

)2]
else

(13)

Due to findings for better performance when relating bloom additionally to radiation, models taking into
account the length of the day were further included (models 5-7). Model 5 was applied in the version
described, and being an extension of model 1 the rate of forcing is calculated as follows:

Model 5

Rf(Ti) =

{
0 if Ti ≤ Tbf
(Ti − Tbf) ·

(
D
10

)c
else

(14)

Models 6-7 are new variations of the sequential and parallel chilling-forcing models. These varied models
also assume, that bloom is influenced by radiation only during the forcing phase. For both Rc was cal-
culated as in eq. 11 and Rf was calculated as follows:

Model 6,7

Rf(Ti) =

{
0 if Ti ≤ Tbf

28.4
1+e(−0.185(Ti−Tbf−18.4)) ·

(
D
10

)c
else

(15)
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Table 1. Denomination of variables and parameters

Notation Description Unit
T Air temperature ◦C
Tbc, Tbf Base temperature for chilling, forcing ◦C
t Time hour [h], day [d] or year [a]
t0 Start of the chilling period (dormancy) day of the year (DOY)
t1 Chilling requirement completed, start of forcing day of the year (DOY)
t2 Forcing completed (BBCH 60, BBCH 65) day of the year (DOY)
Sc, Sf State of chilling, state of forcing —
Rc, Rf Rate of chilling, rate of forcing —
D Daylength h
a, b, c Calibration parameters —
i, s, z Index variables —
θ Blossom frost risk —
β Temperature threshold for blossom frost ◦C
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Model parameters

Table 2. Model parameters (early ripeners, BBCH 65, area mean)

Model Tbc Sc Tbf a b c t1 t2
[◦C] [-] [◦C] [-] [-] [-] [DOY] [DOY]

1 — — 5.8 — — — — 122.6
2 3.0 36.9 5.0 220.9 -0.0248 — 12.1 120.4
3 2.5 37.8 3.1 201.3 -0.0029 — 17.4 121.9
4 4.2 37.7 7.4 — — — 17.4 121.9
5 — — 0.7 — — 1.3 a30.1 122.9
6 4.8 33.4 5.2 232.1 -0.0063 4.4 3.0 120.4
7 5.1 35.7 5.7 215.9 -0.0033 5.7 8.0 119.2

aThis model does not calculate the fulfillment of dormancy, but optimizes t1 as starting date for heat summation.
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CHAPTER 3. INVESTIGATIONS 3.4. GREENHOUSE ENERGY DEMAND

3.4 Future energy consumption of horticultural production in

greenhouses

3.4.1 Objective

The objective is to project greenhouse energy consumption.

3.4.2 Summary

Energy costs are a main concern in greenhouse plant production. A decreasing energy demand for

greenhouse heating could be expected in the mean, as temperatures in winter rise. However, mean,

extent, uncertainty and regional influences are unknown. Therefore greenhouse energy demand was

projected for IPCC emission scenarios A1B, A2 and B1 for the regions Germany and the state of Lower

Saxony on different spatial resolution, using a validated energy simulation system. Additional computa-

tions with 2d bias corrected time series were carried out in a case study.

All results consistently show a mean decrease of energy demand. Hereby findings followed the projected

warming closely, as major changes were projected beyond 2040. In spite of this trend, regional excep-

tions of single years have to be regarded. Furthermore, application of a 2d bias correction rendered

similar results. The results show, how climate change will affect greenhouse infrastructure and pro-

duction systems regarding the required heating system, greenhouse heating strategies and production

strategies. Increasing energy costs might outreach energy savings and heating systems must probably

withstand conditions similar to present until the mid-century. However, producing companies specialized

on cultivation at different temperature set-points benefit unequally from energy savings. Hence, this

might alter future greenhouse utilization concepts.
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Summary

Increasing energy costs are a main concern in green-
house plant production. At this it is uncertain, how the
expected climate change will affect this problem region-
ally. Therefore the future greenhouse energy consump-
tion was simulated with the help of climate realiza-
tions of high spatio-temporal resolution from the regio-
nal climate model REMO (UBA-Runs), based on the
IPCC climate projections A1B, A2 and B1. Simulations
were conducted for each hour of the periods 2001–
2015 and 2031–45 on a 100 km × 100 km grid for Ger-
many, as well as continuously for each hour from 1951
to 2099 on a 10 km × 10 km grid for the federal depart-

ment Lower Saxony (Germany), employing the energy
simulation system HORTEX. Furthermore the influence
of a consistent 2-d bias correction on the projected sig-
nal was tested in a case study (53° 03’ N, 08° 48’ E).
The results consistently show a strong mean decrease
of greenhouse energy consumption for all scenarios by
2038 and up to 45 % for the area of Germany, diverg-
ing regionally. Higher absolute reductions in energy
consumption can be expected in warm greenhouses,
while low temperature set points result in higher rela-
tive energy consumption reduction. The latter might
influence future utilisation concepts.

Key words. bias correction – climate change – energy consumption – greenhouse

Introduction

The increase of energy costs of the last decades to a present
crude oil price of above one hundred dollars per barrel
(USEIA 2012), as well as the influences of the increasing
scarcity of resources or environmental standards along
with pricing policy are indicators of a lasting trend. Being
potentially existence-threatening, this is a main concern
to energy-intensive sectors. Since the energy consump-
tion of German greenhouse production is up to 0.5 %
(calculation based on data from STATISTISCHES BUNDESAMT

2006, 2012) of the total industrial energy, it is important
to analyse possible changes of greenhouse energy use in
relation to climatic change effects. Besides fluctuating en-
ergy costs it is further unknown, how climate change will
affect the energy consumption of greenhouses regionally
in the long run. At this, changes in driving forces as tem-
perature or radiation will influence future energy con-
sumption. While climatic warming can be expected to
reduce the energy demand for greenhouse heating in the
mean, particular attention should be paid to the utilisation
concepts of greenhouses regarding cold and warm tem-
perature strategies, as well as to the regionally varying
climatic impact. Despite HOFFMANN and RATH (2009) inves-
tigated the climatic impact on greenhouse energy consump-

tion, no literature has been published so far concerning
simulation studies with different spatial resolution and
optimization of the input data.

Objectives

Highly resolved simulations of future greenhouse energy
consumption are necessary to consider regional climatic
changes. For this uncorrected and locally bias corrected
climate data should be consequently applied and inter-
preted in case studies to simulate the pattern of energy
consumption.

Material and Methods

Simulation input: Greenhouses

In order to estimate the impact of the regional climate
change, future greenhouse energy consumption was simu-
lated with the help of the greenhouse energy simulation
system HORTEX (RATH 1994, 2006). Three different simu-
lations were conducted with year-round lower temperature
set point values (day/night) of 5/5 °C and 18/16 °C. Green-
house settings for energy simulation are shown by Table 1.
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Simulation input: Climatic Data

Regional projections based on simulated climate time
series were conducted to investigate the impact of a cli-
mate change on greenhouse energy consumption. Climate
data from realizations (first run) from of the regional cli-
mate model REMO (driven by the general circulation
model ECHAM5) of the Intergovernmental Panel on Cli-
mate Change (IPCC) climate projections A2, B1 (simula-
tion 1) and A1B (simulations 2 and 3) were used (MPI

2012). Hereby the IPCC-scenarios, resulting in different
greenhouse gas emission scenarios (SRES) on which cli-
mate projections are based, assume either a heterogene-
ous world with continuously increasing population and
regionally oriented economic development (A2), or a
convergent world with a population that peaks in mid-
century and declines thereafter as well as fast changes in
economic structures (B1, A1B). Hence the present find-
ings follow the chain of information: IPCC scenario >
emission scenario > climate projection > climatic impact
simulation.

According to these scenarios, air temperature in Central
Europe will rise by 2.5 °C (B1) and 3.7 °C (A1B, A2)
by the end of the century as compared to 1961–1990
(ROECKNER et al. 2006). Hereby increases of temperature
will mainly occur during the 2nd half of the century with
temperature increases for Germany during the period
investigated (simulation 1) of 0.1 °C (B1) and 0.9 °C
(A2) by 2038 as compared to 2008 (both 15-year- mean).

For the simulation the air temperature (in 2 m height
above ground) was corrected for altitude (–0.0064 °C m–1).

Global radiation was calculated from the net down- and
upward surface radiation of the REMO data (MPI 2012).
Wind speed was set constant to 4 m s–1, both in order to
account for regional/small scale effects and to ensure the
comparability of the results.

Simulation 1: Greenhouse energy consumption in Germany

Simulated hourly climate data from the periods 2001–
2015 and 2031–2045 of approximately 10 km (0.088°)
resolution was aggregated to 57 areas in Germany of
approximately 100 km × 100 km by taking the mean of all
grid points inside the corresponding area. Subsequently,
the mean of each of the 8760 hours of the year was calcu-
lated for each period (see also HOFFMANN and RATH 2009).

Simulation 2: Greenhouse energy consumption in Lower 
Saxony

A second simulation was conducted for each hour from
1951 to 2099 on higher resolution for the area of Lower
Saxony (Germany). The spatial mean of areas consisting
of 3 × 3 grid points (~30 km × 30 km) was calculated for
783 adjacent grid points, hence obtaining the spatial
floating mean of 783 overlapping areas with a grid reso-
lution of 10 km × 10 km. Unlike simulation 1, simulation 2
was conducted using each hour of each year of the climatic
data instead of taking the mean of each hour over the
years. Final results of energy consumption were brought
to a regular grid by ordinary kriging (WACKERNAGEL 1995)
for the purpose of visualization.

Table 1. Basic simulation input settings for HORTEX.

Domain Input parameter Unit Setting

Climate hourly ambient air temperaturea °C varying sim. parameter

hourly global radiation W m–2 s–1 varying sim. parameter

average wind speed m s–1 4

Greenhouse construction – Venlo-type

U’-value W m–2 K–1 7.6

ground area m² 10000

greenhouse cover – single glazing

energy screen – one-layer standard

side wall height m 4

Control heating set point (day / night) °C 5/5; 18/16

venting set point °C 30

energy screen threshold W m–2 s–1 0.1b

assimilation lighting – none

heating system – mixed

a in 2 m height above ground
b global radiation
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Simulation 3: Greenhouse energy consumption simulated 
with bias corrected climatic data (case study Bremen)

In order to estimate the influence of the simulated cli-
mate data quality on the computed energy consumption,
the latter was additionally computed with bias corrected
climate data in a case study. For this, hourly climate data
(1951 to 2099) at 53° 03’ N, 08° 48’ E from the German
Meteorological Survey (DWD) was used to remove the
bias of the simulated data by applying distribution based
bias correction (Quantile mapping), established by INES

and HANSEN (2006) and PIANI et al. (2010). To restore the
necessary climate variable consistency, quantile mapping
was applied 2-dimensionally as described by HOFFMANN

and RATH (2012). For this, correction or transfer func-
tions from simulated to measured data were obtained by
mapping air temperature and global radiation non-para-
metrically by applying a gaussian kernel with bandwidth
h = 0.1 (BOWMAN and AZZALINI 1997) and a optimization
factor K = 0.5 (see HOFFMANN and RATH 2012). Hereby
transfer functions were derived from 1977–2010 and
applied further to REMO data from 1951–2099.

Results

According to simulation 1, greenhouse energy consump-
tion will decrease in the mean, regardless of temperature
setting or scenario. For Germany, area average reductions
up to 45 % and up to 45 kWh m–2 year–1 were found,
depending on greenhouse temperature settings and on

the chosen climate scenario (Fig. 1, 2). At this, stronger
decreases were found in the warmer scenario A2 than in
scenario B1. Further, stronger absolute but lower relative
reductions (average 10 %) were found for higher green-
house temperature settings of 18/16 °C (Fig. 2), while
settings of 5/5 °C led to area average reductions of up to
50 % (Fig. 1). Unlike these mean tendencies, regional
variation ranges from reductions of 89.6 % to an increase
of 3.5 %, although no increases were found for the warmer
scenario A2. Hereby low temperature settings led to a
stronger decrease in south-east of Germany (which exhib-
its higher altitude) than in the north. This pattern was
also found for higher temperature settings within in the
scenario B1, but not for scenario A2. The latter shows
an ‘east-to-west distribution’ with higher reductions in the
east.

Simulation 2 for Lower Saxony confirmed the findings
from scenario A2 on a 100 times finer grid for scenario A1B
(Fig. 3, 4). Hereby energy consumption reflects the orog-
raphy of the region, e.g. with the higher elevated south-
east of Lower Saxony displaying higher energy consump-
tion. Past to present energy consumption is apparently
dominated by a periodicity of cold and warm climate cycles
(Fig. 3, 4), fluctuating around the present level. Never-
theless the downward trend in energy consumption arises
by the mid of the 21st century, manifesting further in the
distribution of the annual sum of greenhouse energy con-
sumption (Fig. 5). As shown, a stronger mean shift of the
distribution is found from 2011–2040 to 2061–2090, than
from 1961–1990 to 2011–2040. Furthermore, regarding
the extremes of the distribution, a shift of the mean is

Fig. 1. Projected changes
in greenhouse energy
consumption in Germany
by 2031–2045 as compared
to 2001–2015 for scena-
rios B1 and A2 and temper-
ature set-points 5/5 °C.
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observed prior to the reduction of the upper extreme, result-
ing in an increased variance.

Regarding simulation 3, a bias correction of the sim-
ulated climate data (REMO) for Bremen decreased the
mean deviation from simulated to measured climate vari-
ables (Table 2). Hereby underestimation of global radia-
tion and overestimation of mean air temperature were
removed, resulting in an overestimation of global radiation
by ~1 % (1977–2010). However, reduction of the previ-
ous climate model bias resulted in discrepancies of the
energy consumption calculated from measured and simu-
lated-corrected climate data (~3 %). At this, the range of

energy consumption in terms of annual sums from meas-
ured data was fairly reproduced with both simulated and
simulated-corrected climate data (see grey rectangles,
Fig. 6). Years with elevated energy consumption exhibited
further increased energy consumption after bias correc-
tion of the underlying data. While energy consumption
from corrected data was underestimated in the period
from 1977–2010 compared to calculations from meas-
ured data, projection for all REMO years with corrected
climate data resulted in higher energy consumption com-
pared to the projection with uncorrected climate data
(Table 2, Fig. 6). Hereby energy consumption was in-

Fig. 2. Projected changes
in greenhouse energy con-
sumption in Germany by
2031–2045 as compared to
2001–2015 for scenarios
B1 and A2 and tempera-
ture set-points 18/16 °C.

Fig. 3. Projected greenhouse energy consumption in Lower Saxony simulated for the climate scenario A1B and temper-
ature set-points 5/5 °C (day/night).
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Fig. 4. Projected greenhouse energy consumption in Lower Saxony simulated for the climate scenario A1B and temper-
ature set-points 18/16 °C (day/night).

Fig. 5. Distribution of the projected yearly greenhouse
energy consumption in Lower Saxony simulated for day/
night temperature set-points of 5/5 °C and 18/16 °C and
climate scenario A1B. The distribution was estimated by
applying a smoothing gaussian kernel with bandwidth
h = 8.

Table 2. Influence of the bias correction on climate data quality and simulated energy consumption (1977–2010).

Climate Data Global radiationa 
[kWh m–2 year–1]

Air temperatureb 
[°C]

Energy consumptiona 
[kWh m–2 year–1]

Measured 960.8 ± 76.2 9.1 ± 1.3 354.3 ± 44.5

Simulated (original) 897.2 ± 76.0 9.4 ± 1.0 354.8 ± 36.0

Simulated (bias corr.) 970.9 ± 67.3 9.1 ± 1.0 343.2 ± 38.7

a mean and standard deviation of annual sums 
b mean and standard deviation of annual means

Fig. 6. Projected yearly greenhouse energy consumption
for different day/night temperature set-points, calculated
from original and bias corrected simulated climate data in
Bremen (scenario A1B). Rectangles indicate the period and
range (min, max) of energy consumption computed from
measured values.
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creased in the mean by 0.1 and 2.2 kWh m–2 year–1 for
temperature settings of 5/5 and 18/16 °C, respectively.

Discussion

Influences of air temperature, greenhouse temperature 
and altitude

In detail the magnitude of expected reduction in energy
consumption mainly depends on the three following fac-
tors (i) climatic data as depending on the chosen scenario
and resolution, (ii) greenhouse temperature settings and
(iii) orography of the domain investigated. As the projected
future warming of the scenario B1 is lesser than of the
scenarios A2 and A1B (ROECKNER et al. 2006), future energy
consumption for scenario B1 does not decrease as far as
for scenarios A2 or A1B. Further, energy consumption
is influenced by the site orography, as air temperature
decreases with increasing altitude, leading to higher
energy consumption at higher altitudes. As this influence
remains constant for the different climate scenarios, it
can be considered as a function of spatial resolution of
the climate data or simulation. The present simulations
resolved the elevated energy consumption of the low moun-
tain range (~200–500 m altitude) on a 10 km × 10 km
grid for Lower Saxony, whereas these findings could
hardly be distinguished through a resolution of 100 km ×
100 km. Furthermore these results reflect the stronger
temperature increase in higher elevated areas, as the
higher elevated south-east of Lower Saxony displays the
sharpest decline in greenhouse energy consumption.

Influence of climate data bias correction

Depending on the climate model, climate variable, time-
scale, measurements and gridding (resolution) among
others, simulated climate time series may have large biases
to measured data (HAERTER et al. 2011, MARAUN 2012).
The removal of this bias is possible (bias correction), e.g.
by means of quantile mapping (PIANI et al. 2010). Never-
theless 1-dimensional bias correction of single climate
variables separately can lead to large errors in multi-
dimensional impact models (MARAUN et al. 2010). There-
fore a consistent bias correction approach (HOFFMANN and
RATH 2012) was used in the present study to restore cli-
mate variable consistency. In this work projected energy
consumption with uncorrected and corrected simulated
climate data differed in the mean by 0.3 % and 0.7 % for
temperature settings of 5/5 °C and 18/16 °C respectively
(case study Bremen, 1951–2099). Hence, the climate
impact signal was hardly influenced by the bias correction.
Nevertheless, simulated annual energy consumption with
bias corrected climate data exhibited larger variation than
without bias corrections, reproducing the variance simu-
lated from measured data slightly better (1977–2010).
However, bias correction of climate variables (1977–2010)

improved climate variable quality (bias, consistency) but
led to slight underestimation of the resulting energy con-
sumption. Despite this discrepancy, projected energy con-
sumption with bias corrected data are possibly more robust
due to the following: i) Uncorrected simulated climate
data overestimated temperature and underestimated global
radiation, possibly resulting in energy consumption simi-
lar from that calculated from measured climate data.
Hence, the true absolute error of the energy simulation
with uncorrected climate data would be larger than from
measurements, but did sum up to a smaller bias. ii) The
intra-annual course of energy consumption from uncor-
rected data exhibits the characteristic patterns inherited
from the regional climate model, being different to the
pattern of the intra-annual energy consumption from
measured climate data.

Influence of concatenating climate and impact models

The stated energy simulations use climate simulations
(MPI 2012) based on emission scenarios which describe
possible future developments of the world (IPCC SRES

2000). Hereby general circulation models generate climatic
data, which are downscaled to regional resolution via
regional climate models. To decrease deviation and incon-
sistencies in the data, bias correction procedures are
applied. At the end impact models use these corrected data.
Since this concatenation is a source of large uncertainties
in projections, simulation uncertainty increases with
increasing time horizon of the projection (HAWKINS and
SUTTON 2009).

Timeline of the climatic impact on energy consumption

According to the present results, major changes in green-
house energy consumption are not to occur before 2035.
While mean reductions in energy consumption can be
expected from the mid of the century on, year to year dif-
ferences (variance) will increase. These findings are con-
sistent with the stronger climatic impact in the second
half of the century. Therefore, with single years until the
mid of the century potentially demanding energy con-
sumption at the present level, changes in heating strate-
gies can be expected only concerning utilization concepts
of greenhouses. Consequently changes of the employed
heating systems are therefore unlikely to occur before
2050.

Conclusions

The present findings can be summarized: 1.) Climatic
warming can be expected to lead to a mean reduction in
greenhouse energy consumption of 10 % and 50 % for high
and low temperature settings respectively. 2.) Reduction
is regionally highly divergent as being dependent on site
orography. 3.) Greater changes of the mean level of energy
consumption cannot be expected before the mid of the
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century. 4.) Despite a mean reduction of energy consump-
tion single year extremes potentially reach the present
level till the mid of the century. 5.) Changes in energy
consumption could lead to innovations in greenhouse uti-
lization concepts for low temperature strategies (AKYAZI

and TANTAU 2012). 6) Consistently bias corrected time
series of dynamical-physical climate models like Remo or
CLM should be used where possible. If bias correction is not
possible, original data of the climate model must be used
with care, since simulation results might depend on the
systematic error of the climatic input. Alternatively statis-
tical regional climate models as WETTREG (KREIENKAMP

2006) could be employed.
Looking at the specific results for German greenhouse

energy consumption it can be concluded that, since oper-
ation at higher temperatures usually leads to a higher por-
tion of energy costs (which are expected to increase for
the future) compared to total variable costs, innovation
of greenhouse utilization concepts are more likely to occur
for lower temperature settings. Therefore potential bene-
fits of the climatic warming due to absolute energy con-
sumption reduction in warm-house cultivation (≥ 18 °C)
as for ornamental plant production, e.g. orchids, or vege-
table production, e.g. cucumber or tomatoes, (KRUG et al.
2007) can be expected to be diminished through increas-
ing energy costs.
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Chapter 4

Closing remarks

4.1 General remarks on presented investigations

The presented methods and simulations were partially carried out for areas as well as single locations

across Germany and in higher resolution and detail for the federal department Lower Saxony (Germany).

Accordingly, the results are confined to a regional climate change at first glance. Therefore a broader

discussion is made in the following, pursuing generalized conclusions. The methodology is finally put into

a common framework, going from climate data processing, followed by plant reactions, to horticultural

production systems.

4.2 Résumé of specific climate change effects on horticultural

production

At first, each work is regarded as a case study. With climate projections heavily relying on simulated climate

data, the need for a consistent bias correction of climate variables was given. While no bias correction is

able to maintain physical consistency among climate variables so far, the developed method improved bias

as well as consistency. The latter was deduced by comparison to probabilities of observed meteorological

states. Thus, the method operates purely statistically and is furthermore evaluated statistically. The same

idea was followed by (Piani and Haerter 2012) who presented a similar approach, thus emphasizing the

necessity for improved bias correction. This second approach is straightforward, applying ”Quantile map-

ping” on one climate variable for segments of a given quantile range from a corresponding second climate

variable. While both approaches were tested with hourly data of point measurements in two dimensions,

independent projections of climate or climate impact with these approaches have not been published so

far. Nevertheless one simulation was carried out for greenhouse energy demand (see chapter 3.4.2), ex-

tending the approach to the 2d combination of global radiation and temperature. Hence, albeit validation of

methods, uncertainty assessment for ensembles projections of impact studies is yet to come. Furthermore,
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so far only the 2d cases of precipitation and global radiation (Hoffmann and Rath 2012b), temperature and

global radiation (Hoffmann and Rath 2012a) and temperature and precipitation (Piani and Haerter 2012) are

known. It would be intriguing to verify results of higher dimensional cases or cases with different underly-

ing 1d bias corrections or of climate variables with different distributions than normal or gamma-distributions.

Water deficiency determines plant production as shown for leafy vegetables by the example of lettuce (see

3.2.2). Thereby a basic model was developed in order to be able to project the future impact of changes

in precipitation on vegetable production. Based on radiation and temperature driven growth, stress in the

form of growth reduction is simulated in proportion to soil moisture as depending on water supply and

evapotranspiration, with the latter again depending on plant size. The model can therefore be taken as a

general model for most annual/herbaceous crops. Simulation for other species could be conducted after

parametrization and replacement of plant diameter by leaf area index (LAI) if necessary. Due to the gen-

eral character of the model, an application with simulated time series seems possible. This would however

require a deeper knowledge of interactions of CO2 and water use efficiency, as trends in projected yield de-

pend largely on these (see 1.3.2). Therefore future precipitation patterns were not projected in the present

work with regard to impact on plant production. Hereby precipitation patterns diverge regionally, with ob-

served and projected decreasing summer precipitation in Lower Saxony (see 1.2.9). While this increases

the irrigation water demand, shorter crop cycles can be expected for crops similar to lettuce due to rising

temperature. Nevertheless, drier summers have not led to significant changes in yield since 1991 (from

LSKN 2013) as irrigation is common in horticultural production. Lettuce itself is however a cool-season

crop, grown mainly in spring and late summer. Hereby total precipitation in spring has increased during the

past (Haberlandt et al. 2010) and is project to increase for the future (Moseley et al. 2012). Furthermore,

future decreasing summer precipitation cannot be expected to lead to significant changes of yield in late

summer grown lettuce, as irrigation takes place and water allocation for horticultural crops is not expected

to decrease (Rubino et al. 2012). Additionally, no changes were projected for the length of dry periods

from April to September (Moseley et al. 2012). Hence, albeit effects of changing CO2 as well as whole

year water balance were not taken into account in the present work and precipitation frequency and pattern

are not represented by mean precipitation, decreasing summer precipitation can be considered to be of

low risk. However, due to the large uncertainties of modeling precipitation, final statements for the risk for

horticultural crops through changes in precipitation cannot be given and must further cover the mentioned

aspects.

Rising temperatures are likely to impact horticultural production at all scales. Hereby trends observed dur-

ing the past (see 1.3.4) are not necessarily going to continue for the future and new trends might become

apparent. These trends are based on temperature effects, which can be separated into a direct impact

on phenology/development (e.g. on vernalization), a direct impact on growth related processes (e.g. pho-

tosynthesis) as well as indirect impacts on both (e.g. through soil moisture). As a results, all effects may
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challenge crop production by altering cultivation and/or yield. The present work comprises all effects, though

focusing on chilling and blooming (development). Temperature dependent growth was described for lettuce

(see above) and indirect effects were marginally incorporated by taking evapotranspiration into account for

lettuce growth. Effects on phenological phases which are directly influenced by human activity were not

investigated (so-called ”false” phases, Menzel and Sparks 2006: 78, e.g. dates of harvest) .

Phenological timing of fruit trees and annual plants has changed during the past, mainly observed through

earlier bud-burst and flowering observed with trees (see 1.3.4). Albeit a slowdown of these processes

has not been reported, a constant trend for plants with narrow temperature optima or fixed temperature

thresholds regarding temperature requirements for phenological development seems unlikely for the future.

As shown for apple blossom, an ongoing advancing of flowering is projected at a lower pace than in the

past. This stands in line with theory (Körner 2006: 64; Menzel and Sparks 2006: 85Legave et al. 2008a)

as delayed chilling fulfillment counters the faster spring forcing phase. The difference to results from simple

Thermal Time (Heat Sum) models (Chmielewski et al. 2005; Hoffmann et al. 2012), which do not account

for a chilling period, is shown thereby. These differences of pure forcing and chilling-forcing models give

an insight on the magnitude of the chilling and following consistent effects. On the one hand, years with

unfulfillable chilling requirement cannot be ruled out for the future. The use of chemicals for breaking of

dormancy as applied already today in lower latitudes would be a consequence. However, this signal was

not significant and needs further analysis, as the low appearance of such years requires extreme event

analysis. On the other hand, last spring freeze and onset of flowering are not projected to advance in

parallel, eventually resulting in a decreased blossom frost risk. Hereby changes in projected blossom frost

risk were exceeded by internal and model variability. However, this is in agreement with general findings

for tree flowering and shifts in spring freeze (Scheifinger et al. 2003; Menzel and Sparks 2006: 93,Moseley

et al. 2012), but contrasts other studies of blossom frost stating increasing blossom frost risk. The latter

cannot be used for direct comparison due to discrepancies in region and modeling approaches (see 3.3.2),

largely relying on single climate realizations, simple Thermal Time models and not presenting statistics.

Furthermore, earlier flowering species were affected stronger than late flowering species, coinciding with

the relative flowering trends of these two groups (Abu-Asab et al. 2001). However, none of the projec-

tions account for future changes in planted varieties, hence ignoring e.g. the range of plants exhibiting a

lower chilling requirement. Varieties could also benefit differently from changing blossom frost as they differ

in their susceptibility (Rugienius et al. 2009). While the climatological suitability of species and varieties

will shift geographically, the composition of regional varieties produced today are likely to change. Hence,

changes in varieties might alter the mentioned effects from decreasing chill availability, possibly also buffer-

ing the mentioned risks.

A second critical aspect regarding plant phenology and climate change is obligate vernalization. Changes

in temperature away from the optimal vernalization temperature will lead to delayed or unfulfilled vernaliza-

tion. Thereby, this can no longer be regarded as a ”Knock-Out-effect” for Central Europe, as the projected

temperature increases will always be outreached in the course of a year. However, devernalization through
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increasing frequency of higher temperatures may take place in some species, e.g. head cabbage (Krug

et al. 2002: 293). These effects may be positive or negative, depending on the plant organ produced for

sale. Furthermore, a delay in vernalization could be compensated by faster completion of a juvenile and/or

curd growth phase. Although not shown by the present work, this would however lead to changes in the

production schedule or chosen variety. Again, early to late varieties differ in their requirements for vernaliza-

tion as well as temperature response concerning growth and were projected to respond differently to rising

temperatures (Hoffmann and Rath 2013a,b). Hereby early variety cultivation time hardly differed from the

present level(+0.4 to +2 d), whereas mid to late varieties showed a decreasing cultivation period (-18.1 to

-3.7 d). This includes the variance of production duration for planting dates of a given month.

Finally, heat stress due to increasing frequency and extent of extreme temperatures is likely to increase, as

the distribution of temperatures shifts to to higher values (see theoretical assumption about distribution, fig.

1.5). Hereby these effects might show a stronger impact than changes in precipitation, as Semenov and

Shewry (2011) found larger reduction of wheat yield (simulation for 2050) by heat stress at flowering than

for drought, due to earlier maturing and hence avoiding severe summer droughts. So far, heat stress for

horticultural open field crops has not been projected. However, greenhouse crops might experience heat

stress at higher frequency (Boulard et al. 2011). The latter will certainly limit the operation range of closed

cultivation system.

Future climatic change impacts on horticultural production were considered in the present work by projection

of apple blossom as discussed above, as well as by projection of future greenhouse energy consumption.

A mean decrease of the latter will affect cultivation at high and low temperatures differently, as production

at higher temperatures usually exhibits a higher portion of costs of the total variable costs. Hence, despite

an expected general increase of energy costs due to rising energy prizes, larger savings will occur at higher

temperatures. Nevertheless, while profit strongly depends on the market, rising temperatures are likely to

increase the range of possible greenhouse utilization concepts at lower temperatures. As increasing air

temperatures lead to a large relative decrease in energy demand of up to 90 % at lower temperatures, the

range of possible/profitable crops could be extended.
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4.3 Résumé of general climate change effects on horticultural

production

4.3.1 Projection framework

Applying high-resolution climate time series in order to project the long-term climatic impact may seem

paradox. Hereby the applied methodology (data processing, bias correction, impact projection) is com-

monly used to project the climate impact for the 21st century. Using this process, long-term changes are

captured by transferring physical-dynamical projections of climate into purely statistical information on cli-

mate impact. The statistical signal emerges as climate data is interpolated and bias corrected as well as

by considering long-term trends and variation of the climatic impact across the time series itself, different

models and finally scenarios. Hereby highly resolved time series are either required for impact models (e.g.

HORTEX) or in order to increase the information on spatial variance. Consequently, differences in simulated

and measured climate data are larger than at coarser resolution and hence often require a correction for

the use with impact models. With this approach, climate model improvement cannot be expected to change

this situation in the short run, but it would be intriguing to know, when RCM performance will perform on a

straight useful level for impact models, as the remaining bias is largely inherited by the driving GCM. Fur-

thermore, as long as bias correction will be required, multidimensional approaches are necessary in order

to apply impact models with more than one climate variable as input.

The presented methodology adopts the scenario approach of the IPCC (see 1.2.1). Hence, uncertainties

of scenario as well as of climate projections have to be taken into account. Hereby the range of the former

can be accounted for by projecting climate impact for all possible futures (all scenarios). The present work

employed the scenarios B1, A1B and A2 with focus on scenario A1B. While all scenarios are meant as

equally likely possible alternatives of the future, all scenarios show trends of a warming world with best es-

timates of temperature increases from 0.6 ◦C (scenario ”Constant Year 2000 concentrations”) up to 4.0 ◦C

(scenario A1FI) (Solomon et al. 2007: 13, 2090-2099 minus 1980-1999). However, a scenario with ”Con-

stant Year 2000 concentrations” may be useful only for reasons of comparison, as recent trends indicate

ongoing increasing emission of greenhouse gases. Without taking this scenario into account, the projected

lowest increase in global surface temperature is projected with 1.8 ◦C (B1, best estimate). The scenario

A1B can thus be regarded as an average scenario (best estimate: +2.8 ◦C ). Hereby, scenarios A1B and A2

show similar trends for Lower Saxony. Thus, the presented projections can be regarded as an indicator for

moderate or mean climate change, noticing large differences to other scenarios as shown for greenhouse

energy consumption and scenario B1 (see 3.4.2).

Climate projection uncertainty directly affects the estimated climatic impact and the reliability of climate mod-

els is still under debate (van Oldenborgh et al. 2013), though given their usefulness (see 1.2.8). Hereby, the

resulting uncertainty for the projected climate impact mainly depends on climate and impact model proper-

ties, which are assessed through using several model runs (climate variability) as well as several models

(model properties). These uncertainties were taken into account by variance decomposition of the climate
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impact signal in combination with single time series statistics. Putting them into relation to the variance

across climate scenarios, which are usually larger, their conceptual differences have to be taken into ac-

count: The variance across scenarios shows the broad range of possibilities across alternatives futures,

resulting from projections for a chaotic system comprising human and natural activity. The variance across

models shows the detailed assessment of one possible future, resulting from projections for a physical en-

vironmental system comprising climate and model properties. Here, the presented methodology was used

to assess the projection uncertainty for a given future, thereby separating the effects of climate model and

impact model variance. Summarizing, the approach shows the precision reached for a scenario ensem-

ble member while giving an estimate for the scenario ensemble mean (A1B) and loose estimates for the

scenario ensemble variability (B1, A2).

4.3.2 Future trends and risks in horticultural production

Given the projected mean changes of the present work, the following risks and tendencies for future re-

gional horticultural production can be summarized (tab.4.1), complementing or modifying estimates given

in section 1.3.5. Strong risks or Knock-Out-Effects were not detected as shown. Therefore, no significant

yield depressions are expected. This does however not exclude changes in timing and length of cultivation

as discussed above (see 4.2). Finally, a generally negative long-term impact of climate change, as stated

for German agriculture (Zebisch et al. 2005: 75), cannot be affirmed for regional horticultural production.

Table 4.1: Trends and future risks of abiotic impact of climate change for selected horticultural aspects

Parameter Effect Confidence

Duration of vernalization (Herbaceous) Increase Lowa

Duration of cultivation (Herbaceous, no vernalization) Decrease Medium

Duration of cultivation (Herbaceous, obligate vernalization, early varieties) No change Lowa

Duration of cultivation (Herbaceous, obligate vernalization, late varieties) Decrease Lowa

Chilling Decrease High

Fruit tree flowering Advance High

Blossom frost risk No increase High

Irrigation water demand Increase Medium

Drought stress No change Low

Greenhouse energy consumption Decrease High

Heat stress Increase Lowb

aDepends largely on the specific vernalization function of the species
bLiterature review (no projection conducted)
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4.4 Critical reflexion

General effects were investigated by detailed projection in case studies. Hence, the presented results are

related to the representativeness of the selected systems. For example, only ”true” phenophases (Menzel

and Sparks 2006: 78) were investigated in detail, whereas the influence of human activity (e.g. technical

innovation) nor changes in future variety selection on crop duration were taken into account, hence omitting

yield projections. As a consequence, the present work solidifies assumptions about the future boundary

conditions for regional horticultural production. Hereby all projections were based on time series, which

were compared with or calibrated by observed time series. The latter were in the range of >30 years with

two exceptions. First, hourly time series for bias correction development were 10 to 15 years long and

found sufficient for method development. Second, blooming time series were in the range of >20 years,

as recommended for phenological purposes (Sparks and Menzel 2002). However, climatological means

usually refer to periods of ≥30 years. Hence, this difference in the latter case must be taken into account.

4.5 Outlook

Climate change impact methodology is changing rapidly, as the manifold members of the simulation chain

are renewed continuously. Hence, the presented results can be elaborated with regard to detail and con-

fidence. As seamless seasonal and decadal prediction (Palmer et al. 2008) becomes en vogue, more

detailed probabilistic projections can be conducted. These would resemble somewhat probabilistic weather

forecasts. Furthermore, Northern Atlantic Oscillation (NAO) patterns are shown to have influences on con-

tinental tree phenology (Chmielewski and Rötzer 2001), thus large scale effects could be incorporated in

future projections. Finally, the effects of mild winters are not understood to full extent. Hereby mild winters

may advance or delay tree phenology, depending on the chilling requirement and photoperiod sensitivity

(Körner 2006: 64), and may as well decrease frost hardiness and lead to increased frost risk.

As these notes can only grasp a minor fraction of the investigated area, gaps of knowledge as well as

uncertainties in future estimates remain. These can be attributed to plant specific climate responses on the

one hand, and climate impact projection methodology on the other hand. Advances in both are required,

as both are essential for more detailed statements. Nevertheless ”prediction is difficult, especially about the

future” (N. Bohr) and thus the presented work can only get a glimpse on the matter at hand. Confidently,

future research will lead to a more complete view and eventually be verified by time.
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Gewächshäusern unter Berücksichtigung von IPCC-Szenarien. Gesellschaft für Informatik in der Land-

wirtschaft (GIL), Tagungsband, 21:61–64.
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Rounsevell, M., Sabaté, S., Sitch, S., Smith, B., Smith, J., Smith, P., Sykes, M., Thonicke, K., Thuiller, W.,

Tuck, G., Zaehle, S., and Zierl, B. (2005). Ecosystem Service Supply and Vulnerability to Global Change

in Europe (Supporting online Material). Science, 310:1333–1337.

Schultz, H. R. (2000). Climate change and viticulture: A European perspective on climatology, carbon

dioxide and UV-B effects. Aust J Grape Wine R, 6(1):2–12.

Seaby, L. P., Refsgaard, J. C., Sonnenborg, T. O., Stisen, S., Christensen, J. H., and Jensen, K. H. (2013).

Assessment of robustness and significance of climate change signals for an ensemble of distribution-

based scaled climate projections. J Hydrol. Article in Press.

Semenov, M. A. and Shewry, P. R. (2011). Modelling predicts that heat stress, not drought, will increase

vulnerability of wheat in Europe. Scientific Reports, 1.

Simpson, G. (1981). Water Stress on Plants. Praeger Publishers, New York.

Solomon, S., Quin, D., Manning, M., Chen, Z., Marquis, M., Averyt, K., Tignor, M., and Miller, H. (2007). The

Physical Science Basis. Contribution of Working Group I to the Fourth Assessment Report of the Inter-

governmental Panel on Climate Change. Technical report, Intergovernmental Panel on Climate Change.

118



CHAPTER 5. BIBLIOGRAPHY

Soora, N. K., Aggarwal, P. K., Saxena, R., Rani, S., Jain, S., and Chauhan, N. (2013). An assessment of

regional vulnerability of rice to climate change in India. Climatic Change, pages 1–17.

Sparks, T. H. and Menzel, A. (2002). Observed changes in seasons: An overview. Int J Climatol,

22(14):1715–1725.
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Jacob D, Krahé P, Lohmann G, Moseley C, Nilson E, Panferov O, Rath T, Tinz B, 2010.

Climate Model Bias Correction und die Deutsche Anpassungsstrategie. Mitteilungen DMG:

03 / 2010. ISSN 0177-8501.

Conference

Presentations

Hoffmann, H., Rath, T., 2013. Abschätzung zukünftiger Klimawandelfolgen im Garten-

bau. 49. Jahrestagung DGG, Bonn, Germany, 28.02.2013. ISSN 1613-088X, BHGL-

Schriftenreihe 29, 48.

123



CHAPTER 6. APPENDIX 6.1. PUBLICATIONS

Hoffmann H, Langner F, Rath T, 2012. Simulating the influence of climatic warming on

future spring frost in northern German fruit production. Hortimodel, Nanjing, China. Acta

Hortic 957, 289-296.

Hoffmann H, Rath T, 2011. Verwendbarkeit simulierter Klimazeitreihen für Pflanzenwachs-

tumsmodelle. 47th DGG, Hannover, Germany. BHGL-Schriftenreihe 28, 32.
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