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ABSTRACT
The SoccerNet 2022 challenges were the second annual video under-
standing challenges organized by the SoccerNet team. In 2022, the

∗Both authors contributed equally to this research.
†SoccerNet Organizers.
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challenges were composed of 6 vision-based tasks: (1) action spot-
ting, focusing on retrieving action timestamps in long untrimmed
videos, (2) replay grounding, focusing on retrieving the live moment
of an action shown in a replay, (3) pitch localization, focusing on
detecting line and goal part elements, (4) camera calibration, dedi-
cated to retrieving the intrinsic and extrinsic camera parameters,
(5) player re-identi�cation, focusing on retrieving the same players
across multiple views, and (6) multiple object tracking, focusing
on tracking players and the ball through unedited video streams.
Compared to last year’s challenges, tasks (1-2) had their evaluation
metrics rede�ned to consider tighter temporal accuracies, and tasks
(3-6) were novel, including their underlying data and annotations.
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More information on the tasks, challenges and leaderboards are
available on https://www.soccer-net.org. Baselines and develop-
ment kits are available on https://github.com/SoccerNet.

CCS CONCEPTS
• Computing methodologies ! Activity recognition and un-
derstanding.
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datasets, challenges, computer vision, video understanding, neural 
networks, soccer
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1 INTRODUCTION
The topic of video understanding drew a lot of attention in com-
puter vision research. In order to push research towards better 
video analysis tools in sports, the SoccerNet dataset introduces six 
tasks related to video understanding, which are supported by open 
challenges for the community. This paper presents the� nal results 
of the SoccerNet 2022 challenges and gives voice to the participants 
who brie�y present their solution.

1.1 SoccerNet dataset
Giancola et al. [14] introduced SoccerNet in 2018. The objective was 
to share a large-scale dataset for reproducible research in soccer 
video understanding and to de�ne a new task of action spotting 
for the temporal localization of sports activities de�ned with single 
timestamps. Originally, the dataset contained 500 videos of com-
plete broadcast soccer games, totalling almost 800 hours of videos 
from the six major European championships (Seria A, La Liga, Pre-
mier League, Ligue 1, Bundesliga, and Champion’s League) from 
2014 to 2017. The� rst annotations cover temporal timestamps of 
three main actions in soccer: goal, cards, and substitutions. The

∗Equal contributions (silvio.giancola@kaust.edu.sa, anthony.cioppa@uliege.be).

Figure 1: Word cloud generated from the word occurrence
on the SoccerNet website. One can spot the di�erent tasks,
baselines, sponsors, communication channels, and venues
that are parts of the SoccerNet 2022 challenges.

annotations were scrapped from websites with a one minute reso-
lution and later manually re�ned to a one second precision.

Later, Deliège et al. [9] introduced SoccerNet-v2, which signi�-
cantly increased the number of annotations for the action spotting
task by completing the set with common actions in soccer such as
penalties, clearances, ball out of play, etc., for a total of 110,458 ac-
tions split into 17 classes. In addition to these extended annotations,
SoccerNet-v2 integrates annotations for all camera changes among
13 camera classes and three transition classes: abrupt, smooth, or
logo. Finally, each camera shot is annotated by specifying if it con-
tains a replay of an action, and if so, links it to its corresponding
action timestamp during the live feed. Three tasks were proposed
with this dataset: action spotting, camera shot segmentation and
boundary detection, and replay grounding. Challenges were orga-
nized in 2021 for action spotting and replay grounding, the two
tasks focusing on retrieving speci�c moments in videos, using 50
extra games with segregated annotation as challenge set.

This year, Cioppa et al. [4] introduced SoccerNet-v3, scal-
ing up previous e�orts by introducing spatial annotations and
tasks. SoccerNet-v3 leveraged the redundancy of the actions from
SoccerNet-v2 that were shown in both live and replay moments
of the broadcast, and introduced spatial annotations for players,
ball,� eld lines and goal parts from multiple views of the same
scene. The frames corresponding to live and replayed actions were
manually synchronized to the same salient moment of the action,
totaling 33,986 frames. Three novel tasks are de�ned based on those
frames with spatial annotations. First, a pitch localization task that
aims to recover semantic pitch elements such as the� eld lines and
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goal parts. Second, a camera calibration task aiming at estimating
the intrinsic and extrinsic camera parameters, and� nally, a player
re-identi�cation task focusing on retrieving the same player across
multiple camera views.

As the latest release, SoccerNet-Tracking [6] introduces spatio-
temporal annotations on a new set of 12 complete games captured
from a singlemain camera. The dataset includes 200 30-seconds long
clips extracted around key actions and a complete 45-minute half-
time for long-term tracking with all objects annotated with bound-
ing boxes, tracklet IDs, jersey numbers, and team tags. SoccerNet-
Tracking is one of the largest multi-object tracking dataset and
the largest one related to soccer, accounting for more than 3.6 M
bounding boxes and more than 5,000 unique tracklets.

1.2 SoccerNet challenges
In the 2022 edition of the SoccerNet challenges, we proposed 6
vision-based tasks: (1) action spotting, focusing on retrieving ac-
tion timestamps in long untrimmed videos, (2) replay grounding,
focusing on retrieving the live moment of an action shown in a
replay, (3) pitch localization, focusing on detecting line and goal
part elements, (4) camera calibration, focusing on retrieving the in-
trinsic and extrinsic camera parameters, (5) player re-identi�cation,
focusing on retrieving the same players across multiple views, and
(6) multiple object tracking, focusing on tracking players and the
ball through unedited video streams. The data for each challenge is
split in 4 sets: a training set and a validation set for training models,
a public test set for benchmarking in scienti�c publications, and a
private challenge set for ranking participants, whose annotations
are kept segregated to avoid any cheating.

To help participants get started with these challenges, we provide
sample code on di�erent SoccerNet GitHub repositories (https:
//github.com/SoccerNet) to download the data, run task-speci�c
baselines, and evaluate their performance.

To facilitate interactions between participants, we created a
Discord server, gathering more than 300 researchers during the
2022 challenges. Furthermore, we organized several live tutori-
als with Q&As and published explanatory videos on YouTube
(https://www.youtube.com/c/acadresearch) to further attract the
interest of the community. In total, 67 teams competed on the 6
proposed tasks and submitted 637 results� les. We o�ered prizes
for the winner of each task sponsored by Sportradar (2,000 $ for
tasks 1-2&5), EVS Broadcast Equipment (1,000 $ for tasks 3-4), and
Baidu Research (1,000 $ for task 6).

In the following, we present a detailed analysis of each task,
including its description and metric, the� nal leaderboard, a pre-
sentation of the best performing method by the team itself, and an
analysis of the results. Each other participant team was entitled to
present its method in the Appendix.

2 ACTION SPOTTING
2.1 Task description
Action spotting can be considered one of the highest level of under-
standing for a soccer broadcast. It consists of localizing temporally
when speci�c actions of interest occur (e.g. penalty, kick-o�, goal,

etc.). Unlike other temporal localization tasks in video understand-
ing (e.g. temporal activity localization), the actions to spot are de-
�ned with single timestamps, based on soccer rules. For example, a
goal is de�ned as the exact timestamp the ball crosses the goal line
and a corner as the precise moment the player kicks the ball from
the corner of the�eld.

Spotting soccer actions can be the building block of several
applications in soccer video understanding, such as automatic video
summarization and salient moment retrieval in live broadcasts.
Furthermore, in its lowest level of granularity, it can support the
generation of extended statistics for players and teams.

In this year’s challenge, we leveraged the videos and annotations
from SoccerNet-v2 [9]. The data consists of 500 games, each of
them split into two half-time videos of 45 min plus eventual extra
time. The annotations amount to 110,458 actions from 17 classes,
anchored with a single timestamp. In addition to these annotated
data, we reserved extra 50 games for the scope of this challenge,
with segregated annotations to impede any participant team to
train or over�t on this set.

2.2 Metrics
We use the Average-mAP [14] metric for action spotting. A pre-
dicted action spot is considered as a true positive if it falls within a
given tolerance X of a ground-truth timestamp from the same class.
The Average Precision (AP) based on PR curves is computed then
averaged over the classes (mAP), after what the Average-mAP is
the AUC of the mAP computed at di�erent tolerances X . We de�ne
the loose Average-mAP using the original tolerances X ranging from
5 to 60 seconds [14]. We introduce a novel tight Average-mAP with
stricter tolerances X ranging from 1 to 5 seconds, to evaluate for a
more precise spotting.

Moreover, we di�erentiate between actions that are visible in the
broadcast video, versus the actions that are not directly shown. For
instance, several throw-ins and indirect free-kicks are not shown
in the broadcast but can still be inferred from the dynamic of a
game, after a ball went out of play or after a foul occurred. Spotting
unshown actions requires a more abstract level of understanding
involving the learning of causality and game logic.

2.3 Leaderboard
This year, 19 teams participated to the action spotting challenge
for a total of 167 submissions, with an improvement from 49.56
to 67.81 tight Average-mAP. The leaderboard reporting the top-3
perfomances may be found in Table 1.

2.4 Winner
The winners for this task are João Soares et al. from the Yahoo
Research, USA. A summary of their method is given hereafter.

S1 - Dense Detection Anchors.
João V. B. Soares and Avijit Shah
jvbsoares@yahooinc.com, avijit.shah@yahooinc.com

Soares et al. [25] proposed an anchor-based approach, de�ning
an anchor as a pair formed by a time instant and an action class,
with time instants sampled densely. For each anchor, both a de-
tection con�dence and a� ne-grained temporal displacement were

 

80

https://github.com/SoccerNet
https://github.com/SoccerNet
https://www.youtube.com/c/acadresearch


SoccerNet 2022 Challenges Results MMSports ’22, October 10, 2022, Lisboa, Portugal

Table 1: Top-3 action spotting leaderboard, complete leader-
board available in Table 7 in the appendix. Main metric for
the leaderboard and best performances in bold. Team names
with a superscript have provided a summary that may be
found in Appendix A.1 or in Section 2.4 for the winning
team.

Participants tight Average-mAP loose Average-mAP
main vis. inv. main vis. inv.

Yahoo Research(1 67.81 72.84 60.17 78.05 80.61 78.05
PTS 66.73 74.84 53.21 73.62 79.16 67.42
AS&RG(3 64.88 70.31 53.03 72.83 76.08 72.35
Baseline* 49.56* 54.42 45.42 74.84 78.58 71.52

inferred, with the displacement indicating exactly when an action
was predicted to happen. The approach resulted in a substantial im-
provement to temporal precision, reaching 60.7 tight average-mAP.
Speci�cally for the challenge, changes were introduced that led to
the� nal 67.8 tight average-mAP on the challenge set, as detailed
in a follow-up report [24]. While their method uses pre-computed
features, for the challenge, two di�erent feature types (Baidu and
ResNet) were combined using a standard late fusion approach, after
resampling them to the desired temporal frequency of two feature
vectors per second. In addition, they applied a soft version of non-
maximum suppression for post-processing, while optimizing the
corresponding suppression window size.

2.5 Results
This year’s challenge participants focused on improving video en-
coders and spotting heads. The video encoders evolved from CNN
to transformers, learning spatial and/or temporal self-attention
mechanisms. Some methods investigated multi-modality reasoning
with additional audio encoders. The spotting heads were mostly
adapted from temporal activity localization methods, with dense
detection anchors and hierarchical action grouping.

It is worth noting that the leading method in tight Average-mAP
(Yahoo Research) also performs best in the loose metric. However,
on the subset of visible actions, the 2nd best method (PTS) out-
performs the leader. We believe PTS primarly relies on visual cues
while Yahoo Research’s method has a deeper understanding of soc-
cer rules, with best results on actions unshown in the broadcasts.

3 REPLAY GROUNDING
3.1 Task description
Replays of salient moments are regularly shown in broadcast soccer
games to emphasis the importance of an action, visualized under
a more informative angle. Being able to link replays with their
corresponding actions is thus a great tool for ranking actions by
their impact on the game, which may be used to generate highlights
of the game.

Given a replay clip, the goal of the replay grounding task is to
spot the same action during the live game. The action timestamp
correspond to the ones of the action spotting task, and thus follow
the same annotation format. Thus, the dataset consists of the same
500 broadcast games from the action spotting task from which all

Table 2: Replay grounding leaderboard. Main metric for the
leaderboard and best performances in bold. The winning
team summary may be found in Section 3.4. The baseline
descriptionmay be found inhttps://github.com/SoccerNet/sn-
grounding.

Participants tight Average-AP loose Average-AP
Challenge Test Challenge Test

AS&RG⌧1 45.33 52.31 61.07 68.57
Baseline* 19.12* 25.55 71.90 76.00

replays have been retrieved. An extra 50 games with segregated
annotations compose the challenge set.

3.2 Metrics
The replay grounding task may be viewed as retrieving a single
timestamp in a long untrimmed video. Hence, the same metrics as
the ones used for the action spotting challenge may be used for
this task. However, unlike action spotting, replay grounding does
not consider the action class in its evaluation. Hence both the tight
and loose average mean-Average Precision metrics are adapted by
removing the averaging over the classes. These new metrics are
called the tight and loose Average-AP.

For the tight Average-AP, we consider intervals of 1 to 5 seconds
with a step of 1 seconds, and for the loose Average-AP, we consider
intervals of from 5 to 60 seconds with a step of 5 seconds, following
the action spotting metrics.

3.3 Leaderboard
This year, a single team submitted results on the replay grounding
challenge set. Their performance may be found in Table 2, alongside
the baseline performance.

3.4 Winner
The winners for this task are Shimin Chen et al. from the OPPO
Research Institute, China. A summary of their method is given
hereafter.

G1 - Video Action Location.
Shimin Chen, Wei Li, Jiaming Chu, Chen Chen, Chen Zhang, and
Yandong Guo
chenshimin1@oppo.com, liwei19@oppo.com,
chujiaming886@bupt.edu.cn, chenchen@oppo.com,
zhangchen4@oppo.com, guoyandong@oppo.com

In order to make full use of video information, we transform the
replay grounding problem into a video action location problem. We
select 120 seconds clip before replay timestamps as input clip, and
we set the timestamp label as the starting second of the segment
labels with 3 seconds length. In this way, the predicted live stream
timestamp corresponding to replay moment is equivalent to the
start position of our detected result. As for temporal action detec-
tion, we� rst train VideoSwinTransformer [19] to extract video
features. Then, we apply a uni�ed network Faster-TAD [2] pro-
posed by us to get segments. To get more samples for training, we
randomly synthesize positive samples. Finally, by observing the
data distribution of the training data, we re�ne results to get the
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�nal submission. Our method reached a tight mAP of 52.31% in
test of SoccerNet Challenge 2022, bringing a gain of 26.76% mAP
relative to last year’s top result.

3.5 Results
The baseline performance correspond to last year’s winner [32].
As shown in Table 2, this year’s winning method signi�cantly im-
proved the spotting performance for tight intervals in both the
challenge and test sets. These results show that the temporal ac-
tivity module has a much better localization capability compared
to the baseline. However, the loose average-AP signi�cantly drops
compared to the baseline. This may be due to the fact that the
winner’s method also makes several other guesses with high con�-
dence, while the baseline usually focuses on a single instant, even
though it is not perfectly localized.

4 FIELD LOCALIZATION
4.1 Task description
In the context of live sports events, camera calibration has many
applications. One of them is to insert graphics in augmented reality
for storytelling or to enforce the rules of the game (e.g. drawing
the o�side line). The automatic calibration of a camera can be done
leveraging correspondences between a known 3D representation
of the scene, named a calibration pattern, and its image. In soccer,
the� eld has a speci�c shape and appearance, which makes it a con-
venient calibration pattern. Therefore, in order to achieve camera
calibration, we propose a� rst task consisting in the localization of
the soccer� eld elements in the image.

Given an image, the goal of the� eld localization task is to detect
each class of soccer� eld element present in the image, and also to
predict the 2D points in the image representing the extremities of
every soccer� eld element detected. The soccer� eld elements are
the set of soccer� eld line or circle markings, and the three posts
constituting each goal. Note that the extremity of an element is
de�ned as either its true end, or the intersection of the object with
the border of the image.

The dataset has been annotated with polylines, a sequential list
of 2D points that� ts any soccer� eld element of rectilinear or
circular nature. In this task, the objective is to retrieve the� rst and
the last element, i.e. the extremities, of each annotated polyline.

4.2 Metrics
As there might be some uncertainty on the true exact location of an
extremity, we threshold the Euclidean distance between a predicted
extremity and its corresponding annotation in order to assess its
validity. This thresholding strategy allows us to frame the problem
as a detection task that can be evaluated by an accuracy metric
dependent on the threshold value (C ). We evaluate the predictions
at di�erent threshold levels. Concretely, we de�ne that a point G
belonging to the predictions of class⇠ is a true positive ()% ) if : G 2
)% : min8 kG, Ĝ8 k2 < C with Ĝ8 being the set of extremities annotated
for the class ⇠ in the image. The predicted extremities that do not
meet that condition are counted as false positives (�% ), along with
predicted extremities that do not have a matching class in the
annotations. Lastly, the false negatives (�# ) are the extremities
present in the annotations unmatched with any prediction. We

Table 3: Top-3� eld localization leaderboard, complete leader-
board available in Table 8 in the appendix. Main metric for
the leaderboard and best performance in bold. Team names
with a superscript provided a summary that can be found in
Appendix A.2, or in Section 4.4 for the winner.

Participants AF@5 AF@10 AF@20 Final score

ONEDAY%1 84.40 90.24 92.17 87.61
imgo%2 74.19 84.59 87.62 79.84
2Ai-IPCA%3 71.01 76.18 77.60 73.81
Baseline* 13.32 38.28 53.87 28.14*

de�ne the Accuracy of the Field localization task within a tolerance
of C pixels ��@C as: ��@C = )%

)%+�%+�# . The� nal evaluation is a
weighted sum de�ned as 0.5��@5 + 0.35��@10 + 0.15��@20.

4.3 Leaderboard
For this� rst edition of the� eld localization challenge, 12 teams
competed on the challenge set, for a total of 163 submissions. The
top-3 performances are reported in Table 3.

4.4 Winner
The winners for this task are Yue He et al. from Baidu Inc, China.
A summary of their method is given hereafter.

P1 - Pitch Localization Detector (PLD).
Yue He, Xiangwei Wang, Xing Liu, Xiaoqing Ye, Yingying Li, Chen
Zhao, and Xiao Tan
heyue04@baidu.com, wangxiangwei@baidu.com,
liuxing12@baidu.com, yexiaoqing@baidu.com,
liyingying05@baidu.com, zhaochen03@baidu.com,
tanxiao01@baidu.com

The task evaluation is dependent on the distance for the various
class lines extremities. Besides, we observe that each line is unique,
that is, there is at most one instance of a category of objects for
a given image from the soccer pitch. Therefore, we treat it as an
instance segmentation task at� rst that can correctly handle occlu-
sions where an object is spilled into two separate regions. In this
way, we build the framework of Pitch Localization Detector (PLD)
with a Mask2Former [3], a state-of-the-art universal image segmen-
tation model to identify the lines category, and a PP-YOLOv2 [16]
detection model for optimizing extremities locations followed with
a series of optimization strategy steps which include re�nement
with point results, dealing with left-right ambiguities, merging
intersection points, geometry-based check, and merging output
results. Therefore, our PLD method predicts the extremities of the
soccer pitch elements present in each image.

4.5 Results
As can be seen in Table 3, the winner team obtains a signi�cant per-
formance gain compared to other teams. It can be explained by their
combination of two modalities, i.e. soccer� eld element instance
segmentation and extremities detection, whereas other participants
relied on semantic segmentation only. Another di�erentiating fac-
tor between the winning team and other participants is the use of
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recent neural networks architectures, such as a transformer for the
segmentation of soccer� eld elements.

5 CAMERA CALIBRATION
5.1 Task description
As previously mentioned in Section 4, the automatic calibration of
broadcast cameras is a game-changer to bring augmented reality
graphics into live production. The goal of the task is to retrieve
intrinsic and extrinsic camera parameters based on a single frame.
The pinhole camera model is imposed, with some� exibility regard-
ing the distortion parameters of the lens. Indeed, participants can
choose to provide tangential, radial and thin prism distortion.

Following the previous task, we provide a 3D model of the soccer
�eld to allow the mapping of the extremities located in the previous
task to the 3D points of the� eld. This 3D model is further used in
the evaluation.

For this task, the annotations are the same as in the previous
section, but this time we keep all the annotated points of the poly-
lines whilst before, we selected only each polyline’s extremities.
We emphasize the absence of any ground-truth concerning the
extrinsic and intrinsic camera parameters. The evaluation is only
based on metrics measuring the reprojection error in the image.

5.2 Metrics
In order to assess the quality of a submission, we provide several
metrics. First, we must take into account the fact that there are some
calibration methods that will fail to provide results on certain im-
ages, which is whywe introduce a “Completeness Ratio” (CR) that is
the ratio of the dataset images for which the method provides cam-
era parameters. Then the other metrics are based on the accuracy of
the projection of each soccer� eld element in the image. Using our
provided soccer� eld model, we sample 3D points regularly along
each soccer� eld element, then project each point in the image using
the predicted camera parameters for a speci�c frame. In this way we
obtain a set of 2D polylines that we can compare to the annotated
polylines. Given a point in the 3D world X that has been sampled
along a soccer� eld element of our 3D soccer� eld model, we use the
predicted camera parameters to derive its projection in the image x.
The projection� rst transforms the point X to the camera reference
system using the predicted rotation matrix R and translation vector
t : (-2 ,.2 ,/2 )) =

⇥
R t

⇤
(- ,. ,/ )) . Then the point is projected

in the normalized image plane : (G 0,~0) =
⇣
-2
/2

, .2/2

⌘
, where distor-

tion can be applied using the set of predicted distortion coe�cient
A : (G3 ,~3 ) = kA (G 0,~0) where kA is the function applying radial,
tangential and thin prism distortion. Finally, we obtain the�nal
pixel coordinates of x using the predicted focal lengths 5G and 5~ as
well as the principal point

�
2G , 2~

�
: (G,~ ) =

�
5GG3 + 2G , 5~~3 + 2~

�
.

The 2D point x will be part of the 2D polyline associated with
the class of the soccer� eld element. Our idea is again to frame this
evaluation as a detection of soccer� eld elements in the image. We
de�ne that a polyline corresponding to a soccer� eld element ; is
correctly detected if the Euclidean distance between every point
belonging to the annotated polyline ;̂ and the projected polyline ;
is less than C pixels: 8Ĝ 2 ;̂ : kĜ,; k2 < C . We count each predicted
soccer� eld element that meets this condition as true positives

Table 4: Top-3 camera calibration leaderboard, complete
leaderboard available in Table 9 in the appendix. Main met-
ric for the leaderboard and best performance in bold. Team
names with a superscript provided a summary that can be
found in Appendix A.3, or in Section 5.4 for the winner.

Participants AC@5 AC@10 AC@20 CR Final B

achengmao⇠1 82.38 94.80 96.33 72.61 83.96
L3S⇠2 57.83 81.42 90.74 69.32 66.58
MikeAzatov⇠3 62.25 84.32 90.56 56.41 66.45
Baseline* 12.94 29.14 43.48 58.95 21.00*

()% ), whilst a predicted soccer� eld element that is located at more
than C pixels from one of the annotated points for this primitive
is counted as a false positive (�% ), along with projected polylines
that do not appear in the annotations. The false negatives (�# ) are
the polylines annotated that do not have a corresponding predic-
tion. Finally, we de�ne the Accuracy for the Camera calibration
task within a tolerance of C pixels as: �⇠@C = )%

)%+�#+�% . We
combine, in a weighted average, several levels of �⇠@C and we
apply a trade-o� between the completeness rate and this weighted
average in order to produce our� nal evaluation metric. The idea
of the trade-o� is to encourage participants to focus on improv-
ing accuracy rather than robustness as the completeness ratio is
increasing. This is ensured by the use of a factor containing a neg-
ative exponential of the completeness ratio: an improvement in a
small completeness ratio value has a higher positive impact on the
metric rather than the same improvement with already satisfying
completeness rate. This yields the following� nal score B de�ned as
B = (1 � 4�4 CR) (0.5�⇠@5 + 0.35�⇠@10 + 0.15�⇠@20).

5.3 Leaderboard
For this� rst edition of the camera calibration challenge, 6 teams
competed on the challenge set, for a total of 63 submissions. The
top-3 performances are reported in Table 4.

5.4 Winner
The winners for this task are Xiangwei Wang et al. from Baidu Inc,
China. A summary of their method is given hereafter.

C1 - Achengmao.
Xiangwei Wang, Xing Liu, Yue He, Xiaoqing Ye, Yingying Li, Chen
Zhao, and Xiao Tan
wangxiangwei@baidu.com, liuxing12@baidu.com,
heyue04@baidu.com, yexiaoqing@baidu.com,
liyingying05@baidu.com, zhaochen03@baidu.com,
tanxiao01@baidu.com

We address the problem of camera calibration for soccer videos.
Given a frame extracted from a video, we detect and segment the
elements (e.g., lines, conics) of the pitch. We compute� ve types of
landmark, which are line-line intersection, conic-line intersection,
�eld center, vanishing point, and points at curves based on the
detection and segmentation results. To ensure accurate landmarks,
we: (1) resolve ambiguities caused by the symmetric nature of soccer
�eld, (2) prevent each pair of lines from incorrectly splitting into
two from a whole; (3) reject incorrect conic-line intersections. We
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propose three solvers to estimate the homograph for calibration
in parallel. They are all points solver, RANSAC solver w/ and w/o
coordinate perturbation. We determine the winner solver with the
minimum re-projection error and conduct additional optimizations
on it to obtain the optimal result of our method. The proposed
method have achieved the� rst place in SoccerNet 2022 calibration
competition.

5.5 Results
Since the algorithm provided for the previous task is used to solve
the camera calibration problem, there is a strong dependency be-
tween the results obtained on the previous task and those achievable
for the current task. It is therefore not surprising that with such
a lead in the detection of football� eld features, the best camera
calibration method is that of the best team on the previous task.
In a later edition of this challenge, we will consider further disen-
tanglement between the two tasks, in order to evaluate solely the
calibration method without implicitly also evaluating the underly-
ing semantic feature detection.

6 PLAYER RE-IDENTIFICATION
6.1 Task description
Person re-identi�cation [29], or simply ReID, is a person retrieval
task which aims at matching an image of a person-of-interest, called
the query, with other person images within a large database, called
the gallery, captured from various camera viewpoints. ReID has
important applications in smart cities, video-surveillance and sport
analytics, where it is used to perform person retrieval or tracking.

The goal of the SoccerNet ReID task is to re-identify players
and referees across multiple camera viewpoints for a given action
at a speci�c time instant during a soccer game. Our SoccerNet re-
identi�cation dataset is composed of 340,993 players thumbnails
extracted from image frames of broadcast videos from 400 soccer
games within 6 major leagues.

Compared to traditional street surveillance type re-identi�cation
dataset, the SoccerNet-v3 ReID dataset is particularly challenging
because soccer players from the same team have very similar ap-
pearance, which makes it hard to tell them apart. On the other hand,
each identity has a few amount of samples, which makes the model
harder to train. Finally, there is a big diversity within samples of
the dataset in terms of image resolution.

6.2 Metrics
We use two standard retrieval evaluation metrics to compare di�er-
ent ReID models: the cumulative matching characteristics (CMC)
[27] at Rank-1 and the mean average precision [30] (mAP). Partici-
pants to the SoccerNet ReID challenge have been ranked according
to their mAP score on the challenge set.

6.3 Leaderboard
For this� rst edition of the player ReID challenge, 13 teams com-
peted on the challenge set, for a total of 123 submissions. Their
top-3 performances are reported in Table 5.

Table 5: Top-3 leaderboard for the ReID task, complete leader-
board available in Table 10 in the appendix. Main metric for
the leaderboard and best performance in bold. Team names
with a superscript have provided a summary that can be
found in the appendix, or in the next section for the winner.

Participants mAP R-1

Inspur) 1 91.68 89.41
MGSoccer) 2 91.48 89.21
MTVACV) 3 90.11 87.04
Baseline 59.11 48.41

6.4 Winner
The winners for this task are Rengang Li et al. from Inspur, China.
A summary of their method is given hereafter.

R1 - Optimized Strategy for Player Re-identi�cation.
Rengang Li, Yaqian Zhao, Hongwei Kan, Zhenhua Guo, Baoyu Fan,
Runze Zhang, Xiaochuan Li
lirg@inspur.com, zhaoyaqian@inspur.com,
kanhongwei@inspur.com, guozhenhua@inspur.com,
fanbaoyu@inspur.com, zhangrunze@inspur.com,
lixiaochuan@inspur.com

We analyzed that the main challenges are the sample imbalance
and unrobustness mainly caused by multi-input resolution. We
removed the ids whose images are less 3 and employed the focal
loss function to solve sample imbalance. We experimented di�erent
combination of ReID network module to choose the best represen-
tation ability and selected ResNeSt269, combination of Arc-Softmax
and Cos-Softmax. We used Auto-Aug, Color Jittering and Random
Erase and all of the data augmentation uses the probability of 0.5.
After we optimized the best hyper-parameters of single model, we
paid more attention to the common person ReID tricks, such as
multi-input resolution model fusion, add test phase dataset as well
as unsupervised domain adaptation.

6.5 Results
Participants came up with various innovative ideas and have
achieved outstanding performances despite the di�culty of the
task. We list here some of the keys ideas shared by participants.
(i) Apply some pre-processing by removing identities with too
few samples in the training set. (ii) Design a handcrafted training
batch sampling strategies based on additional SoccerNet ReID
dataset labels, such as action id and game id. (iii) Add standard
data augmentation strategies: Horizontal Flip, Random Erasing
[31], Random Cropping, AutoAugment [8], AugMix [15], Color
Jitter, ... (iv) Use a strong baseline such as the TransReID-SSL [21]
baseline with ViT [11] backbone and unsupervised pre-training
on LUPerson [13] dataset. (v) Use speci�c metric learning loss
functions: the Focal Loss [18], a custom Centroid loss, the InfoNCE
loss [26], the Arcface loss [10], ... (vi) Inference time�ne-tuning
with unsupervised domain adaptation on the challenge set to
further increase� nal performance. (vii) Combine multiple models
predictions at inference to compute� nal distance metric.
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Table 6: Top-3 tracking leaderboard, complete leaderboard
available in Table 11 in the appendix. Main metric for the
leaderboard and best performances in bold. Teamnameswith
a superscript have provided a summary that may be found
in Appendix A.5, or in Section 7.4 for the winning team.

Participants HOTA DetA AssA

Kalisteo) 1 93.64 99.56 88.06
CBIOUT (CB-IoU)) 2 93.25 99.76 87.15
tactica) 3 93.17 99.85 86.94
Baseline* 70.89* 82.97 60.68

7 MULTIPLE PLAYER TRACKING
7.1 Task description
Tracking is a hot topic of research, which is far from being solved.
In sports, tracking algorithms enable many interesting applications.
They can be used to generate player speci�c highlights and statistics,
or be leveraged for holistic video understanding [5].

As de�ned in the SoccerNet-Tracking dataset, the tracking task
is split in two steps: (1) detecting the objects to track and (2) associ-
ating the bounding boxes over time to create the tracklets. For this
year’s challenge, the participants had access to 150 30�seconds clips
recorded only from a single camera, with all ground-truth bounding
boxes provided. The goal of the task is therefore to associate these
bounding boxes over time to create the� nal tracklets. The complete
tracking task, including both detection and association, will be part
of the next edition of the SoccerNet challenges.

Compared to most tracking datasets, SoccerNet-Tracking in-
cludes several challenges such as long-term re-identi�cation, i.e. if
an object leaves the frame and comes back, it needs to be associated
to the same tracklet. Since most players in the same team have very
similar appearances, the re-identi�cation is challenging.

7.2 Metrics
Following the recent work of Luiten et al. [20], we use the HOTA
metric to rank the participants. This metric may be decomposed
into a detection accuracy (DetA) and an association accuracy (AssA).
Compared to the previous common MOTA metric, it is much more
balanced for the evaluation of detection and association capabilities.

7.3 Leaderboard
For this� rst edition of the challenge, 12 teams competed on the
challenge set, for a total of 103 submissions. The performance of
the top-3 teams may be found in Table 6.

7.4 Winner
The winners for this task are Adrien Maglo et al. from Université
Paris-Saclay, CEA, List, France. A summary of their method is given
hereafter.

T1 - TrackMerger.
Adrien Maglo, Astrid Orcesi, and Quoc-Cuong Pham
adrien.maglo@cea.fr, astrid.orcesi@cea.fr, quoc-cuong.pham@cea.fr

The� rst step of TrackMerger generates player tracks by sequen-
tially processing the video frames. The current frame detections

are matched to existing tracks bounding boxes with a Hungarian
assignment algorithm using two criteria, the Intersection-Over-
Union between bounding boxes and the distance between their
center. Only small bounding boxes can extend the ball track. Gener-
ated tracks are of good quality as long as the player stay visible. To
be able to recognize players who exit and later re-enter the camera
�eld of view, the second step� ne-tunes a re-identi�cation network
with a triplet loss formulation. Positive samples are extracted from
the same track as the anchor while negative samples come from
concomitant tracks. The third step merges the tracks according
to the distance between their re-identi�cation vectors. It also pre-
vents the duplication of a player’s identity in the same frame and
teleportation in successive frames.

7.5 Results
Similar to the ReID challenge, participants achieved outstanding
performances on this task. Most participants used the standard two
phases approach to address long-term tracking: (i) Short tracklets:
Build short tracklets using an online trackingmethod relyingmainly
on spatio-temporal features, such as IoU/BIoU with Kalman� lter.
(ii) Long tracks: Connect these short tracklets in an o�ine manner
using appearance features, in order to solve heavy occlusions or
players going out of the camera view. These appearance features
are obtained using pre-trained re-identi�cation models, that are
�ne-tuned on the training set or that are learned at inference in a
self-supervised way on the short tracklets generated in the previous
step. Some participants used additional priors to further improve
HOTA performance, such as physical constraints on ball size or
players maximum speed.

8 CONCLUSION
This paper summarizes the outcome of the SoccerNet 2022 chal-
lenges. In total, we present the results on six tasks: action spotting,
replay grounding, pitch localization, camera calibration, player
re-identi�cation, and player tracking. These challenges provide a
comprehensive overview of current state-of-the-art methods within
each computer vision task. For each challenge, participants were
able to signi�cantly improve the performance of our proposed
baselines, introducing new architectures, engineering tricks, and
soccer-centric priors. Yet, much more e�ort is still needed to solve
the proposed tasks for practical applications. In future editions, we
expect to enrich the current sets of annotations and propose further
tasks related to video understanding in soccer, introducing multiple
modalities, higher level of granularity, and summarization tasks.
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