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A B S T R A C T

The Laser Interferometer Space Antenna (LISA) is a European Space Agency
(ESA) large-scale space mission, aiming to detect gravitational waves (GWs)
in the observation band of 0.1 mHz to 1 Hz. The constellation is formed by
three spacecrafts (SCs), exchanging laser beams with each other. The detector
adopts heterodyne interferometry with MHz frequency offsets. GW signals
are then encoded in optical beatnote phases, and the phase information has
to be extracted by a core device called phasemeter (PM). Unequal and time-
varying orbital motions introduce an overwhelming laser noise coupling
that impedes the LISA performance levels of 10 µcycle/

√
Hz. Thereby, the

post-processing technique called time-delay interferometry (TDI) time-shifts
phase signals to synthesize virtual equal-arm interferometers. TDI requires
absolute-ranging information, as its input, to the accuracy of 1 m rms, which
will be provided by monitors like pseudo-random noise ranging (PRNR)
and time-delay interferometry ranging (TDIR). An additional challenge is
independent clocks on each SC that time-stamp PM data. This, alongside TDI,
requires the synchronization of the onboard clocks in post-processing.

This thesis reports on the experimental demonstrations of such key compo-
nents for LISA. This is done by extending the scope of the hexagonal optical
testbed at the Albert Einstein Institute (AEI): the "Hexagon". The first part of
the thesis focuses on clock synchronization, utilizing the TDIR-like algorithm.
With representative technologies both in devices and data analysis, this shows
a new benchmark performance of LISA clock synchronization, achieving a
1 µcycle/

√
Hz mark above 60 mHz and a TDIR accuracy of 1.84 m in range.

This part also includes the first-ever verification of three noise couplings
stemming from TDI and clock synchronization in an optical experiment.

The second part of the thesis evolves the Hexagon further with PRNR. It
commences with a review of the latest development using a transmission/re-
ception loopback on a single hardware platform. This is followed by the
research on the impact of the pseudo-random noise (PRN) modulation on
phase tracking. This reveals that the codes, used at best knowledge so far,
hinder the carrier phase extraction from achieving the 1 µcycle/

√
Hz mark

with realistic data encoded for intersatellite data communication. Some adap-
tations of PRN codes are proposed, and it is shown that these offer enough
suppression of the noise coupling into phase tracking. After phase tracking
is confirmed to be compatible with PRN modulations, PRNR itself is inves-
tigated. The key novelty of this thesis in terms of PRNR is the study of its
absolute-ranging feature, while previous research on this technology focused
on stochastic noise properties. This requires the resolution of PRNR ambiguity
and the correction of ranging biases. There suggests that the PRNR estimate,
alongside some calibrations, can constantly function as absolute ranging with
sub-meter accuracy.

Keywords: gravitational wave, laser interferometry, LISA, phasemeter,
clock synchronization, absolute ranging
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K U R Z Z U S A M M E N FA S S U N G

LISA (Laser Interferometer Space Antenna) ist eine groß angelegte Weltraum-
mission der Europäischen Weltraumorganisation (ESA) mit dem Ziel, Gravita-
tionswellen (GWs) im Beobachtungsband von 0.1 mHz bis 1 Hz zu entdecken.
Die Konstellation besteht aus drei Satelliten (SC), die untereinander Laser-
strahlen austauschen. Der Detektor verwendet Heterodyn-Interferometrie mit
MHz-Frequenzversatz. Die GW-Signale werden dann in optischen Schwe-
bungsphasen kodiert und die Phaseninformation muss von einem zentralen
Gerät, dem Phasenmeter (PM), extrahiert werden. Ungleiche und zeitlich
veränderliche Abstände zwischen den SCs führen zu einer enormen Laser-
rauschkopplung, die die LISA-Leistungsniveaus von 10 µcycle/

√
Hz beein-

trächtigt. Die Nachbearbeitungstechnik namens Time-Delay Interferometrie
(TDI) verschiebt die Phasensignale zeitlich, um virtuelle Interferometer mit
gleichen Armlängen zu synthetisieren. TDI benötigt absolute Entfernungen
mit einer Genauigkeit von 1 m rms, die von Techniken wie Pseudo-Random
Noise Ranging (PRNR) und Time-Delay Interferometrie Ranging (TDIR) ge-
liefert werden. Eine weitere Herausforderung sind unabhängige Uhren auf
jedem SC, die die PM-Daten mit einem Zeitstempel versehen. Dies erfordert
neben TDI auch die Synchronisierung der Borduhren in der Nachbearbeitung.

In dieser Arbeit wird über die experimentellen Nachweise solcher Schlüs-
selkomponenten für LISA berichtet. Dies geschieht durch die Erweiterung des
hexagonalen optischen Aufbaus am Albert Einstein Institut (AEI): dem "Hexa-
gon". Der erste Teil der Arbeit konzentriert sich auf die Uhrensynchronisation
unter Verwendung eines TDIR-ähnlichen Algorithmus. Mit repräsentativen
Technologien sowohl bei den Geräten als auch bei der Datenanalyse wird
eine neue Benchmark-Leistung der LISA-Uhrensynchronisierung gezeigt, wo-
bei die 1 µcycle/

√
Hz-Marke über 60 mHz und eine TDIR-Genauigkeit von

1.84 m in der Distanz erreicht wird. Dieser Teil umfasst auch die allererste
Verifizierung in einem optischen Experiment von drei Rauschkopplungen, die
von TDI und Uhrensynchronisation verursacht werden.

Im zweiten Teil der Arbeit wird das Hexagon mit PRNR weiterentwickelt.
Er beginnt mit einem Überblick über die neueste Entwicklung bei der eine
Übertragungs-/Rezeptionsschleife auf einer einzigen Hardwareplattform ver-
wendet wird. Darauf folgt die Untersuchung der Auswirkungen der Pseudo-
Random-Noise (PRN)-Modulation auf die Phasenauslesung. Dabei zeigt sich,
dass die bisher nach bestem Wissen und Gewissen verwendeten Codes ver-
hindern, dass die extrahierte Trägerphase bei realistischen, für die Kommuni-
kation zwischen SCs kodierten Daten, die Marke von 1 µcycle/

√
Hz erreicht.

Es werden einige Anpassungen von PRN-Codes vorgeschlagen, und es wird
gezeigt, dass diese eine ausreichende Unterdrückung der Rauschkopplung bei
der Phasenauslesung bieten. Nachdem bestätigt wurde, dass die Phasenausle-
sung mit PRN-Modulationen kompatibel ist, wird PRNR selbst untersucht.
Die wichtigste Neuerung dieser Arbeit in Bezug auf PRNR ist die Untersu-
chung der absoluten Entfernungen, während sich frühere Forschungen zu
dieser Technologie auf die stochastischen Rauscheigenschaften von PRNR
konzentrierten. Dies erfordert die Auflösung der PRNR-Mehrdeutigkeit und
die Korrektur von Entfernungsfehlern. Es gibt Hinweise darauf, dass die
PRNR-Schätzung zusammen mit einigen Kalibrierungen konstant als absolu-
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te Entfernungsmessung mit einer Genauigkeit von weniger als einem Meter
funktionieren kann.

Schlagwörter: Gravitationswellen, Laserinterferometrie, LISA, Pha-
senmeter, Uhrensynchronisation, absolute Entfernungsmessung
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I N T R O D U C T I O N





1
T H E L A S E R I N T E R F E R O M E T E R S PA C E A N T E N N A

LISA is a large-scale mission led by ESA. This GW detector in space shifts the
observation band from 10 Hz to 1 kHz, achieved by ground-based detectors,
to lower frequencies from 0.1 mHz to 1 Hz.

Section 1.1 introduces target science outcomes by this space-borne GW
detector, which is followed by the technical overview of the mission in Sec-
tion 1.2. After that, Section 1.3 wraps up this chapter by bringing up primary
noise sources in LISA, which are the scope of this thesis, and analyzing their
impacts on the LISA detector sensitivity to motivate the work in this thesis.

1.1 science

The first detection of a GW by two Laser Interferometer Gravitational-Wave
Observatory (LIGO) detectors in 2015 was the dawn of gravitational wave
astronomy [1]. It has been followed by more detections achieved by an interna-
tional collaboration established with Virgo [2, 3, 4, 5, 6]. Also, Kamioka Gravi-
tational Wave Detector (KAGRA) recently joined the detector network [7]. The
target observation band of these ground-based detectors is 10 Hz to 1 kHz,
being limited by seismic and gravity gradient noise below 10 Hz.

LISA, being a gravitational-wave detector in space, will avoid the mentioned
limitations, targeting the observation band from 0.1 mHz to 1 Hz. Such mHz
regime is rich in GWs from a system with heavier astronomical bodies:
massive black hole binarys (MBHBs), extreme-mass-ratio inspiral (EMRI),
etc [8].

International Pulsar Timing Array (IPTA) recently opened a complementary
window into the GW landscape by observing an isotropic GW background
in the nHz regime [9, 10, 11, 12]. super massive black hole binarys (SMBHBs)
seem to be a primary candidate of the source, while more exotic cosmological
and astrophysical sources cannot be excluded.

Figure 1.1 summarizes the design sensitivities of different observatories,
together with target GW sources. In addition to possible sources depicted
in the figure, there are expected to exist unresolvable white dwarf binaries
around the bottom of the LISA curve. The compact binary inspirals in the
observation band of the ground-based detectors could also be detected by
LISA at their earlier stages.

1.2 mission overview

The instrumental overview of the mission to achieve scientific outcomes in
Section 1.1 is provided in this section.

3
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Figure 1.1: GW detec-
tor sensitivities and
target sources, from
[13].

Figure 1.2: LISA con-
stellation (left) and
orbits (right), from
[14].
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1.2.1 Constellation

LISA constellation comprises three SC, forming a quasi-equilateral triangle
with 2.5 million kilometer arm lengths. Trailing the Earth, the constellation
revolves around the Sun, being tilted by 60° to the ecliptic plane. Each pair
of two SC configures aBy convention, a round

trip is counted as "two
links". Hence, LISA

comprises six links in
total.

bidirectional laser link, and a received beam, with
power in the order of 100 pW due to diffraction loss, is interfered with a local
beam, with the order of 1 mW of power. The LISA constellation and orbits are
illustrated in Figure 1.2.

Relative positions of the three SC are not actively controlled in LISA and
keep drifting. This is calledContrary, in formation

flight, SC separation is
locked over the

mission duration. This
will be adopted by the

DECi-hertz
Interferometer

Gravitational-wave
Observatory (DECIGO)

where a pair of SC
configures an optical

cavity.

constellation flight. Correspondingly, orbital vari-
ations will lead to armlength drifts of 10 m s−1, which causes MHz drifts
of laser beam frequencies due to the Doppler effect. To handle such MHz
frequency drifts, LISA adopts heterodyne interferometry by locking the local
beam to the received beam with a MHz offset frequency.

1.2.2 Challenges and treatments

The ground-based observatories are based on an equal-arm Michelson in-
terferometer insensitive to inherent laser frequency noises. LISA follows the
same philosophy by combining two bidirectional links, i.e., four links at least;
however, separations of different pairs of SC differ by order of 108 m due to
the constellation flight introduced in Section 1.2.1. Such unequal arm lengths
cause a large coupling of laser frequency noise into the interferometric phase
readout.
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To mitigate this overwhelming noise source, a virtual interferometer in-
sensitive to laser frequency noise can be synthesized in postprocessing by
a technique named TDI [15]. Interferometric phase signals are extracted by
a PM. Each SC accommodates two PM instances, one per laser link, with a
common system clock called ultra stable oscillator (USO). Hence, four PMs
(i.e., the minimum required) record the input phase signals, and TDI requires
shifting the PM signals by precise time intervals related to the light travel
times along the arms, ideally in a common clock frame. This raises a necessary
technology, i.e., intersatellite absolute ranging to monitor the light travel times
as inputs to TDI. This is achieved via phase modulation of a beam with a
binary sequence called PRN code. This technology is one of the main scopes
of this thesis and will be investigated in Part III.

The aforementioned ideal situation of clock frames is impeded by the un-
certain relation of sample times between different SC due to the independent
clocks, which exhibit offsets and drifts, and the light travel delays between
the SC. On top, differential clock jitter in the mHz measurement band directly
couples into phase sensing precision. This brings up another technology, i.e.,
intersatellite clock synchronization, to adjust time stamps of all phase signals to
a common time frame in postprocessing. This is achieved via another phase
modulation with a GHz sinusoidal signal originating from USO. This will be
discussed mainly in Part II.

The two key ingredients for TDI above are the scopes in this thesis. Other
technical challenges and treatments in LISA will be summarized for complete-
ness below.

Each SC hosts a Not for all degrees of
freedom, but only for
the longitudinal axis.

free-falling test mass (TM). The microscopic relative dis-
placement of these TMs needs to be with 10 pm/

√
Hz precision per TM pair

to accomplish the science in Section 1.1. However, it is technically not feasi-
ble to keep a distance between an optical bench (OB) and a TM with such
pico-meter accuracy. Hence, a TM-to-TM link must be broken into three: the
TM-to-OB, the OB-to-OB, and the OB-to-TM. The first and third are called
TM interferometers, while the second is an interspacecraft interferometer. GW
signals are embedded in the interspacecraft interferometer. Combining those
interferometers in postprocessing, the SC relative motion to the TM can be
canceled.

Intersatellite laser links in LISA have lengths around 2.5 million kilometer
as mentioned. The pm/

√
Hz precision is designed to be limited by shot

noise (around intermediate to high frequencies), which couples to phase
detection with the square root of the received beam power. Hence, a telescope
must point to a distant SC with the precision of around 10 µrad [16, 17].
Considered together with the constellation flight where SC relative positions
keep drifting, each SC hosts two moving optical sub-assembly (MOSA), each
of which comprises one OB, one laser source, one TM, and is attached to one
phase measurement system (PMS). This, in turn, requires the third and final
type of interferometer, the so-called reference interferometer, to beat the two
local laser beams and be used to cancel their relative noises in postprocessing.

All three types of interferometers, introduced above, are illustrated in
Figure 1.3, together with other key components on the OB.
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Figure 1.3: Simplified
schematic of LISA
interferometers, from
[18].

1.2.3 Interferometric signals

Interferometric signals in LISA will be expressed in a general form in this
section.

A beam i with a clock-sideband and PRN modulations is written,

Ei(t) = |Ei| · exp
(

j(ωi + δωi(t))t + jmsb sin ωsb,i(t + δτi(t)) + jmprnci(t)
)

≈ |Ei| · exp
(

j(ωi + δωi(t))t + jmprnci(t)
)

·
(

J0(msb) + J1(msb)ejωsb,i(t+δτi(t)) − J1(msb)e−jωsb,i(t+δτi(t))
)

,

(1.1)

where the first, second, and third terms are called a carrier, a upper sideband
(usb) and a lower sideband (lsb); ωi and δωi are a central frequency of a
beam and an inherent beam frequency noise, respectively; msb and mprn are
modulation depths of a clock-sideband and PRN modulations, respectively;
ωsb is a clock-sideband modulation frequency; δτi(t) is a clock timing noise,
according to a given reference time frame; ci is a PRN binary code, i.e., −1 or
1; J0 and J1 are Bessel functions of the first kind.

A heterodyne interferometer mixes two electromagnetic fields, with a fre-
quency offset, at a combining beamsplitter. Intersatellite light travel times
are not explicitly formulated for the arbitrary expression of interferometric
signals in LISA 1. The interference part, to be tracked by a PM 2, is given by a
real number of

E0(t) · E∗1(t) = |E0||E1| · exp
(

j(ωhet + δωhet(t))t + jmprn(c0(t)− c1(t))
)

·
(

J2
0(msb) + J2

1(msb)ej∆ωsbt+jδθsb(t)

+J2
1(msb)e−j∆ωsbt−jδθsb(t)

)
, (1.2)

1 This does not lose generality because the delayed field can be redefined at the time of t via
(t + ∆t)→ t where ∆t is the delay.

2 Only MHz sinusoidal signals are written in Eq. (1.2) because other interference components in
the GHz regime are out of the photodetection bandwidth.
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where a heterodyne frequency ωhet(= νhet/2π), a heterodyne beatnote fre-
quency noise δωhet(= δνhet(t)/2π), a clock beatnote offset ∆ωsb(= ∆νsb/2π),
and a differential clock phase δθsb were defined as follows,

ωhet = ω0 −ω1, (1.3)

δωhet(t) = δω0(t)− δω1(t), (1.4)

∆ωsb = ωsb,0 −ωsb,1, (1.5)

δθsb(t) = ωsb,0δτ0(t)−ωsb,1δτ1(t). (1.6)

A perfect A parameter to
evaluate the
geometrical overlap of
two beams

heterodyne efficiency was assumed Eq. (1.2). The first, second, and
third terms in Eq. (1.2) are a carrier-carrier beatnote, a usb-usb beatnote, and a
lsb-lsb beatnote.3 A resulting alternating current (AC) signal in photocurrent
is given by

Iifo(t) = 2γ Re(E0(t) · E∗1(t)) + δI(t), (1.7)

δI(t) = δIshot(t) + δIRIN(t) + δIPR(t), (1.8)

δIshot(t) =
√

2qγ(|E0|2 + |E1|2), (1.9)

δIRIN(t) = γ(nRIN,0|E0|2 + nRIN,1|E1|2), (1.10)

where γ is a photo receiver (PR) responsivity [A/W] and δI(t) is an additive
noise, which is broken into a shot noise (δIshot) [19], a laser relative intensity
noise (RIN) (δIRIN) [20], and a PR electronic noise (δIPR) [19]. Appendix C
categorizes some optical phase noises not discussed here. The interference
part Iifo can be broken down to three heterodyne beatnotes, which can be
expressed in voltage by,

Vc(t) = Ac · cos
(
(ωhet + δωhet(t))t + mprn(c0(t)− c1(t))

)
, (1.11)

Vusb(t) = Asb · cos
(
(ωhet + ∆ωsb + δωhet(t))t + δθsb(t) + mprn(c0(t)− c1(t))

)
,

(1.12)

Vlsb(t) = Asb · cos
(
(ωhet − ∆ωsb + δωhet(t))t− δθsb(t) + mprn(c0(t)− c1(t))

)
,

(1.13)

where

Ac = 2γ|E0||E1|J2
0(msb) · GTIA, (1.14)

Asb = 2γ|E0||E1|J2
1(msb) · GTIA. (1.15)

GTIA is a trans-impedance amplifier (TIA) gain [V/A]. Notice that The speed of light, the
vacuum permittivity,
the refractive index,
and the field
integration at a PR

many con-
tents are absorbed into electromagnetic fields Ei in the formulation above
such that Ei has a dimension of

√
W.

Figure 1.4 and Figure 1.5 show that the signal spectra of the interspacecraft
interferometer in LISA with one quadrant photo-receiver (QPR) segment and
two entire QPRs in balanced-detection mode, respectively.

1.3 performance

Section 1.1 introduced the LISA frequency band for the discussed observation
target. The LISA sensitivity to GWs is further discussed in this section.

3 Through this thesis, they also are naively called "carrier beatnote", "usb beatnote" (or "upper-
sideband beatnote"), and "lsb beatnote" (or "lower-sideband beatnote"). The latter two will also
be referred to as "sideband beatnotes".
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Figure 1.4: Simulated
interspacecraft interfer-
ometer signal with one
QPR segment.
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Figure 1.5: Simulated
interspacecraft inter-
ferometer signal with
two QPRs. A balanced
detection scheme, dis-
cussed in Appendix C,
is assumed to sup-
press the RIN noise
floor with the balanc-
ing efficiency of 0.9.
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1.3.1 Noises

The two primary noises in the scope of this thesis are introduced in this
section: laser frequency noises and onboard clock noises. As mentioned, the
former and latter are the noise sources to be suppressed by intersatellite absolute
ranging and intersatellite clock synchronization.

1.3.1.1 Laser frequency noise

If not treated by TDI, a laser frequency noise is the overwhelming noise source
due to the unequal-arm interferometers on board, which is unacceptable to
meet the LISA design sensitivity even with the stabilization with an onboard
reference cavity.

Single laser noise: According to [21], the upper bounds of requirements
on free-running and stabilized laser frequency noises in amplitude spectrum
density (ASD) are given in the range from 0.1 mHz to 1 MHz by,√

Sfree,req
ν ( f ) = 3.75 Hz/

√
Hz ·

√
1 + (8 kHz/ f )2, (1.16)√

Sstab,req
ν ( f ) =


√

Sstab,low
ν ( f ) = 30 Hz/

√
Hz ·

√
1 + (2 mHz/ f )4√

Sstab,high
ν ( f ) =

√
Sfree,req

ν ( f ),
(1.17)

where
√

Sstab,low
ν ( f ) and

√
Sstab,high

ν ( f ) are defined in the frequency ranges
between 0.1 mHz and 1 Hz and between 1 Hz and 1 MHz, respectively.

The "LISA laser frequency noises" in this thesis are correspondingly formu-
lated by,√

Sfree
ν ( f ) =

√
Sfree,req

ν ( f ), (1.18)√
Sstab

ν ( f ) =

(√
1

Sstab,low
ν ( f )

+
1

Sstab,high
ν ( f )

)−1

, (1.19)

where the cavity-stabilized frequency noise was tailored for a smooth curve
without the discontinuity at 1 Hz in Eq. (1.17) by extrapolating the low- and
high-frequency requirements over the frequency range. The single-laser fre-
quency noises with and without the onboard stabilization are plotted in solid
curves on the top panel in Figure 1.6.

Beatnote noise: The actual input signal to PM is not a single laser beam
but an optical beatnote. Hence, the input noise is the beatnote noise instead of
the original beam frequency noise in Eqs. (1.18) and (1.19). The beatnote dy-
namics are not uniform in the constellation and highly depend on which PM
is under discussion. The following conditions need to be taken into account
to derive the beatnote frequency noise based on the beam noises,

• Local laser lock: If two interfering beams are locally locked, the beatnote
noise is highly suppressed down to the residual error of the laser-lock
loop,
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Figure 1.6: LISA laser
frequency noise. Top:
the laser and beat-
note frequency noises
under different con-
ditions. Bottom: the
delay factor ∆L(1)
from Eq. (1.20). The
beatnote noises on the
top are based on the
envelope of the delay
factor ∆L(1) in solid
green on the bottom.
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• Effective delay: The effective time delay between two interfering beams
breaks their coherence. The main contribution must be an intersatellite
light travel time.

The conditions are determined by LISA frequency plan, designed by Gerhard
Heinzel [22]. The laser transponder lock in the first point is discussed in detail
in Appendix F, while the impact of the second point is discussed here. In case
the two beams have the same frequency noise level, a resulting beatnote noise
can be derived by applying the following operator to the common frequency
noise in ASD,

∆L(n) = |1−Dn|
= 2 sin(π f n∆τ), (1.20)

D = exp(−i2π f ∆τ), (1.21)

where the effective time delay between the beams is denoted by ∆τ, which
corresponds to 8.3 s with the one-way intersatellite separation of 2.5× 109 m,
and n is the number of such an intersatellite delay between the beams. The
delay factor ∆L(1) and its envelope are plotted on the bottom in Figure 1.6.
Lastly, the beatnote noises based on the single laser noise in Eqs. (1.18)
and (1.19) and ∆L(1) without the local laser lock are plotted on the top in
Figure 1.6: dotted-red is the beatnote noise between the free-running lasers,
and dotted blue is the one between the stabilized lasers. The latter is the worst
case in the science mode in three senses: no local laser lock, a requirement-
driven curve instead of current best estimate (CBE) of laser stability, and an
envelope of a delay factor. To simulate such a noisiest PM input noise in a lab,
a white noise floor in the dotted-blue, i.e., 60 Hz/

√
Hz, is normally injected

via the laser lock system (see Appendix F) in experiments in this thesis.

1.3.1.2 Clock noise

Each of three SC in the LISA constellation accommodates a single clock,
so-called USO. The three USOs run independently, and any onboard measure-
ments are time-stamped by USOs. This raises an issue when the data from
different SC must be combined to perform TDI. Due to clock desynchroniza-
tion, the timestamps of phase signals to be combined have large initial offsets
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and time-varying slow drifts due to deterministic relative trends, often called
clock bias. In addition, stochastic clock jitter affects the detector sensitivity
directly in the observation band [23], which has a significant entry to a noise
budget.

To synchronize the timestamps to a reference time frame and also remove
the in-band clock jitter in on-ground data processing, electro-optical modu-
lator (EOM) imprints the local USO signal on a transmitted beam phase by
investing around 15 % of a beam power for the sidebands. A clock frequency
is up-converted Nominally from

80 MHz to 2.4 GHz; see
Section 2.6 for details.

from MHz to GHz to enhance the timing-jitter coupling into
the phase to relax a requirement on phase readout. As a result, the beam
interference at beam splitter (BS) generates sideband-sideband beatnotes in
addition to the primary carrier-carrier beatnotes. The phases of these ad-
ditional beatnotes are also tracked by PM (see Section 2.2.2) to extract the
differential clock signals for clock synchronization in post-processing.

Three types of clocks in this thesis are listed below, together with their
models in power spectrum density (PSD) of timing jitter Sτ( f ),

• "Atomic USO": an atomic clock as a state-of-the-art space-qualified clock.
The measurement is from a cold-atom space clock, namely PHARAO,
from Centre National d’Exploration Spatiale (CNES) 4 [23, 24]. Model:
Sτ( f ) = 10−32 + 10−28 ·

(
1/ f + 1/ f 3).

• "EGSE USO": an oven-controlled crystal oscillator (OCXO) used for a
test campaign of electrical ground support equipment (EGSE) at the
AEI [25]. This would be a CBE of a flight model for LISA in this thesis.
Model: Sτ( f ) = 3.6× 10−33 + 1.6× 10−27/ f + 10−26/ f 4.

• "Hexagon USO": a commercial signal generator (SG), referring to an
internal OCXO, used for the Hexagon experiment, introduced in Chap-
ter 3, in this thesis. Model: Sτ( f ) = 2 · 10−31 + 10−27/ f + 10−22/ f 3.

Figure 1.7 compares the stability of the three clocks in ASD of timing jitter.
The in-band stability directly affects the detector sensitivity, as mentioned. In
contrast, the high-frequency stability around MHz has a significant impact
on phase-locked loop (PLL) on PM tracking a differential clock signal; see
Section 2.2.2. The Atomic USO and EGSE USO are both coupled to voltage-
controlled crystal oscillator (VCXO) with PLL. The bumps around 10 Hz to
100 Hz in both clocks are attributable to the transition from the original clock
to VCXO.

1.3.2 Design sensitivity

The current official LISA sensitivity curve can be found in [26]. The design
sensitivity is normally decomposed into two contributions: optical metrology

4 Peter Wolf, personal communication, used with permission from CNES
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Figure 1.7: Compari-
son of clock stability
in timing. Dashed
curves are models for
each USO. Measure-
ment credit: Atomic
USO, Peter Wolf, per-
sonal communication,
used with permission
from CNES. EGSE
USO, Daikang Wei.
Hexagon USO, Sergio
Lozano Althammer. 10 4 10 2 100 102 104 106 108
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system (OMS) noises and TM acceleration noises. The requirement levels of
them are given by,

√
SOMS( f ) = 15 pm/

√
Hz

√
1 +

(
2× 10−3

f

)4

, (1.22)

√
Sacc( f ) = 3 fms−2/

√
Hz

√
1 +

(
0.4× 10−3

f

)2
√

1 +
(

f
8× 10−3

)4

.

(1.23)

The acceleration noise level has been demonstrated in space with LISA
pathfinder [27, 28]. Any noises in the scope of this thesis, including the
laser frequency noise and clock noise mentioned above, are absorbed into
the OMS noise

√
SOMS. The 1 pm/

√
Hz mark with a safety margin taken into

account is commonly assigned to each contribution.
The total detector noise can be derived by properly combining

√
SOMS and√

Sacc, taking TDI into account [26]. Finally, the strain sensitivity is defined
by the total detector noise overBy convention, the

antenna pattern
function in the GW

response is averaged
over sky localization

and GW polarizations
to compute the

sensitivity.

the GW response. The LISA strain sensitivity
is shown in solid black in Figure 1.8 together with the OMS and acceleration
noises. The sensitivity curve was computed based on a Python script used for
[26], provided by Antoine Petiteau.

In addition, the coupling of the laser frequency noise (pink) and the in-band
clock jitter (green) is also plotted in case they are not treated by TDI and clock
synchronization, respectively. The pre-TDI laser noise level is computed by
substituting the stabilized frequency noise Eq. (1.19) into the noise model of
an unequal-arm Michelson [29]. Because it is unknown yet what clock will fly,
the clock noise is plotted by an area bounded by the "Atomic USO" and the
"EGSE USO" from Section 1.3.1.2.
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Figure 1.8: LISA strain
sensitivity. The clock
noise area is bounded
by the Atomic USO
and the EGSE USO.
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2
P H A S E M E T E R

As the name suggests, the main goal of PMs is to extract the phase of an input
optical beatnote, converted to a voltage by PRs in advance. However, LISA
requires this pivotal device to be more multifunctional, evolving from just a
"phasemeter". This chapter provides a quick look at key functionalities in the
scope of this thesis. In addition, the model of PM signals from [29] is recalled,
based on which experiments later will be formulated.

2.1 hardware overview

A SC in LISA acts as a receiver and a transmitter because it configures bi-
directional links with the distant counterpart. Correspondingly, a PM features
functionalities from both perspectives.

Figure 2.1 illustrates the hardware realization. Red is an input optical beat-
note signal. Blue shows electrical signals, containing the heterodyne beatnote
signal detected by a PR and clock-related synthetic signal lines: the 80 MHz
system clock driving an analog-to-digital converter (ADC) and a field pro-
grammable gate array (FPGA), GHz-clock sideband signals for clock-tone
transfer, a PRN code for absolute ranging, and a pilot tone (PT) signal at the
frequency of fPT for the suppression of ADC jitter, which could hinder us from
achieving the 1 pm/

√
Hz requirement on the phase-extraction accuracy via a

PM. All these synthetic signals are derived from an original onboard clock
named USO via frequency distribution system (FDS) (see Section 2.6). Black
represents digital signal lines: The beatnote signal (and the PT signal) is digi-
tized by the ADC and delivered to the FPGA programmed in very high-speed
integrated circuit hardware description language (VHDL) where plentiful
digital signal processing occurs. Multiple PLLs (see Section 2.2) operate to
extract signal phases and frequencies, while a delay-locked loop (DLL) (see
Section 2.3) runs for intersatellite absolute ranging and data communication.

Figure 2.1: PM hard-
ware overview. Red is
an input optical signal;
blue is an electrical sig-
nal; black is a digital
signal.
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2.2 digital phase-locked loop (dpll)

The core functionality of PM is, under the name, to extract the phase and
frequency of an incoming beatnote signal. This is achieved by digital phase-
locked loop (DPLL) implemented on FPGA. A quick overview of the DPLL
design by Oliver Gerberding [30] will be provided here. In addition, Sec-
tion 2.2.2 includes the author’s modification of sideband PLL.

2.2.1 Basic design

The block diagram of DPLL is shown in Figure 2.2, together with curves to
show how signals at different points look. The input beatnote signal with
a MHz heterodyne frequency is mixed with a local sinusoidal signal in
quadrature, i.e., with a 90° phase offset. After passing throughThis also eliminates a

pilot-tone signal
introduced in
Section 2.6.2.

a low-pass
filter, implemented by a simple infinite impulse response (IIR) filter removing
a second harmonic, a loop servo generates a control signal from the loop error.
The servo comprises a gain stage and a proportional integral (PI) controller.
After being integrated, the control signal is plugged into a lookup table
(LUT) of a sinusoidal signal. The integration and LUT constitute so-called
numerically controlled oscillator (NCO) together with registers corresponding
to frequency and phase signals (see below). Finally, the sinusoidal signal,
acting as a local copy of the input beatnote, is fed back to the mixer. An
open-loop transfer function of this PLL is formulated in the z domain [31],

GPLL(z) =
Ahetπ

2
· FPLF · 2−Cp ·

(
kp +

ki

z− 1

)
·
(

1
z− 1

)
· z−D, (2.1)

FPLF(z) =
(

kPLF

z− (1− kPLF)

)NPLF

, (2.2)

FPD(z) = Ahet/4. (2.3)

Ahet is an amplitude of the heterodyne beatnote; FPLF is a transfer function of
the PLLImplemented by a

series of a simple
low-cost IIR filters.

low-pass filter, parameterized by kPLF and NPLF; 2−Cp is an attenuation
at the gain stage with a bit growth by Cp; kp and ki are PI gains; z−D is a digital-
signal-processing delay with the number of registers of D. The phase detector
response FPD was defined separately for later in this thesis. In addition,
a closed-loop transfer function HPLL(z) and an error function EPLL(z) are
defined,

HPLL(z) =
GPLL(z)

1 + GPLL(z)
, (2.4)

EPLL(z) =
1

1 + GPLL(z)
. (2.5)

From this feedback loop, three signals are picked off for readout; a quadra-
ture signal (or just "Q value"), a frequency signal (corresponding to "phase
increment register (PIR)"), and a phase signal (corresponding to "phase ac-
cumulator (PA)") 1. In addition, the input heterodyne signal can be mixed
separately with its local copy "in phase" to recover a signal amplitude (or just

1 Physical interpretations of signals in a loop can be deduced from a LUT. A LUT defines its
input as a phase in cycles. This is a simple integration of the servo output; hence, the servo
output is a frequency signal normalized by the system clock rate of 80 MHz.
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Figure 2.2: Schematic
of DPLL implemented
on a PM. After a low-
pass filter, a servo
includes a gain stage
and a PI controller.
"[1]" denotes dimen-
sionless values. Dark-
red curves visualize
how signals look at
different points (sig-
nal magnitudes are
inconsistent). Only the
PA value shows its de-
trended curve in blue
in addition.
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"I value"), as also depicted in Figure 2.2. The primary signal is nominally the
frequency because it is free from a dramatic slope, appearing in phase due to
the MHz heterodyne frequency, and, hence, easy to handle in post-processing.
However, the frequency signal lacks an integration constant beneficial for
absolute ranging. Hence, the phase will also be downlinked to the Earth at
a lower rate to keep such information. This is called "phase anchor". The Q
and I values are for diagnostics: the I value is especially helpful in estimating
ranging biases as discussed later in Part III.

FPGA handles multiple PLL based on this basic design,

• carrier PLL: this tracks phases of carrier-carrier beatnotes, i.e., main
science beatnotes where GW signals are embedded. One instance per
PM channel. Nominal bandwidth: O (10 kHz) to O (100 kHz).

• sideband PLL: this tracks phases of sideband-sideband beatnotes to ex-
tract differential onboard clock signals. One instance per quadrant
photo-diode (QPD), i.e., per four PM channels. Nominal bandwidth:
O (10 Hz) to O (100 Hz).

• PT PLL: this tracks phases of PT signals, added to science signals before
ADC, to probe ADC jitter. One instance per PM channel. Nominal
bandwidth: O (1 kHz).

Only the sideband PLL has a unique feature in addition to the basic architec-
ture in Figure 2.2, which is the focus of the next section.

2.2.2 Sideband PLL

As introduced in Chapter 1, LISA requires the synchronization of independent
clocks on different SC. For this purpose, differential clock signals need to be
monitored onboard to be used for their synchronization in post-processing.
This is achieved by encoding the clocks in beam phases via EOM, generating
sideband-sideband beatnotes in addition to carrier-carrier beatnotes at BS,
and tracking their phases with dedicated PLL.

The dedicated PLL is called sideband PLL. The sideband-sideband beatnote
contains any carrier phase signals (including a laser noise, GW signals, etc.),
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Figure 2.3: Sideband
PLL with frequency
feed-forward. The
frequency readout
is located after the
feed-forward; hence,
it contains all infor-
mation, including the
redundant. This can be
restricted to the target
clock signal by shifting
the readout.
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Figure 2.4: Sideband
PLL with phase feed-
forward. Both the fre-
quency and phase con-
tain the target clock
signal, eliminating re-
dundant information.
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an offset frequency nominally at 1 MHz, and the target signal composed of
desynchronized clocks and residual Doppler effects. The carrier signal is
feed-forwarded from the carrier PLL [30] to track only the target signal. This
allows us to reduce a loop bandwidth, above which shot noise is rejected;
hence, it helps an acquisition and improves the phase-tracking robustness.

Notably, the outputs from sideband PLL contain all frequency and phase
contributions, regardless of the feed-forward scheme, including the redundant
information from the carrier beatnote. This is because the readout point is
located after the feed-forward point2. Another option shown in Figure 2.4 has
been implemented by the author to restrict the outputs of sideband PLL to the
target signals. This design feed-forwards the carrier and 1 MHz phase instead
of frequency and shifts the phase readout point before the feed-forward3.

Raw frequency signals from each PLL with the two topologies are compared
in Figure 2.5. The carrier-carrier beatnote frequency was set at 24.9 MHz.
The old design, from Figure 2.3, shown on the left column, provides the
outputs of sideband PLLs with all contributions, including carrier-carrier
beatnote dynamics and 1 MHz offset. Frequency fluctuations are, as expected,

2 This is the most straightforward implementation in VHDL and even allows reusing the code
of the carrier PLL; the sum of the carrier frequency and 1 MHz can be plugged to the initial
frequency port in Figure 2.2.

3 To restrict the frequency output to the target clock signal, it is enough to change the frequency
readout to the point before the frequency feed-forward in Figure 2.3. However, the phase
feed-forward can also restrict the phase output, which is cleaner when processing phase anchor
for ranging.
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Figure 2.5: Raw out-
puts of total frequen-
cies from different
sideband PLL topolo-
gies (all are real mea-
surements). Left: the
old topology with fre-
quency feed-forward.
Right: the new topol-
ogy with phase feed-
forward.
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dominated by carrier frequency noise. The new design, from Figure 2.4, shown
on the right column, properly restricts the outputs of sideband PLLs to the
target differential clock signals. The upper and lower sideband PLLs show
opposite polarities, following the differential clock terms δθsb in Eq. (1.2).

2.3 delay-locked loop (dll)

TDI needs pseudo-range, a combination of a physical intersatellite light travel
time and a desynchronized clock contribution. In LISA, the pseudo-range
is obtained via multiple monitors. One of them is PRNR [32, 33], which is
achieved by an additional feedback loop implemented on PM, i.e., DLL. In
addition to the ranging, the PRN modulation also achieves intersatellite data
communication with PM data superimposed on it. The intersatellite commu-
nication allows ground communication with only one of three SC, which in
turn relaxes the rate of the antenna re-pointing, around ten days [14].

This section aims to clarify a PRN signal chain through the FPGA architec-
ture and introduce only the basic information of DLL. DLL will be revisited
later in Chapter 5 with more technology descriptions and formulations.

2.3.1 PRN signal chain

In PRNR, a beam phase is modulated with binary signals called PRN code
at the transmitter side, in addition to the GHz clock modulations. A receiver
compares the received code with its local copy by computing their correlation.
The pseudo-range is derived as a time shift between the phase of the received
code and a local counter driving the local copy and a transmitted code, which
maximizes the correlation.

The receiver extracts the PRN signal from Instead of a single PLL,
the length error given
by a mean value of
four segments (or even
eight segments) will be
used to maximize
signal-to-noise
ratio (SNR), based on
the PLL design
proposed by [34]. A
single PLL might not
be enough for DLL to
track a code,
graphically shown in
Figures 1.4 and 1.5.

the Q value of a carrier PLL.
The modulation signal exists at the PLL error point since its parameters are
selected so that the binary chip rate is above the PLL bandwidth and not
tracked by the loop. After this picked-off signal passes through a dedicated
low-pass filter, it is plugged into the input of DLL.

This signal chain is illustrated in Figure 2.6, while Figure 2.7 shows transfer
functions to allow the PRN signal extraction; the PLL error function (EPLL(z))
and a pre-DLL low-pass filter (FDLF). FDLF needs a corner frequency high
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Figure 2.6: Schematic
of a PRN signal chain.
Filtered by the pre-
DLL low-pass filter,
the PLL Q value is
plugged into DLL,
which outputs a delay
estimate.

ADC PLL DLL

FPGA

Q 𝑑𝑒𝑙𝑎𝑦

Figure 2.7: Compound
band-pass filter for
a PRN modulation.
The phase detector
response FPD from
Eq. (2.3) normalizes
the flat levels.
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enough to maintain the PRN code, which requires a steep slope to eliminate
heterodyne second harmonics and a PT signal.

Figure 2.8 shows a simulation to visualize different contributions to the Q
value before and after the low-pass filter. The heterodyne second harmonics
dominate the raw Q value. The pre-DLL low-pass filter FDLF eliminates the
harmonics and shot noise contributions above its corner frequency. Time shifts
due to the group delay of FDLF can also be recognized.

2.3.2 Design overview

The PRN signal after the low-pass filter FDLF comes in DLL where a pseudo-
range is estimated.

Figure 2.9 is the loop overview, including the data-decoding paths. DLL
operation can be categorized into two steps: acquisition and tracking.

Acquisition mode: This first stage aims to acquire an instant pseudo-range

Figure 2.8: Simulated
PLL Q value with a
PRN modulation (no
interfering PRN code),
without a PT signal.
A raw PLL Q value
(blue) is dominated
by heterodyne second
harmonics. Hetero-
dyne frequency is
5 MHz, a PRN modu-
lation depth is 0.1 rad,
the order of a pre-
DLL IIR filter is 8, and
other optical parame-
ters are for a long-arm
interferometer.
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Figure 2.9: DLL de-
sign overview, includ-
ing the data decoder
chain. It is under dis-
cussion where the
decoder shall be im-
plemented (FPGA
or onboard com-
puter (OBC)). Green
curves visualize how
signals look at each
point (signal magni-
tudes are inconsistent).
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Figure 2.10: PM dec-
imation chain. Blue
blocks represent dec-
imation stages with
the names of accom-
panied anti-aliasing
filters. Values for the
implementation in
this thesis are, if differ-
ent, shown in square
parenthesis.
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with the loop open by turning off the servo, to close the loop with a reasonable
initial estimate in the next step. The address driving a PRN LUT scans the
entire code length and finds an address in phase with the received signal.
The acquisition of such an in-phase address is based on a peak detection of
the correlation between the received signal and its local copy, the so-called
"punctual" signal. The naming distinguishes it from the other two local signals
generated by the PRN LUT in the following mode.

Tracking mode: A feedback control is established by closing the loop in
this mode. To obtain an error signal from such a binary signal, the local PRN
LUT generates two more local copies shifted by half of a PRN chip from the
punctual signal in the opposite directions (so-called "early" and "late" signals).
The loop error is computed by a difference between the "early" and "late"
correlations with the received PRN signal. A nominal bandwidth of the loop
is O (100 Hz).

2.4 filtering and decimation

PLL in Section 2.2 operates at the system clock of 80 MHz, while DLL in
Section 2.3 runs at the data-bit rate around 80 kHz. The high-rate scientific
outputs from these feedback loops need to be decimated to a few Hz for
further scientific analysis and telemetry. On top, the decimation should be
accompanied by a dedicated anti-aliasing filter to avoid aliased noises in the
observation band.

The whole decimation is separated into multiple stages. The first decimation
stage is implemented with a cascaded integrator comb (CIC) filter on FPGA.
The CIC filter is computationally cheap and compatible with FPGA, which
has limited resources. However, the suppression of the filter is moderate.
Thereby, the filter is often followed by finite impulse response (FIR) filters
with dramatic attenuations, which is the case also on the LISA PM.

Signals decimated to the intermediate rate with the CIC filter are sent
to an OBC, and then, the OBC decimates the signals to the final rate of a
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Figure 2.11: Trans-
fer functions of FIR
filters. Top: the mag-
nitudes of the total
filters down to a par-
ticular stage. Mid-
dle: the phases of the
causal and acausal
versions. Bottom: the
absolute values of
the frequency deriva-
tives of the causal
and acausal versions.
Sampling frequencies
follow the values for
this thesis (i.e., square
parenthesis in Fig-
ure 2.10.)
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few Hz with multiple FIR-filter stages. Figure 2.10 shows a schematic of the
end-to-end PM decimation chain. The data rates in the figure would not be
final for LISA 4. Note that this decimation chain introduces artifacts in case a
digital signal ramps and reaches bounds determined by the number of bits,
which occurs to heterodyne phases from PLL and PRN delay estimates from
DLL. See Appendix G for the method to overcome this issue.

To wrap up this section, transfer functions of anti-aliasing filters are shown
in Figure 2.11. The figures also show the frequency derivatives of transfer
functions in addition to the usual magnitudes and phases. The frequency
derivatives determine so-called flexing-filtering couplings, modeled in Ap-
pendix E.3 and experimentally verified in Chapter 4. They are usually domi-
nated by group delays in real FIR filters implemented on hardware, which
are always causal. Contrary to it, a virtual filter in which a group delay is
subtracted is called anAll PMSs nominally

share the same filter
stages after PLLs.

Relative group delays
between carrier signals

on different PMSs are
zeroed in this case, and

the entry to the
flexing-filtering

coupling converges on
the acausal case.

"acausal filter", where the frequency derivative of the
magnitude is the only residual.

2.5 timer model

Modeling the time-stamping of PM signals by a driving clock is essential in
case a setup is composed of multiple PMs and their data need to be combined,
as is the point for clock synchronization in LISA and the Hexagon experiment
introduced in Chapter 3. Hence, in the following, the timer model described
in [29] is recalled and slightly adapted for the rest of this thesis. When PM
signals are formulated with the following timer model in this thesis, it is
commonly assumed, if no particular remark, that the measured frequencies

4 The current nominal for LISA is 640 Hz, 128 Hz, 16 Hz, and 4 Hz, while values for any experi-
ments in this thesis are 610 Hz, 102 Hz, 10 Hz, and 3.4 Hz.
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are the PM outputs, i.e., the low-rate data around a few Hz after the down-
sampling, introduced in Section 2.4, from the 80 MHz sampling frequency.
Imperfections in the down-sampling process are studied separately, as done
in Appendix E.

The timing noise of the secondary clock i relative to While a LISA model in
[29] considers a SC
proper time as a
reference, one of the
clocks driving PMs is
normally selected as a
primary (= reference)
clock in this thesis,
except for Section 2.6.

the primary clock m
is denoted as qi(τ), while the overall clock time ττm

i (τ) at a given reference
clock time τ is modeled as

ττm
i (τ) = τ + δτi(τ)

= τ + qi(τ) + δτi,0, (2.6)

since

δτi(τ) := qi(τ) + δτi,0, (2.7)

with δτi,0 as the constant initial time offset between the clocks. We call δτi(τ)

timer deviation. The superscript τm explicitly shows that this function is
according to the clock m. The primary clock naturally satisfies ττm

m (τ) = τ.
To transform variables sampled by the clock i to the primary clock time

frame, the inverse of Eq. (2.6) is needed, i.e., the primary clock time according
to a time of the clock i. The following implicit equation can express this,

ττi
m (τ) = τ − δτi(τ

τi
m (τ)), (2.8)

which utilized a chain rule,

ττi
m (ττm

i (τ)) = τ. (2.9)

Phase measurements φτi sampled according to one of the clocks i are simply
shifted in time according to Eq. (2.8),

φτi(τ) = φτm(ττi
m (τ))

= φτm(τ − δτi(τ
τi
m (τ))). (2.10)

As stated above, the PM output is used in terms of frequencies related to
the phase by a time derivative. This gives

ντi(τ) =
dφτi(τ)

dτ

= ντm(ττi
m (τ)) · dττi

m (τ)

dτ

=
ντm(ττi

m (τ))

1 + q̇i(τ
τi
m (τ))

, (2.11)

for expressing a frequency measured according to the clock i relative to the
same frequency measured by the reference clock, since

dττi
m (τ)

dτ
= 1− dδτi(τ

τi
m )

dττi
m
· dττi

m (τ)

dτ
∵ Eq. (2.8)

= 1− q̇i(τ
τi
m (τ)) · dττi

m (τ)

dτ
∵ Eq. (2.7)

∴
dττi

m (τ)

dτ
=

1
1 + q̇i(τ

τi
m (τ))

. (2.12)
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In this timer model, the primary clock time frame τm is not necessarily a
physical clock. Any user-defined reference can be used for this time frame.
For the rest of this thesis, any phase or frequency signal without a super-
script is implicitly according to a given global time frame. This will mainly
apply to signals before an ADC sampling. To transform the signal to a time
frame defined by a physical clock via an ADC, the time-stamping operator is
introduced,

φτi(τ) = Tiφ(τ), (2.13)

ντi(τ) = Ṫiν(τ), (2.14)

where Ṫi includes the multiplicative factor in Eq. (2.11) in addition to time
shifts.

2.6 frequency distribution

Onboard synthetic signals at different frequencies have been mentioned up
to this point: the 80 MHz clock driving an ADC and a FPGA, GHz sideband
signals at 2.400 GHz and 2.401 GHz for intersatellite clock-tone transfer, and
a PT signal at the frequency of fPT for the suppression ofThis refers to inherent

timing noise of ADC
itself, independent
from the noise of a

clock driving it.

ADC jitter. And all
these frequencies must be synchronized to an original USO at dozens MHz.
This is achieved by a PM sub-module called FDS. This section first overviews
the local frequency distribution by uncovering the "oscillator" in Figure 2.1.
Secondly, this frequency distribution will be formulated to clarify what the
naive term "clock" in Section 2.5 represents in this system. It ends with the
reasonable nomination of the PT signal for a local timing reference.

2.6.1 Design

Figure 2.12 shows the latest design of the entire FDS in the top, composed
of two boards: a VCXO frequency distribution system (VFDS) for 80 MHz
clock synthesis from the original USO at the frequency of fUSO

5 and a clock
frequency distribution system (CFDS) for the synthesis of GHz-clock sideband
signals and the PT signal. The latter would also generate the 1 MHz electrical
reference between the sideband signals as a monitor of their relative noise 6.
The bottom shows the design for experiments in this thesis, from [35, 36].
This design contains only separate frequency-divider chains for the PT signal
and the system clock from an input 2.400 GHz. Another modulation signal at
2.400 GHz±1 MHz and the 1 MHz reference signal are generated by a separate
USO and an external mixer, respectively. See Chapter 3 and Part II for the
detail.

The fundamental limit of intersatellite clock synchronization is set by rela-
tive timing noises between a transmitter’s actual local timing reference and a
timing a receiver monitors as the transmitter’s timing reference: the received

5 fUSO is conventionally 10 MHz. In contrast, the latest study proposed 3 · 224 Hz to avoid a
frequency within the heterodyne band of 5 MHz to 25 MHz, allow easier FPGA processing
using the power of two, and accommodate needs from gravitational reference sensor (GRS).

6 This is for diagnostics because sideband-sideband beatnotes of reference interferometers
contain the complete information of relative noises between the two local GHz sidebands,
including, e.g., the contribution from a laser amplifier following EOM.
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Figure 2.12: Concep-
tual schematic of the
entire FDS. Top: lat-
est design. Bottom:
design used for exper-
iments in this thesis.
Square brackets show
the frequencies of
signals, while paren-
theses show their
destinations.
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GHz-clock sideband. The required timing stability between the two signals is,
based on the usual 1 pm/

√
Hz mark, expressed by,

1 pm/
√

Hz ≈ 1 µcycle/
√

Hz (∵ λ0 = 1064 nm)

= 40 fs/
√

Hz (∵ max( fhet) = 25 MHz), (2.15)

where λ0 is a beam wavelength and fhet is a heterodyne frequency.
Hence, it is critical to clarify the local timing reference out of the different

USO-originated signals and assign the stringent requirement on the phase
fidelity between the GHz-clock sideband and the selected signal as the refer-
ence.

2.6.2 Formulation

Section 2.5 denoted the local timing reference by τi. However, as shown in
Figure 2.12, multiple USO-synchronized signals with different timing fidelity
exist. This section applies the timer model to the local frequency distribution
and the PT correction of a science phase signal to define an optimal local
timer for the timing reference τi for the rest of this thesis. In the following
formulation, signals will be written according to the 2.400 GHz sideband
signal τGHz, which is monitored by a distant SC. This choice of reference
frame is exceptional and only happens in this section. Such analysis from the
perspective of the distant SC efficiently characterizes the local signals and
derives the best selection of the local timing reference.

First, the PT-signal timing, the 80 MHz-clock timing, and the actual ADC
timing are written, neglecting delays between them,

ττGHz
PT (τ) = τ + qε

PT(τ), (2.16)

ττGHz
CLK (τ) = τ + qε

CLK(τ), (2.17)

ττGHz
ADC(τ) = τ + qε

CLK(τ) + qε
ADC(τ). (2.18)

The superscript ε explicitly represents that the error terms only contain
stochastic components. Notice that the errors are relative to the reference
frame, i.e., the 2.400 GHz sideband signal. Referring to Figure 2.12, this con-
ceptually means qε

PT is the frequency-division chain, qε
CLK is the synthesizer,

and qε
ADC is the ADC jitter relative to the GHz signal.
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A PT frequency signal at the central frequency of fPT is, in this timer set,
computed via Eq. (2.16),

ντGHz
PT (τ) = fPT

dττGHz
PT (τ)

dτ

= fPT (1 + q̇ε
PT(τ)) . (2.19)

A heterodyne beatnote signal νhet and the PT signal νPT are sampled by the
ADC τADC(τ) following Eq. (2.11),

ντADC
het (τ) =

ντGHz
het (ττADC

GHz (τ))

1 + q̇ε
CLK(τ

τADC
GHz (τ)) + q̇ε

ADC(τ
τADC
GHz (τ))

, (2.20)

ντADC
PT (τ) =

ντGHz
PT (ττADC

GHz (τ))

1 + q̇ε
CLK(τ

τADC
GHz (τ)) + q̇ε

ADC(τ
τADC
GHz (τ))

=
fPT
(
1 + q̇ε

PT(τ
τADC
GHz (τ))

)
1 + q̇ε

CLK(τ
τADC
GHz (τ)) + q̇ε

ADC(τ
τADC
GHz (τ))

. (2.21)

Eq. (2.19) was used in the second line of Eq. (2.21). The PT correction can be
performed by combining ντADC

het (τ) and ντADC
PT (τ) from the equations,

ντADC
het,corr(τ) = ντADC

het (τ) · fPT

ντADC
PT (τ)

=
ντGHz

het (ττADC
GHz (τ))

1 + q̇ε
PT

(
ττADC

GHz (τ)
)

≈
ντGHz

het (ττPT
GHz(τ))

1 + q̇ε
PT

(
ττPT

GHz(τ)
)

= ντPT
het (τ), (2.22)

where the third line is based on the fact that the heterodyne frequency
drifts very slowly, and the cross-term between its time derivative and the
stochastic timer component is negligible. This enables the interchangeable
use of different local timers in time arguments. The fourth line suggests that
the ADC-digitized signal corrected by the PT signal ντADC

het,corr(τ) is equal to the
heterodyne signal according to τPT to the first order approximation.

Eq. (2.22) results in two conclusions:

• Proper local timing reference: the PT timer τPT is a suitable local timing
reference represented by τi in the timer model in Section 2.5, assuming
all beatnotes are already corrected by the PT signals,

• Performance critical chain: nominating the PT signal for the local timing
reference, the performance of intersatellite clock synchronization is
limited by its relative noise to the 2.400 GHz-clock signal τGHz, i.e., q̇ε

PT
in Eq. (2.16). This corresponds to the divider chain in Figure 2.12.

The PT correction plans to be performed on board to save the data amount
of the downlink from SC to the Earth. Notice that the relative noise between
2.400 GHz and 2.401 GHz can be corrected via a sideband-sideband beatnote
in the reference interferometer in post-processing as a part of TDI; hence,
not performance critical. In addition, a local SC hosts two PMS, and corre-
spondingly two FDS, as mentioned in Section 1.2.2. One FDS generates the
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2.400 GHz, while the other generates the 2.401 GHz; see the caption of Fig-
ure 2.12. Considering the fixed division ratio of the divider chain, PT signals
for both PMS need to be generated from the 2.400 GHz. Hence, the CFDS
instance at 2.401 GHz receives the 2.400 GHz from the other and frequency-
divides it to generate the PT signal for the PMS. As a result, two local PT
signals exist, and their relative noise must be below the requirement of
Eq. (2.15).





3
T H E H E X A G O N

LISA requires the PM to detect the phase of an optical heterodyne beatnote
with the accuracy of 1 pm/

√
Hz in space. It is necessary to develop a reliable

test method to test the core device under such a stringent requirement. As
a PM optical testbed, the "Hexagon" interferometer was first proposed by
Gerhard Heinzel; see Figure 3.1 for his drawing in 2009 and the picture of the
constructed testbed, taken by Daniel Penkert.

The scope of this experiment was extended, as summarized in [37], beyond
the test of a stand-alone PM, implementing three independent PMs and optical
phase modulations with GHz-clock and PRN-code signals. This extended
topology can be considered as a miniature-scale LISA in a lab. It helps
test several critical technologies required for the mission’s success from the
perspective of both devices and data processing. Such an extended experiment
is the main scope of this thesis, which will be discussed in the following parts;
Parts II and III.

This chapter first recalls the original motivation of this experiment in
Section 3.1, which will be followed by the introduction of the interferometer
and the extension of the experiment in Section 3.2. Section 3.3 clarifies the
link between LISA and the extended experiment, and possible experimental
topologies, which will be referred to for the rest of the thesis, are listed
in Section 3.4. Section 3.5 wraps up this chapter with a summary of the
significance of the Hexagon for the LISA mission.

3.1 three-signal test

Three test methods are often considered to test a phase extraction via a PM: a
single-channel absolute test, a split test, and a three-signal test. They are well
summarized in [38], but also recalled briefly here.

A "single-channel absolute test" compares a PM single-channel output with
an applied phase signal. In this way, any distortion of the PM phase extraction
can be observed in principle. However, this scheme requires a distortion of
the phase reference below the accuracy under which the PM needs to be

Figure 3.1: The
Hexagon interferom-
eter. Left: a drawing
by Gerhard Heinzel
in 2009. Right: a pho-
tograph by Daniel
Penkert.

29
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tested, i.e., 1 pm/
√

Hz. This stringent requirement inclines us to perform the
following two methods.1

Apart from the single-channel absolute test, possible experimental setups
evaluate PM against itself. The most accessible scheme would be a so-called
"split test", which splits a single sinusoidal signal into the number of PM
channels under test. In post-processing, differences between the channels can
be computed, and residual phase errors reveal distortions of phase extractions.
This test is often performed to evaluate PMs; however, this scheme cannot
detect common-mode errors like non-linear behavior, which must also be
investigated.

As a test topology to overcome this issue, a "three-signal test" was first
studied in [39]. This scheme generates three intermediate phases by mixing
three initial phase signals pairwise. Three PM channels operate with different
signal dynamics; hence, common-mode errors can be detected when three
extracted phase signals are linearly combined appropriately in post-processing.
This test can be performed in different domains, with digital, electrical, or
optical signals. The digital test is convenient to implement [39], but cannot
probe a PM analog front end or other devices in the metrology chain, like
PRs. The former can be included with electrical signals, while electric mixers
are not stable enough to test PM linearity at 1 pm/

√
Hz level [40]. The optical

test would be the most suitable option for a three-signal experiment as a test
method of the LISA PM.

3.2 the hexagon interferometer

The Hexagon interferometer, or just "the Hexagon", is an optical testbed for
the LISA PM, implementing the optical three-signal test. This interferometer
generates three beatnotes pairwise from three beam sources, phase-locked
to each other with MHz frequency offsets. Section 3.2.1 explains how this
scheme is achieved in this experiment. After that, the scope of this experiment
will be extended beyond the test of a stand-alone PM in Section 3.2.2.

3.2.1 Optical bench

The Hexagon OB is composed of three fiber injectors, six BSs, and six PRs.
The experiment is named after its hexagonal OB formed by the six BSs. The
BSs can be categorized into two kinds; the first BS after each fiber injector
splits a beam into two, and the second BS combines them to provide optical
beatnotes for PRs.

To reproduce LISA-like heterodyne bandwidth, all three lasers are frequency-
locked to each other with MHz offsets in an optical preparation table. See
Appendix F for the detail of the laser lock.

1 At the AEI Hannover, there is an effort to develop a device, called "MOSA simulator", to enable
this absolute test under the LISA requirement.
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3.2.2 Extending the scope

The Hexagon was presented above as a testbed for the LISA PM with the
optical three-signal test. The extension of the scope of this experiment was
first proposed in [37].

The idea is to simulate the interspacecraft interferometers in LISA by imple-
menting three PMs driven by independent clocks. Although the Hexagon
can not simulate the LISA-like intersatellite light travel time, the metrology
chain of the interferometers can be reproduced and tested with this update,
which contains optical clock-tone transfer, PRNR, and data communication.
In addition, proper data processing is required to reach the LISA performance
level with the three-phasemeter three-signal test; otherwise, independent PM
outputs are desynchronized. Hence, such an experimental topology also en-
ables testing some of the critical techniques of LISA data analysis in addition
to the core devices.

The insight into possible setups is given by mapping LISA to the Hexagon,
considering its technical limitation, in Section 3.3. This is followed by Sec-
tion 3.4 that lists experimental topologies in the Hexagon, which will be
referred to for the rest of this thesis. In Parts II and III, the aforementioned
intersatellite technologies will be investigated using an optimal topology for
each technology.

3.3 relation between lisa and the hexagon

The ultimate goal of the Hexagon is to study critical devices and data analysis
techniques for LISA with a representative configuration; however, without
long-arm entities featured. To achieve it, this section aims to map LISA to the
Hexagon and to clarify their link. Notations of LISA interferometric signals
follow [41].

3.3.1 Carrier-carrier beatnotes

The first step is to write down expressions of interferometric signals in
LISA. Only carrier frequencies at laser sources are considered, and Fiber reciprocity, PM

and PR noises, SC
motion relative to TM,
etc.

any sec-
ondary noises are neglected. Under these conditions, the TM and reference
interferometers degenerate because the same pair of beams form them; see
Figure 1.3.

• tmiij(τ) = rfiij(τ): No test mass.

Hence, two interspacecraft interferometers isic(τ) and two reference interfer-
ometers rfic(τ) will be considered per SC. These four interferometers in SC i
in units of frequency are expressed as,

isiij,c(τ) = Ḋijν
τi
ji (τ)− ντi

ij (τ), (3.1)

isiik,c(τ) = Ḋikντi
ki(τ)− ντi

ik(τ), (3.2)

rfiij,c(τ) = ντi
ik(τ)− ντi

ij (τ), (3.3)

rfiik,c(τ) = −rfiij,c(τ), (3.4)
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where νij is a single beam frequency on an OB in SC i, linked to a distant SC j;
the subscript c represents a carrier-carrier beatnote; Ḋ is a delay operator
applied to a beam frequency, representing intersatellite light travel times; the
superscript τi explicitly shows that these interferometric signals are sampled
according to the onboard clock on SC i.

To reduce LISA to the Hexagon, the following conditions need to be im-
posed,

• Ḋij = 1: The Hexagon does not simulate the intersatellite distances,

• rfiij,c(τ) = rfiik,c(τ) = 0: The Hexagon has only one laser per SC.

These conditions simplify Eqs. (3.1) to (3.4),

isiij,c(τ) = ντi
j (τ)− ντi

i (τ), (3.5)

isiik,c(τ) = ντi
k (τ)− ντi

i (τ), (3.6)

ντi
i (τ) = ντi

ik(τ) = ντi
ij (τ). (3.7)

Eq. (3.7) relabels the degenerate lasers ντi
ij (τ) and ντi

ik(τ) with the single index
same as the SC.

This reduction ends up with six interspacecraft interferometers listed in the
following,

SC 1

{
isi12,c(τ) = ντ1

2 (τ)− ντ1
1 (τ),

isi13,c(τ) = ντ1
3 (τ)− ντ1

1 (τ),

(3.8a)

(3.8b)

SC 2

{
isi23,c(τ) = ντ2

3 (τ)− ντ2
2 (τ),

isi21,c(τ) = ντ2
1 (τ)− ντ2

2 (τ),

(3.9a)

(3.9b)

SC 3

{
isi31,c(τ) = ντ3

1 (τ)− ντ3
3 (τ),

isi32,c(τ) = ντ3
2 (τ)− ντ3

3 (τ).

(3.10a)

(3.10b)

Two complementary PRs per beatnote with relative π phase shift enable
the Hexagon to generate these six signals. For example, Eqs. (3.8a) and (3.9b)
have such π phase shift, but they are sampled according to different clocks.
This means that one of the two complementary signals can be connected to a
PM driven by clock 1, while the other is connected to the one driven by clock
2. And the same applies to the other two optical beatnotes.

It would also be an option to drop complementary signals, e.g., Eqs. (3.8a),
(3.9a) and (3.10a). This is most straightforward for a three-signal measurement
with three independent PMs, not expected to spoil the representativeness
of the Hexagon much. The pairs of PRs on both ends of the intersatellite
links become essential, especially in case intersatellite separations Ḋij are
time-variant 2. Due to the abovementioned conditions, this is not considered
in the Hexagon. Nevertheless, such a bidirectional link between PMs would be
helpful in functional tests of ranging (see Chapter 7). Different experimental
topologies are summarized in Section 3.4.

2 In LISA, measuring beatnotes on both SC is important also because beam powers are signifi-
cantly lost at a telescope.
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3.3.2 Sideband-sideband beatnotes

Neglecting any secondary noises as Section 3.3.1 did, sideband-sideband
beatnotes in the interspacecraft and reference interferometers are given by:

isiij,sb(τ) = isiij,c(τ) + Ḋij f ji
(
1 + q̇j(τ)

)
− fij (1 + q̇i(τ)) , (3.11)

isiik,sb(τ) = isiik,c(τ) + Ḋik fki (1 + q̇k(τ))− fik (1 + q̇i(τ)) , (3.12)

rfiij,sb(τ) = rfiij,c(τ) + fik (1 + q̇i(τ))− fij (1 + q̇i(τ)) , (3.13)

rfiik,sb(τ) = −rfiij,sb(τ), (3.14)

where the subscript sb represents a sideband-sideband beatnote; q̇i is a relative
noise of the clock i according to a reference time frame in units of fractional
frequency (see Eq. (2.7) for a timer model); fij is a constant GHz modulation
frequency. In LISA, this frequency is limited to 2.400 GHz or 2.401 GHz.

On top of the two LISA-to-Hexagon conditions imposed in Section 3.3.1,
another condition on this modulation frequency needs to be set,

• fij = fik: The Hexagon has only one modulation frequency per SC.

All three conditions considered, Eqs. (3.11) to (3.14) are reduced to

isiij,sb(τ) = isiij,c(τ) + f j
(
1 + q̇j(τ)

)
− fi (1 + q̇i(τ)) , (3.15)

isiik,sb(τ) = isiik,c(τ) + fk (1 + q̇k(τ))− fi (1 + q̇i(τ)) , (3.16)

fi = fij = fik. (3.17)

Reference interferometers vanish, as explained before. Eq. (3.17) relabels the
degenerate modulation frequencies fij and fik with the single index used for
the SC.

This reduction leads to six interspacecraft interferometers listed in the
following,

SC 1

{
isi12,sb(τ) = isi12,c(τ) + f2 (1 + q̇2(τ))− f1 (1 + q̇1(τ)) ,

isi13,sb(τ) = isi13,c(τ) + f3 (1 + q̇3(τ))− f1 (1 + q̇1(τ)) ,

(3.18a)

(3.18b)

SC 2

{
isi23,sb(τ) = isi23,c(τ) + f3 (1 + q̇3(τ))− f2 (1 + q̇2(τ)) ,

isi21,sb(τ) = isi21,c(τ) + f1 (1 + q̇1(τ))− f2 (1 + q̇2(τ)) ,

(3.19a)

(3.19b)

SC 3

{
isi31,sb(τ) = isi31,c(τ) + f1 (1 + q̇1(τ))− f3 (1 + q̇3(τ)) ,

isi32,sb(τ) = isi32,c(τ) + f2 (1 + q̇2(τ))− f3 (1 + q̇3(τ)) .

(3.20a)

(3.20b)

These six sideband-sideband beatnotes can be generated by the Hexagon
using the same logic as applied to Eqs. (3.8a) to (3.10b).

Note that this reduction results in two additional technical constraints:

• Selection of modulation frequencies: The Hexagon needs to apply three
different frequencies, i.e., f1, f2, and f3. Otherwise, some sideband-
sideband beatnotes lack an RF frequency offset from their carrier-
carrier counterparts, become indistinguishable from them, and con-
taminate their readout. For example, in Eq. (3.18a), isi12,sb(τ) has the



34 the hexagon

same RF frequency as isi12,c(τ) with f1 = f2 = 2.400 GHz and f3 =

2.401 GHz. Hence, the Hexagon nominally adopts modulation frequen-
cies of 2.400 GHz, 2.401 GHz and 2.399 GHz, which result in a 2 MHz,
instead of 1 MHz, frequency offset in one of the three sideband-sideband
beatnotes.

• 1 MHz electrical signal: LISA FDS, described in Section 2.6, is based on
the assumption that all SC share the same GHz frequency, nominally
2.400 GHz, from which a PT frequency is derived with frequency di-
viders with 1 µcycle phase fidelity. To represent this scheme, three "SCs"
in the Hexagon also need to have 2.400 GHz.This description is

based on the FDS
design for this thesis,

illustrated on the
bottom of Figure 2.12,

where the 80 MHz
system clock is

generated from the
GHz-clock signal.

However, once the
latest version, on the
top of Figure 2.12, is
implemented in the

experiment, the 1 MHz
reference would not be

necessary because all
PMs can maintain

80 MHz for the system
clock.

This apparently contra-
dicts the first point of this constraint list. Hence, to compensate for the
difference in modulation noise between 2.400 GHz and 2.401 GHz or
2.399 GHz, such two secondary "SCs" generate a 1 MHz signal from the
two GHz signals using an electric mixer, which is also measured by PM.

3.3.3 Simplified LISA simulated by the Hexagon

The simplified topology of LISA, which the Hexagon can simulate, will be
illustrated to wrap up this section. The main conditions to map and reduce
LISA to the Hexagon described in the previous sections are listed in the
following,

LISA-to-Hexagon conditions:

• tmiij(τ) = rfiij(τ): No test mass,

• Ḋij = 1: The Hexagon does not simulate the intersatellite distances,

• rfiij,c(τ) = rfiik,c(τ) = 0: The Hexagon has only one laser per SC,

• fik = fik: The Hexagon has only one modulation frequency per SC.

Grasping these conditions is essential to deduce what the Hexagon can or
cannot demonstrate.

From the mathematical point of view, simple inteferometric signals Eqs. (3.8a)
to (3.10b) and Eqs. (3.18a) to (3.20b) were derived from these LISA-to-Hexagon
conditions.

The visual counterpart is illustrated in Figure 3.2. For the sake of simplicity,
the complementary signals are omitted as described at the end of Section 3.3.1.
The optical path lengths are static and rather short, L12 ≈ L23 ≈ L31 � 1 m.

3.4 experimental topologies

Different experimental topologies using the Hexagon interferometer are de-
scribed in this section, which will be referred to throughout the rest of this
thesis. The notation of the topologies is mainly based on the number of PMs
and the number of signals: "XPMYS" represents a setup with X PMs and
Y signals. "Signal" basically refers to an optical beatnote: "2S" means two
beatnotes, generated from two beams, at the complementary outputs of a
combining BS, and "3S" represents three optical beatnotes generated pairwise
from three beams. Hence, the optical beatnotes, referred to as "2S", share
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Figure 3.2: Simplified
topology of LISA sim-
ulated by the Hexagon.
PR signals on SC 1, 2,
and 3 correspond to
Eqs. (3.8b) and (3.18b),
Eqs. (3.9b) and (3.19b),
and Eqs. (3.10b)
and (3.20b), respec-
tively.

S/C	3

S/C	2

S/C	1

PM 2

PM 3

2.401	GHz

80MHz

𝒒𝟐

2.399	GHz

80MHz

80MHz

2.400	GHz

𝒒𝟏PM 1

𝒒𝟑

the same heterodyne frequency, while the three beatnotes in "3S" all have
different heterodyne frequencies. As long as such rules are met, any setups
with different cabling are understood as the same topology.

Figure 3.3 depicts such topologies. Three topologies with a single PM
are shown on the top. The 1PM2S topology corresponds to the so-called π

measurement because of the π phase shift between the two redundant outputs
of a BS. This is often used as a useful and simple quantity for evaluating
readout or ghost beam couplings for diagnostic [38, 42]. The 1PM3S topology
is a minimum necessity to configure an optical three-signal. This is the
simplest topology to optically evaluate the phase extraction, including its non-
linear effect, as discussed in Section 3.1. The 1PM3S-max topology connects
all six PRs on the Hexagon interferometers to a single PM. Hence, it enables a
three-signal test in the balanced-detection mode (see Appendix C), potentially
giving more clues to limiting noise sources.

In the middle of Figure 3.3, the only meaningful topology with two PMs
is illustrated. One of the BS outputs is connected to one PM, while the
other complementary port is connected to the other PM. This would be the
most straightforward setup with multiple PMs. Notably, most technology
investigations in this thesis are doable already with this setup, like clock
synchronization or absolute ranging. However, the most complete way to test
the technologies is to configure three-signal tests.

Therefore, the most complex topologies in the Hexagon interferometer are
shown on the bottom in Figure 3.3: the 3PM3S topologies. The 3PM3S topology
on the left is the simplest, where three optical beatnotes are connected to three
different PMs. Figure 3.2 corresponds to this category. In the 3PM3S-balanced
and 3PM3S-bidirectional topologies, all six PRs are active but connected to
PMs based on different criteria. The 3PM3S-balanced topology connects a
specific pair of redundant optical beatnotes to a single PM. This enables us to
first balance the beatnote signals in a single PMs before clock-synchronizing
the balanced signals among three PMs. The 3PM3S-bidirectional topology



36 the hexagon

Figure 3.3: The
Hexagon topologies.
Top: three topologies
with a single PM. Mid-
dle: one topology with
two PMs. Bottom:
three topologies with
three PMs.
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configures a bidirectional link between a specific pair of two PMs by con-
necting the redundant optical beatnotes to the different PMs. The Hexagon
derived by the reduction of LISA in Section 3.3 corresponds to this topology.
The optimal topology depends on the technology under test.

The Hexagon topologies used in each chapter in this thesis are summarized
in Table 3.1.

Table 3.1: Hexagon
topologies used in
experiments in the
thesis. Same demon-
strations presented
in Chapter 7 with the
3PM3S-bidirectional
topology are ongoing.

Chapter Topologies

Chapter 4 1PM3S, 2PM2S, 3PM3S

Chapter 6 2PM2S

Chapter 7 2PM2S (, 3PM3S-bidirectional)

3.5 significance for the mission

The Hexagon is a unique on-ground test facility for various LISA technologies.
Integrating clocks, electronics, optics, PRs, FDS, and PMs, the Hexagon can
evaluate the devices from different perspectives and produce LISA-like signal
sets, as discussed in Section 3.3. The Hexagon’s role in the LISA mission is
summarized to wrap up this chapter.

Phase extraction: Evaluation of the phase extraction via PRs and PMs is,
as highlighted so far, a primary goal of the Hexagon. For proper investiga-
tions, three-signal tests must be performed; hence, the 1PM3S topology is
the simplest solution to this, as deeply discussed in [38]. However, some
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noise couplings in phase extraction (e.g., anti-aliasing filter effects) cannot be
probed by a single PM; see Appendix E. Therefore, the complete test of phase
extraction chains would require the 3PM3S topology.

Frequency distribution: As summarized in Section 2.6, a LISA SC gen-
erates different frequency signals, all synchronized to its USO, and the chain
of the frequency down-conversion from a GHz-clock signal to a PT signal
is performance-critical. A part characterization is typically performed by a
simple split test, as described in Appendix D.3. However, such a test has a
limitation, e.g., A backend

electronics (BEE) of a
LISA PM nominally
has eight channels,
plus one PT channel.
With signal
amplification, the
single PT signal is
distributed to the eight
science channels.

a PT distribution chain on a PM cannot be probed. In addition,
the definition of the critical chain is based on the assumption that a local
timing transformation via PT correction, formulated in Section 2.6.2, works
as expected. Those points cannot be tested with a stand-alone operation of
FDS. 2PM2S or 3PM3S is the most comprehensive way to test frequency
distribution.

Data processing: The Hexagon experimental data would be valuable in-
puts to LISA on-ground data analysis pipelines to evaluate it with actual (not
synthetic) data. The diagram of the possible pipeline architectures is shown
in Figure 3.4. As "L0.5 Data" in the diagram, the Hexagon can produce only
telemetry data, especially PRN ranges and "interspacecraft" interferometric
signals. Nevertheless, this would be enough to test some parts of "Rang-
ing Sensor Fusion"; ambiguity resolution, bias estimation, and potentially
ranging noise reduction (the first two will be the scope of Chapter 7). Clock
synchronization can also be performed via carrier measurements, sideband
measurements, TDIR, and/or PRNR (see Chapter 4 for the TDIR version and
Chapter 7 for the introduction of PRNR). "TTL Subtraction" could not be
simulated because The AEI has developed

a separate optical
testbed called
tilt-dynamics optical
bench
simulator (TDOBS) for
this purpose.

beam angles cannot be actively controlled in the Hexagon.
And actual TDI, described by a grey block including "Reduce Laser Frequency
Noise", reduces to a simple three-signal combination (see Section 3.3). The
descriptions above are in a big picture, so many subsets, which the Hexagon
data can demonstrate, are omitted: interpolation for re-sampling, detrending,
filtering, etc. In addition, a quick-look tool like glitch detection would also
be a part to be evaluated with the Hexagon data, which is not shown in the
diagram.
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Figure 3.4: Diagram
of one of the LISA
on-ground processing
pipelines, provided by
Jan Niklas Reinhardt.
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4
C L O C K S Y N C H R O N I Z AT I O N I N T H E H E X A G O N

Evolving from the 1PM3S topology by the previous research [38, 43], the first
three-signal test with multiple PMs in the Hexagon to evaluate clock synchro-
nization will be presented in this chapter. In this iteration, a PRN modulation
for PRNR was not implemented yet in the Hexagon PMs; hence, clock syn-
chronization was performed by the combination of TDIR-like processing and
sideband measurements. One of the three PMs is a so-called elegant bread
board (EBB) PM, developed by Oliver Gerberding [30], while the other two
are based on FPGA mezzanine card (FMC), developed by Christoph Bode.
The latter is referred to as "FMC PM" or "Hexagon PM" in this thesis. The
main result in this chapter was published in [44].

4.1 setup

The experimental setup applying the clock synchronization in a hexagonal
optical testbed was first proposed in [37] and is illustrated in Figure 4.1: the
3PM3S topology from Section 3.4. Conceptually, the three colored PM-clock
assemblies together with the optical devices like lasers and EOM can be
interpreted as the three LISA SC; also see Figure 3.2.

Three optical heterodyne beatnotes are generated pairwise from the three
lasers. Two lasers act as secondaries locked to the remaining primary with
LISA-like MHz offsets. This laser-lock system also features active noise in-
jections, as described in Appendix F. The MHz offsets are time-invariant for
any measurements in this section. The beatnotes are consecutively detected
by complementary PRs pairs and fed to PMs. By design, the phases of the
three beatnotes should cancel out in a three-signal combination [39, 43], also
as mentioned in Section 3.1. Residual noise measures the PM and metrology
chain performance.

The setup features five independent clocks with frequencies around 2.4 GHz.
They are categorized into two groups: unprimed clocks for directly driving
PMs and primed clocks for driving EOMs. The latter creates GHz sidebands
via phase modulations.

Each of the unprimed clocks, running at 2.400 GHz, drives a PM module
called frequency distribution module (FDM) [35]. Each FDM in turn consists
of two frequency-divider chains: one to derive the 75 MHz PT, and the other
to generate 80 MHz sampling clocks driving the ADC and digital clocks of the
PMs. The PT calibrates the ADC sampling jitter and removes noise occurring
in the 80 MHz clock generation. Hence, its application requires high phase
fidelity in the PT chain.

The primed clocks are connected to an EOM each. Note that the virtual
clock 1′, identical to 1, is introduced to ease the modeling in Section 4.2. To
achieve a 1 MHz offset between the carrier-carrier beatnote and sideband-
sideband beatnotes, the clocks 1′, 2′ and 3′ run at 2.400 GHz, 2.401 GHz and
2.399 GHz, respectively.

41
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Figure 4.1: Schematic
of the experimental
setup to demonstrate
clock synchronization.
The three lasers are
locked to each other
with MHz offsets and
noise injections, in-
terfere pairwise, and
generate three optical
beatnotes. Their com-
bination should cancel
out by design and
allow the metrology
chain characterization,
e.g., including the
three PMs. Five clocks
together with three op-
tical and two electrical
beatnotes are used to
achieve synchroniza-
tion between PMs.
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To derive the differential clock signal between unprimed clocks driving
the PMs, they must be related to the optical sideband-sideband beatnotes
mentioned. This is done by tracking electrical beatnotes between pairs of the
local primed and unprimed clocks, i.e., 2′-2 and 3′-3. The complete clock tone
transfer is conceptually summarized in Figure 4.2. Throughout the rest of
this article, clock 1 is chosen as a primary clock, while clocks 2 and 3 are
secondary.

In LISA, the setup will be slightly different and more symmetric. Each
SC will be equipped with two EOMs, one per arm, driven by 2.400 GHz
and 2.401 GHz. This ensures the aforementioned 1 MHz offset. Furthermore,
the different GHz signals will ultimately be derived from a single onboard
10 MHz USOs. However, the three USOs on the three SCs will not be actively
synchronized to each other but individually free-running.

As mentioned, the PMs operate at a sampling frequency of 80 MHz gen-
erated by the FDMs. In LISA, the data streams must be low-pass-filtered to
avoid aliasing and decimated via several stages to a lower data rate before
being downlinked to earth. The current PM implementation in this experi-
ment utilizes a FPGA-based CIC filter as a first stage to decimate the phase
readout towards an intermediate data rate around 610 Hz. At these rates,
more sophisticated FIR filters are applied in software to decimate further to
3.4 Hz as the final readout rate. Note that the LISA baseline for the final data
rate was increased to 4 Hz. As described in Appendix E, the data analysis is
sensitive to insufficient low-pass filtering. The same effects will impact the
data processing for LISA, which, in turn, will require careful design of the
onboard processing.

While the hexagonal optical bench and PRs are hosted in a vacuum chamber
with a moderate vacuum level around 1 mbar, the three PMs are mounted
in housings with active temperature stabilization. The other components in
Figure 4.1 are placed in the air.



4.2 model 43

Figure 4.2: Concep-
tual diagram of the
clock tone transfer.
The solid-black lines,
the solid-red lines, and
the dashed-black lines
denote electrical sig-
nals, optical signals,
and digital data, re-
spectively.
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4.2 model

The mathematical model of the clock synchronization in this experiment
can be derived by reducing the model for LISA presented in [23]. The LISA
PM will be capable of providing data in either phase or frequency. While
the final data format is not yet decided, this work assumes that the data is
downlinked in frequency units, which avoids the need to handle frequent
phase wrapping due to the MHz beatnotes. Consequently, our experimental
data is also modeled and processed using frequency units similar to [45],
which is only integrated to compute the phase spectral density at the end.
Frequency measurements in this section are assumed to be already corrected
by a PT signal to suppress ADC jitter, as described in [31, 39] and Section 2.6.2.
As mentioned in Section 2.4, the formulation in this section is based on the
PM outputs at a few Hz, assuming the unity transfer function of any down-
sampling process in the observation band. Note that imperfections in the
down-sampling process can impact the final results of our analysis, which
will be studied in detail in Appendix E. However, in this section, the in-band
properties of the interferometric signals are described, and thus any impact
of the filters and decimation stages is neglected.

While the notation conventions used in [23] are loosely followed, a notable
difference is that this lab experiment does not need to refer to external time
frames like the SC proper times. Instead, the clock 1/1′ is chosen as a reference
or primary clock, and all variables are written in that clock time frame, which
will always be labeled with the index m (= m′).

4.2.1 Measurements

The measurements available from the experiment are first described, focusing
on how the different clocks impact them. This chapter considers only the usb
beatnote signal.

The signals in this experiment can be categorized into three types: optical
carrier-carrier beatnotes, optical sideband-sideband beatnotes, and the dif-
ferential clock signal between the primed and unprimed clocks generated
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by an electrical frequency mixer. These three signals can be expressed in the
primary clock time frame,

ντm
c,i′ j′(τ) = ντm

j′ (τ)− ντm
i′ (τ), (4.1)

ντm
sb,i′ j′(τ) = ντm

c,i′ j′(τ) + f j′(1 + q̇j′(τ))− fi′(1 + q̇i′(τ)), (4.2)

ντm
mix,i(τ) = fi′(1 + q̇i′(τ))− fi(1 + q̇i(τ)), (4.3)

where fi is the nominal frequency of the clock i in the GHz regime 1. Note
that all unprimed clocks have the same nominal frequency fi = 2.400 GHz.
Our goal is to construct a noise-free signal combination,This corresponds to the

1PM3S topology from
Section 3.4.

which in the primary
clock frame would be trivially given as

∆τm
1PM(τ) = ντm

c,2′3′(τ) + ντm
c,1′2′(τ) + ντm

c,3′1′(τ) ≡ 0. (4.4)

However, since the signals presented in Eq. (4.1) are recorded according to
the independent clocks i and thus have their expressions modified according
to Eq. (2.11), all measurements need to be synchronized before ∆τm

1PM(τ) can
be computed.

4.2.2 Clock synchronization

Any signals sampled by the secondary clocks need to be interpolated to adjust
their time stamps and rescaled to compensate for the multiplicative factor in
Eq. (2.11). For the former, it is first shown that a time shift by δτi(τ) perfectly
compensates the time-stamping errors in Eq. (2.10),

φτi(τ + δτi(τ)) = φτm(ττi
m (τ + δτi(τ)))

= φτm(τ), (4.5)

since

ττi
m (τ + δτi(τ)) = τ + δτi(τ)− δτi(τ

τi
m (

ττm
i (τ)︷ ︸︸ ︷

τ + δτi(τ)))

= τ. (4.6)

Here, the following relation was used: ττi
m (ττm

i (τ)) = τ.
The first step to getting δτi(τ) from our measurements is to combine

Eqs. (4.1) to (4.3)The latest design with
the PA

feed-forwarding
scheme (see

Section 2.2.2) simplifies
differential clock

measurements:
ṙτm

im′ = ντm
sb,i′m/ fi.

to get a differential measurement between the primary clock
m and the secondary clock i,

ṙτm
im′(τ) = ṙτm

im(τ) =
1
fi

[(
ντm

sb,i′m(τ)− ντm
c,i′m(τ)

)
+ ντm

mix,i(τ)
]

= q̇m(τ)− q̇i(τ)

= −q̇i(τ). (4.7)

1 In this iteration, the PA feed-forward, described in Section 2.2.2, was not implemented; hence,
the sideband signal also includes the redundant information, like the carrier beatnote dynamics
and the 1 MHz offset.
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The actual measurements in this combination are recorded according to the
clock i, as shown in Figure 4.2. They can be expressed by applying Eq. (2.11)
to ṙτm

im(τ),

ṙτi
im(τ) =

ṙτm
im(τ

τi
m (τ))

1 + q̇i(τ
τi
m (τ))

=
−q̇i(τ

τi
m (τ))

1 + q̇i(τ
τi
m (τ))

. (4.8)

ṙτi
im(τi) can be integrated over the measurement time, which gives, using

Eqs. (2.10) and (2.11),

rτi
im(τ) =

∫ τ

0
ṙτi

im(τ
′)dτ′

= −qi(τ
τi
m (τ)). (4.9)

Here, our measured rτi
im(τ) is missing the initial δτi,0. Hence, a free parameter

δτ̂i,0 is added to Eq. (4.9),

rτi
im,0(τ) = rτi

im(τ)− δτ̂i,0

= −qi(τ
τi
m (τ))− δτ̂i,0

≈ −δτi(τ
τi
m (τ)), (4.10)

where the last approximation is only realized after fitting the correct value for
δτ̂i,0, i.e., the residual timing error δτ̂i,0e is small enough,

|δτ̂i,0e| = |δτ̂i,0 − δτi,0| . (4.11)

This gives us δτi, but still evaluated at ττi
m (τ). The timestamp can be adjusted

by numerically solving the following nested equation,

δτi(τ) = δτi(τ
τi
m (τ + δτi(τ)))

= −rτi
im,0(τ + δτi(τ)). (4.12)

Note that the final results in this experiment do not significantly change when
using rτi

im,0(τ) instead of δτi(τ) for the interpolation. The reason is that the sub-
ppm frequency offsets between the clocks result in a negligible timing error
over the typical measurement times in the lab. Nevertheless, the more exact
expression given in Eq. (4.12) will be used to time-shift the measurements to
the primary clock frame. In addition, it is necessary to undo the frequency
scaling in Eq. (2.11) by applying a multiplicative factor. In total, the following
is computed,

ν̃τi
c,i′ j′(τ) =

ντi
c,i′ j′(τ + δτi(τ))

1 + ṙτi
im(τ + δτi(τ))

≈ ντm
c,i′ j′(τ). (4.13)

The final signal combination in frequency can now be formed,

∆3PM(τ; δτ̂i,0) = ντ1
c,2′3′(τ) + ν̃τ2

c,1′2′(τ) + ν̃τ3
c,3′1′(τ)

≈ ∆τm
1PM(τ), (4.14)
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which reduces to the noise-free Eq. (4.4) after δτ̂i,0 is fitted to the correct value
of δτi,0. Therefore, the 3PM3S performance ∆3PM(τ; δτ̂i,0) will be compared
with the 1PM3S performance ∆τm

1PM(τ) to evaluate clock synchronization.
Eq. (4.10) introduced the estimate of a missing initial timer offset δτ̂i,0 as a

fitting parameter. This experiment optimizes the estimate using the TDIR-like
algorithm [46]. This algorithm fits δτ̂i,0 by minimizing the residual noise power
in the final signal combination ∆3PM(τ; δτ̂i,0). If the residual timing error δτ̂i,0e

is considered without the approximation in the last line of Eq. (4.10), Eq. (4.13)
can be re-formulated in phase via Eq. (4.5),

φ̃τi
c,i′ j′(τ) = φτi

c,i′ j′(τ + δτi(τ) + δτ̂i,0e)

= φτm
c,i′ j′ (τ

τi
m (τ + δτi(τ) + δτ̂i,0e))

≈ φτm
c,i′ j′(τ + δτ̂i,0e). (4.15)

The approximation in the last line is for δτi(τ) ≈ δτi(τ + δτ̂i,0e). This gives
the final signal combination in phase, including the residual timing error due
to the TDIR algorithm,∫

dτ · ∆3PM(τ; δτ̂i,0) = φτ1
c,2′3′(τ) + φ̃τ2

c,1′2′(τ) + φ̃τ3
c,3′1′(τ)

≈
(

φτ1
c,1′2′(τ + δτ̂2,0e)− φτ1

c,1′2′(τ)
)

+
(

φτ1
c,3′1′(τ + δτ̂3,0e)− φτ1

c,3′1′(τ)
)

, (4.16)

where φτ1
c,2′3′ was broken into the virtual phase signals φτ1

c,1′2′ and φτ1
c,3′1′ from

the first to the second line,

φτ1
c,2′3′(τ) = φτ1

c,3′(τ)− φτ1
c,2′(τ)

= −
(

φτ1
c,1′(τ)− φτ1

c,3′(τ)
)
−
(

φτ1
c,2′(τ)− φτ1

c,1′(τ)
)

= −φτ1
c,3′1′(τ)− φτ1

c,1′2′(τ). (4.17)

The residual phase noise level per secondary clock in the frequency domain
is, hence, written by,

δφ̃τi
c,i′ j′( f ) = φ̃τi

c,i′ j′( f ) · ∆L ( f ; δτ̂i,0e)

≈ φ̃τi
c,i′ j′( f ) · 2π f δτ̂i,0e, (4.18)

∆L ( f ; δτ̂i,0e) =
∣∣∣1− e−j2π f δτ̂i,0e

∣∣∣ . (4.19)

In Eq. (4.19), the delay factor from Eq. (1.20) is introduced with some adap-
tions of notation for later. The input beatnote phase noise φ̃τi

c,i′ j′( f ) is under
control via noise injection implemented on the laser-lock system, as shown in
Figure 4.1. The requirement-driven beatnote noise level in LISA is, neglecting
the spectrum shape, 60 Hz/

√
Hz from Figure 1.6. All considered, to reach the

1 pm/
√

Hz allocation to clock synchronization per secondary clock, the TDIR
accuracy needs to achieve δτ̂i,0e ≈16.7 ns since

2π µrad/
√

Hz = δφ̃τi
c,i′ j′( f )

≈ 60 Hz/
√

Hz
f

· 2π f δτ̂i,0e. (4.20)
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Figure 4.3: Two dif-
ferential clock signals
in time. Left: clocks
1-2. Right: clocks 1-3.
Bottom: the total rela-
tive frequency offsets.
The mean values were
estimated at 0.320 ppm
and 0.296 ppm. Top:
the clock time shifts.
The total time shifts
are in blue, and the
stochastic components
are in green.
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4.3 result

Using the setup in Section 4.1, the clock synchronization based on the model
provided in Section 4.2 was experimentally demonstrated.

As shown in Figure 4.1, the two secondary lasers were locked to the primary
laser with fixed MHz offsets. On top, LISA-like frequency noises were added
at the lock error point; see Appendix F. The MHz beatnote frequencies of νc,1′2′ ,
νc,2′3′ and νc,3′1′ were chosen as follows: 23.3, 6.6 and 16.7 MHz. The white
frequency noise of the beatnotes was set to 60 Hz/

√
Hz, mimicking current

noise allocations for LISA. All complimentary PR signals were fed to PM 1

to configure the 1PM3S topology. The associated three-signal combination
is, hence, measured with a single clock and serves as a measurement of the
testbed sensitivity for the clock synchronization, i.e., ∆τm

1PM(τ) in Eq. (4.4).
The filter order of the Lagrange interpolation, to realize the time shifting

described in Eq. (4.13), was 121. At both ends, 150 samples of interpolated data
were truncated. Regarding the TDIR-like optimization of the initial offsets
δτ̂i,0, the noise contribution in the final signal combination ∆3PM(τ; δτ̂i,0) above
0.8 Hz was filtered out before the computation of its noise power. This was
done to avoid the disturbance by the dominant interpolation error close to
the Nyquist frequency.

Figure 4.3 shows the two differential clock measurements from Figure 4.2
in both relative frequency offsets and time shifts based on the signals de-
scribed by Eqs. (4.7) to (4.10). The mean values of the relative frequency offsets
were 0.320 ppm and 0.296 ppm between clocks 1-2 and 1-3, respectively. Ad-
ditionally, the initial offsets δτi,0 were derived based on TDIR-like processing:
δτ̂2,0 ≈ 2.26 s and δτ̂3,0 ≈ 3.36 s.

The three-signal test with three independent PMs was conducted under
these conditions. The results will be split into two parts presented in the
following sections.

A LISA software tool called PyTDI [47] was used for interpolation.

4.3.1 Performance

The first result is purely about the clock synchronization performance, sum-
marized in Figure 4.4. Pink is one of the beatnote phase noises, which shows
1/ f behavior due to the injected white frequency noise. Yellow indicates the
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Figure 4.4: Perfor-
mance of a three-
signal test using clock
synchronization. Pink
shows one of the in-
put beatnote noises.
The three-signal mea-
surement with three
independent PMs
(yellow) can be sup-
pressed by applying
clock synchroniza-
tion (red) down to
the testbed sensitivity
(grey). Noise projec-
tions of the FDM and
additionally used com-
ponents are shown in
violet and violet-dot-
dashed, respectively.
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raw three-signal test with non-synchronized PMs. It is dominated by effects
due to the clock’s initial offsets. After the secondary clocks were synchronized
to the primary clock, see Eq. (4.14), the three-signal performance (red) was
suppressed from the separately measured differential clock jitters (green) by
three orders of magnitude at 1 Hz up to 6 orders of magnitude at 0.1 mHz. At
this state, the measurement is limited by the testbed noise monitored with
a single PM (grey). It deteriorated slightly, compared with earlier measure-
ments [43], due to changes in the setup and is the focus of further ongoing
noise hunting to bridge the remaining gap to the standard LISA 1 pm/

√
Hz

mark forThis does not
necessarily mean the

requirement on the red
curve, where other

devices like FDS are
also integrated.

three channels of a PM (black) in the observation band.
Anticipating future limitations and analyzing the remaining noise margin

against the current testbed sensitivity, noise projections of electrical devices
in the sensitive clock path were performed. More precisely, the FDM noise
was measured separately and scaled to the heterodyne frequencies of this
particular measurement (violet). This device’s PT chain consists of five by-2
dividers, an amplifier, a filter, and a power splitter. Their in-air thermal stabil-
ity notably affects the FDM performance. Besides, the total noise projection
of other electrical components, namely stand-alone mixers, etc., shown in
Figure 4.1, were again separately measured (violet-dot-dashed).

The pink and red curves, together with Eq. (4.18), allow us to characterize
the achieved noise suppression in terms of an equivalent residual clock
desynchronization, which in TDIR is ultimately limited by the noise floor of
the testbed. Assuming the same TDIR accuracy andThis is guaranteed

because the beatnote
noise injection

presented in
Appendix F uses

different random seeds
for different laser locks.

the uncorrelated beatnote
noises with the same level for two secondary terms in Eq. (4.14), the total
residual phase noise can be derived just by multiplying Eq. (4.18) by

√
2. By

comparing the total residual with the performance curve (red), this residual
is estimated at a level of approximately 6.15 ns, which corresponds to 1.84 m
in the units of light travel time or range; see Figure 4.5. This accuracy is
expected to improve further alongside the overall testbed sensitivity or by
lifting an input beatnote noise (see Section 4.4). For comparison, the expected
PRN ranging precision is around 40 cm rms at the data rate of 3 Hz [33], with
the caveat that the PRN measurements might have an undetermined bias of
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Figure 4.5: TDIR pre-
cision in a three-signal
test. Dashed-pink is
the total phase noise
due to the residual
clock desynchroniza-
tion after TDIR. All
other curves are identi-
cal to Figure 4.4.
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Figure 4.6: Noise cou-
plings to a three-signal
test with clock syn-
chronization. Pink,
solid-red, grey, and
black are identical
to the ones in Fig-
ure 4.4. Limitations
due to an insufficient
2nd order CIC filter
match the model of
the aliased noise (red-
dashed, blue-dashed,
respectively). Further
limitations are due to
interpolation errors
(navy) and the flexing-
filtering coupling
(navy-dot-dashed).
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several meters due to cables and processing delays, which could be calibrated
with TDIR.

4.3.2 Noise couplings: quick look

Figure 4.6 shows the second part of the result, namely the verification of noise
couplings stemming from LISA data processing: aliased noise, flexing-filtering
coupling, and interpolation error. Before this research, these noise sources
have been studied analytically and numerically, but not experimentally. This
is the first verification with experimental data. Their analytical models are
summarized in Appendix E.

Two noise couplings were verified for the regime above 1 Hz. The mentioned
final FIR decimation stage is significant for both models. Firstly, the bump
close to the Nyquist frequency can be explained well by the analytical model
of Lagrange interpolation errors (navy) described in Appendix E.2. The
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interpolation error sharply drops down to numerical noise levels towards
lower frequencies. Secondly, the flexing-filtering coupling (navy-dot-dashed)
described in Appendix E.3 limited the performance around 1 Hz. To gain
more margin around 1 Hz, the FIR filters could be tuned more carefully, or
an inverse filter could be applied in post-processing, as will be investigated
in Section 4.3.3.

As mentioned in Appendix E.1, the filter design of the CIC decimation
stage has a significant impact due to aliasing effects. This effect was estimated
based on theFigure 4.3 shows the

measured time shifts
(top blue) varied by
around 2 ms over a

measurement time of
9000 s. This is longer

than the period of the
sinusoidal coupling of

the aliasing in Eq. (E.5):
1/ fs with fs of around

610 Hz for the CIC
decimation stage.

averaged model in Eq. (E.6). Using a 2nd-order CIC, the injected
frequency noise 60 Hz/

√
Hz around the slow sampling rate of the CIC was

aliased to the observation band. It dominates the associated three-signal
measurements (red-dashed) at the upper Hz regime according to its model
(blue-dashed). In contrast, a 3rd-order CIC showed sufficient suppression and
was used instead.

4.3.3 Noise couplings: further investigations

Some noise investigations will be further deepened in this section, analyzing
the same experimental data from different aspects: the aliasing effect in the
time domain, the suppression of the flexing-filtering coupling with an inverse
filter, and the transformation of a local timing reference from the 80 MHz
system clock to the PT signal.

Aliasing effect: The aliased noise has a sinusoidal coupling factor 2 |sin(πn[k] fsδτi)|,
originating from a commutator between time-shifting and sampling processes;
see Eq. (E.5). The timer deviation ramps over the measurement time, and the
phase noise residual converges on the averaged noise floor, as discussed in
Section 4.3.2. The time-domain analysis will be provided below to verify this
coupling dynamics properly. For this purpose, the measurement with the
2nd-order CIC filter will be used below to make it dominant.

Using the beatnotes between the laser 1′ and 2′ at the PM 1 and PM 2
2, the

2PM2S topology was analyzed for the sake of simplicity, focusing on only one
of the secondary PMs,

∆2PM(τ; δτ̂2,0) = ντ1
c,1′2′(τ)− ν̃τ2

c,1′2′(τ). (4.21)

This allows us to focus on the timer deviation δτ2 instead of the combined
effect of the two timer deviations in the case of the three-signal test.

Figure 4.7 shows the phase noise residual ∆2PM with clock synchronization
in the top panel, while the bottom plots the measured δτ2 and the corre-
sponding coupling factor 2 |sin(πn[k] fsδτ2)| with k = 1 and fs ≈ 610 Hz.
The residual phase noise is modulated by the scanning timer deviation as
predicted by the model. This non-linear coupling mechanism is unavoidable
in TDI and clock synchronization in LISA. The 2nd-order CIC filter with the
60 Hz/

√
Hz beatnote noise allocation resulted in the noise level two-order

above the 1 pm/
√

Hz mark around 1 Hz, as shown in Figure 4.6. Hence, it
is not realistic to suppress the aliased noise via laser noise allocation. This
brings us to the conclusion that the 3rd-order CIC filter is necessary for LISA.

2 The one at the PM 1 ντ1
c,1′2′ was used for the 1PM3S topology, while the one at the PM 2 ντ2

c,1′2′
was used for the 3PM3S topology in the previous sections.
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Figure 4.7: Aliased
noise in the time do-
main. Top: the resid-
ual phase noise be-
tween two PMs with
clock synchronization
(interpolation error
filtered out). Bottom:
the timer deviation
between the PMs mea-
sured via sideband
beatnotes (blue) and
the corresponding
alias coupling factor
(green).
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Figure 4.8: Flexing-
filtering couplings in a
three-signal test.
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Flexing-filtering coupling: The flexing-filtering coupling is proportional to
the frequency derivative of a filter transfer function; see Eq. (E.18). The anti-
aliasing (AA) filters for real-time processing onboard are causal, and group
delays typically dominate their frequency derivatives, as shown in the bottom
panel in Figure 2.11. However, those dominant contributions are automat-
ically canceled because the identical filters were applied to any signals in
Section 4.2.1. As a result, only the contributions of the frequency derivatives
of filters’ magnitudes remained and appeared around 1 Hz in Figure 4.6.

Figure 4.8 shows the cancellations more explicitly with the flexing-filtering
coupling of each filter with both causal (solid) and The same filter as the

actual causal version,
but with a group delay
zeroed; also see
Section 2.4.

acausal (dot-dashed)
versions. The three-signal performance in red overcame all noise floors with
causal filters and was limited by the acausal version of the third and last FIR
filter.

LISA would impose a moderate requirement 3 on filter flatness from the
perspective of the flexing-filtering coupling. Nevertheless, a post-processing

3 The latest study shows that the angular-frequency derivatives of AA filters must be below
0.27 for any frequency below 1.1 Hz (Olaf Hartwig, personal communication, 2023). This
requirement is already met with the current FIR filters in this experiment.
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Figure 4.9: Compen-
sation for distortions
of onboard FIR filters
with inverse filters
in the LISA obser-
vation band. Solid
curves are the filters
implemented onboard,
identical to the ones
in Figure 2.11, and
dashed curves are
inverse filters (the
numbers of taps are
51, 51, and 301 for
FIR 1, FIR 2, and FIR 3,
respectively). Orange
is the total response.
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method to suppress the noise was investigated further. The idea is to apply
inverse filters of the onboard FIR filters to compensate for distortions of signal
magnitudes induced by the filters. Theoretically, a complete inverse filter of a
FIR filter is a IIR filter. However, such a IIR filter is not guaranteed stability.
Hence, the quasi-inverse FIR filter was derived. Figure 4.9 shows the onboard
filters (solid), the derived inverse filters (dashed), and the response after the
compensation (solid-orange). The numbers of taps are 51, 51, and 301 for
FIR 1, FIR 2, and FIR 3, respectively.4 Notice that the bump in the FIR 3 above
1 Hz (bottom right) that limited the three-signal performance was suppressed
by one order of magnitude. Also, the flat direct current (DC) levels of the
inverse filters were restricted to the unity; otherwise,The onboard FIR filters

also affect signal
magnitudes due to

non-unity DC levels as
shown in Figure 4.9.
However, such level

shifts are compensated
for on an onboard

computer.

signal magnitudes were
influenced. This has a significant impact on clock synchronization because
differential clock measurements in Eq. (4.8) do scale with the filter level, but
time stamps of carrier measurements do not,

(1 + δfir)φ
τi(τ + (1 + δfir)δτi(τ)) 6= (1 + δfir)φ

τi(τ + δτi(τ))

= (1 + δfir)φ
τm(τ) ∵ Eq. (4.5), (4.22)

where δfir is a deviation of the DC level of the (quasi-inverse) FIR filter from the
unity. The error in the estimation of time stamps grows with a measurement
time as δfirq̇o

i τ where q̇o
i is the sub-ppm clock frequency offset, and the TDIR

accuracy is limited by around this value. The subtraction of in-band stochastic
clock jitters is also limited by O(νoqε

i δfir) due to the scaling.
Finally, the inverse filter of the FIR 3 with the unity DC level was applied to

the same measurement of the three-signal test. The resulting performance is
shown in solid blue in Figure 4.10. It goes below the flexing-filtering coupling
with the onboard FIR 3, suppressing the significant bump above 1 Hz below
the performance limit (orange-dot-dashed). Notice that the performance with

4 In order not to cause additional delays due to the inverse filtering, the filters were applied
twice to a signal, once forward and once backward, in the following analysis. Hence, the
effective number of taps is doubled, and the filter magnitude is squared. Figure 4.9 plots the
squared responses.



4.3 result 53

Figure 4.10: Improve-
ment of the three-
signal performance
with the inverse filter.
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the inverse filter with the non-unity DC level (dashed-blue) deteriorated
significantly, from 6.15 ns to 807 ns in TDIR precision.

Although the suppression of the flexing-filtering coupling of the onboard
filter was successfully demonstrated above, this operation actually would not
be necessary (or optimal) for LISA: a requirement on filter flatness would be
moderate and met even by the current filter designs (see footnote 3). Applying
the same filters to GW templates would also be possible to avoid distortions
of the SNR.

Local timing reference: Any PM signals in the analytical model in Section 4.2
are, as mentioned, assumed to be already corrected by PT signals. Also, any
experimental results in this chapter up until now are based on the correction.
The PT correction was introduced initially to remove the ADC jitter from the
scientific signals; however, more importantly, in the latest frequency distri-
bution scheme (see Section 2.6), this correction transforms the local timing
reference from the 80 MHz system clock to the PT signal, which is designed
to feature more stable phase fidelity with the GHz-clock sideband.

Figure 4.11 shows the performance without PT corrections in orange, i.e.,
according to the 80 MHz system clock as the timing reference. This is limited
by the PT phase readout in dashed-green, which is a good estimate of the
relative noise between the 80 MHz system clock and the GHz-clock sideband.5

Hence, red, orange, and dashed green verify that our frequency distribution
scheme has the expected impact on clock synchronization.

The phase fidelity between the PT and clock outputs of the FDS was
separately measured by the PM implemented on Red Pitaya (dashed violet) 6.
This converges on the dashed green below 4 mHz, while the white noise floor
at 10 µcycle/

√
Hz and the peak around 70 mHz seem to be attributable to the

PM onboard clock signal chain, which comprises a comparator, a low voltage
differential signaling (LVDS) driver, and a clock buffer.

The removal of the noise of non-critical paths on the FDS via PT corrections
seems not to be good enough because the 70 mHz peak residual can be
recognized in red. This point remains to be investigated, and the relatively

5 This means that q̇ε
CLK is dominant in Eq. (2.21).

6 Red Pitaya has a sampling rate of 125 MHz; hence, it can measure the 80 MHz clock as an
aliased 45 MHz signal. According to another measurement, dashed violet in Figure 4.11 seems
to be limited by the test setup above 30 mHz.
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Figure 4.11: Transfor-
mation of the local
timing reference in
a three-signal test.
The three-signal mea-
surement with clock
synchronization with-
out PT corrections
(orange) is expectedly
limited by the noise
of the clock chain, es-
timated via PT phase
readout itself (dashed-
green).
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moderate requirement could be assigned to the phase fidelity between the
80 MHz clock and the GHz-clock sideband in the future.

4.4 tone-assisted tdir

Secondary noises limit the accuracy of the TDIR, as was the case in Section 4.3.
In LISA, the limiting source would be an astrophysical background due to
unresolved binaries, TM acceleration noises, or shot noise floor, depending
on the frequency region to be probed for the ranging. In the Hexagon, as
described in Figure 4.5, the accuracy is limited by the testbed sensitivity at
the high frequency, which would be an electronic additive noise.

A method called tone-assisted TDIR improves the ranging accuracy [48, 49],
by intentionally injecting a sinusoidal tone in the high-frequency region of
theA clear distinction

between the PM
measurement band

and the observation
band.

PM measurement band,

νT(τ) = |νT| sin(2π fTτ), (4.23)

e.g., fT = 1 Hz. The tone will be applied to some of the laser-lock loops. This
is then distributed via laser locks throughout the system. This is to enhance

In TDIR, "signal" is a
laser frequency noise.

In contrast, "noise"
means any other

contributions, even
GWs

SNR of TDIR, and only noises at the particular tone frequencies are analyzed
in post-processing. One critical constraint is that the tones must be injected so
that all TDIR targets couple with at least one of the tones.

The method is a handy tool for manipulating the TDIR accuracy by control-
ling the tone amplitude and frequency in Eq. (4.23). From the perspective of a
technology testbed like the Hexagon, this would reduce the necessary efforts
of noise hunting to improve the sensitivity aiming for better accuracy.

4.4.1 Theory

A baseline in LISA is to inject a tone to an error point of a Pound-Drever-
Hall (PDH) lock for frequency stabilization of a primary laser. However, the
Hexagon is currently not equipped with any frequency stabilization. Hence,
instead of a primary laser, tones can be injected to reference frequencies of
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offset frequency locks for secondary lasers (i.e., 2′ and/or 3′). In this case,
three beam frequencies are expressed in an arbitrary time frame,

νc,1′(τ) = ν0 + δν1′(τ), (4.24)

νc,2′(τ) = νc,1′(τ) + O1′2′ + δν1′2′(τ) + νT2′(τ), (4.25)

νc,3′(τ) = νc,1′(τ) + O1′3′ + δν1′3′(τ) + νT3′(τ), (4.26)

where Oi′ j′ is a MHz offset frequency, δνi′ j′(τ) is a residual frequency noise,
and νTj′(τ) is an injected frequency tone. These single laser frequencies are
mixed via the Hexagon interferometer and result in three beatnotes,

νc,1′2′(τ) = O1′2′ + δν1′2′(τ) + νT2′(τ), (4.27)

νc,2′3′(τ) = O1′3′ + δν1′3′(τ) + νT3′(τ)− (O1′2′ + δν1′2′(τ) + νT2′(τ)) ,
(4.28)

νc,3′1′(τ) = −O1′3′ − δν1′3′(τ)− νT3′(τ). (4.29)

With a small error of timing estimation δτ̂i,e, the three-signal combination,
in the same 3PM3S topology as Section 4.2, leaves the residual frequency
noises after the synchronization to clock 1,

∆3PM(τ) = ντ1
c,1′2′(τ) + ντ1

c,2′3′(τ + δτ̂2,e) + ντ1
c,3′1′(τ + δτ̂3,e) (4.30)

= (δτ̂2,e − δτ̂3,e) (δν̇1′3′(τ) + ν̇T3′(τ))− δτ̂2,e (δν̇1′2′(τ) + ν̇T2′(τ)) ,
(4.31)

Eq. (4.31) meets the requirement of tone-assisted TDIR: the coupling of the
timing errors δτ̂i,e into the signal combination ∆3PM is lifted by injected
frequency tones νT.

The accuracy of tone-assisted TDIR is ultimately limited by a stochastic
secondary-noise floor [49],

δτ̂i,e,n =
2φ̃n( fT)

|νT|
√

Tm fs
, (4.32)

where φ̃ is the ASD of secondary phase noises, Tm is a measurement time,
and fs is a data rate. The additional subscript n represents the particular
performance-limiting mechanism.

On the other hand, some secondary noises could be lifted by the tone in
the same way as the laser noise. SNR cannot be improved anymore once the
tone in such secondary noises dominates the original stochastic noise floor φ̃n;
hence, it could limit the ranging accuracy, The tone in the

secondary noise is also
deterministic. Thus, it
could be subtracted in
post-processing,
though no effort for
this subtraction was
made in this thesis.

if not treated. Two relevant noises
will be discussed below: the flexing-filtering coupling and the DPLL error.

The flexing-filtering coupling scales with an input frequency noise accord-
ing to Eq. (E.18). At the limit, the residual frequency tone becomes equal to
the corresponding flexing-filtering coupling,

ν̃T · ∆L( fT; δτ̂i,e,ff) = |FF(2π fT; νT, Ti, F)|. (4.33)

The limit of the timing accuracy per secondary clock can be derived by solving
Eq. (4.33) for the residual timing error δτ̂i,e,ff,

δτ̂i,e,ff ≈ q̇i ·
∣∣∣∣dF̃(ωT)

dω

∣∣∣∣ , (4.34)
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Figure 4.12: Limit of
the timing accuracy
with tone-assisted
TDIR per secondary
clock due to the
flexing-filtering cou-
pling, as a function
of a tone frequency
fT . The compensated
cases are from orange
curves in Figure 4.9.
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which is determined only by the fractional frequency error of the clock i and
the angular-frequency derivative of the filter at the tone frequency fT.7

Figure 4.12 shows the limit in terms of FIR 2 and FIR 3. Due to FIR 3 (dark
purple), the accuracy limit rapidly deteriorates above 1 Hz toward higher
frequencies. If the tone needs to be placed in this region,This particular

compensation filter
with 301 taps adversely
lifts the flexing-filtering

coupling below 1 Hz.
At the same time, it

significantly attenuates
the high-frequency

bump. Much more taps
would be needed to

gain attenuation
throughout the

frequency band.

the compensation
filter, introduced in Section 4.3.3, helps improve the performance further
(light purple). In case the tone allows to be below 1 Hz, it can be placed at
one of the notches of FIR 3, e.g., 0.761 95 Hz. FIR 2 becomes the limiting factor
(dark green), and applying the compensation to this filter would be a good
option (light green). Therefore, depending on the tone frequency fT, the filter
to be compensated for could be properly selected.

The DPLL error is determined by the transfer function of DPLL. Hence, the
residual frequency tone is equated to such a DPLL error, from Eq. (2.5),

ν̃T · ∆L( fT; δτ̂i,e,pll) = ν̃T · |EPLL(zT)|. (4.35)

Solving Eq. (4.35) for δτ̂i,e,pll gives

δτ̂i,e,pll ≈
2

Ahetπ
· 2Cp · 2π fT

ki
· 1

f 2
s

, (4.36)

where some approximations were applied: a low-frequency limit (see Eq. (F.1)),
a large open-loop gain GPLL(zT)� 1, and a dominant f−2 shape (see Eq. (2.1)).
Notice that such a tone in error should also appear in sideband PLLs. But this
was ignored because it must be coherent and share the same sign between the
upper and lower sideband beatnotes; hence, it can be canceled by combining
them to extract differential clock signals.

The actual limit of the accuracy of tone-assisted TDIR would be given by
the noisiest contribution out of the three above 8,

δτ̂i,e = max
(
δτ̂i,e,n, δτ̂i,e,ff, δτ̂i,e,pll

)
. (4.37)

7 Same as Appendix E.3, q̇i is assumed to be a constant slope of a linear timer deviation here.
8 The way to combine the three contributions is not super clear because the flexing-filtering

coupling and the DPLL error are the deterministic residual tone, while the secondary-noise
limitation is stochastic.
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Figure 4.13: Clock
synchronization with
tone-assisted TDIR.
The testbed sensitivity
(grey) has logarithmic-
spaced frequency
bins, while the others
have linear-spaced
bins to show the tone
properly.
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4.4.2 Demonstration

Tone-assisted TDIR was demonstrated in the 2PM2S topology, i.e., clock
synchronization between two independent PMs. Unfortunately, the tone in
the DPLL error will be canceled after the synchronization in this topology
because both PMs look at the same beatnote with the same amplitude, which
results in the same DPLL error in terms of the deterministic residual tone;
hence, δτ̂i,e,pll in Eq. (4.36) cannot be probed by this topology. The tone was
injected by modulating a beatnote reference frequency in a laser lock system.
See Appendix F.2.2.

Figure 4.13 shows the overview of the results. The tone had a depth of
10 kHz and a frequency of 0.762 Hz (pink), which is nearly at the notch of the
flexing-filtering coupling of FIR 3 in Figure 4.12. After clock synchronization,
the performance (yellow) almost reached the testbed sensitivity (grey), mea-
sured by a single PM, except for the residual tone. The clock synchronization
performance without the tone injection is also plotted in red as a reference.
Notice that some of them have linearly-spaced frequency bins instead of the
logarithmic ones used up to here to prevent the tone from being washed out
by the resolutions.

Figure 4.14 zooms in on the frequencies around the tone, adding more
curves. First, as expected, the residual tone in yellow was caused by the
flexing-filtering coupling of FIR 2 (green). The one of FIR 3 (purple) is notched
at the tone frequency as intended. This case already reaches the accuracy of
7.17× 10−11 s, which corresponds to 2.15× 10−2 m in displacement. Never-
theless, to improve the ranging accuracy further, the FIR 2 compensation filter
was applied in post-processing. This suppressed the residual tone (light green)
and improved performance (blue). The resulting accuracy is 8.37× 10−12 s,
which corresponds to 2.51× 10−3 m in displacement. A bump around the
tone frequency (in blue and yellow) impedes it from reaching the accuracy of
1.99× 10−12 s, computed by the testbed sensitivity in grey and the measure-
ment time of 3500 s based on Eq. (4.32). The cause of the bump remains to be
understood. Finally, notice that this experimental topology is, as mentioned,
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Figure 4.14: Clock
synchronization with
tone-assisted TDIR,
zooming in on the
tone. The performance
(yellow) is limited by
the flexing-filtering
coupling by FIR 2

(green). This can be
further suppressed
by compensating for
FIR 2 (blue).
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insensitive to the tone in the DPLL error, plotted in black. Hence, the perfor-
mance with the FIR 2 compensation is actually supposed to be limited by the
DPLL error in this particular example 9; 3.46× 10−11 s or 1.04× 10−2 m.

4.5 summary and outlook

This chapter presented the first demonstration of clock synchronization with
multiple PMs in the Hexagon experiment. It can be considered a big leap
concerning the previous single-PM case in three regards: model, setup, and
data analysis. The analytical model has been built by mapping the LISA
counterparts to the Hexagon. Departing from a simple linear combination for
the three-signal test in the single-PM case, the model links the experiment
and LISA. The setup requires not only multiple PMs but also FDSs to per-
form clock synchronization at LISA performance levels. Such a setup is an
integrated platform to test key devices for LISA. According to the model, data
analysis requires more numerical treatments, planned for LISA: extracting
differential clock signals, time-shifting signals via interpolation, the TDIR-like
algorithm, etc.

The 3PM3S topology successfully verified several LISA technologies. The
clock-synchronization performance in Figure 4.4 showed sub-picometer perfor-
mance above 60 mHz and below 10 pm/

√
Hz LISA single-link performance

level over the entire observation band. The result was achieved with the
1.84 m-accuracy TDIR and the 6-order suppression of in-band stochastic clock
jitters around the mHz regime. Furthermore, the measurement also proved
noise couplings stemming from clock synchronization (and also TDI in LISA)
firstly with real data: the aliasing effect, the flexing-filtering coupling, and the
interpolation error. The flexing-filtering coupling could be further suppressed
with the post-processing compensation for the AA filters implemented on PM
software for data decimations.

9 It could be possible to subtract the residual tone in the DPLL error and/or the flexing-filtering
coupling in post-processing because of its deterministic nature.
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A different TDIR operation, tone-assisted TDIR, was also demonstrated
using the 2PM2S topology. This study pointed out that the tone suppression
would be limited by the PLL error or the flexing-filtering coupling before it be-
comes stochastic-noise limited. Suppressing the flexing-filtering coupling with
a compensation filter, the accuracy reached 8.37× 10−12 s, i.e., 2.51× 10−3 m
in range.

Some non-trivial future tasks remain to be completed. First, clock synchro-
nization ideally needs to be verified to the level of 1 pm/

√
Hz. As shown

in Figure 4.4, the current performance is most likely limited by the optical
setup’s sensitivity (e.g., ghost beams and/or residual polarization errors). In
addition, FDSs are operated in the air currently in the Hexagon, which also
impedes the achievement of the 1 pm/

√
Hz mark; also see Appendix D.3 for

the improvement under vacuum conditions. Second, the potential residual
of the relative noise between the 80 MHz system clock and the PT signal,
observed in Figure 4.11, could be critical. The LISA clock synchronization
scheme relies on the high suppression of this noise via PT corrections, with an
insignificant contribution to the overall noise budget. Third, a complete repre-
sentation of the LISA interspacecraft interferometers needs to be achieved, in
particular by implementing the weak-light condition around O (100 pW). All
measurements so far were taken under the nominal state, i.e., ∼ O (100 µW).
Fourth, LISA on-ground processing pipelines, shown in Figure 3.4, can be
mapped to the Hexagon to be tested with real data. All the data analyses have
been performed by the author’s software so far.
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LISA interferometric arms will be unequal and time-varying due to orbital
motions, coupling laser frequency noise in the mHz observation band. TDI
will synthesize a virtual equal-arm interferometer in post-processing to sup-
press this overwhelming noise contribution. This algorithm relies on PRNR
estimations in-flight with an accuracy of 1 m rms over an on-ground data rate
by applying a low-depth binary phase modulation technique on each laser
link, so-called binary phase-shift keying (BPSK). This technique also enables
optical data communication between SCs.

This chapter focuses on general descriptions and a summary of the latest
development of the technologies to provide preliminary information for the
later chapters in Part III. Iouri Bykov initiated the development, which was
then further continued and ported to Hexagon PMs by the author.

5.1 design overview

The overview of the PM FPGA architecture from this perspective comprises
transmitter and receiver, as illustrated in Figure 5.1.

The transmitter side generates a transmitted PRN code with a dedicated
PRN LUT. The local/transmitted data Datatx is encoded on the PRN code via
exclusive-or (XOR) operation. "Data" here will include not only PM science
data but also check symbols for coding. After the modulation signal is scaled
in amplitude for a target modulation depth, the analog signal after a digital-
to-analog converter (DAC) is applied to an EOM. On real hardware, the
GHz-clock sideband signal must be added to the PRN modulation signal
before the EOM, as shown in Figure 2.1; however, the part is omitted in
Figure 5.1.

The receiver side aims to extract two primary pieces of information: an
intersatellite pseudo-range, a combination of the intersatellite light-travel time

Figure 5.1: Overview
of the FPGA archi-
tecture from the per-
spective of PRNR and
data communication.
Data decoding might
happen in the OBC.
Therefore, the decoder
is bounded by dashed
lines.
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Figure 5.2: Simplified
diagram of two DLL
instances. The polarity
change of one of the
PRN codes due to the
beam interference is
not visually consid-
ered.
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and clock offsets, and data from a distant SC. The core module is DLL, which
uses the PLL error signal as an input, as mentioned in Section 2.3. Two PRN
signals, from a distant SC and the local transmitter side, are both present
in the input signal. Two dedicated DLL instances, called DLLRX and DLLLO

in this thesis, are implemented to track each of the nearly-orthogonal PRN
signals; also see Figure 5.2 for the simplified diagram. DLLRX is the primary
measurement that contains the intersatellite pseudo-range and data from
the distant SC, while DLLLO is to enhance the performance of DLLRX and
estimate ranging biases. The former is achieved by subtracting the local PRN
code from the input of DLLRX, so-called interfering code cancellation (ICC):
hence, the code interference can be highly suppressed [50]. The encoded data
must be feed-forwarded from the transmitter to the receiver to compensate
for the polarity change, which has also been implemented. The latter (i.e., the
ranging bias) is critical for absolute ranging and is one of the main topics in
Chapter 7.

5.2 prn code

The PRN codes are, on top of the PM system clock rate fs (i.e. 80 MHz),
parameterized by three key values: a PRN ambiguity Lcode, a data-bit rate fbit,
and a PRN chip rate fchip:

• PRN ambiguity Lcode: the finite code length results in a PRNR ambiguity.
This ambiguity must be more than twice as long as a ranging uncertainty
via ground observations, which would be around 50 km due to an orbit
determination and a mission operation center (MOC) time correlation.

• Data-bit rate fbit: The target data-bit rate in LISA is 60 kbps. If any
coding, e.g., Reed Solomon (RS) coding, is implemented, an effective
data rate f eff

bit , to which the requirement must be applied, differs from a
raw data rate f raw

bit .

• PRN chip rate fchip: the chipping rate is determined by the number of

the system clock cycles nchip over the duration, i.e., fchip = fs/ncycle
chip . This

influences couplings of ranging noises and biases and the required band-
width of QPR and BEE as well as necessary margins in the frequency
plan.

The current nominal parameters for LISA andIn this thesis, nA
B

means the number of
A per B as applied to

Table 5.1

their notation are summa-
rized in Table 5.1, and also visualized in Figure 5.3. The parameters are also
selected in line with our PM timing architecture. However, the PRN parameter
set is still under discussion 1. Our classical parameter set is shown in square

1 The parameter set can be easily switched with no hardware modifications.
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parenthesis in the table. Such a parameter set is referred to as the "2n parame-
ter set" in this thesis and used for all experiments (and many simulations) in
Chapters 6 and 7. Note that RS coding is assumed in the rest of this thesis;
however, the optimal coding technique is under discussion.

Each PMS is equipped with one PRN code; hence, LISA requires six PRN
codes in total. The orthogonal set of six PRN codes for experiments in this
thesis was designed by Gerhard Heinzel.

Table 5.1: Current
nominal parameters of
PRN codes for LISA.
The primary param-
eters are to be imple-
mented on hardware,
while the secondary
parameters are the
resulting values in the
scientific view. Values
for the implementa-
tion in this thesis are,
if different, shown in
square parenthesis.
This parameter set is
named "2n parameter
set". c is the speed of
light.

Parameter Value Comment

Primary

System clock rate fs 80 MHz

Number of PRN codes Nprn 6 one per laser

System clock cycles per PRN chip
ncycle

chip
50 [64]

PRN chips per data-bit window
nchip

bit
20 [16] ncycle

bit = ncycle
chip · n

chip
bit

Data bits per PRN code nbit
code 125 [64] ncycle

code = ncycle
bit · nbit

code

RS symbol parameters (nrs, krs) (255, 205)

Number of bits per symbol mrs 8 one byte per symbol

Code type see Chapter 6

Secondary

PRN chip rate fchip
1.6 MHz
[1.25 MHz]

fchip = fs/ncycle
chip

Raw data rate f raw
bit

80 kbps
[78 125 bps]

f raw
bit = fchip/nchip

bit

Effective data rate f eff
bit

64.3 kbps
[62.8 kbps]

f eff
bit = (krs/nrs) · f raw

bit

Code repetition rate fcode
640 Hz
[1221 Hz]

fcode = f raw
bit /nbit

code

PRNR ambiguity Lcode
468 km
[246 km]

Lcode = c/ fcode

5.3 technology description

The basic working principles of PRNR and data communication are briefly
described in this section, together with analytical forms of their performances
under ideal cases.

5.3.1 Ranging

Noise types and their couplings to the delay estimate are discussed in this
section, similarly to [51] but adapted to our case. The PRN signal chain,
described in Section 2.3.1, is first formulated. After that, the noise couplings
are discussed based on the linear model of a DLL.
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Figure 5.3: Diagram
of the current nominal
PRN code parameters
for LISA. Notice that
the values are different
from the implementa-
tion in this thesis. See
Table 5.1 for the ones
for this thesis.

Code period N Code period N+1Code period N-1

Data 1 Data M Data 125⋯ ⋯

⋯Sample 1 Sample j-1 Sample j Sample j+1 ⋯ Sample 50

Ambiguity: ~468.4 km

Code repeat rate: 640 Hz

System clock rate: 80 MHz

Chip rate: 1.6 MHz

Data rate: 80000 Hz

Resolution: ~3.75 m

⋯Chip 1 Chip k-1 Chip k Chip k+1 ⋯ Chip 2500Chip 20⋯

125 bits per code

20 chips per bit

50 clocks per chip

A carrier-carrier beatnote with PRN modulations was formulated in Eq. (1.11).
The following expresses the same signal but with some adaptations for this
section,

Vc(τ) = Ac · sin
(

ωhetτ + δφ(τ) + mprn (crx(τ − δtrx(τ)− δτrx(τ))− ctx(τ − δttx(τ)))

)
+ δVadd(τ), (5.1)

where δτrx is a target delay of ranging, so-called pseudo-range; δφ is any input
phase noise; δt is a timing noise of a PRN code, including ranging biases,
except for the pseudo-range; δVadd is any additive noise contribution; super-
and sub-scripts “rx" and “tx" represent received and transmitted codes. Hence,
crx and ctx are the codes to be tracked by DLLRX and DLLLO, respectively.
Notice that the encoded data were, for simplicity, absorbed into the codes by,

DATAi ⊗ ci −→ ci (i = rx, tx). (5.2)

As described in Section 2.3.1, the input signal Eq. (5.1) is filtered by the
PLL error function ePLL

2 and the pre-DLL low-pass filter `DLF. They form
a band-pass filter around PRN chip rate fchip. The impulse response of this
compound filter is represented by h = ePLL ∗ `DLF via convolution (∗). The
frequency response of the filters was shown in Figure 2.7.

The input to DLL ue(τ) can be modeled via the mixing with a local copy
sin(ωhetτ) and the convolution with the impulse response of the compound
filter,

ue(τ) = h ∗
(

δφ(τ) + mprn (crx(τ − δtrx(τ)− δτrx(τ))− ctx(τ − δttx(τ)))

+
√

2 ·
δV fhet

add(τ)

Ac

)
, (5.3)

where δV fhet
add(τ) expresses only down-converted components of δVadd(τ) with

a factor of
√

2 in the PLL mixing process [40].

2 ePLL corresponds to FPD · EPLL in the frequency domain, where FPD is a phase detector transfer
function (see Eq. (2.3)) and EPLL is a PLL error transfer function (see Eq. (2.5)).
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The band-pass filter h can be approximated to This approximation
neglects the distortion
of perfect square codes
due to the band-pass
filter.

a flat response at FPD (= Ac/4;
see Eq. (2.3)) around fchip in magnitude, while it induces group delays ∆th

k(τ),
which form additional contributions into δtrx(τ) as ranging biases,

ue(τ) ≈
Aprn

4
·
(

crx(τ − δth
rx(τ)− δτrx(τ − ∆th

rx(τ)))− ctx(τ − δth
tx(τ))

)
+ h ∗

(
δφ(τ) +

√
2 ·

δV fhet
add(τ)

Ac

)
, (5.4)

Aprn = mprn · Ac, (5.5)

δth
k(τ) = δtk(τ − ∆th

k(τ)) + ∆th
k(τ)

≈ δtk(τ) + ∆th
k(τ) (k = tx, rx), (5.6)

where code amplitudes turned into Aprn/4 due to FPD. Notice that a group
delay ∆th

k is formulated as a time-variant term. The potential time dependency
is attributable to a modulation of the PLL error function (blue in Figure 2.7)
due to fluctuations of an input beatnote amplitude Ac.

DLL computes a correlation between ue(τ) and the dedicated code: crx for
DLLRX and ctx for DLLLO. This results in the code interference between crx

and ctx, which is another additive noise in DLL. After all, the input signals
and total additive noise in the linear model of DLL can be expressed by,

τrx(τ) = τ − δth
rx(τ)− δτrx(τ − ∆th

rx(τ)), for DLLRX (5.7)

τtx(τ) = τ − δth
tx(τ), for DLLLO (5.8)

δuadd,dll(τ) =

√
2

4
·
(

Aprn · δuINT(τ) + Ac · δφ fchip(τ) +
√

2 · δV
fhet+ fchip

add (τ)
)

,

(5.9)

where the group delay ∆th
k for δφ and δVadd are scientifically trivial; hence,

omitted for simplicity. δuINT(τ) is the normalized interference between crx

and ctx, determined by the PRN codes’ orthogonality and the correlation
integration window nchip

bit [51]. Another overall
√

2 factor in Eq. (5.9) is due
to the mixing process in DLL. Potential sources in different noise terms are
discussed below, except for the code interference δuINT,

• Input timing noise δth
k(τ): ranging biases are categorized into the term

∆th
k(τ), i.e, QPR, cables, PLL, pre-DLL filters, etc. There would also be

in-band contributions, like the change of transfer functions of electronics
induced by temperature fluctuations. EOM would contribute as well.

• Heterodyne phase noise δφ fchip(τ): components around fchip contributes
as an additive noise. Temperature fluctuations, optical bench path length
fluctuations, or laser noises are all expected to be extremely small and
negligible. EOM might have some contributions to this term.

• PLL additive noise δV
fhet+ fchip

add (τ): well-known additive noises are listed
here; shot noise, electronic noise, RIN, etc. The residual PT signal or
heterodyne second harmonics can be listed here; also see Appendix D.2.
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The delay estimate τ̂k of DLLk can be derived via a linear model in the
frequency domain,

˜̂τk =
GDLL

1 + GDLL
· τ̃k +

1
fs

GDLL/Ferr

1 + GDLL
· δ̃uadd,dll (5.10)

≈ τ̃k +
δ̃uadd,dll

fs · Ferr
, (5.11)

Ferr =
(Aprn/4)

(ncycle
chip /2)

=
Aprn

2ncycle
chip

, (5.12)

where GDLL is an open-loop transfer function of DLL and Ferr is an error gain.
The second line assumes |GDLL| � 1, which is the case in our observation
band. The f−1

s factor applied to the additive noise converts the integer samples
to time.

Shot noise will be taken as an example in the following because it is

expected to dominate in PLL additive noises δV
fhet+ fchip

add . Its contribution to
the delay estimate δτshot is given by plugging Eq. (5.12) and the third term in
Eq. (5.9) into the second term of Eq. (5.11),

δ̃τshot =

√
2

2mprn fchip
·
√

2δ̃Vshot

Ac

=

√
2

2mprn fchip
· δ̃φshot, (5.13)

where δ̃φshot is the shot noise contribution to the phase extraction of a het-
erodyne beatnote. Assuming one QPR is invested for the PRNR, 10 pm/

√
Hz

is transformed to a phase noise of 59 µrad/
√

Hz via the beam wavelength.
Finally, based on mprn = 0.10 rad and fchip = 1.6 MHz, δ̃τshot is estimated at
0.26 ns/

√
Hz, which corresponds to the range of 7.8× 10−2 m/

√
Hz.

5.3.2 Data communication

Apart from PRNR, this section focuses on data communication. As depicted in
Figure 5.1, the transmitter side of a PM encodes binary data (i.e., PM science
data + coding check symbols) via XOR operation. This encoding is visualized
in Figure 5.4. The receiver side correlates the received PRN code with data
encoded (dashed yellow) with a local copy of it without data (blue). After
coherently integrating the correlation over a data-bit window, the sign of the
integrated correlation tells us the encoded data.

RS coding has been implemented in our design, and the following analysis
relies on RS coding, though the coding technique is not decided yet. This
section assumes the ideal additive white Gaussian noise (AWGN) case for
analytical and numerical investigations unless there is a remark.

Using the error function, bit error rate (BER) of BPSK without RS coding is
formulated in a simple form,

Praw
b =

1
2

erfc

(√
Eb

N0

)
, (5.14)
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Figure 5.4: Data en-
coding on PRN code.
The current nominal
parameter set from
Table 5.1.1

0

1 PRN code without data
PRN code with data encoded

0 1 2 3 4 5 6 7 8
time (s) 1e 5

0

1

Data-bit window: 
       1/fraw

bit  (sec)

data

where energy-per-bit-to-noise-density ratio (Eb/N0) is in units of a linear
magnitude, which is related to the normal Eb/N0 unit of dB as dB =

10 log10 (linear mag.).
RS coding represents data stream with elements called symbols that are

mrs-bit values. Based on symbols, two values, as described in Table 5.1, param-
eterizes RS coding and determine its performance: the number of symbols per
codeword nrs and the number of symbols per data krs. Hence, one codeword
invests (nrs − krs) symbols for error correction codes. As a result, the number
of symbol errors RS coding can correct within one codeword is,

trs =
1
2
(nrs − krs) . (5.15)

BER improved with such corrections via RS coding can be expressed as a
function of a raw symbol error rate Praw

s ,

PRS
b (nrs, krs) ≈

1
mrs

1
nrs

nrs

∑
l=trs+1

l
(

nrs

l

)
sl(1− s)nrs−l , (5.16)

s = 1− (1− Praw
s )h, (5.17)

h = mrs/ log2 M, (5.18)

where M is the modulation order. Under BPSK, M = 2 and Praw
s = Praw

b .
Eq. (5.16) tells us the improvement of BER via RS(nrs,krs), plotted in Fig-

ure 5.5 with parameters in Table 5.1. The theoretical prediction (orange) is
confirmed by a numerical experiment (blue circle) 3,4. This shows that, with
this parameter set under the ideal AWGN case, the raw BER without RS
coding must be below around 5.6× 10−3 to achieve 10−6 after the decoding.

3 Numerical experiment’s algorithm: 1. Generate an RS codeword in bits from data in symbols,
from which a codeword stream with whatever length is also generated; 2. Based on a given
BER without RS coding, bit errors are injected into positions randomly chosen with uniform
distribution; 3. Pick up one codeword from the whole stream, convert it to symbols, and
compute the number of symbol errors within the codeword; 4. If the number of symbol errors
exceeds trs, the number of bit errors in the codeword is added to the total number of bit errors;
5. Repeat 3 and 4 for all codewords; 6. Compute a final BER from the total number of bits and
bit errors.

4 Note that step 4 assumes that the RS decoder returns the raw codeword without changes when
it fails to decode data, which is not strictly true. In addition, a possible conversion from the
original codeword into another codeword due to errors is neglected.
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Figure 5.5: Compari-
son of BER with and
without RS coding.
nrs = 255, krs = 205,
and mrs = 8. The the-
oretical prediction by
Eq. (5.16) (orange) is
compared with the
numerical experiment
(blue circle).
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To place the analytical form in the context of LISA, Eb/N0 in dB can be
related to carrier-to-noise-density ratio (C/N0) of a carrier beatnote in dB Hz
and/or a phase noise floor in rad/

√
Hz,

Eb/N0 =
1

f raw
bit

Cprn

N0

≈
m2

prn

f raw
bit

Chet

N0
,

=
m2

prn

f raw
bit
· 20 log10

(
1/φ̃

)
. (5.19)

BER with and without RS coding can be computed as a function of C/N0 of
the carrier-carrier beatnote or a phase noise floor φ̃ from Eq. (5.14), Eq. (5.16),
and Eq. (5.19); see Figure 5.6. A shot noise floor for a single QPR in a long-arm
interferometer [52] is also plotted as a reference 5. This figure suggests that RS
coding is not necessary in the science mode in the ideal AWGN case. However,
the real noise feature would be far from pure Gaussianity. Considering the
dramatic change of BER with noise floor and property, experimental inves-
tigations are necessary to estimate actual BER, keeping the AWGN analysis
provided in this section as a reference.

5 According to the performance model [52], a shot noise level for a long-arm interferometer,
composed of four QPR, is 5 pm/

√
Hz. Hence, 10 pm/

√
Hz is assumed for a single QPR.
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Figure 5.6: BER with
and without RS cod-
ing as a function of
C/N0. A PRN modu-
lation depth mprn is
0.1 rad.
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6
I M PA C T O N P H A S E T R A C K I N G

Evolving from the iteration of the Hexagon experiment presented in Part II,
PRN modulations and DLL were implemented on the setup to test inter-
satellite absolute ranging and data communication. Before describing the
primary tests with such new features, which will be presented in Chapter 7,
one question can be raised at this stage: Is any non-negligible impact of PRN
modulations on phase tracking expected? This chapter will discuss the point,
reveal the significant impact of our conventional codes (that limits the carrier
phase estimation to O(100 pm/

√
Hz) accuracy), and discuss/implement/test

alternative PRN codes to suppress the impact way below the 1 pm/
√

Hz
mark. Notation follows Table 5.1.

6.1 bpsk in the view of phase tracking

An impact of random BPSK is formulated in this section. PRN modulations
are additive noise sources from the perspective of phase tracking, yielding
a noise floor around a heterodyne beatnote as shown in Figures 1.4 and 1.5.
This couples to a phase estimation via the ratio of the PRN amplitude spectral
density Ãprn( f ) to a root-mean-square (RMS) power of a heterodyne beatnote
signal Ahet,rms around the signal frequency fhet,

δφ̃( f ) = 2
√

2 · Ãprn( f + fhet)/Ahet,rms, (6.1)

where f is Fourier frequency; 2 is attributable to the mixing process in a
phase-locked loop (PLL) and the fact that the PRN modulation is coherent
with itself around fhet; and

√
2 is due to the two orthogonal PRN codes, crx

and ctx from Chapter 5.
The optical signal Eq. (1.2) contains multiple optical beatnotes. Hence,

focusing on one of the beatnotes, there are two types of additive noise coupling
mechanisms:

• PRN mainlobe additive noise: additive noise induced by the PRN modula-
tion connected to the beatnote itself; e.g., a carrier beatnote to a carrier
beatnote,

• PRN sidelobe additive noise: additive noise due to the PRN modulation
leaked from another beatnote to the beatnote frequency; e.g., a carrier
beatnote to a sideband beatnote.

6.1.1 BPSK mainlobe additive noise

The mainlobe additive noise is the well-recognized issue with BPSK and
motivates the coding technique like Manchester encoding, introduced in the
next section. A random BPSK double-sided power spectral density gives

Ã2
BPSK( f ; Ahet,rms, fhet) =

(Ahet,rms ·mprn)2

2 fchip
· sinc2

(
| f − fhet|

fchip

)
, (6.2)

73
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where the sinc function is defined by,

sinc(x) =

1, at x = 0,

sin(πx)/(πx), at x 6= 0.
(6.3)

Substituting ÃBPSK to Ãprn in Eq. (6.1), the BPSK mainlobe coupling to phase
tracking is derived,

δφ̃BPSK,main( f ) = 2
√

2 · ÃBPSK( f + fhet; Ahet,rms, fhet)/Ahet,rms

= 2
mprn√

fchip

· sinc
(

f
fchip

)
, (6.4)

which depends only on mprn and fchip; therefore, common for all hetero-
dyne beatnotes. LISA-like parameters, mprn of 0.1 rad and fchip of 1.6 MHz,
results in 158 µrad/

√
Hz. The LISA normal requirement mark on carrier

phase tracking (i.e., 1 pm/
√

Hz) is transformed to about 5.9 µrad/
√

Hz via
a beam wavelength 1.064 µm, which is two-order below the random BPSK
mainlobe additive noise. Therefore, introducing the PRN modulation causes,
if not treated, unacceptable deterioration of carrier phase tracking. Concerning
the sideband beatnotes, its tracking error couples to performance via clock
synchronization. This coupling scales with ωhet/ωsb,i, ∼ O(10−2) in LISA;
hence, there is still some margin.

6.1.2 BPSK sidelobe additive noise

The sidelobe additive noise is characteristic of the LISA-like optical signal
with multiple beatnotes in Eq. (1.2). The leak of the PRN modulation on a
heterodyne signal 0 to the heterodyne signal 1 is given by

δφ̃BPSK,side,01( f ) = 2
√

2 · ÃBPSK( f + fhet,0 + fhet,1; Ahet,rms,0, fhet,0)/Ahet,rms,1

= 2
Ahet,rms,0

Ahet,rms,1

mprn√
fchip

· sinc
(

f + fhet,1

fchip

)
. (6.5)

Contrary to the mainlobe additive noise, the sideband beatnotes would
become the focus of this coupling because the carrier beatnote would normally
have much higher power than the sideband beatnotes. Following the optical
signal Eq. (1.2), this particular case can be formulated,

δφ̃BPSK,side,c2sb( f ) = 2
J2
0(msb)

J2
1(msb)

mprn√
fchip

· sinc
(

f + ∆ fsb

fchip

)
(6.6)

≈ 0 if f � ∆ fsb and fchip = ∆ fsb, (6.7)

where ∆ fsb = ∆ωsb/2π. The first condition in the second line (i.e., f � ∆ fsb)
is always met because f here is the in-band Fourier frequency, which is less
than a few Hz, while ∆ fsb is the order of MHz. This additive noise depends
on parameters of both PRN and clock-sideband modulations. sinc

(
f+∆ fsb

fchip

)
implies that the relative frequency between fchip and ∆ fsb is particularly
important as computed in Eq. (6.7). Depending on other mission conditions,
the optimal parameters of those modulations must be carefully designed.
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6.2 adapting prn codes

Section 6.1 raised the significant drawback with random BPSK from the
perspective of phase tracking. Starting with normal BPSK, this section adapts
a PRN code to the optical signal in Eq. (1.2), particularly in the LISA case.
Assuming that the PRN modulation is an auxiliary function in a mission, the
adaption here will be performed so that phase-tracking parameters, which
are already optimized from other points of view in a mission, are intact 1.

The main criteria are listed below,

1. Low PRN power at DC: motivated by the mainlobe additive noise in
Section 6.1.1,

2. fchip ≈ ∆ fsb: motivated by the sidelobe additive noise in Section 6.1.2,

3. Data transfer: binary data is encoded on a PRN sequence to be trans-
ferred from one satellite to another.

Criterion 1 suggests that a PRN code needs to be somehow balanced, which
means the code has a zero average by being composed of the same number of
binaries (−1 and 1).

Criterion 2 implies that the PRN chip rate fchip must be set as close to ∆ fsb

as possible. This means the clock cycles per PRN chip ncycle
chip must be deduced

from the system clock rate fs for digital signal processing,

ncycle
chip = fs/ fchip = [ fs/∆ fsb], (6.8)

where the ceiling or floor will be selected so that the resulting chip rate
becomes closer to ∆ fsb.

Criterion 3 is expected to give a requirement on the data bit rate f raw
bit for

intersatellite communication. This conditions the PRN chips per data bit,

nchip
bit = fchip/ f raw

bit . (6.9)

When adapting the PRN codes with the criteria, a fundamental question
would be, over which length must the code be balanced?. This length will be called
"balancing length" for the rest of this section and be denoted by Nbalance.

The most naive treatment would be to balance the full PRN code length, i.e.,
Nblance = nchip

code. This cannot be accomplished based on usual shift registers
because it has the odd length of 2n− 1 with a non-zero average, like Gold
codes for global positioning system (GPS). PRN codes with 2n length have
been developed by Gerhard Heinzel to overcome this issue by numerical
optimization. This type of PRN code will be called a full-balanced (PRN) code
and has been used at the AEI for years [33, 53, 54], until this thesis.

However, this feature is spoiled once data is encoded because a data bit
sequence is expected to be nearly random. This requires the balancing length
to be shorter or equal to the data bit window nchip

bit . Such a balancing length
solves the code unbalance due to random data, and the maximum possible

1 In LISA, all beatnotes, including sideband-sideband beatnotes, should be within the heterodyne
bandwidth of 5 MHz to 25 MHz. This frequency planning prefers the smaller sideband offset
∆ fsb as long as sideband-sideband beatnotes are well apart from carrier-carrier beatnotes. All
considered, the current nominal sideband offset is 1 MHz.



76 impact on phase tracking

Figure 6.1: Normal-
ized ASDs of hetero-
dyne beatnotes with
different PRN codes
and random data en-
coded. ∆ fsb = 1 MHz.
The theory is from
Eq. (6.2). The 2n pa-
rameter set from Ta-
ble 5.1.
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length nchip
bit keeps the largest number of possible chips, which eases orthogo-

nalizing multiple PRN codes in a mission (i.e., six for LISA). This code will
be referred to as a bit-balanced (PRN) code.

Alternatively, Manchester code would be a solution candidate where one
chip is split into two (-1 and 1). This corresponds to the balancing length of
two PRN chips. In this case, the original PRN chip rate must be halved to
fit the fixed sideband offset following Eq. (6.8). Then, the derived original
chips are split into two, resulting in the same code length. Note that Manch-
ester coding, in turn, could cause the potentially significant degradation of
code orthogonality because of the much smaller number of possible chip
combinations.

Finally, an unexpected peak at fchip was numerically observed in the spec-
trum of a beatnote signal with low-pass filtered PRN codes. This remains to
be investigated, but criterion 2 above is not optimal if such a peak is actual. A
double-balanced (PRN) code, proposed by Pascal Grafe, could be used for this
purpose. In this code, the first half of the data-bit window is balanced, which
is repeated in the second half. As a result, this results in notches at some
integer multiples of the data-bit rate f raw

bit away from the beatnote frequency;
hence, the sideband beatnotes would be placed at one of the notches.

The four PRN codes are summarized in Table 6.1, and Figure 6.1 shows
normalized ASDs of the LISA-like signals with the PRN codes, the sideband
beatnotes, and random data encoded. The noise term δI in Eq. (1.7), including
shot noise, RIN, and PR noise, is not considered.

Table 6.1: Different
PRN code types. No-
tice that the number
of possible chip com-
binations for the full-
balanced code 2∗∗nchip

bit
is not strictly true;
however, the condi-
tion on this code type
is applied to the full
code, while one data
bit is the scope here.
Thereby, focusing on
an arbitrary bit, the
"possible" combination
(i.e., no condition) is
applied in this context.

Code
Balancing
length
Nblance

Balanced
(with data)

Possible chip
combinations
per bit

Comment

full-balanced nchip
code False 2∗∗nchip

bit
Used in [33,
53, 54]

bit-balanced nchip
bit True

nchip
bit

C
nchip

bit /2

double-
balanced

nchip
bit /2 True

nchip
bit /2

C
nchip

bit /4

Manchester 2 True 2∗∗
(

nchip
bit /2

)
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Figure 6.2: Simulated
PRN mainlobe addi-
tive noise. Top: noises
without random data
encoded. Bottom:
noises with random
data encoded. The
bump below 1 Hz in
the top is artifacts of
ASD computation. The
2n parameter set from
Table 5.1.
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Figure 6.2 shows the simulation of the mainlobe additive noise coupling of
different PRN codes, corresponding to Eq. (6.4). All codes have zero power
below the full code rate; however, the data encoding recovers the noise floor
of the random BPSK with the full-balanced code (black and dashed-cyan).
The other three codes (blue, yellow, and red) attenuate noise powers toward
low frequencies even with random data encoded because the balancing length
is shorter than the data-bit length (i.e., Nbalance ≤ nchip

bit ). All of the three meet
the LISA mark of 1 pm/

√
Hz (magenta) with enough margin in the LISA

band (a grey area).
Figure 6.3 shows the impact of the different numbers of possible chips

on auto-correlations as a function of lags in PRN chip. The correlations
integrated over the full PRN-code length (i.e., coherent sum over the data-bit
window + incoherent integration over the full length) are plotted here. The flat
correlation background is observed in the full- and bit-balanced codes because
they include no internal periodicity. On the other hand, oscillations/bumps
are observed in double-balanced and Manchester codes, every nchip

bit and 2,
respectively. In particular, the double-balanced code shows strong peaks of
around 0.5 at the lags half-data-bit away from the alignment. This could
cause the wrong acquisition delay of DLL. Nevertheless, none would be
excluded from candidates for a final code design only based on the simulated
correlation property without experimental investigations.

Figure 6.4 shows PRN sidelobe additive noises as functions of a clock-
sideband modulation depth msb (left) and a clock-sideband offest frequency
∆ fsb. This is common for the two PRN code types. The noise in sideband
PLLs can be further suppressed by combining usb-usb and lsb-lsb beatnotes
in Eq. (1.2). Blue is the case only with the single sideband (SSB), while yellow
is the worst-case performance with the double sideband (DSB) where the
improvement is limited by a factor of

√
2. The left panel shows that the

SSB case needs the modulation depth of 0.7 rad, corresponding to 25 % for
sidebands. This is a great reduction of laser power invested for the carrier
signal. Hence, the most efficient way to reduce this noise is to manipulate
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Figure 6.3: Auto cor-
relations of different
PRN codes. To focus
on an inherent code
property, pure codes
are analyzed without
filtering by a band-
pass filter in Figure 2.7.
The 2n parameter set
from Table 5.1.
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Figure 6.4: PRN side-
lobe additive noise
as a function of the
clock-sideband mod-
ulation depth (left) or
the clock-sideband off-
set frequency (right).
The bit-balanced code
is assumed.
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the relationship between the PRN chip rate fchip and the sideband frequency
offset ∆ fsb, as shown on the right. The offset between the two frequencies
is preferred to be less than 300 kHz assuming the SSB case with 5 % beam
power for SSB as the worst scenario 2.

6.3 experimental demonstration

The PRN mainlobe and sidelobe additive noises were experimentally demon-
strated in separate setups. The full-balanced and bit-balanced PRN codes,
numerically developed by Gerhard Heinzel, were implemented on our PMs.
Only the 2n parameter set from Table 5.1 has been implemented on the PMs
for this thesis. The PMs were equipped with the DAC boards to generate
PRN sequences according to the PM clocks. All measurements in this section
share the PRN modulation depth mprn of 0.1 rad, corresponding to 1 % of
laser power. To be clear, the PRN chip rate and data bit rate were 1.25 MHz
and 78 125 Hz because of the 2n parameter set. A description of the encoded
data can be found in Section 7.4.

2 As already mentioned to motivate the double-balanced code, a spurious peak was numerically
observed at fchip, once the PRN code is low-pass filtered. Depending on the conclusion, the
description here would change.
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Figure 6.5: Electrical
setup to probe the
PRN mainlobe addi-
tive noise. Red and
blue visualize signals
in time and frequency
domains, respectively.
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6.3.1 Mainlobe additive noise

A dedicated electrical setup was configured to probe the mainlobe additive
noise; see Figure 6.5. Two commercial signal generators were locked to each
other, and both generated radio-frequency (RF) sinusoidal signals, as mimics
of carrier beatnotes, connected to different channels of a phasemeter. One of
the signal generators was phase-modulated by a PRN code sequence. The
impact of this PRN phase modulation on phase tracking can be revealed by
taking a difference between the two phases in post-processing. The sensitivity
of this setup is limited by the quality of the lock between the two signal
generators. To minimize the coupling of this noise source, a relatively low
RF frequency, i.e., 6.5 MHz, was used. Notice that the PRN mainlobe additive
noise does not depend on this frequency, according to Eq. (6.4).

Figure 6.6 shows the results of residual phase spectral densities in the LISA
observation band. Grey is the area below the sensitivity of this setup. No
impact was, as expected, recognized from the full-balanced PRN code without
data encoded (dashed-black). However, as numerically demonstrated in Fig-
ure 6.2, this balancing was spoiled with random data encoded, and the white
noise floor predicted by the random BPSK appeared around 129 µrad/

√
Hz

(solid-black and dashed-cyan). Finally, the bit-balanced PRN code overcame
this white noise floor even with random data and returned to the testbed
sensitivity (blue). The ASD of the bit-balanced code with data is proportional
to Fourier frequency (see Figure 6.2); hence, achieving sub-pm performance
around 1 Hz would guarantee that the 1 pm/

√
Hz mark is accomplished over

the LISA band.

6.3.2 Sidelobe additive noise

The PRN sidelobe additive noise was demonstrated using the 2PM2S topology,
same as Eq. (4.21). The measurements were taken with different sideband
frequency offset ∆ fsb to demonstrate the dependency of this noise coupling
on the relation between ∆ fsb and the PRN chip rate fchip. The clock-sideband
modulation depth was relatively moderate, i.e., 0.4 rad, corresponding to 4 %
of a beam power for each sideband.
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Figure 6.6: Measured
PRN mainlobe addi-
tive noise with differ-
ent codes.
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Figure 6.7: Measured
PRN sidelobe addi-
tive noise with dif-
ferent sideband off-
set frequencies. The
bit-balanced code
was used. For each
measurement (red,
blue, orange, green,
and grey), solid and
dashed curves show
the performance using
SSB and DSB, respec-
tively. Dotted curves
are null combinations
between opposite side-
band beatnotes, i.e.,
(usb+lsb)/2.
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Figure 6.7 shows the results of clock synchronization between the two
independent PMs via differential clock signals extracted from the sideband
beatnotes. Solid and dashed curves differ between the phases at the two
phasemeters after clock synchronization in the SSB and DSB modes, respec-
tively. The SSB mode is limited by the corresponding sidelobe noise floors in
theory (dashed-magenta). This can also be measured by a null combination
between the usb-usb and lsb-lsb beatnotes (dotted curves). The performance
improvements, at least, by a factor of

√
2 were observed in the DSB mode.

The smaller sideband offsets resulted in better suppression ratios, which
might be because the coherence of PRN codes at opposite sideband beatnote
frequencies was better maintained with lower dispersions through the system.

6.4 summary

This chapter presented the impact of PRN modulations on phase tracking
as an intermediate step from clock synchronization with TDIR in Chapter 4

to absolute ranging with PRNR in Chapter 7. This included the model of
such an PRN impact, the proposal of the new PRN codes, and experimental
demonstrations of different noise couplings and their suppressions. The PRN-
induced additive noise was formulated in the frame of LISA interferometric
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signals with carrier-carrier beatnotes and sideband-sideband beatnotes. The
degradation of the sideband phase-tracking couples to the detector perfor-
mance via clock synchronization. This study revealed that the former PRN
codes at the AEI (i.e., the full-balanced code) spoiled the carrier phase-tracking
performance to 129 µrad/

√
Hz with the modulation depth of 0.1 rad once

random data is encoded on PRN codes. This unacceptable noise coupling,
concerning the 6 µrad/

√
Hz requirement, can be highly suppressed by bal-

ancing codes over the data-bit length (i.e., the bit-balanced code) or even
shorter, as shown in Figure 6.6. The noise coupling via sidebands was also
demonstrated using the 2PM2S topology; see Figure 6.7. It turned out that the
conventional 1 MHz offset of the sideband beatnotes from the carrier could
impede the 1 pm/

√
Hz mark, at least in the SSB mode. In the author’s view,

it would be beneficial to design the entire system so that requirements can
be met in the SSB mode because the DSB operation could be prohibited for
some interferometers during some mission periods; see Appendix D.1. To
make sideband readout shot-noise-limited, the frequency offset needs to be
well selected, together with the PRN code type.





7
A B S O L U T E R A N G I N G I N T H E H E X A G O N

Laser frequency noise in LISA needs to be significantly suppressed using
TDI, which relies on the information of intersatellite light travel times and
timer deviations. Such a proper input to TDI is called pseudo-range Rτm

ij : the
difference between the local clock time of the receiving SC at the event of
reception of a beam, and the local clock time of the transmitting SC at the
event of emission of the beam [29],

Rτm
ij (τ) = ττm

j (τ − dij(τ))− ττm
i (τ), (7.1)

dij is the intersatellite light travel time from SC j to SC i.
PRNR is a baseline method to provide TDI with the absolute range, while

TDIR, demonstrated in Chapter 4, acts as an independent ranging monitor
using science data. The latter is affected by secondary noises in phase readout
and GW signals and requires a long averaging time to produce a single
estimate with sub-meter accuracy. In this sense, PRNR is expected to be a
robust and continuous absolute-ranging monitor. Therefore, in the LISA data
analysis pipeline, PRNR will run in the mainstream, while TDIR will be
located in the cross-checking stream.

The requirement on PRNR noise power over an on-ground data rate is
1 m rms, as introduced in Chapter 5. There was a series of studies on the PRNR
precision at the AEI and the Australian National University (ANU) around
ten years ago. They showed sub-meter precisions under LISA-like beam
powers [54, 53, 33] or code interferences with independent clocks [55, 51, 50].

However, the previous research focused on in-band stochastic fluctuations
of PRNR, while PRNR needs to function as absolute ranging that requires the
study on absolute values, in addition to fluctuations on top of them. The
main scope of this chapter is the demonstration of extracting the information
of such an absolute range from PRNR in the Hexagon, but also in a way as
applicable to LISA as possible.

Two fundamental obstacles impede the absolute ranging with PRN modula-
tions: PRNR ambiguity and PRNR bias. The former is O(100 km), determined
by the finite code repetition rate, as mentioned in Chapter 5. The latter is
O(100 m), which can be defined as any contribution to PRNR observables
except for the pseudo-ranges.

Section 7.1 configures a simple setup with two PMs (i.e., the 2PM2S topol-
ogy from Figure 3.3). This covers most of the concepts of absolute ranging
in the Hexagon. The extension of the experiment to the 3PM3S topology is
the future work. Section 7.2 provides analytical models of the experiment,
which their experimental demonstrations will follow in Section 7.3. Apart
from PRNR, the preliminary investigation of data communication will also
be discussed in Section 7.4.

83
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Figure 7.1: Schematic
of the bidirectional
ranging in the
Hexagon. Ranging
biases are categorized
into two: receiver bias
and transmitter bias
with superscripts of r
and t, respectively.
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7.1 setup

The goal of this section is to demonstrate the entire on-ground processing
for PRNR: resolving the PRNR ambiguity, estimating the ranging bias in the
received-PRNR estimate with the local, and applying PRNR to the timestamp
adjustment in clock synchronization, instead of TDIR discussed in Chapter 4.

For this purpose, aJust a re-naming of the
2PM2S topology, from
Figure 3.2, in the view

of PRNR.

bidirectional-ranging setup was configured; see Fig-
ure 7.1. This corresponds to a LISA intersatellite link without an intersatellite
distance: the combining BS on the two SCs converges on a single BS. There-
fore, an ideal PRNR estimate in the Hexagon is an intact differential clock
signal: the pseudo-range with dij = 0 in Eq. (7.1). Any physical (i.e., optical,
electrical, or digital) delays in PRNR observables are categorized into an extra
delay sensed by PRN signals, i.e., ranging bias. In Figure 7.1, one-way bias is
split into two parts, having a combining BS as a boundary: the transmitter
side and the receiver side. The bias on each side will be referred to as trans-
mitter bias and receiver bias, respectively. They are expected to have different
characteristics, as will be discussed later.

Notice that the bias estimation in this section (or in the Hexagon in general)
is not 100 % translatable to LISA, where a transmitted beam does not share
the same optical path on the OB with a local beam to interfere with a received
beam. However, it is only a difference in picometer-stable optical path lengths,
which is "constant" for the sub-meter scale PRNR investigates. Thereby, the
information of optical path lengthsThe OB must be able to

be constructed from
the design with

negligible errors from
the PRNR perspective.

from an OB design can be taken into
account in post-processing as a correction value. This simple process would
be the only calibration the Hexagon cannot demonstrate.

7.2 model

PRNR observables will be modeled in analytical forms below. Raw PRNR
estimates have an ambiguity Lcode, as mentioned in Section 5.2, due to the
finite code length. Hence, the PRNR estimates need to be combined with other
monitors in any case to resolve the ambiguity; TDIR or ground observations,
which comprise orbit determinations and MOC time correlations. In the
Hexagon, TDIR is the only independent monitor from PRNR. Therefore, the
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missing ambiguity offset aprn must be derived from the initial timer offset
estimate by TDIR (see Section 4.2),

aprn = round [δτ̂i,0/(Lcode/c)] · (Lcode/c) (7.2)

In the following formulation, PRNR ambiguity will be assumed to be already
resolved.

7.2.1 Measurements

As described above, the Hexagon does not simulate an intersatellite light
travel time, and an ideal PRNR estimate is a pure differential timer; hence,
any physical light (or signal more in general) travel time is absorbed into a
ranging bias Bij. The PRN estimate Rprn,τm

ij (τ) is given by,

Rprn,τm
ij (τ) = ττm

j (τ − Bij(τ))− ττm
i (τ), (7.3)

which corresponds to the replacement of dij in Eq. (7.1) with Bij. The super-
script "prn" is to clearly distinguish the PRN estimate from a TDIR counterpart
below. Notice that the ranging bias Bij was assumed time-variant.

Figure 7.1 decomposed the ranging bias into the transmitter and receiver
sides,

Bij(τ) = Bt
ij + Br

ij(τ), (7.4)

where the superscripts t and r represent the transmitter and receiver biases,
respectively. Notice that the time dependency is only applied to the receiver
bias. The transmitter side contains digital signal processing, electronics, cables,
and stable optics (fibers, EOMs, optical paths on OB, etc.). Hence, it wouldn’t
drift by the scale that PRNR probes. Compared with the transmitter bias,
some receiver biases are caused by more complex mechanisms mainly because
PRN signals go through PLLs 1, as discussed in Section 2.3.1 or shown in
Figure 5.1. Hence, the codes are also distorted and delayed by a PLL transfer
function. This could yield the non-negligible time dependency of the receiver
bias because the PLL transfer function scales with a This is an effective

amplitude at the input
of PLL; therefore, a
beam power is not the
only factor of the
amplitude drift meant
here. For example, the
change of a heterodyne
beatnote frequency,
according to the LISA
frequency plan [22], is
another factor because
of non-flat frequency
responses of devices on
the receiver side, like
QPR.

heterodyne beatnote
amplitude (see Eq. (2.1)), which would slowly drift over time.

Applying the timer model in Eq. (2.6) to Eq. (7.4), the four DLL observables
(one received and local code tracking per PM) can be formulated as follows,

Rprn,τi
ij (τ) = ττi

j (τ − Bij(τ))− ττi
i (τ)

= δττi
j (τ − Bij(τ))− Bij(τ) for DLLRX, (7.5)

Rprn,τi
ii,j (τ) = ττi

i (τ − Bii,j(τ))− ττi
i (τ)

= −Bii,j(τ) for DLLLO, (7.6)

where the local ranging bias is defined by,

Bii,j(τ) = Bt
ji + Br

ij(τ). (7.7)

1 In addition to the PLL-based time dependency, featured in the later sections, transfer functions
of other devices on the receiver side would have frequency-dependent group delays; QPRs
or electronics on the PM analog BEE. Thereby, they would induce a time-dependent bias in
conjunction with the heterodyne frequency change.
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The index notation was slightly extended for the local-PRNR observable: the
local code i is compared to itself after following its transmission path Bt

ji and
the reception path of the received code j Br

ij. Notice that the superscript τi
representing the reference time frame is also added to the timer deviation
in Eq. (7.5), in contrary to Section 2.5 and Chapter 4, to clarify the reference
frame in the following formulation. In addition, it must be remarked that
(especially receiver) biases depend on specific code sequences [56]; thereby,
the receiver biases between the local and received codes are not identical.
However, the analytical forms in this section neglect the effect, and this point
will be revisited in Section 7.3.3 both numerically and experimentally.

Finally, the ranging estimate by TDIR and sideband measurements, dis-
cussed in Eqs. (4.10) and (4.12), is redefined by,

Rtdir+sb,τi
ij (τ) = qj(τ − Bij(τ)) + δτ̂j,0

≈ δττi
j (τ − Bij(τ)) (7.8)

whereNotice that the same
delay is assumed

between the PRN code
and GHz-clock

sidebands in Eq. (7.8).
This is an

oversimplification, and
a more decent model

must be built in the
future. Nevertheless,

the simplification
would be expected not

to influence results
significantly because it
couples as a cross term

with q̇j ∼O
(
10−7).

the delay due to the trip of a clock signal from PM j to PM i Bij is
considered, which was omitted in the model in Chapter 4. Notice that TDIR
also senses a non-common delay between the carrier signals at the two PMs,
yielded after the combining BS. Hence, the interpretation of the initial timer
offset δτi,0 must be elaborated in this ranging context, being decomposed into
two parts,

δτi,0 = δτi,0,PM + ∆Br
c, (7.9)

where ∆Br
c is such a non-common delay between the carrier phases on the

different receiver sides and δτi,0,PM denotes a pure time lag of the starting
time of PM i from PM j. In the 2PM2S topology in the Hexagons, ∆Br

c would
be expected to be smaller than PRNR noise variances: First, a delay due
to the system function of DPLL (see Eq. (2.4)) would be negligible, likely
smaller than pico-second, in contrast to a group delay of its error function
(see Eq. (2.5)); Second, the two carrier beatnotes share the same heterodyne
frequency 2; Third, all cables on the receiver sides were confirmed to share
the same lengths between PMs.

7.2.2 Round trip

A round-trip measurement can be performed in this setup by combining
PRN estimates at the two PMs. This acts as a functional test: the cancellation
of differential clock signals in the two received-PRNR estimates and the
estimation of the round-trip ranging biases by the two local-PRNR estimates.
The success in this demonstration verifies the consistency of PRNR between
the two PMs, which is a good intermediate step to the next experiment, "TDIR
and PRNR".

To combine the received-PRNR estimates on two independent PMs, the
estimate at the secondary PM Rprn,τ2

21 needs to be evaluated in the primary
time frame τ1. The first step is to express the received-PRNR estimate at the

2 In LISA, the carrier beatnotes at two SC facing each other have different heterodyne frequencies;
hence, a non-flat response of a QPR would contribute to this term by the order of 1 m.
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secondary PM Rprn,τ2
21 with the timer deviation of its driving clock against the

primary,

Rprn,τ2
21 (τ) = δττ2

1 (τ − B21(τ))− B21(τ)

= −δττ1
2

(
ττ2

1 (τ − B21(τ))
)
− B21(τ), (7.10)

since

δτ
τj
i (τ) = −δττi

j

(
τ

τj
i (τ)

)
, (7.11)

in general from Eqs. (2.6) and (2.8).
The second step is to transform the time frame with the TDIR-derived timer

deviation Rtdir+sb,τ1
21 (τ), same as done for clock synchronization in Chapter 4,

Rprn,τ1
21 (τ) = Rprn,τ2

21

(
τ + Rtdir+sb,τ1

12 (τ)
)

≈ −δττ1
2

(
ττ2

1 (τ − B21(τ) + δττ1
2 (τ − B12(τ)))

)
− B21(τ)

≈ −δττ1
2

(
ττ2

1 (ττ1
2 (τ − B21(τ)))

)
− B21(τ)

= −δττ1
2 (τ − B21(τ))− B21(τ). (7.12)

The second line neglects the time-stamping by the TDIR-derived timer for
ranging bias B21(τ), assuming that the biases drift very slowly over time
concerning the scale of a few seconds. In the third line, the cross term between
q̇2(∼O

(
10−7)) and B12 − B21(∼O (10 ns)) was neglected.

Finally, the round-trip measurement can be formed by combining Rprn,τ1
12 (τ)

and Rprn,τ1
21 (τ),

Rprn,τ1
121 (τ) = Rprn,τ1

12 (τ) + Rprn,τ1
21 (τ)

≈ δττ1
2 (τ − B12(τ))− δττ1

2 (τ − B21(τ))− (B12(τ) + B21(τ))

≈ 0 +
(

Rprn,τ1
11,2 (τ) + Rprn,τ2

22,1 (τ)
)

. (7.13)

This shows that the timer deviations, including initial timer offsets, appear
in anti-symmetric forms at the two PMs and cancel out in the round-trip
combination. It leaves only a round-trip ranging bias B12 + B21, which can be
estimated via the sum of the local estimates Rprn,τ1

11,2 (τ) + Rprn,τ2
22,1 (τ) in principle.

7.2.3 TDIR vs. PRNR

The round-trip measurement above works as a functional test of PRNR ob-
servables; however, it is still somewhat relative-ranging and does not fully
function as a test of the absolute-ranging feature because the timer deviations
cancel between the received-PRNR estimates. Furthermore, this test is com-
plete even without ambiguity resolution. In addition, also concerning the bias
estimation, the measurement tests the agreement between the received- and
local-PRNR estimates in terms of the round-trip. However, a one-way bias
needs to be derived ideally.

As modeled in Eq. (7.5), PRNR can estimate all contributions to a timer de-
viation δττi

j (τ), including its initial timer offset. PRNR is expected to function
as absolute ranging because of the feature. This is a significant difference from
frequency measurements of sideband beatnotes, which required the assist by
TDIR to get an initial constant; see Section 4.2.2.
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An efficient way to verify the absolute-ranging feature of PRNR in the
Hexagon would be to compare it with TDIR (+ sideband measurements),
which was demonstrated at the LISA performance level in Chapter 4.The one at the

secondary PM can also
be compared, if

needed, after the
time-frame

transformation in
Eq. (7.10).

The
received-PRNR estimate at the primary PM, i.e., PM 1, can be compared with
the TDIR estimate above,

Rprn,τ1
12 (τ) = δττ1

2 (τ − B12(τ))− B12(τ)

≈ Rtdir+sb,τ1
12 (τ)− B12(τ). (7.14)

Pseudo-range (in the Hexagon) can be defined by Rtdir+sb,τ1
12 because TDIR is

bias-free. Hence, if the two ranging observables are compared, they differ by
the ranging bias of B12. The PRNR bias can be mostly removed byIn order not to inject

the local-PRNR noise,
the local-PRNR

estimate must be
somehow smoothened

in advance for the
actual application:
polynomial fitting,

low-pass filtering, etc.

combining
the received-PRNR estimate with the local,

Rprn,τ1
12,corr(τ) = Rprn,τ1

12 (τ)− Rprn,τ1
11,2 (τ)

≈ Rtdir+sb,τ1
12 (τ)− ∆Bt

12. (7.15)

∆Bt
ij = Bt

ij − Bt
ji (7.16)

The residual bias is the difference between the two transmitter biases ∆Bt
12,

which will be referred to as a transmitter bias mismatch. Remarkable is the
rejection of the time dependency of the biases by canceling the receiver biases
between the received and local-PRNR estimates 3. Concerning the transmitter
biases, in an ideal case, the difference is negligible by design because all SC
must be constructed based on the same design. Nevertheless, the on-ground
calibration should be performed, and the measured difference must be noted
as a correction value for post-processing. The Hexagon is currently not very
strict with the same cable lengths, fiber lengths, etc, on the transmitter sides.
The mismatch would amount to 10 ns or around 10 m in range as a ballpark.
Hence, analogous to the on-ground calibration for LISA, the Hexagon requires
calibration once before a test campaign.

Finally, the application of PRNR to clock synchronization is discussed.
The descriptions above suggest that there are three PRNR-derived timer
deviations: the ambiguity-resolved case Rprn,τ1

12 in Eq. (7.14), the bias-corrected
case via the local estimate Rprn,τ1

12,corr in Eq. (7.15), and the further calibrated
case via prior calibration, written by Rprn,τ1

12,cal (= Rprn,τ1
12,corr + ∆Bt

12). To think of the
time-stamping with such PRNR estimations in a general manner, an arbitrary
form Rprn,τi

ij,x , including a PRNR noise term, is provided by,

Rprn,τi
ij,x (τ) = δττi

j (τ − Bij(τ)) + ∆Bij(τ) + Nprn
ij (τ), (7.17)

where ∆Bij is the residual bias and Nprn
ij is the in-band stochastic noise of

theThe local-PRNR noise
is expected to be

averaged out with
fitting or filtering, as

mentioned in the
previous sidenote.

received-PRNR with the order of magnitude of O
(

1 ns/
√

Hz
)

. Listed
below are different ways to apply PRNR to the time-stamping, according to
Eq. (4.13), to be demonstrated in later sections. "Formulation" expresses the
estimated timer deviation δτ̂τi

j as an input to time-stamping in each case:

• Case 1 Simple application: use the pure PRNR estimate Rprn,τi
ij,x (τ).

Apart from the discussion on ranging biases, this case is expected to

3 Remember that the dependency of ranging biases on actual codes is neglected in this for-
mulation, as discussed below Eq. (7.7). The residual due to this effect will be discussed in
Section 7.3.3.



7.3 demonstration 89

limit the performance of clock synchronization above the 1 pm/
√

Hz
mark due to the in-band PRNR noise Nprn

ij . According to Eq. (4.13), the
coupling of the ranging noise to the synchronized beatnote frequency is,
to the first-order approximation, the product of the time derivative of the
carrier beatnote and the ranging noise ν̇τm

c,i′ j′(τ) · N
prn
ij (τ). Formulation:

δτ̂τi
j (τ) = Rprn,τi

ij,x (τ). (7.18)

• Case 2 Initial estimate: use only the initial estimate Rprn,τi
ij,x (0) and

combine it with sideband measurements, representing the time evolution
of the timer deviation. This case eliminates the coupling of the in-band
ranging fluctuations mentioned in Case 1. In the statistical view, the
standard deviation of the ranging noise term over the full data rate
std[Nprn

ij ] couples to the initial-offset estimate as-is. Formulation:

δτ̂τi
j (τ) = qj(τ − Bij(τ)) + Rprn,τi

ij,x (0). (7.19)

• Case 3 Averaged estimate: use the averaged difference between the
PRNR estimate and the integration of the sideband measurement for
the initial-offset estimate [41]. This further suppresses the impact of the
noise variance on the accuracy of the initial estimate by the number of
averaged samples Ns, i.e., std[Nprn

ij ]/
√

Ns. In the description (also
for Case 2), Nprn

ij is
assumed to have a zero
mean. If not, an
additional offset will
remain a (potentially
non-negligible)
contribution from the
noise term.

Assuming this is negligible
against ∆Bij, the PRNR performance in terms of clock synchroniza-
tion would be expected to be limited by the ranging bias estimation.
Formulation:

δτ̂τi
j (τ) = qj(τ − Bij(τ)) + avg[Rprn,τi

ij,x (τ)− qj(τ − Bij(τ))]. (7.20)

• Case 4 Kalman filter: apply a Kalman filter to combine PRNR and
sideband measurements to reduce the ranging noise. This enables the
incorporation of proper noise models into the data processing. Contrary
to the Hexagon, pseudo-ranges in LISA comprise not only the timer
deviations but also the intersatellite light travel times. A Kalman filter
can also be used to disentangle the two components via pseudo-ranges
and ground observations [57, 58]; however, this is out of the scope of
this thesis.

7.3 demonstration

The modeled experiments were demonstrated in the 2PM2S topology in the
Hexagon. Nominal test conditions, used commonly for measurements (if not
specifically remarked), are listed in Table 7.1.

7.3.1 Round trip

As mentioned in Section 7.2.2, the round-trip measurement acts as an inter-
mediate functional test toward applying PRNR to clock synchronization.

Figure 7.2 shows the result. The top panel plots the received-PRNR esti-
mates at the two independent PMs. As expected from Eq. (7.10), the differen-
tial timer appears with opposite signs at the two PMs. The initial values are
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Table 7.1: Nominal
parameters for bidirec-
tional ranging experi-
ments in Section 7.3.

Parameter Value / Condition

beam power level O (100 µW) for all beams

sideband offset frequency 1.25 MHz

sideband modulation depth 0.4 rad

sideband operation SSB mode for clock sync.

PT frequency 37.5 MHz

PRN parameters 2n parameter set from Table 5.1

PRN modulation depth 0.1 rad

PRN code type bit-balanced code from Table 6.1

Data communication random data encoded

TDIR operation tone-assisted

TDIR tone amplitude 10 kHz

TDIR tone frequency 0.762 Hz (also see Section 4.4)

confined within the PRN ambiguity. The wrapping at the borders is already
corrected by the method described in Appendix G; hence, the time series
surpasses the ambiguity borders later.

The local-PRNR estimates can be found in the second panel. They are
free from clock deviations and reveal the local ranging biases, according to
Eq. (7.6). The ranging biases amount to around 400 m in this case, and most of
them must be attributable to digital signal processing on FPGA. For example,
the pre-DLL low-pass filter has a group delay of around 50 m in itself. Also,
a relative delay between the driving counters for the PRNtx LUT and a LUT
in DLLLO in Figure 5.1 could be significant: one clock cycle corresponds to
3.75 m because of the 80 MHz clock rate. The detailed bias budget remains to
be created.

The third and bottom panels show the round-trip measurement by com-
bining PRNR observables at the two PMs to verify Eq. (7.13). Note that the
received-PRNR estimates (black) are less noisy because of ICC than the local
(purple). As mentioned above, filtering is necessary for the local estimates
because a slow component is only needed to remove the significant bias from
the received-PRNR estimates. In this example, a FIR low-pass filter with the
naively-selected corner of 10 mHz was applied (pink). As shown in the bottom
panel, the round-trip bias could be estimated with the remaining offset of
66.8 cm. The residual offset was attributed to ICC; see Section 7.3.3.

This experiment successfully confirmed the fundamental functions and
the consistency between the two PMs: the sum of the two received-PRNR
estimates properly canceled timer deviations and left the round-trip bias,
which could be mostly removed via the local-PRNR estimates.

7.3.2 TDIR vs. PRNR

The round-trip measurement is, as mentioned, somewhat relative-ranging
because the timer deviation, including the initial offset, is canceled between
the two PMs. Also, it senses all biases in the setup; thereby, correcting the
biases from individual received-PRNR estimates cannot be evaluated. This
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Figure 7.2: Round-trip
ranging, combining
PRNR observables
at two PMs. Top:
received-PRNR es-
timates, influenced
by differential clock
signals. Second:
local-PRNR estimates.
Third: round-trip esti-
mates for the received
and local ranging. Bot-
tom: the residual in
the difference in the
round-trip estimate
between the received
and local ranging: i.e.,
black−pink in the
third panel.
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section assesses the absolute-ranging feature of PRNR utilizing TDIR as a
reference.

The entire demonstration can be split into prior calibration and science
mode. The main target of prior calibration is to derive the transmitter bias
mismatch ∆Bt

12 in Eq. (7.16). Then, the science mode aims to demonstrate the
in-flight ranging, intentionally applying a drift of a heterodyne frequency
and considering the calibration value from the prior calibration. Both modes
require the PRNR ambiguity resolution and bias correction. It is noteworthy
that standard TDIR is enough to resolve the ambiguity of O (100 km). Nev-
ertheless, to use TDIR as a good reference (i.e., a proper pseudo-range), the
TDIR accuracy was maximized with the tone injection; see Section 4.4 for
tone-assisted TDIR and Table 7.1 for parameters. The FIR 2 compensation was
applied.

Prior calibration: The results of prior calibration are summarized in Fig-
ure 7.3, using the same PM 1 measurement as Figure 7.2. The raw received-
PRNR estimate, confined in the ambiguity range at the beginning, is shown
in the top panel. This can be ambiguity-resolved using theThe tone-assisted TDIR

accuracy in this
particular

measurement was
2.26 mm.

TDIR-derived
timer (black), which results in a dashed-light-blue curve in the second panel.
The curves show good consistency over time, including the time evolution
due to a timer deviation between two clocks. A difference between the two,
Rprn,τ1

12 − Rtdir+sb,τ1
12 from Eq. (7.14), is shown in the third panel in light blue.

This reveals a ranging bias in the received-PRNR estimate, around 424 m.
Its estimate by the local ranging and a low-pass-filtered curve are shown in
green and light green. Finally, the bias-corrected received-PRNR estimate,
Rprn,τ1

12,corr from Eq. (7.15), is plotted in the bottom panel. This shows fluctuations
with 15.3 cm rms, due to the residual code interference after ICC, on top of a
nearly constant residual ranging bias of 6.07 m. According to Eq. (7.15), the
residual bias corresponds to the transmitter bias mismatch ∆Bt

12, neglecting
the dependency of the ranging bias on specific codes and the impact of ICC,
which are revisited in Section 7.3.3. This can be used as a calibration value for
the science mode.

Before moving on to the science-mode demonstration, another functional
test was conducted to be confident of the system further:They are all 2 m cables

with the velocity factor
of 0.85: an effective

length is 2.35 m.

extra cables were
inserted into different points in the setup. This way, some points, which are
not entirely guaranteed only with Figure 7.3, can be confirmed:

• The residual offset, shown in the bottom panel in Figure 7.3, really
senses the transmitter bias mismatch ∆Bt

12,

• TDIR senses the non-common delay between the carrier phases ∆Br
c as

reformulated in Eq. (7.9),

• The extra-cable-induced bias on the receiver side can be corrected via
the local-PRNR estimate.

Figure 7.4 shows the difference of the bias-corrected received-PRNR estimates
against TDIR, copying the default-setup curve from the bottom of Figure 7.3
(light blue). Yellow added the cable to the PM 1 transmitter side, which
increases Bt

21 and eventually increases the transmitter bias mismatch ∆Bt
12 by

2.35 m (Point 1). After that, the extra cable was inserted only into the PM 1

receiver side (pink): increasing Bt
12. This effect must be removed from the
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Figure 7.3: PRNR
prior calibration. Top:
a raw received-PRNR
estimate, with the ini-
tial value restricted
to the ambiguity
range. Second: TDIR-
derived timer and the
ambiguity-resolved
received-PRNR es-
timate. Third: the
difference between the
two in the second and
the polynomial fit of a
local-PRNR estimate.
Bottom: the PRNR-to-
TDIR mismatch with
the bias correction via
the local-PRNR esti-
mate.
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Figure 7.4: Bias-
corrected received-
PRNR estimate against
TDIR with extra cable
insertions.
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received PRNR via the local. However, the cable-driven bias is observed in
pink. This offset originates from the TDIR estimate (i.e., the reference in this
test), which senses the non-common delay between the carrier phases on the
receiver sides ∆Br

c (Point 2) 4. Finally, red inserted the extra cables into both
reception sides. In this case, the TDIR estimate returns to the value in the
default setup, while all the PRNR observables sense the extra bias. This being
back to the default light-blue curves proves that such an extra bias due to the
cable was properly corrected between the received and local-PRNR estimates
(Point 3). The entire process can be formulated based on Eq. (7.16),

Rprn,τ1
12,corr(τ)− Rtdir+sb,τ1

12 (τ) ≈ −
(

Bt
12 − Bt

21
)

for cyan (default)

→ −
(

Bt
12 −

(
Bt

21 + Bcable
))

for yellow

≈ Rprn,τ1
12,corr(τ)−

(
Rtdir+sb,τ1

12 (τ) + Bcable

)
for pink

→ Rprn,τ1
12,corr(τ)− Rtdir+sb,τ1

12 (τ) for red, (7.21)

where the right arrows represent additional cable insertions.

Science mode: The goal of this demonstration is to evaluate the absolute-
ranging performance of PRNR under its nearly stand-alone operation; TDIR
is used only to resolve PRNR ambiguity. PRNR will be combined with the
transmitter bias mismatch calibrated in the prior calibration mode. To rep-
resent some features of the LISA constellation, a heterodyne frequency is
sinusoidally modulated over the almost entire heterodyne band: 6 MHz to
24 MHz. This turns into the modulation of the effective signal amplitude at
DPLL due to the non-flat magnitude responses of PRs and circuit elements on
the PM analog BEE. This signal amplitude modulation, in turn, causes a time
dependency of the receiver bias via the DPLL transfer function, as discussed
below Eq. (7.4). Also, non-flat group delays of the components on the signal
chain cause a direct coupling from the heterodyne frequency to the receiver
bias.

This coupling process and mitigation by the local-PRNR estimate are shown
in Figure 7.5. The top panel is the sinusoidal modulation applied to a carrier-
carrier beatnote frequency from 6 MHz to 24 MHz with the frequency of

4 Hence, to the accuracy where receiver biases are guaranteed to be well corrected between the
received and local-PRNR estimates, this type of investigations would act as a characterization
of TDIR.
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Figure 7.5: Sinusoidal
modulation of a het-
erodyne beatnote
frequency and its im-
pact on PRNR. Top:
a modulated carrier-
carrier beatnote fre-
quency. Middle: a
carrier-carrier beat-
note amplitude at the
FPGA input. Bottom:
PRNR against TDIR.
Dashed-black curves
are sinusoidal fits for
two cases. To visually
compare the two cases,
the widths of the y-
axis are adjusted.
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0.4 mHz (see Appendix F for the injection of dynamics to a heterodyne
frequency). As plotted in the middle, the frequency modulation couples to
a signal amplitude via the phase-extraction chain. In this particular setup,
the signal amplitude changed by around 20 % over the LISA heterodyne
band. Finally, the bottom compares the received-PRNR estimate (blue) with
its corrected version by the local (light-blue). The 1.40 m-peak-to-peak bias
oscillation in blue was suppressed to the 0.33 m-peak-to-peak by the local
correction in light blue. The values were estimated by sinusoidal fits (dashed-
black). The residual after the correction is due to the dependency of the PLL-
induced group delay on specific PRN codes; see Section 7.3.3 for discussions.
This result suggests that the PRNR bias could be removed with accuracy
better than 1 m, with the aids from the local-PRNR estimate.

Finally, PRNR is applied to time-stamping for clock synchronization instead
of TDIR. The injected tone will be investigated to evaluate the synchronization
performance, as done in Section 4.4. The averaged estimate, i.e., Case 3 from
Section 7.2, was adopted as a nominal application. Figure 7.6 shows the
performance of clock synchronization between the two PMs with different
inputs for time-stamping: tone-assisted TDIR in black, PRNR only with the
ambiguity resolution in blue, PRNR with the bias correction by the local
PRNR in light blue, and PRNR with the bias correction via the local PRNR
and the transmitter bias mismatch calibrated in the prior calibration mode in
gold. The ambiguity-resolved PRNR estimate (blue) still shows the residual
laser noise floor in addition to the tone, while the other two PRNR cases
(light blue and gold) suppressed the noise floor down to the testbed noise,
leaving the different tone residuals. The residual ranging errors, calibrated
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Figure 7.6: Clock syn-
chronization with
PRNR, under different
bias treatments. Case
3 (averaged estimate),
from Section 7.2, was
applied to derive a
timer deviation for
time-stamping us-
ing PRNR. The rang-
ing accuracies, com-
puted by the residual
tones, are 1.40 cm
(black), 462.3 m (blue),
6.55 m (light blue), and
6.01 cm (gold).

7.525 × 10 1 7.55 × 10 1 7.575 × 10 1 7.6 × 10 1 7.625 × 10 1 7.65 × 10 1 7.675 × 10 1 7.7 × 10 1

frequency (Hz)
10 1

100

101

102

103

104

105

106

107

108

109

1010

1011

1012

ph
as

e 
(

cy
cle

s/
Hz

)

input noise
tone-assisted TDIR
PRNR: ambiguity-resolved
PRNR: bias-corrected
PRNR: calibrated
1m-accuracy mark 
 for a residual tone
tone frequency fT = 0.762 Hz

from the residual tones, are 1.40 cm (black), 462.3 m (blue), 6.55 m (light
blue), and 6.01 cm (gold), respectively. The transmitter bias mismatch limits
the performance with the correction only via the local PRNR. This can be
overcome with the information from the prior calibration, which successfully
results in the accuracy below the 1 m mark.

7.3.3 Further investigations

The previous sections put the models into reality by providing the first demon-
strations with the experiments. Studies, especially on bias correction, will be
elaborated here with further research.

In-band ranging noise coupling: At the end of Section 7.2, the different
cases of the PRNR application for clock synchronization were listed. The clock
synchronization performances shown in Figure 7.6 were based on Case 3 with
the averaged estimates. Here, different cases will be compared to clarify each
feature, particularly Case 1 against Cases 2 and 3, to verify the coupling of
the in-band PRNR noise to clock synchronization via time-stamping.

Figure 7.7 shows the comparison over a bit broader frequency band to
visualize the noise coupling. Case 1 (purple) shows a unique noise floor,
where the PRNR estimate is directly plugged to clock synchronization for
time-stamping. This can be explained well by the theoretical prediction of
the first-order term of the noise coupling (red):

∫
ν̇τm

c,i′ j′(τ) · N
prn
ij (τ)dτ for a

phase in the unit of cycle, as mentioned in Section 7.2. Nprn
ij (τ) was computed

by subtracting the sideband-derived timer, i.e., qj, from the received-PRNR
estimate. This noise floor expectedly disappeared in Cases 2 (green) and 3

(gold), where the PRNR estimate is used only for the derivation of the initial
timer offset and then combined with the sideband measurements to derive
the timer deviation. The two cases suppressed the stochastic noise to the
TDIR case (black), leaving the residual tones at different levels. The ranging
accuracy of Case 2 is estimated at 0.53 m, which can be further improved to
6.01 cm by the averaging in Case 3. 0.53 m in Case 2 is above the worst case
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Figure 7.7: Coupling
of the in-band PRNR
noise to clock syn-
chronization via time-
stamping. Different
cases are compared
with the calibrated
PRNR estimates. Case
3 (gold) and TDIR
(black) are identical to
the ones in Figure 7.6,
except for changes in
ASD resolutions for a
cosmetic purpose.
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Figure 7.8: Differ-
ent combinations of
PRNR observables
at two PMs against
TDIR. Cyan is identi-
cal to the one in the
bottom in Figure 7.5.
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the bit-balanced code
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of the bias-estimation accuracy, i.e., 0.33 m, derived from Figure 7.5. Thus,
this demonstrated the impact of the in-band PRNR noise variance and the
suppression of it by the averaging in Case 3.

Bias dependency on specific code sequences: Even after the correction by
the local-PRNR estimate, the 0.33 m-peak-to-peak residual modulation in
the ranging bias was observed in cyan in the bottom plot in Figure 7.5.
This was attributed to the dependency of ranging biases on specific codes;
see Figure 7.8. The figure shows four combinations from the four PRNR
observables, including the nominal one used for clock synchronization (cyan).
All observables are according to the primary clock, with time-stamping if
needed. While the combinations of the observables tracking different codes
(cyan and gold) show such a residual modulation, almost flat time series were
measured in the difference between the observables tracking the same codes
at different PMs (pink and green).
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Figure 7.9: Simulated
DLL error signals with
different beatnote
signal amplitudes. The
bit-balanced Code 0
is used with random
data encoded. The
mini panel zooms in
around locking points.
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The bias dependency on specific code sequences leaves residuals even after
the correction via local PRNR in this way. Such a residual bias eventually
limits the absolute-ranging accuracy with PRNR; hence, this point is criti-
cal for PRNR. Therefore, to deepen knowledge here, numerical simulations
were performed. In the following, six codes in a particular code set are la-
beled by Code 0 to Code 5. In addition to the bit-balanced code used for any
measurements in this chapter up until now, the different code type, namely
Manchester code, will also be analyzed and demonstrated for comparison.
All simulations encode synthetic random data on received PRN codes.

Propagating from the PLL input to its error point, PRN codes are distorted
and delayed due to the PLL transfer function (see Section 2.3). As a result, a
DLL locking point is shifted from a nominal position, and the shift appears as
a ranging bias in PRNR observables. Figure 7.9 shows simulated DLL error
signals based on the bit-balanced Code 0 delayed by PLL transfer functions
with different heterodyne amplitudes 5. The amplitudes were selected to
cover the modulated amplitude range, shown in Figure 7.5. The other PLL
parameters are identical to the ones used in the experiment 6. The locking
points with the different heterodyne amplitudes deviate from the nominal
position at the zero lag due to the PLL effect. In addition, they also differ
from each other by a few meters, the source of the bias time dependency.

Figure 7.10 plots such ranging biases as functions of the heterodyne ampli-
tude for all six codes in the bit-balanced code set (top) and the Manchester
code set (bottom). Concerning the bit-balanced codes, the biases are clear
linear functions of beatnote amplitudes, and their slopes give coupling factors
from the heterodyne amplitudes to the PLL-induced biases. All measurements
in Sections 7.3.1 and 7.3.2 implemented Code 1 and Code 0 on the PM 1 and
PM 2, respectively. Therefore, Code 0 (blue) corresponds to the ambiguity-
resolved received-PRNR estimate in Figure 7.5. The simulation predicts a

5 Numerical simulation algorithm: 1. Generate a PRN code sequence with the 80 MHz resolution
and a certain duration (0.1 s for this particular example); 2. Encode synthetic random data
on the PRN sequence; 3. Define a PLL with a given beatnote amplitude; 4. Propagate the
data-encoded sequence through the PLL transfer function (Python Control Systems Library
was used for the time-domain analysis); 5. Compute early and late correlations, and eventually
an error signal, between the received code sequence and the original intact code; 6. Repeat 2 to
5 with different beatnote amplitudes; 7. Repeat 2 to 6 with different random data sequences to
check its effect (three times repeated for this particular example).

6 Except for the number of registers in the loop D
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Figure 7.10: Simulated
coupling from a het-
erodyne amplitude to
a PRNR bias via PLL.
An error bar was es-
timated by repeating
the same simulation
with different syn-
thetic random data
(see footnote 5 for sim-
ulation algorithm).
Top: the bit-balanced
code set. Bottom: the
Manchester code set.
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coupling factor of 75.5 m/V for Code 0, which results in a 1.85 m-peak-to-
peak bias modulation. This is in the right order, compared with the measured
1.40 m-peak-to-peak modulation. The simulation was executed on a single
code and neglected many realistic features, like code interferences, the code
relative drifts due to timer deviations, or ICC. In addition, the simulation
focuses only on the coupling via amplitude modulation, while there also
exists a direct coupling from the heterodyne frequency to the receiver bias
via non-flat group delays of the components like PRs as mentioned. Hence,
there is some more space in the numerical studies to refine. In Figure 7.5, the
bias in the received Code 0 was corrected via the local Code 1, which left the
residual modulation with the 0.33 m peak-to-peak amplitude. Combining the
simulated coupling factors of the two codes and the measured amplitude mod-
ulation, the simulation estimates the residual modulation peak-to-peak after
the correction at 0.26 m. This is also almost consistent with the measurement.
This analysis suggests a way to further mitigate the residual time-variant bias
after the correction via the local PRNR, namely using (or designing) codes
with the same coupling factor.

Once apart from the bit-balanced codes, the bottom panel of Figure 7.10

reflects a well-known advantage of Manchester codes [51, 56]. As discussed
in Chapter 6, Manchester coding significantly attenuates the power of PRN
codes towards low frequencies, pushing the noise power to higher frequencies.
Hence, most of its noise power exists around the frequency region where
the PLL error function is flat (see Figure 2.7 for an example of the PLL error
function). As a result, Manchester codes are expected to be less susceptible
to PLL, which is proved by one-order smaller biases than the bit-balanced
codes in Figure 7.10. The response of biases to the beatnote amplitudes seems
rather quadratic in the scoped region. Nevertheless, the coupling factors



100 absolute ranging in the hexagon

were derived with a linear approximation and written in legends. Those are
correspondingly one order smaller than the bit-balanced codes.

The discussions above raised two potential improvements, evolving from
the first result in the previous section: the use of codes with similar cou-
pling factors and Manchester code to suppress coupling factors themselves.
To demonstrate the first point with the existing codes from Figure 7.10,
Code 0 on the PM 2 was replaced with Code 4 having the coupling factor of
65.2 m/V, closest to 64.8 m/V for Code 1 on the PM 1. For the second point,
The Manchester Code 0 and Code 1 were implemented on the PM 1 and PM 2,
respectively.

Under the conditions, the same measurements with the frequency modula-
tion were repeated; see Figure 7.11. Blue curves are the copies from Figure 7.5
with the bit-balanced 0-1 pair as references. Golden shows the bit-balanced 4-1
pair, while red corresponds to the Manchester 0-1 pair. Remarkable with the
bit-balanced 4-1 pair is the better suppression of the residual bias modulation,
as predicted by the simulation. The modulation peak-to-peak amplitude was
attenuated from 1.14 m to 3.89 cm via the bias correction with the local-PRNR
estimate (i.e., Code 1), almost one-order better than 0.33 m for the bit-balanced
0-1 pair in blue. This makes the bias correction, and eventually PRNR, way
more robust. The application of this case to clock synchronization achieved
the accuracy of 2.44 cm with the averaging in Case 3; see Figure 7.12.

The Manchester 0-1 pair (i.e., red in Figure 7.11) suppressed the coupling
of the heterodyne amplitude to the biases: the ambiguity-resolved estimate,
without the bias correction, already showed the sub-meter bias modulation
amplitude, i.e., 0.47 m in peak-to-peak. A qualitative mismatch against the
simulation in Figure 7.10 is the negative response of the ambiguity-resolved
bias (darker-red) to the heterodyne amplitude. The simulation showed positive
slopes also for the Manchester code set. This remains to be investigated. The
0.47 m modulation was suppressed to 0.11 m via the bias correction.

To wrap up this part, the values from the simulation and the measurements
are summarized in Table 7.2. Qualitatively, the measurements have good
agreement with the simulations. For better consistency, the numerical inves-
tigation would need to be more elaborated, as mentioned above. Although
clock synchronization performances with the averaging are also listed as ref-
erences, the leading figure of merit is the bias modulation amplitude after the
correction, which determines the worst case in clock synchronization. Hence,
the bit-balanced 4–1 pair performed the best. In conclusion, concerning PRNR,
it would be critical to design a code set so that all codes share as much of the
same coupling factor as possible.

Impact of ICC: At the end of the series of bias investigations, the impact
of code interferences and ICC will be briefly mentioned in the following.
For this purpose, the round-trip measurement summarized in Figure 7.2
will be revisited. The entire round-trip bias could be corrected by the sum
of the local-PRNR estimates, leaving the 66.8 cm residual offset. The bias
dependency on specific code sequences, verified above, cannot explain this
offset: the dependence must be canceled between the received sum and the
local sum in principle. However, in the latest implementation of DLLs, the
local and received codes are not tracked equally: ICC minimizes the code
interference only for the received-PRNR estimates. This asymmetry potentially
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Figure 7.11: Compar-
ison of the amplitude
coupling to PRNR
biases between differ-
ent code pairs. Top:
amplitude modula-
tions, induced by the
heterodyne frequency
modulations. Second:
PRNR against TDIR
with the bit-balanced
0-1 pair (copy from the
bottom of Figure 7.11).
Third: PRNR against
TDIR with the bit-
balanced 4-1 pair. Bot-
tom: PRNR against
TDIR with the Manch-
ester 0-1 pair. Dashed-
black curves are si-
nusoidal fits for two
cases. To visually com-
pare the two cases, the
widths of the y-axis
are adjusted. Offsets
between amplitudes
with different pairs
are due to actual beam
power drifts between
each measurement.

0.10

0.11

0.12

0.13

0.14

be
at

no
te

 a
m

pl
itu

de
 (V

) Bit-balanced code (0-1 pair)
Bit-balanced code (4-1 pair)
Manchester code (0-1 pair)

-426.2

-425.6

-425.1

-424.6

-424.1

-423.6

PR
NR

 a
ga

in
st

 T
DI

R 
(m

)

-426.5

-426.0

-425.4

-424.9

-424.4

-423.9

PR
NR

 a
ga

in
st

 T
DI

R 
(m

)

0 2000 4000 6000 8000
time (s)

-435.6

-435.1

-434.6

-434.0

-433.5

-433.0

PR
NR

 a
ga

in
st

 T
DI

R 
(m

)

4.7

5.2

5.7

6.3

6.8

7.3

PR
NR

 a
ga

in
st

 T
DI

R 
(m

)PRNR1
rx: ambiguity-resolved

PRNR1
rx (resolved) corrected by PRNR1

lo (filtered)

3.9

4.4

5.0

5.5

6.0

6.5

PR
NR

 a
ga

in
st

 T
DI

R 
(m

)PRNR1
rx: ambiguity-resolved

PRNR1
rx (resolved) corrected by PRNR1

lo (filtered)

4.1

4.7

5.2

5.7

6.2

6.7

PR
NR

 a
ga

in
st

 T
DI

R 
(m

)PRNR1
rx: ambiguity-resolved

PRNR1
rx (resolved) corrected by PRNR1

lo (filtered)

Figure 7.12: Clock
synchronization with
the bit-balanced 4-1
pair, under different
bias treatments. Case
3 (averaged estimate),
from Section 7.2, was
applied to derive a
timer deviation for
time-stamping us-
ing PRNR. The rang-
ing accuracies, com-
puted by the residual
tones, are 6.36 mm
(black), 462.7 m (blue),
5.68 m (light blue), and
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Table 7.2: Summary
of PRNR bias mod-
ulations and clock
synchronization per-
formances. The code
numbers indicating
a pair follow "RX-
LO" from the PM 1

perspective. Clock syn-
chronization is based
on the averaged PRNR
estimates. pp: peak-
to-peak. b.c.: before
correction. a.c: after
correction.

Quantity Bit-balanced: 0-1 Bit-balanced: 4-1 Manchester: 0-1

Simulation

Bias pp (b.c.) 1.85 m 1.64 m 1.32× 10−1 m

Bias pp (a.c.) 2.62× 10−1 m 8.82× 10−3 cm 2.10× 10−2 cm

Measurement

Bias pp (b.c.) 1.40 m 1.14 m 4.75× 10−1 m

Bias pp (a.c.) 3.34× 10−1 m 3.89× 10−2 m 1.06× 10−1 m

Clock sync. 6.01× 10−2 m 2.44× 10−2 m 2.34× 10−2 m

Figure 7.13: Mea-
sured impact of ICC
on PRNR bias estima-
tions in round-trip
measurements. Left:
without ICC. Right:
with ICC (copy from
Figure 7.2).

844

842

840

838

836

834

ro
un

d-
tri

p 
PR

NR
 (m

)

PRNR1
lo + PRNR2

lo

PRNR1
rx + PRNR2

rx

PRNR1
lo + PRNR2

lo (low-pass filtered)

844

842

840

838

836

834

0 500 1000 1500 2000 2500 3000 3500
time (s)

4

3

2

1

0

1

2

3

4

ro
un

d-
tri

p 
PR

NR
 (m

)

(PRNR1
rx + PRNR2

rx) (PRNR1
lo + PRNR2

lo) (low-pass filtered)

0 500 1000 1500 2000 2500 3000 3500
time (s)

4

3

2

1

0

1

2

3

4

differentiates biases in the local and the received, even though they share the
same code sequence. This was identified as the cause of the additional offset
observed in the round-trip measurement.

To be compared to the nominal case with ICC in Figure 7.2, the round-trip
measurement was repeated without ICC; see Figure 7.13. In the particular
examples, ICC suppressed the in-band noise amplitude from 66.1 cm rms
to 15.3 cm rms per a received-PRNR observable, over a full data rate, i.e.,
≈ 3.39 Hz. However, ICC also affected ranging biases. As shown in the left
column, the code interference is almost symmetrical between the local- and
received-PRNR estimates without ICC, and the bias correction via the local
left only the residual offset of 2.01 mm. This is way smaller than the one in
the nominal case with ICC, i.e., 66.8 cm.

The impact of ICC on bias estimation via the local PRNR was verified
here. However, it must be remarked that this effect is already considered
in the bias-corrected estimates in the prior calibration mode, i.e., absorbed
into the calibrated constant 6.07 m in Figure 7.3. Thereby, as long as the prior
calibration is performed for all interspacecraft interferometers once, this ICC
effect would not necessarily need to be considered later in science mode. This
implies the powerfulness of such a prior calibration protocol: it can absorb
many technical details, which might be tricky to accurately consider with
theory, simulation, or part characterization, into a single calibrated constant.
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Figure 7.14: Injected
GW signal from
MBHB. Some
source parameters
are listed below:

Parameter Value

Mass 1 9.2× 105 M�
Mass 2 7.0× 105 M�
Distance 7.7× 103 Mpc

Redshift 1.10 2500 5000 7500 10000 12500 15000 17500 20000
time (s)
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Science case with a GW signal: Up to this point, it has been studied how well
PRNR can perform as absolute ranging in the nearly stand-alone operation:
only with aids by This primarily means a

transmitter bias
mismatch in Eq. (7.16).
In LISA, the difference
in optical pathlengths
between the local and
received beams must
be additionally taken
into account, which is
purely constant in the
sub-meter scale.

calibrated constants and any monitor with sub-millisecond
accuracy for ambiguity resolution. PRNR is expected to perform with sub-
meter accuracy, removing the time (or also SC) dependencies of ranging biases
via the combination of the local and received-PRNR observables.

To wrap up this section, the study on PRNR is put into a science case with
a GW signal in LISA. Due to the injection of some synthetic data in post-
processing, this deviates from experimental demonstrations of technologies.
In addition, the experimental setup and signals are quite inconsistent with
injected GW signal and noise floors, which are representative for LISA; never-
theless, this would be one way to formulate the significance of the studied
PRNR operation. The investigation below is rather qualitative or sketchy than
quantitative due to the inconsistency between synthetic signals and setups.

Shot noises, shaped by the averaged LISA antenna pattern, and low-
frequency-approximated TM acceleration noises were injected incoherently
into frequency data of the two PMs in post-processing. See Eqs. (1.22) and (1.23).
In addition, the projections of a GW signal from MBHB to a pair of bidirec-
tional links in LISA were injected differentially into frequency data of the two
PMs in post-processing as well so that the 2PM2S topology can sense it. The
MBHB signal was taken from LISA Data Challenge Sangria 7, which is based
on IMRPhenomD [59]. The projection of the GW signal to the particular links
is plotted in Figure 7.14. A measurement duration was 20 000 s. Concerning
TDIR, although tone-assisted TDIR was used as a reference for the evaluation
of PRNR in previous sections, normal TDIR without tones would be still a
baseline TDIR operation in LISA. Therefore, such normal TDIR was applied
here.

The performances of clock synchronization with the synthetic signals are
shown in Figure 7.15. Based on the injected shot noises (solid black), TM
acceleration noises (dashed black), and the actual Hexagon testbed limit
(dotted black), the synthetic sensitivity is shown in grey. The injected MBHB
spectrum is drawn by the blue area.

PRNR is not affected by GWs in its target scale in general. Hence, it is
expected to continuously generate pseudo-ranges with sub-meter accuracy,

7 Data credit: Maude Le Jeune and Stanislav Babak. LISA Data Challenge Sangria (LDC2a),
October 2022. 10.5281/zenodo.7132178
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Figure 7.15: Ranging
with the existence
of a GW signal from
MBHB.
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limited by the bias correction accuracy. This feature was demonstrated via
residual laser noises in the calibrated-PRNR case (dashed gold), estimated
to be less than 30 cm. As a result, the "detector" output (solid gold) properly
achieves the sensitivity (grey) and detects the MBHB signal (blue) 8.

On the other hand, the performance degradation was observed in the TDIR
case (solid red): the residual laser noise (dashed red) above the synthetic sen-
sitivity (grey). Such a potential degradation highly depends on data segments
to be analyzed, a test frequency band for the TDIR algorithm, GW parameters,
etc. In this sense, TDIR would not be stable utilizing primary science data
(i.e., interferometric phases). Notice that using TDIR as a baseline PRNR bias
estimator in science mode could, in turn, lose the robustness of PRNR.

In summary, the PRNR robustness can be highly enhanced by introducing
the local PRNR as a real-time monitor of PRNR biases. Therefore, PRNR is a
robust and continuous absolute ranging method for LISA.

7.4 data communication

All ranging measurements in this thesis also feature data communication.
They are all under the "normal-light" condition with all beam powers of
O(100 µW) for the time being. However, the code interference is present,
which could be potentially a limiting noise source, ifEven if treated, the

residual interference
could limit the ranging

performance,
depending on the

distortion of codes,
which highly depends

on the code types.

not treated by its miti-
gation technique (i.e., ICC); also see [51, 50]. The preliminary result of data
communication under such a condition will be summarized below. Notice
that the 2n parameter set from Table 5.1 was used; hence, the raw data-bit rate
was 78 125 bps.

The encoded data structure is shown in Figure 7.16, in hexadecimal num-
bers. As listed in Table 5.1, the length of the RS codeword nrs is selected
at 255 bytes, and 205 bytes out of the codeword are scientific data, or called
message. Accordingly, the remaining 50 bytes are RS check symbols, which
determines the error-correction performance; see Eq. (5.15). The 205-byte
message comprises a 15-byte start marker and 190-byte data. In principle,

8 The degradation from TM acceleration noise, shown in both PRNR and TDIR, is unknown.
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Figure 7.16: Structure
of encoded data se-
quence in hexadecimal
numbers. 1 byte cor-
responds to 1 symbol:
see Table 5.1. Top: a
periodic sequence
used for performance
investigations of data
communication. Bot-
tom: a pseudo-random
sequence representing
real data in LISA.

01 02 ⋯ 0F AA AA ⋯ AA 66 81 ⋯ 3B

Message (205 bytes)

Check symbols (50 bytes)Marker (15 bytes)

RS codeword (255 bytes)

01 02 ⋯ 0F RS check symbolspseudo-random sequence

the start marker is needed only for the first communicated codeword to let
the decoder know the start of the codeword. However, the current PM prints
the start marker in every codeword for ease of implementation. Two data
types were implemented, as shown on the top and the bottom in Figure 7.16:
the AA periodic data and the pseudo-random data. Any ranging measure-
ments without investigations of data communication feature the independent
pseudo-random data for each PM, representing the LISA case. Such a pseudo-
random sequence is generated by a triangular dither generator developed by
Oliver Gerberding [30].

The data communication test was conducted, considering one of PMs in Fig-
ure 7.1 as a receiver and the other as a transmitter. The pseudo-random data
was encoded on the local PRN code, while the periodic data was encoded on
the received PRN code and compared with the intact data in post-processing.
The results with the different PRN code types from Chapter 6 under differ-
ent operations (with/without RS coding and/or ICC) are summarized in
Table 7.3.

Table 7.3: Data com-
munication results
under the normal-light
condition with code
interference.

Code Interference BER: wo RS BER: with RS

Bit-balanced without ICC 6.52× 10−3 2.68× 10−4

with ICC 4.21× 10−3 2.71× 10−7

Double-balanced without ICC 4.11× 10−3 4.25× 10−4

with ICC 6.42× 10−4 < 1.0× 10−9

Manchester without ICC 1.17× 10−3 1.35× 10−4

with ICC 1.81× 10−6 < 1.0× 10−9

First, let’s focus on the case without RS coding, where measurement dura-
tions were all 2000 s: All codes show improvements with ICC, and the code,
less distorted by the PLL error function, results in better improvement, as
expected. The distortion by PLL is determined by the code power within the
PLL bandwidth. See Figures 6.1 and 6.2 for the code spectrums. Figure 7.17

shows the results in the time domain. The middle panel shows instant BER
every RS codeword: with ICC in the large panel and without ICC in the small
panel over a shorter period. The received and interfering local codes drift
against each other due to independent clocks. The drift frequency over one
PRN chip is called the "chip slip rate", e.g., 0.375 Hz with the PRN chip rate
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Figure 7.17: Measured
raw data errors with-
out RS coding. Top:
cumulative bit errors
over a measurement
time. Middle: instant
bit errors in each code-
word. Bottom: instant
symbol errors in each
codeword. In the mid-
dle and bottom, the
large panels show the
errors with ICC, while
the small panels show
the ones without ICC
over a shorter time
segment.
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of 1.25 MHz and the clock frequency difference of 0.3 ppm 9. In addition, the
code interference is maximized when chip transitions between two codes
are aligned (confirmed by simulation; also see [51]). They imply that the
code interference exhibits a periodicity at the chip slip rate. For example,
Manchester code showed periodic peaks at the two-chip slip rate due to the
code interference because of its coding nature, which was removed by ICC as
shown in Figure 7.17.

Second, RS coding corrects the errors up to 25 bytes per codeword. All
measurements in Table 7.3 in this case shared the duration of 12 800 s, corre-
sponding to the number of bits of 109. The double-balanced and Manchester
codes yield no error with ICC over the duration, while the bit-balanced code
still showed some errors.

Figure 7.18 projects the measurements, with and without RS coding, to
the theoretical line from Figure 5.5. In analogy to Welch’s method, the error
bars were computed by splitting the entire duration into 50 %-overlapping
segments. The double-balanced and Manchester codes without ICC are espe-
cially far from the theory, which comes from the highly limited improvements
by RS coding compared with the cases with ICC: see Table 7.3. This seems to
be because the two cases showed remarkable periodicities due to chip slips
(see Figure 7.17), which deviated the system more from the ideal AWGN case,
assumed for the theoretical curve.

7.5 summary and outlook

This chapter studied the absolute-ranging feature of PRNR rather than its
in-band stochastic noises that were investigated by previous research. A

9 0.3 ppm is the typical clock offset of the Hexagon USO; see Figure 4.3.
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Figure 7.18: Projec-
tion of measured data
errors to a theory.
"Manchester code:
with ICC" is out of the
x-axis range because
of a small BER with-
out RS coding (see
Table 7.3) but included
in legends for com-
pleteness.
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proper investigation of absolute ranging needs a reference to resolve PRNR
ambiguity and distinguish ranging biases from pseudo-ranges. TDIR, which
have been demonstrated in Chapter 4, was used as such a reference in this
chapter. This algorithm, in turn, required multiple PMs to be synchronized;
therefore, the 2PM2S topology with bidirectional ranging was adopted as the
simplest possible setup.

The first investigation utilized round-trip measurements to check consis-
tency between two PMs. As expected, the timer deviations were measured
in opposite polarities at different PMs and canceled out between them well,
including the stochastic clock jitters. In addition, the investigation confirmed
that ranging biases in the received-PRNR estimates were appropriately moni-
tored by the estimates of the newly introduced local PRNR.

The second and core investigation demonstrated the entire process from
raw PRNR outputs of PMs to their application to clock synchronization. In
this investigation, TDIR was used to resolve PRNR ambiguity and also as the
reference absolute ranging estimate. The model predicted that some constant
biases could not be corrected via the local PRNR (called transmitter bias
mismatch in the text), which required one iteration of prior calibration. In
LISA, the same could be performed on ground before the launch and/or
even in flight before switching to science mode. After such prior calibration,
a heterodyne frequency was intentionally modulated over the almost full
heterodyne band (i.e., 6 MHz to 24 MHz) to simulate LISA science mode, in
which heterodyne frequencies drift over time according to SC relative motions.
This frequency modulation turned into the modulation of effective signal
amplitude at PLLs due to non-flat magnitude responses of signal chains (e.g.,
PRs), which eventually caused the modulation of biases in PRNR. In addition
to the primary coupling, the frequency modulation can directly couple to
the PRNR biases via non-flat group delays of signal chains. The time-variant
ranging biases could be corrected via the local-PRNR, with an accuracy better
than 0.33 m. Numerical simulations also confirmed this coupling process and
the bias correction. Furthermore, the numerical simulation suggested that
another code pair was expected to mitigate the residual time dependency of
ranging bias, sharing as much of the same coupling factor as possible. Being
back to measurements, such mitigation was demonstrated, and the residual
time dependency was further suppressed to 3.89 cm. Finally, the application
of the calibrated PRNR to the time-stamping of PM outputs performed clock
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synchronization with the accuracy of 8.14× 10−10 s, or 2.44 cm in range after
the averaging of the PRNR estimates. This study put some fundamental
aspects of PRNR, which have been claimed to function, into reality, like
ambiguity resolution. In addition, it also proposed some new features and
adjustments to enhance the robustness of this technology: prior calibration
protocol, bias correction via the newly implemented local PRNR, and the
further elimination of the bias time dependency based on a new criterion
for the PRN code design (i.e., similar coupling factors). They could advance
confidence that PRNR can continuously provide sub-meter absolute ranging
information robustly.

Apart from absolute ranging, the preliminary results of data communication
were also provided with different PRN code types, introduced in Chapter 6.
This showed BERs below the LISA 10−6 mark with the combination of ICC
and RS coding for all code types.

Some main future tasks are listed: First, the experiment should be extended
to the 3PM3S-bidirectional topology from Figure 3.3. Although the 2PM2S
topology, presented in this chapter, covered the most absolute-ranging con-
cepts, the 3PM3S-bidirectional topology can produce a more representative
signal set for LISA. In addition, it provides a neater test feature for phase ex-
traction, namely the probe of nonlinearity. Second, as mentioned in Section 4.5,
the technology must be investigated under weak-light conditions to represent
interspacecraft interferometers in LISA. Third, identifying bias origins in the
signal chain from the transmitter to the receiver would be helpful. It works as
a cross-check of the local-PRNR estimates and the calibrated constant. Fourth,
the investigation in Section 7.3 did not correct time-dependent carrier phase
biases due to non-flat group delays of signal chains. It would be trivial in the
test setup because the two PRs monitor the same beatnote in principle; hence,
such biases are expected to be common for both chains, and TDIR, i.e., the
reference in this experiment, does not sense it. However, this would become
important in the 3PM3S-bidirectional topology. Nevertheless, unlike PRN
signals, estimating such biases in carrier phases would be straightforward
because an optical beatnote is a simple sinusoidal signal. Fifth, automatic gain
control of the digitized heterodyne beatnote eliminates the primary source
of the time dependency of ranging biases; therefore, it is pretty worthwhile
implementing in the author’s view. Sixth, beatnote phases also provide inte-
gration constants of their frequency signals with much shorter ambiguity than
PRNR, i.e., O (10 cm) for the sidebands and 1064 nm for the carrier. Therefore,
it would even be possible to resolve sideband ambiguity [57] via cm-accurate
PRNR, demonstrated in this chapter. The current nominal plan completes
the phase information with occasional anchor points. However, it would also
be an option to provide continuous phases as nominal outputs instead of
combining continuous frequencies and occasional phase anchors. The original
motivation to use frequencies was to ease the onboard processing: drastic
ramps due to MHz frequencies must be treated with particular care to avoid
artifacts at the decimation stages. However, such treatment is in any case
essential to DLL outputs (see Appendix G for the preliminary solution in this
thesis) that contain a monotonic ramp contribution (i.e., the timer deviation).
Therefore, applying such a solution to PLL seems feasible. Incorporating
beatnote phases into the "ranging ladder" must be exciting.
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A
N O V E L O P T I C A L H E A D D E S I G N F O R D E E P
F R E Q U E N C Y M O D U L AT I O N I N T E R F E R O M E T RY

Tracking moving masses in several degrees of freedom with high precision
and a large dynamic range is central in many current and future gravitational
physics experiments.

The deep frequency modulation interferometry (DFMI) and deep phase
modulation interferometry (DPMI) techniques [60, 61] enable this goal in
a compact optical setup. Past investigations of DFMI [62, 42] before the
optical head (OH) proposed in [63] employed a separate Mach-Zehnder
interferometer (MZI) as a frequency reference to stabilize the laser. This
additional interferometer increases the complexity of the setup, mitigating
one of the main advantages of the technique. To overcome this issue, the next
generation of this technology incorporates both the inertial sensor and the
reference interferometer in the same optic.

This chapter describes the design work undertaken to develop the custom
pentaprism shown in [63]: the mechanical design, the manufacturing feasibil-
ity, and performance as a frequency reference and inertial sensor. Departing
from an original concept proposed by Yichao Yang, the author joined the
project as one of the main contributors to conceptualization, methodology,
and numerical simulation, together with Yichao Yang and Miguel Dovale
Álvarez.

a.1 deep frequency modulation interferometry

The critical feature of DFMI is applying frequency modulation to a laser
source, which is deep enough to detect the accumulated phase difference
between two arms. The signal PPD(t) at a photo detector (PD) takes the form

PPD(t) ∝ 1 + C cos(φ + γ cos(ωmt + ψ)), (A.1)

where φ is the target interferometric phase, γ = 2π∆ f ∆τ is the effective
modulation depth, which is composed of the frequency modulation depth
∆ f and the light travel time shift ∆τ = ∆L/c between the two arms of
the interferometer (c is the speed of light and ∆L is the optical pathlength
difference), ωm = 2π fm is the modulation frequency, and ψ is the modulation
phase, and C is the interferometric constant.

There exist a variety of ways to analyze this signal. The classical method is
to demodulate the signal with several harmonics and fit parameters (φ, γ, ψ,
and signal amplitude) using a Levenberg-Marquardt routine. Alternatively,
the PD signal itself Eq. (A.1) can be an input to algorithms, e.g., a Kalman
filter (KF) or a particle filter (PF).

To provide high-sensitivity displacement measurements, two interferome-
ters are combined: a TM interferometer to interrogate the position of a TM
and a reference interferometer to provide a reference signal with which to
remove laser frequency noise that would otherwise spoil the TM interferome-
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Parameter Value

TM IFO intra-prism pathlength (mm) 212.53

Reference IFO intra-prism pathlength (mm) 156.55

TM IFO arm-length difference (mm) 500.55

Reference IFO arm-length difference (mm) 143.98

S2 to TM surface distance (mm) 180.88

AOI to the TM (deg) 9.71

Table A.1: Geomet-
rical parameters rele-
vant to the structural
analysis and noise
investigations. IFO:
interferometer.

ter measurement. Such frequency noise δ f0 can be subtracted from the TM
interferometer by

φtm = 2δφ + 2πδ f0∆τtm + σtm, (A.2)

φref = 2πδ f0∆τref + σref, (A.3)

φtm −
∆τtm

∆τref
φref = 2δφtm + σtm +

∆τtm

∆τref
σref, (A.4)

where δφ is the phase shift due to the perceived TM longitudinal motion,
scaled by a factor of approximately two due to the reflection at the TM (the
exact factor depends on angle of incidence (AOI)), and σ terms represent
other secondary noise sources. As mentioned above, the analysis of Eq. (A.1)
estimates the effective modulation depth γ, giving us ∆τ in turn. Eq. (A.4)
suggests that the accuracy of this estimation limits the cancellation of the
frequency noise. A typical relative readout accuracy is δγ/γ ≈ 4.5× 10−6.

a.2 optical head design

The proposed custom-design prism [63] is shown in Figure A.1. The prism is
a seamless piece of fused silica glass obtained via the optical contacting of two
parts and comprises three main optical surfaces (S1,2,3) and two side surfaces.
Surfaces S1 and S3 are used for laser beam splitting and recombination of
the two hosted interferometers. Surface S2 features two different coatings
and serves a double purpose: an inner portion of the surface is highly-
reflective (HR)-coated to act as a mirror for the reference interferometer,
and the remainder of the surface is anti-reflective (AR)-coated to serve as a
transparent window for the TM interferometer. The two side surfaces are AR-
coated to transmit unwanted beams out, with their relative angle optimized
for this purpose.

Using optical fibers and fiber injector optical subassembly (FIOS), a single
frequency-modulated laser signal is split and delivered to one or several of
these OHs, enabling us to sense the motion of a system in multiple degrees of
freedom and eliminating the need for a separate frequency reference. Hence,
a single-element dual-interferometer (SEDI) inertial sensor is realized.

The nominal parameters of the setup are summarized in Tables A.1 and A.2.
These parameters are also used in the optical simulations presented in the
later sections.
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Figure A.1: SEDI opti-
cal head layout. Left: a
frequency-modulated
laser beam is split
and delivered via two
optical fibers to the
heptagonal prism. The
prism has three main
optical surfaces: S1
and S3 as BSs, and S2
as a mirror and a win-
dow for the reference
and TM interferom-
eters. Right: the re-
quired optical coatings
on the prism.

50/50 beam splitter coating

High reflection coating

Anti-reflection coating

Z

X

Y

Test mass

BSBS

S2

S1 S3

Mirror/window

Quadrant
Photodiode

Fiber
Injector

TM IFO

Ref IFO

50 mm

Table A.2: Parameters
of the SEDI simulation
setup.

Optical head

(width, height, depth) [mm] (80.0, 30.0, 50.0)

(α, γ, side angle) [deg] (120.0, 90, 6.5)

Quadrant photodiodes

(width, height, depth) [mm] (25.0, 25.0, 40.0)

active radius [mm] 0.25

slit width [mm] 0.25×0.05

optical distance from the prism [mm] TM:100.0, Ref: 120.0

Beams

waist radius [mm] 0.3

waist offset from the FIOS [mm] 100.0

distance from the FIOS to the prism [mm] TM:37.0, Ref:50.0

AOI to the input surface [deg] 60.0

AOI to the TM [deg] 9.71

a.3 structural analysis : ghost beams

For reaching pm/
√

Hz displacement sensitivities or lower, it is essential to
keep stray light noise in check. Such unwanted stray lights (or "ghost beams")
could interfere with one of the main beams and/or another ghost beam and
impinge on a detector. The former case is the most critical because the strong
power of the main beam maximizes the resulting phase noise. In this case, the
relative power of a ghost beam to one of the nominal beams needs to be less
than 3.5× 10−11 to reach pm/

√
Hz precision [64].

Our custom OH is carefully designed to deal with ghost beams accordingly
to keep them from affecting the measurement. By sweeping the parameter
space of possible prism geometries, it is possible to choose a geometry that
guarantees suppression of ghost beams to a very large degree, see Figure A.2.
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Figure A.2: Ghost
beams in the SEDI
setup. Top: the TM in-
terferometer. Bottom:
the reference inter-
ferometer. Absolute
errors of 10−2 are in-
troduced in the power
transmission coeffi-
cient of each surface.
Ghost beams down
to a power threshold
of 10−12 relative to
the nominal beam
power are considered.
The nominal beams
in the TM and refer-
ence interferometers
are in red and blue.
Ghost beams with dif-
ferent relative power
thresholds are colored
differently: down to
[10−3, 1] in yellow,
[10−7, 10−3] in green,
and [10−12, 10−7] in
cyan.
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Figure A.3: Critical
manufacturing toler-
ances are divided into
two categories. Tol-
erances affecting the
relative alignment be-
tween optical surfaces,
parameterized by α

and γ (left and mid-
dle), lead to in-plane
beam misalignments
that can be compen-
sated for in both inter-
ferometers by tuning
the direction of the
incident beams; tol-
erances affecting the
perpendicularity of the
optical surfaces with
respect to the prism
base (right) cause
off-plane beam mis-
alignments and result
in an unavoidable loss
of interferometric con-
trast.
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a.4 structural analysis : manufacturing tolerance

A disadvantage of any experiment using complex optical elements is deal-
ing with manufacturing tolerances and imperfections. For example, relative
alignment errors between the three optical surfaces of the OH can cause a bad
overlap between the interferometer arms and poor interferometric contrast.
Similarly, the perpendicularity of the optical surfaces with respect to the prism
base is essential to maintain both interferometers in-plane, as small deviations
from such perpendicularity can cause the beams to veer off-plane significantly.
This section evaluates the susceptibility of our OH to such manufacturing
tolerances, illustrated in Figure A.3.

The first type of manufacturing imperfection is xy-plane geometry, parame-
terized by two angles: α sets the relative angle between the beam splitting and
recombination surfaces S1 and S3, while γ is the one between the mirror/win-
dow surface S2 and the prism symmetry axis in this cut plane. Deviations are
introduced to these angles in the IFOCAD model, and the resulting degra-
dation of the interferometric contrast is computed. Figure A.4 shows such
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Figure A.4: Prism
sensitivity to manufac-
turing imperfections
in the xy plane, as pa-
rameterized by α (left)
and γ (right). Top: the
degradation of the in-
terferometric contrast
with and without com-
pensation by altering
the alignment of the
input beam direction.
Bottom: the devia-
tion from the nominal
optical path length dif-
ference between arms
due to the required
compensation.
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Figure A.5: Prism
sensitivity to perpen-
dicularity imperfec-
tions. The plots show
the degradation of
the interferometric
contrast as a function
of the amplitude of
the uniform distri-
bution of deviations
from perpendicular-
ity injected into all
three optical surfaces.
The number of Monte
Carlo samples at each
point is 1000. The
dark-shaded area bor-
dered by dashed lines
corresponds to ±0.5 σ,
while the light-shaded
region is bordered by
continuous lines repre-
senting the maximum
and minimum of the
distribution.
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degradation can be completely compensated for by fine-tuning the direction
of the incident beams in the range of 1 mm translation and 0.5° rotation.
Hence, the detector is insensitive to this type of manufacturing imperfections.

The second type of imperfection is for the perpendicularity of the optical
surfaces with respect to the prism base. This manufacturing error is far
more difficult to compensate for after the construction. Hence, the tolerance
specification needs to be set based on the results of simulations. A Monte
Carlo simulation is performed where errors are injected into all three critical
surfaces following a uniform distribution. The resulting distributions of the
interferometric contrast are shown in Figure A.5. This simulation shows that
deviations of up to 0.1° are allowable while maintaining the interference
contrast greater than 14 % in the reference interferometer and greater than
28 % in the TM interferometer1.

1 Based on discussions with the precision glass machining companies, this perpendicularity
requirement is feasible.
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Table A.3: Amplitude
of the displacement
noise of two interfer-
ometers, in the unit of
pm/

√
Hz, in a single

OH due to the main
noise sources. The
coefficient of thermal
expansion and the
dn/dT term of fused
silica are taken to be
0.55 · 10−6 K−1, and
9.6 · 10−6 K−1, respec-
tively. IFO: interferom-
eter.

noise source magnitude TM IFO Reference IFO

frequency noise 100 MHz 1.78× 105 5.11× 104

refractive index fluctuation 1× 10−5 K 1.41× 10 1.04× 10

thermal deformation 1× 10−5 K 5.21× 10−1 7.92× 10−1

FIOS jitter: pitch 1.0 µrad 4.00× 10−2 6.76× 10−3

FIOS jitter: yaw 1.0 µrad 1.57× 10−1 3.30× 10−2

FIOS jitter: displacement 10 nm 1.14× 10−4 5.68× 10−5

TM TTL coupling 20 nrad 1.14× 10−3 -

PM noise [64] 0.4 µrad 6.77× 10−2 6.77× 10−2

a.5 noise budget

The previous sections support the feasibility of the geometry of this novel OH
design. This section presents the performance of the SEDI inertial sensor.

The laser frequency noise mentioned above is overwhelming if not dealt
with. Using the reference interferometer, this noise source can be subtracted
from the primary sensing signal as described in Eq. (A.4).

Thermal noise could also be severe. Refractive index variations are ex-
pected to be especially relevant due to the interferometers’ long arms having
significant intra-prism optical pathlength, as listed in Table A.1.

Other noise sources considered are the angular and translational jitter of
the FIOS and the TM tilt-to-length (TTL) coupling. The latter takes the value
of 0.06 pm µrad−1 at 20 nrad 2 assuming a perfectly manufactured prism.

The estimated levels of these noises are listed in Table A.3. A laser is
assumed to be free-running in the observation band. The temperature noise
floor aligns with the requirements achieved at the optical components level in
space-based experiments such as LISA Pathfinder [65].

The spectral density based on the noise budget is shown on the left panel
in Figure A.6. All noises but the laser frequency and thermal fluctuations are
shaped with a LISA noise shape function [14] as an example.

a.6 performance enhancement

We aim to apply DFMI for sensing multiple degrees of freedom of a TM, i.e.,
to introduce more OH’s and be able to gather more TM interferometer signals.
For the rest of this section, we explore the existence of signal combinations
among two TM interferometers to ideally suppress laser frequency noise and
the next limiting noise source at low frequencies: thermal noise.

2 This stability is assumed to be achieved by a feedback loop to the TM position.
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Figure A.6: Perfor-
mance of the SEDI
inertial sensor using a
single OH (left), and
two OHs probing one
TM from opposite
sides (right). These
figures include charac-
teristic imperfections
of the manufactured
prisms and an abso-
lute ranging error of
1 µm affecting the cal-
ibration factor. The
right panel shows two
cases in which the
interferometer temper-
ature fluctuations are
correlated or uncorre-
lated between the two
OHs used (dT corr.
and dT uncorr. respec-
tively).
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The simplest configuration would probe a TM from opposite sides with two
DFMI setups 3. The conceptual schematic is shown at the top of Figure A.7.
First, phase signals in a multiple-SEDI setup are formulated:

φL
tm = 2δφ + 2πδ f0∆τL

tm +
2π

λ0
ΘL

tmδTL + ζtm, (A.5)

φR
tm = −2δφ + 2πδ f0∆τR

tm +
2π

λ0
ΘR

tmδTR + ζtm + 2εtm, (A.6)

φL
ref = 2πδ f0∆τL

ref +
2π

λ0
ΘL

refδTL + ζref, (A.7)

φR
ref = 2πδ f0∆τR

ref +
2π

λ0
ΘR

refδTR + ζref + 2εref, (A.8)

where

Θi
j = Θj + ∆Θi

j = ai
j(∆l) + bi

j(∆n) (A.9)

is the coupling coefficient of temperature fluctuations δTi to the pathlength
signal of the interferometer labeled by j = {tm,ref} and i = {L,R} is used
to label the left (L) and right (R) OH. This coupling coefficient consists
of the two contributions ai

j(∆l) and bi
j(∆n), respectively, due to the optics’

thermal expansion and refractive index change. Θj is the nominal coefficient
determined by design, and ∆Θi

j is a correction term, which is attributable,
e.g., to compensations of the manufacturing imperfections discussed in the
previous section. The ζ j terms represent common-mode noises between the
left and right interferometers, and the εj terms represent uncorrelated noise
sources.

Notice that the common δTi is used for two interferometers on the side i.
This is the remarkable feature of SEDI, which accommodates two interferom-
eters in a single prism. We now investigate the aforementioned two points: a
signal combination among TM interferometers and thermal noise subtraction
with the reference interferometers.

3 Same as the setup employed by [42]
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Figure A.7: Concep-
tual schematic of the
two-side configuration
of optical heads. Il-
lustrated are only TM
interferometers. Top:
the actual two-sided
setup. Bottom: the
equal-arm topology,
configurable in post-
processing.

rigid mirror rigid mirror 
TM

a.7 combination of tm interferometers

First, we investigate the signal combination of the two TM interferometers.
Because the TM motion signal δφ has differential couplings to the right and
left interferometers, the signal can be extracted as

φA
tm =

(
φL

tm − C f ,tmφR
tm

)
/2
(
1 + C f ,tm

)
' δφ +

πδ f0

2

(
∆τL

tm − C f ,tm∆τR
tm

)
+ δθA

tm(δT) +
εtm

2
, (A.10)

where

C f ,tm =
∆τL

tm

∆τR
tm

= 1 + ∆C f ,tm + δC f ,tm (A.11)

is the calibration factor to reduce residual laser frequency noise to the limit of
the measurement accuracy of 1 µm of arm-length difference4. ∆C f ,tm accounts
for the deviation due to the compensation of manufacturing imperfections
in the xy plane, estimated to be O(10−3) from Figure A.4. δC f ,tm accounts for
the error in the estimation of the arm-length difference, which is O(10−5)5.
The introduction of this calibration factor represents the fine-tuning of arm
lengths of two interferometers to synthesize an equal-arm interferometer
insensitive to laser frequency noise. This is conceptually illustrated in the
bottom of Figure A.7.

a.8 thermal noise reduction with reference interferometers

Finally, we investigate the ability to reduce thermal noise using the reference
interferometer signals. The similarity between the temperature fluctuations
in the left and right OHs is, in principle, unknown, making thermal noise a

4 This factor is unity in an ideal case assuming the identical parameters are adopted for the left
and right setups.

5 This would set the performance limit of suppression of laser frequency noise.
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potentially In the worst case,
thermal noises on the
two OHs are
incoherent, and the
thermal noise curve in
the left of Figure A.6
exists as-is.

limiting noise source. Expanding the thermal noise coupling term
from Eq. (A.10) yields

2λ0

π
δθA

tm(δT) = Θtm

(
δTL − C f ,tmδTR

)
+ ∆ΘL

tmδTL − C f ,tm∆ΘR
tmδTR. (A.12)

The reference interferometers can be finally invoked to suppress the thermal
noise term further;

φB
tm = φA

tm − CT

(
φL

ref − C f ,refφ
R
ref

)
/2
(
1 + C f ,tm

)
' δφ + δθB

tm(δT) +
εtm

2
+

CTεref

2
, (A.13)

where

CT =
Θtm

Θref
=

atm(∆l) + btm(∆n)
aref(∆l) + bref(∆n)

(A.14)

is a calibration factor determined by design 6. The residual thermal noise
θB

tm(δT) reads

2λ0

π
δθB

tm(δT) '
(

ΘL
tm − CTΘL

ref

)
δTL −

(
C f ,tmΘR

tm − CTC f ,refΘR
ref

)
δTR

'
[
∆ΘL

tm − CT∆ΘL
ref

]
δTL

−
[
∆ΘR

tm + ∆C f ,tmΘtm − CT

(
∆ΘR

ref + ∆C f ,refΘref

)]
δTR.

(A.15)

Only the cross terms of δT with δΘ and ∆C f ,jΘ remain; hence, the major ther-
mal noise contribution can be eliminated regardless of its correlation between
the two OHs. Performances of these combinations Eqs. (A.10) and (A.13) are
plotted on the right of Figure A.6.

This thermal noise reduction scheme assumes that the TM and reference
interferometers in the same OH are affected coherently by the thermo-optical
fluctuations in the optic. This assumption seems to be valid based on COMSOL
simulations performed by Miguel Dovale. Nevertheless, the influence of an
arbitrary correlation between the two interferometers accommodated in a
single prism is analyzed and plotted in Figure A.8.

6 This factor relates the thermally induced optical pathlength variations in the TM interferometer
to those in the reference interferometer and is determined purely geometrically.
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Figure A.8: Influence
of an arbitrary corre-
lation in temperature
noise between two
interferometers in
a single OH on the
performance of the
dual-OH setup. The
coherence function is
assumed to take the
form 1/

√
1 + ( f / fc)2,

where f is the Fourier
frequency and fc is
the cut-off frequency,
yielding perfect corre-
lation at frequencies
f � fc, and total
uncorrelation at fre-
quencies f � fc. In
this example, we show
the resulting displace-
ment noise for an
arbitrarily distributed
coherence function
with fc ∈ (10−3, 10−1)
Hz.
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The Gravity Recovery and Climate Experiment (GRACE) mission [66], in orbit
since March 2002 to the end of its science mission in October 2017, was a joint
mission of the National Aeronautics and Space Administration (NASA) and
the German Aerospace Center (DLR). Twin satellites, in a trailing formation
flying ∼ 500 km above the Earth with a nominal separation of 200 km on a
near-polar orbit, mapped the spatial and temporal variations of the Earth’s
gravity field.

The Gravity Recovery and Climate Experiment Follow-On (GRACE-FO)
mission [66] was launched in May 2018, again as a US-German collaboration.
This follow-up mission employs the laser ranging interferometry (LRI) as a
technology demonstrator, and the OB was of the so-called "off-axis" type [67],
in which the receiving (RX) light and the transmitting (TX) light propagate
into and out of the OB through different apertures.

On the other hand, the "on-axis" topology [68, 69] shares the same optical
path for the two beams with a single baffle and telescope at the cost of a
more complex OB setup, including polarizing optics.1 Such a single telescope
is, if a telescope is implemented, advantageous to practical constraints of
space missions on mass, space, cost, etc. This chapter proposes the new "on-
axis" topology as a part of preparatory studies for a next generation gravity
mission (NGGM). The detailed description can be found in [70]. Based on
conceptualization by Yichao Yang and Vitali Müller, the author contributed
to methodology and numerical simulation, together with Miguel Dovale
Álvarez.

b.1 optical bench design

Some general design requirements are applied to the OB regardless of its
topology. Here, two critical requirements are featured: a beam alignment
system and a stable virtual reference point (RP).

The first point influences various aspects of LRI. For example, the carrier-
to-noise ratio (CNR) of the heterodyne beatnote needs to be high enough to
maintain stable transponder mode and to suppress shot noise which could be
dominant with a long baseline at high frequencies instead of laser frequency
noise. The alignment can be automatically achieved by combining a fast
steering mirror (FSM) and an imaging system. On top, this solution ensures
that the TTL couplings on both the local and distant OBs are significantly
suppressed.

The second point is to guarantee the invariance of measured ranges under
small rotations on an arbitrary axis of the SC around its center of mass, where
an accelerometer is located. The virtual RP needs to be physically accessible
and co-located with the SC center of mass. A reasonable value for the in-flight

1 This type of topology is also adopted in LISA.
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TTL coupling is of the order of 100 µm rad−1, which has been demonstrated
by the GRACE-FO LRI [71], and, to some extent, can be reduced further by
in-flight calibrations.

b.2 layout

The proposed OB design is depicted in Figure B.1. The RX beam enters the
OB via mirror M1, which images the virtual RP (i.e., the SC c.m.) into the
RX/TX reference point aperture located in the OB. The local oscillator (LO)
and TX beams originate from a single beam injected into the OB via a fiber
injector. After passing a suitably aligned polarizer, this initial beam contains
8 % p-polarized and 92 % s-polarized light. Through interacting with the
polarizing beamsplitter PBS2, the beam is split into the TX beam (p-pol),
which is transmitted out of the SC via the same path as the RX beam, and
the LO beam (s-pol), which propagates to PBS1 where it interferes with the
RX beam. The RX-LO beatnote is then captured by both QPDs QPD1 and
QPD2 in a balanced detection scheme. A total of three retarder waveplates
(WP1, WP2, and WP3) are placed north, west, and east of PBS2 to keep all
beams in orthogonal polarization states before the RX-LO interference at PBS1.
The main purpose of introducing WP2 with its slow axis at 22.5° is to allow
both the local and the remote SC optical benches to share identical optical
layouts, as they both receive and transmit beams with −45° and 45° linear
polarizations, respectively.

The acquisition system comprises an imaging system and a focal plane
detector to image the RX light. Such a scheme is commonly used in space
laser communication terminals [72].

A total of five two-lens imaging systems are implemented with four lenses:
two of the so-called RX imaging systems, which share lens L3 (L3-L1 and
L3-L2); two of the so-called LO imaging systems, which share lens L4 (L4-L1

and L4-L2); and the so-called TX imaging system (L4-L3). They also serve as
Keplerian telescopes: compressing or enlarging the beams to what is desired
2.

The layout enables range measurements to be insensitive to some particular
path-length fluctuations on the bench. In this layout, the north and south of
PBS2 are insensitive. The former is common for the RX and LO beams; hence,
its fluctuation does not change an interference pattern. The latter is common
for the TX and LO beams, meaning the transponder scheme compensates for
its fluctuation.

b.3 characteristics

The unique characteristics of the layout introduced in Appendix B.2 are
highlighted here.

First, in the RX and LO imaging systems, the first lens acts on only one
of the two interfering beams, while the second acts on both. This allows
magnifications of all imaging systems to be tuned to flexibly adjust the size of
the beams to match the RX/TX aperture, as well as the active area of the PRs.

2 For example, to adapt the size of the interfering beams to the active area of the PDs, or to
enlarge the size of the transmit beam to decrease its divergence.
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Figure B.1: LRI opti-
cal bench layout. The
green arrows depict
the path and direc-
tion of the LO and TX
beams, originating
from a single beam
injected into the bench
via a fiber injector.
The red arrows depict
those of the RX beam,
which couples into
the bench via mirror
M1. The polarization
state of each beam is
indicated (RHC: right-
hand circular; LHC:
left-hand circular).
The RX and TX RPs
coincide in the left
focal plane of lens L3,
along the optical axis
between mirrors M3

and M1. The RX/TX
RP is imaged into the
SC center of mass,
where an accelerom-
eter is located. The
range measurement is
invariant under rota-
tions of the SC around
this point. The RX and
LO beams interfere
at polarizing beam-
splitter PBS1 and are
captured by the pair of
quadrant photodiodes
QPD1 and QPD2 in
a balanced detection
configuration.
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The resulting configuration is unique, compared with other interferometers
employing imaging systems with all lenses placed after the interferometer’s
beam combiner [69, 68, 67, 73]. Therefore, the impact of non-common effects
between the two first lenses is scrutinized as analyzed in Appendix B.7.2.

Second, this layout does not introduce any complex structure for a retro-
reflective function. GRACE-FO LRI adopted the triple-mirror assembly as
a retroreflector, further studied [74]. The recent study [69] proposed a cor-
ner cube retroreflector. On the other hand, the layout shown in Figure B.1
achieves the retro-reflective function with a single mirror M2 in between the
TX imaging system. This simple "retroreflector" would be beneficial to ease the
construction and/or to make itself less susceptible to in-flight environmental
perturbations.

Last but not least, all polarizing components are placed inside imaging
systems. This implies that any tilted beam incident on imaging systems passes
through polarizing components with constant tilt only with a beam walk.
That could be beneficial for polarization interferometers.

b.4 comparison with former designs

The proposed layout is compared in Table B.1 against the original and modi-
fied GRACE-FO LRI OBs 3. Two configurations of the new LRI OB ("A" and
"B") differ in the radius of the injected local beam.

3 The modified GRACE-FO LRI OBs are for a fair comparison with the new LRI OB "A" using
the same aperture design.
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Table B.1: Comparison
of optical parameters
between two config-
urations of the pro-
posed LRI OB design,
the GRACE-FO LRI
OB, and two modi-
fied versions of the
GRACE-FO LRI OB.
For CNR, considered
is a 50 µrad misalign-
ment of the local SC
with respect to the
line-of-sight to the re-
mote SC [67, 68].

N
ew

LR
I

O
B

"A
"

N
ew

LR
I

O
B

"B
"

G
R

A
C

E-
FO

G
R

A
C

E-
FO

M
od

1

G
R

A
C

E-
FO

M
od

2

aperture size 8.0 mm 8.0 mm 4.0 mm 8 mm 8.0 mm

LO waist radius 2.5 mm 1.0 mm 2.5 mm 2.5 mm 6.6 mm

RX magnification 0.064 0.064 0.125 0.064 0.064

LO magnification 0.168 0.168 0.125 0.064 0.064

TX magnification 2.646 2.646 n/a n/a n/a

het. efficiency 0.85 0.23 0.67 0.2 0.85

TX divergence angle 65 µrad 131 µrad 149 µrad 138 µrad 65 µrad

CNR (ideal) 94.2 dB 82.9 dB 81.2 dB 82.5 dB 94.9 dB

CNR (misaligned) 88.8 dB 81.4 dB 80.0 dB 81.2 dB 89.5 dB

Since the magnification of each beam cannot be adjusted independently
in GRACE-FO unlike the new LRI OB (see Appendix B.3), the "Modified 1"
design results in a great degradation of heterodyne efficiency. As illustrated
in the "Modified 2" design, enlarging the waist radius of the LO beam leads
to similar CNR performance as the new LRI OB "A" design. However, this
requires the increased optical complexity of achieving such a large waist size.

This comparison shows the excellence of the new layout in scalability as
highlighted in Appendix B.3.

b.5 optical simulation

The IFOCAD model of the new LRI OBThis is chosen due to
the smaller size of the
beam injected into the

OB, which is
straightforward to

realize using
commercially available

fiber injectors.

"B"design from Table B.1 is built to
quantitatively assess the OB from several aspects under the RX beam rota-
tion: TTL noise, beam alignments and their robustness under environmental
perturbations. The model is illustrated using OPTOCAD [75] in Figure B.2.

The simulation presented in the later sections has some interesting features
in the context of IFOCAD modeling:

• TTL coupling over 200 km SC separation

• FSM control loop using differential wavefront sensing (DWS) signals

• Flat-top beam due to the clipping at the aperture

The first point makes this simulation unique because none of the former
IFOCAD models simulates such a long baseline. Simulation is based on a
double-precision floating-point format with a dynamic range of 1016. Hence,
the model can simulate length changes with the precision of the order of
0.1 nm out of 200 km.

The second point requires a fast optimization to derive a proper FSM
rotation angle matching an injected RX rotation. These two rotation angles
are related via a constant factor in theory, depending on magnifications.
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Figure B.2: LRI OB
as modelled in IFO-
CAD and drawn in
OPTOCAD. The RX
beams start at the re-
ceive aperture (red).
The TX and LO beams
stem from the beam
injected into the OB
by the fiber injector
(blue). The baseplate
assumed in the ther-
mal analysis is drawn
as a rectangle enclos-
ing all the components
on the OB.
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Figure B.3: Ampli-
tude and phase of the
“flat-top” RX beam at
the receive aperture
and at the surface of
QPD1, in the hori-
zontal direction. The
dashed lines indicate
the boundaries of
the aperture and the
active area of the pho-
todiode, respectively.
The RX beam is mod-
eled in IFOCAD using
the mode-expansion
method. The ampli-
tude of the local oscil-
lator beam at QPD1 is
shown in red, showing
good spatial overlap
with the RX beam, de-
spite the much larger
peak amplitude.
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Simulation first optimizes a FSM angle at a certain RX angle and deduces this
factor from their ratio. The derived linear function with the factor lets us start
with a good initial estimate. This largely reduces the workload of the rest of
the optimizations.

To realize the third point, the mode expansion method (MEM) [76] is
adopted. In the MEM, the electrical field of the incoming Gaussian beam
E(x, y) is decomposed into Hermite-Gaussian modes umn(x, y; q),

EMEM(x, y) =
Nmax

∑
m=0

Nmax−m

∑
n=0

amnumn(x, y; q) exp(−iks), (B.1)

where amn is the mode amplitude, k is the wavenumber, s is a propagation
distance, and Nmax is the maximum expansion order, which limits the decom-
position performance. Figure B.3 shows the amplitude and phase of the RX
beam at the receive aperture and at the surface of QPD1, as obtained via the
MEM simulation with Nmax of 30.

Polarization and stray light effects are neglected in the following simulation.
These will be the subject of future investigations.

b.6 simulation protocol

The whole simulation comprises the setup configuration and the scientific
simulation. Their protocols are summarized as follows:

Setup configuration:

(i) initialize OB components with the rough positioning,

(ii) optimize imaging systems by fine-tuning the position of,

(a) the QPDs along the nominal optical axis to minimize the beam
walk of the LO beam on the detector planes

(b) L3 to minimize the separation between the front focal point of L1

and the effective focal point of the system composed of L3, WP2,
PBS2, WP1 and PBS1,
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(c) the receiving aperture to minimize the interferometer’s TTL cou-
pling, as sensed by both QPDs, under pitch and yaw rotations of
the SC with an active FSM4,

(d) M2 such that the effective focal point of the TX imaging system is
located at the RX/TX RP, and thus near-perfect TX beam pointing
to the remote SC is achieved.

Scientific simulation:

(i) the local SC analysis,

(a) the RX Gaussian beam is propagated from the remote to the local
SC, tilted at the aperture and clipped by the MEM,

(b) the flat-top RX beam is propagated through the setup,

(c) the RX beam is interfered with the LO beam whilst the FSM is
being actively controlled using DWS loops,

(d) the longitudinal pathlength signal (LPS) variations are measured,
and the local TTL coupling is evaluated,

(ii) the remote SC analysis,

(a) the position of a distant single-element photo detector (SEPD)
representing the remote OB is derived by intersecting the RX beam
direction with a sphere of 200 km radius centered around the
unfolded RX RP,

(b) The radius of this LO
beam is set large
enough such that this
distant system acts as a
perfect transponder,
measuring a range
unaffected by the
wavefront of the
interfering beams.

a large Gaussian beam acting as a remote LO beam is generated at
the distant SEPD,

(c) the TX beam is propagated to this SEPD and interfered with the
remote LO beam,

(d) the LPS measured by the distant SEPD is obtained and the TX
beam TTL coupling is evaluated.

b.7 results

Following the protocol in Appendix B.6, the scientific simulation is conducted
with and without environmental perturbations. This simulation shows the
variation of relevant quantities as a function of the RX beam angle in both
the pitch and yaw degrees of freedom for the interferometer with closed-loop
control of the FSM.

b.7.1 Ideal performance

The results in an ideal situation are depicted in Figure B.4. The figure shows
(in order from top to bottom) the position acquired by the FSM under a
given misalignment; the measured in-loop (QPD1) and out-of-loop (QPD2)
horizontal and vertical DWS signals; the deviation of the TX beam from
the inter-satellite line of sight; the RX and LO beam walk at the QPDs; the

4 Using the DWS signals at QPD1 to actuate on the steering mirror’s pitch and yaw degrees
of freedom to yield optimally overlapped phasefronts between the RX and LO beams at the
detectors
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TTL coupling experienced at the local SC; and the TX beam TTL coupling
measured at the distant SC in perfect-transponder mode.

The required FSM tilt angle is not the same as the RX beam angle due to
magnifications and the OB’s geometry. A beam tilt angle before an imaging
system is translated to the angle after it via magnification. The RX and LO
beams must be aligned, i.e., share the same angle at QPD; hence, their tilt
angles before each imaging system θRX and θLO are related by

θRX/αRX = θLO/αLO, (B.2)

where αRX and αLO are magnifications of the imaging systems. In addition,
the FSM tilt angle θFSM is translated to the LO beam angle via a scaling factor
β,

θLO = β · θFSM. (B.3)

The factor β depends on the degree of freedom: β = 2 and
√

2 for the yaw
and pitch motions, respectively. Eqs. (B.2) and (B.3) give us the FSM tilt angle
to compensate for the RX beam tilt,

θFSM =
1
β

αLO

αRX
θRX. (B.4)

Hence, the RX beam angle θRX of 2000 µrad in yaw and pitch can be com-
pensated for by the FSM angles of 2625 µrad and 3712 µrad (see Table B.1
for magnifications). The top panels for yaw (left) and pitch (right) show the
consistent FSM angles.

The out-of-loop DWS signals are small but orders of magnitude greater
than the in-loop signals due to the asymmetry between the reflection and
transmission ports of PBS1. The numerical error of double precision is visible
in the TX beam TTL coupling as mentioned at the beginning of Appendix B.5.

As mentioned in Appendix B.3, the installation error of M2 directly af-
fects the OB’s retro-reflective function by changing the position of the TX
RP, thereby introducing extra TTL coupling to the range measurement. This
effect is modeled and characterized, and it is determined that with positional
tolerances of 0.05 mm and angular tolerances of 50 µrad, the extra TTL cou-
pling in all three rotation axes is ∼10 µm rad−1. This performance impact is
similar to that of the triple-mirror-assembly of the GRACE-FO LRI, where
the misalignment of the three mirrors introduced a TTL coupling of less than
20 µm rad−1 in all three rotation axes [77].

b.7.2 Thermal drift

Finally, a thermal analysis is carried out as a representative environmental
perturbation to ensure that the proposed OB layout is robust against thermoe-
lastic deformation and refractive index variations due to temperature drifts.
This analysis is critical since the RX and LO imaging systems, as highlighted
in Appendix B.3, feature different sets of components on their respective
sensitive paths. This means that, e.g., any thermal effects introduced by lenses
L3 and L4 are not common-mode between the interfering beams.

The expected thermal drift on the optical bench is ±3 K/orbit [66]. Hence,
the temperature is swept within this range, and the thermoelastic expansion
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Figure B.4: LRI ideal
simulation: Angular
motion of the local SC
causes the received
beam’s incidence
angle at the receive
aperture to change
(the abscissas). A steer-
ing mirror is actuated
(a, b) via two inde-
pendent DWS control
loops that zero the
DWSh and DWSv sig-
nals in QPD1 (c, d),
keeping the RX and
LO phase fronts nearly
parallel at both detec-
tors. QPD2 is out of
loop and measures
nearly zero DWSh
and DWSv (e, f). The
TX imaging system
ensures that the TX
beam is antiparallel
to the RX beam in the
inter-SC path (g, h).
The RX and LO imag-
ing systems ensure
that the RX and LO
beams experience min-
imal beam walk at the
detectors (i-l), as well
as minimal TTL cou-
pling, measured both
locally (m, n) and at
the distant SC (o, p).
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Figure B.5: LRI ther-
mal analysis. The
temperature is swept
in the ±3 K range in
seven steps, and the
TTL coupling simula-
tion is carried out for
each step of tempera-
ture and RX beam tilt
in the pitch and yaw
degrees of freedom.
The shaded regions
shown in the plots are
bounded by the max-
imum and minimum
results for TX pointing
error (a, b), RX beam
walk (c, d), LO beam
walk (e, f), local TTL
coupling (g, h), and
TX beam TTL cou-
pling (i, j) throughout
the temperature range.
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and the refractive index change are uniformly applied to all optical compo-
nents. The components are assumed to be attached to a baseplate that expands
uniformly, changing the components’ positions w.r.t. the baseplate’s center
of mass 5. The results are shown in Figure B.5. This shows the maximum
magnitude of the total TTL coupling of 18.1 µm rad−1 and 1.16 µm rad−1 over
300 µrad in yaw and pitch, respectively. These are both below the GRACE-FO
requirement of 80 µm rad−1 [67], and thus verify the feasibility of the design
in terms of the orbital thermal drift.

5 For the optical components, the thermal coefficients of fused silica are used, α = 5.5× 10−7
1/K,

and β = 9.6× 10−6
1/K, where α measures the fractional length change (∆L/L per Kelvin)

and β measures the fractional refractive index change (∆n/n per Kelvin). On the other hand,
the baseplate is assumed to be made of Titanium with α = 8.6× 10−6

1/K
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O P T I C A L N O I S E I N H E T E R O D Y N E
I N T E R F E R O M E T RY

Optical noises in heterodyne interferometry will be arbitrarily categorized in
this chapter. This will reveal that the particular type of noise coupling can be
mitigated via balanced detection, for example, laser RIN [78].

c.1 phase noise categorization

In this section, coupling mechanisms of phase noise in heterodyne interferom-
etry are arbitrarily categorized into several types. The electromagnetic fields
used in this section are listed below,

Ea(t) = |Ea|eiωat, (C.1)

EA
b (t) = |Eb|ei((ωa+ωhet)t+φs(t)+φA

n (t)), (C.2)

EB
b (t) = |Eb|ei((ωa+ωhet)t+φs(t)) + |En|ei(ωat+φB

n (t)), (C.3)

EC
b (t) = |Eb|ei((ωa+ωhet)t+φs(t)) + |En|ei((ωa+ωhet)t+φC

n (t)), (C.4)

where Ea(t) is a reference beam, Eb(t) is a measurement beam, φs(t) is a
target phase signal, φn(t) is any phase noise encoded in the particular way
and |En| is an amplitude of the noise term.

For the sake of simplicity, a combining BS is assumed to be a perfect 50:50

BS in the rest of this section. On top, only AC contributions in the power of
superimposed fields are of interest, hence, discussed.

c.1.1 Phase noise: Type A

This type of phase noise is directly embedded in a phase of an electromag-
netic field. A signal measured by a PR is a power of the superposition of
the two fields. After a combining BS, the AC term of the power on each
complementary port has the following expressions,

δPA(t) = 2 Re(EaEA∗
b )

= 2|Ea||Eb| cos
(

ωhett + φs(t) + φA
n (t)

)
, (C.5)

δPA
π (t) = −2 Re(EaEA∗

b )

= 2|Ea||Eb| cos
(

ωhett + φs(t) + φA
n (t) + π

)
. (C.6)

By demodulating either of the signals, the phases can be extracted.

δφA(t) = φs(t) + φA
n (t), (C.7)

δφA
π (t) = −φs(t)− φA

n (t). (C.8)

Type A represents any displacement/misalignment noises caused by a
variety of mechanisms, e.g., SC motions, TM motions, TTL couplings, original
laser noises, OB mechanical fluctuations, etc.

131
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c.1.2 Phase noise: Type B

This type of phase noise appears in one of two electromagnetic fields as an
additional term oscillating at the other beam frequency. The AC term of the
power on each complementary port has the following expressions,

δPB(t) = 2 Re(EaEB∗
b,1) + 2 Re(EB

b,1EB∗
b,2)

= 2|Ea||Eb| cos (ωhett + φs(t))

+ 2|Eb||En| cos
(

ωhett + φs(t) + φB
n (t)

)
, (C.9)

δPB
π (t) = −2 Re(EaEB∗

b,1) + 2 Re(EB
b,1EB∗

b,2)

= 2|Ea||Eb| cos (ωhett + φs(t) + π)

+ 2|Eb||En| cos
(

ωhett + φs(t) + φB
n (t)

)
, (C.10)

where EB
b,1 and EB

b,2 are the first and second terms of EB
b in Eq. (C.3) and φB

n (t)
is assumed to be DC. We can derive the phase signals by demodulation as
follows,

δφB(t) = φs(t) + arctan
(

|En| sin φB
n (t)

|Ea|+ |En| cos φB
n (t)

)
≈ φs(t) +

|En|
|Ea|

sin φB
n (t), (C.11)

δφB
π(t) = φs(t) + arctan

(
|En| sin φB

n (t)
−|Ea|+ |En| cos φB

n (t)

)
≈ φs(t)−

|En|
|Ea|

sin φB
n (t), (C.12)

Increasing the power of the "reference beam" |Ea| can improve SNR as long
as the noise amplitude |En| is not proportional to it.

Type B has a unique feature: this can be suppressed by balanced detection
using both ports of a combining BS, see Appendix C.2.

c.1.3 Phase noise: Type C

This type of phase noise appears in one of two electromagnetic fields as an
additional term oscillating at the same frequency.

δPC(t) = 2 Re(EaEC∗
b )

= 2|Ea|
[
|Eb| cos (ωhett + φs(t)) + |En| cos

(
ωhett + φs(t) + φC

n (t)
)]

,

(C.13)

δPC
π (t) = −2 Re(EaEC∗

b )

= −2|Ea|
[
|Eb| cos (ωhett + φs(t)) + |En| cos

(
ωhett + φs(t) + φC

n (t)
)]

,

(C.14)
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The phase signals are,

δφC(t) = φs(t) + arctan
(

|En| sin φC
n (t)

|Eb|+ |En| cos φC
n (t)

)
≈ φs(t) +

|En|
|Eb|

sin φC
n (t), (C.15)

δφC
π(t) = −φs(t)− arctan

(
|En| sin φC

n (t)
|Eb|+ |En| cos φC

n (t)

)
≈ −φs(t)−

|En|
|Eb|

sin φC
n (t), (C.16)

The noise characteristic of Type C is, in a sense, between Type A and Type
B. Phase noise is shifted by π together with a signal phase on a secondary
port, as with Type A. On the other hand, analogous to Type B, increasing the
nominal beam power |Eb| could improve the performance, depending on the
feature of the noise amplitude |En|. For example, one typical noise source in
Type C, i.e., an on-axis ghost beam, would have |En| proportional to |Eb|. This
cannot be suppressed only by changing power in such a case.

c.2 balanced detection

This section shows that homodyning the heterodyne beatnotes at both output
ports of a combining BS mitigates Type-B noises: so-called balanced detection.
This scheme coherently adds complementary signals via the combination
written by

δφBD =
1
2
(δφ(t)− δφπ(t)) . (C.17)

Remember that a perfect 50:50 BS is assumed throughout this chapter. In
a real case, the balancing must be performed with the information of BS
transmission and reflection coefficients provided by calibrations; hence, the
balancing performance is limited by the accuracy of the calibration, which
can be modeled by a balancing efficiency [78].

Type-B noises can be canceled out by balanced detection: plugging Eq. (C.11)
and (C.12) into Eq. (C.17) ends up with,

δφB
BD =

1
2

(
δφB(t)− δφB

π(t)
)

=
1
2

[(
φs(t) +

r|Eb|
|Ea|

(
φs(t) + φB

n (t)
))
−
(
−φs(t) +

r|Eb|
|Ea|

(
φs(t) + φB

n (t)
))]

= φs(t). (C.18)





D
P I L O T T O N E F R E Q U E N C Y

A PT frequency in LISA has been nominally 75 MHz [30, 36, 38]. The higher
frequency better monitors the ADC jitter, lifting its coupling against other
secondary noises. However, the frequency must be selected carefully, consid-
ering its impact on other scientific channels: carrier and sideband PLLs, and
DLL. This chapter studies such impacts and proposes a new frequency, i.e.,
37.5 MHz, which was, for example, nominally used in Chapter 7.

d.1 impact on pll

Due to the aliasing effect, a PT signal is aliased to a frequency below Nyquist
frequency at ADC. For the nominal 80 MHz sampling rate, this can be written,

νPT(τ)
sampling−−−−−→

νPT(τ), if νPT(τ) <40 MHz,

80 MHz− νPT(τ), if νPT(τ) >40 MHz.
(D.1)

The 75 MHz PT signal, hence, is aliased to 5 MHz. This means that 5 MHz
(and frequencies Naively speaking, PLL

bandwidth, i.e., 10 kHz
to 100 kHz.

close to it) is a "prohibited" frequency from the perspective
of carrier and sideband PLLs. In addition, in case the higher harmonics of
75 MHz exist, e.g., due to a low-noise amplifier on the analog frontend, the
integer multiples of 5 MHz are potentially risky frequencies as well. A LISA
constellation consists of nine carrier-carrier beatnote frequencies (i.e., six
interspacecraft and three reference interferometers) and eighteen sideband-
sideband beatnote frequencies attached to them. Hence, it would not be
possible to select all of them away from any of the integer multiples of 5 MHz
over the mission.

Shifting the PT frequency from 75 MHz to a frequency below Nyquist
frequency of 40 MHz would partially solve this problem; e.g. 37.5 MHz. This
is because such a frequency can push the aliased frequencies in the heterodyne
band to way higher harmonics, i.e., a second harmonics for 5 MHz, a fourth
harmonics for 10 MHz, etc.

The preliminary demonstration of this effect was done in a simple electrical
split test by Thomas S. Schwarze. The result is shown in Figure D.1. Blue
has main and PT frequencies of 10 MHz and 76.2 MHz, respectively. From
this reference, only a PT signal is changed into 75 MHz (solid-red), then a
significant impact above the 1 pm/

√
Hz mark, due to the second harmonics

of 75 MHz, was observed. After that, maintaining 75 MHz for the PT signal,
the main frequency was changed into 20 MHz (dashed-red), which recovered
the reference performance. This suggests that the impact becomes negligible
with the fourth harmonics. The same measurements were repeated with a
37.5 MHz (yellow). The 10 MHz main frequency still shows the influence
above 0.4 Hz; however, it is highly suppressed from the 75 MHz PT signal as
expected.

This issue also applies to the sideband phase tracking: when the carrier
beatnote has the same frequency as the sum or difference between the aliased
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Figure D.1: Depen-
dency of the PT im-
pact on carrier PLL
on their frequencies.
Measurements were
taken by Thomas S.
Schwarze.
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PT frequency and the sideband frequency offset from the carrier ∆ fsb. This
effect was observed when sinusoidally scanning the carrier-carrier beatnote
frequency over the almost full heterodyne band (i.e., 6 MHz to 24 MHz) for
the ranging study in Section 7.3.2. Figure D.2 shows theSideband PLL is based

on phase feed-forward
introduced in

Section 2.2.2. Hence, its
output is restricted to a
target differential clock

signal.

frequencies of carrier
and sideband beatnotes. This measurement chose the 37.5 MHz PT signal and
the sideband offset ∆ fsb of 1.25 MHz; therefore, the lsb beatnote is expected to
be disturbed most in case it is around 5 MHz to which the second harmonic
of the PT signal is aliased. This was confirmed, as shown in the middle panel
of the figure. The lsb-lsb beatnote would not be available at all for clock
synchronization over the time window when the carrier beatnote is roughly
within the frequencies of 5 MHz + ∆ fsb ± 25 kHz. In LISA, an interferometer
within this band could not operate in the DSB mode. Although the disturbance
was not observed for the carrier frequency within 10 MHz±∆ fsb± 25 kHz, in
either of the usb or lsb beatnotes, this region is expected to be also forbidden
with the 75 MHz PT signal. This further narrows down the mission period
over which all interferometers can operate in the DSB mode.

In conclusion, selecting the PT frequency seems to be quite important
so that its higher harmonics aliased to the heterodyne band are pushed to
way higher orders. Halving the nominal frequency is the easiest solution,
accomplished just by adding one more by-2 frequency divider on CFDS, i.e.,
75 MHz to 37.5 MHz.

d.2 impact on dll

The frequency of a PT signal would also be influential on DLL because
the PT signal, mixed with a local copy of a carrier-carrier beatnote, does
exist at the PLL error point, from which the PRN signal is extracted for
DLL. As shown in Figure 2.7, the pre-DLL low-pass filter must reject the
heterodyne second harmonics. Such "mixed" PT signals also are expected to
be suppressed simultaneously; however, this becomes challenging, or even
impossible, depending on the PT frequency.
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Figure D.2: Distur-
bance of a lsb-lsb
beatnote due to the
aliased PT signal. Top:
a carrier-carrier beat-
note, identical to blue
in the top panel in
Figure 7.5. Middle:
a lsb-lsb beatnote.
Bottom: an usb-usb
beatnote. The input
PT signal and the
sideband frequency
offset from the carrier
were 37.5 MHz and
1.25 MHz, respectively.
The mini panels zoom
in to the period of the
first glitch. The smaller
oscillations in the mini
panel on the top are
due to the active tone
injection at 0.762 Hz
for tone-assisted TDIR
for ranging characteri-
zation; see Chapter 7.
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Figure D.3: PT fre-
quencies at a PLL
error point (orbit: ESA-
leading, N1a_L1). Left:
beatnote frequencies
in different interfer-
ometers. Middle: PT
frequencies at a PLL
error with the PT fre-
quency of 75 MHz.
Right: same as the
middle, but with
the PT frequency of
37.5 MHz. For the mid-
dle and right, solid
and dashed curves
show two frequencies
into which the input
PT signal is split due
to the mixing process.
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Figure D.4: Demon-
stration of the im-
pact of a PT signal
on PRNR. Legends
show frequencies of
heterodyne beatnotes,
PT signals, and slower
mixed PT signals.
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The mixed PT frequency changes with heterodyne frequencies and, corre-
spondingly, with frequency plans [22] (or LISA orbits more fundamentally)
and interferometers. The PLL mixing process yields two PT frequencies,

νPT(τ)
mixing−−−→ νPT(τ)± νhet(τ). (D.2)

Figure D.3 shows the mixed PT frequencies in different LISA interferometers
with the PT frequencies of 75 MHz (middle) and 37.5 MHz (right). "N1a_L1"
in the ESA-leading orbit is taken as an example. With the 75 MHz PT signal,
many interferometers result in very low frequencies below 10 MHz, and
some of them even invade into the PRN band, which makes it impossible
to distinguish the mixed PT signals from the PRN signal using the pre-DLL
low-pass filter. On the other hand, the 37.5 MHz PT signals successfully push
its mixed versions to higher frequencies (the possible lowest is 12.5 MHz in
theory). This eases extracting the target PRN signal via the low-pass filter.

This was experimentally demonstrated using the 2PM2S topology same as
Section 7.1, with the local PRN code off; see Figure D.4. Clocks are indepen-
dent between two PMs, and the timer deviation is already removed, using
sideband measurements, in the figure. The combination of the 6 MHz hetero-
dyne frequency and the 75 MHz (blue) results in a slower mixed PT frequency
of 1 MHz, and showed the degradation of the performance, compared with
the one without the PT signal (black). The performance converged on black
with the mixed PT frequency increased via the heterodyne frequency (red,
green). The worst case with the 37.5 MHz PT signal is shown in yellow. No
impact was observed on this precision. It must be remarked that the green
and yellow cases did not depend on the existence of the pre-DLL low-pass
filer. It would be because the mixed PT signal is much faster than the data-bit
window, over which the DLL input is accumulated to compute an error signal,
and the deterministic sinusoidal signal is averaged out. This point remains to
be investigated.

d.3 timing fidelity

Appendices D.1 and D.2 reveal that a PT signal have non-negligible influences
on PLL and DLL, depending on its frequency. Changing it from 75 MHz to
37.5 MHz would minimize such impacts. Or more in general, a PT frequency,
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Figure D.5: CFDS
performance-critical-
chain timing fidelity
with a 37.5 MHz PT
signal. Top: timing
fidelity in the air
(dashed) and in vac-
uum (solid). Bottom:
temperature stability
on each component
on the performance-
critical PT generation
chain
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directly aliased to the LISA heterodyne band (i.e. 5 MHz to 25 MHz), would
not be a good option.

However, the higher frequency better monitors the ADC jitter, lifting its
coupling against other secondary noises. From the perspective of CFDS shown
in Figure 2.12, the PT signal must be generated by down-converting a GHz-
clock sideband signal. Therefore, generating a lower frequency is expected to
introduce more timing jitter. Hence, lowering a PT frequency makes it more
difficult to meet the 40 fs/

√
Hz requirement (see Eq. (2.15)) on a performance-

critical chain of CFDS.
Figure D.5 shows the timing fidelity of the performance-critical chain of

TRL 5 CFDS with 37.5 MHz PT signals. A common 2.400 GHz signal was
applied to the inputs to the frequency-divider chains of two independent
CFDS instances. Then, the phases of their 37.5 MHz PT signals were extracted
by a PM, and the difference was computed in post-processing. The full
performance in vacuum (solid-blue) is compliant with the timing requirement,
except for a small bump around 2 mHz. The frequency dividers (solid-red)
are the dominant noise sources (the performance-critical chain also includes a
low-noise amplifier, a low-pass filter, and a power splitter). See [25] for the
detailed description.





E
N O I S E C O U P L I N G S I N C L O C K S Y N C H R O N I Z AT I O N

e.1 aliasing effect

Laser frequency noises at high Fourier frequencies are folded into the obser-
vation band due to aliasing in the decimation stages. Hence, clock synchro-
nization must consider this frequency regime, out of the observation band,
using carefully designed anti-aliasing filters. As time-stamping and sampling
operations do not commute (see below), the residuals of aliased frequency
noise will otherwise spoil the measurements. A brief summary of this will be
given in the following, while a detailed model will be presented in [79].

A decimation stage is a combination of an anti-aliasing filter and down-
sampling. This process is expressed introducing a sampling operator S and a
filter operator F,

νS(τ) = SFν(τ′), (E.1)

where νS(τ) is a measured frequency after filtering and down-sampling. The
one-sided power spectrum of νS is made up of the in-band contribution and
any folded/aliased power that results from down-sampling,

SνS( f ) =
∞

∑
k=0

F̃( f )S(k)
ν ( f ). (E.2)

where F̃( f ) is the modulus squared of the filter’s transfer function. S(k)
ν ( f )

denotes the kth alias which is given by

S(k)
ν ( f ) =

Sν(n[k] fs + f ), n[k] = k
2 if k is even

Sν(n[k] fs − f ), n[k] = k+1
2 if k is odd

(E.3)

Using the introduced formalism, a split measurement, i.e., the difference
between the same signals measured by independent two PMs, is written with
the adjustment of one of the timestamps in post-processing,

y(τ) = SFν(τ′)− T−1
i SFTiν(τ

′)

= T−1
i ([Ti, S]F + S[Ti, F]) ν(τ′), (E.4)

where the time-stamping operator Ti and its inverse operator T−1
i are intro-

duced. They represent the time shifts due to the timer deviation between the
primary and secondary clocks and the compensation for it by time-shifting,
respectively. Notice that a timer deviation was assumed to be constant here;
hence, q̇i(τ

′), which generally appears in a denominator like Eq. (2.11), was
neglected. The first term shows the commutator between time-stamping and
sampling, which is the focus of the rest of this section. The second term is
the one between time-stamping and filtering, which is called flexing-filtering
coupling [80] and described in Appendix E.3.
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The k-th contribution to the total ASD is derived by taking a square root of
the ensemble average of the squared modulus of the Fourier transform F ,

Ỹ(k)( f ) =

√〈∣∣∣F [T−1
i [Ti, S]Fν(τ′)

]∣∣∣2〉
=

√
F̃( f )S(k)

ν ( f ) ·
∣∣∣e−j2π f δτi − e−j2π(n[k] fs+ f )δτi

∣∣∣
=

√
F̃( f )S(k)

ν ( f ) · 2 |sin(πn[k] fsδτi)| . (E.5)

This shows Ti and S does commute for power below the new Nyquist fre-
quency but does not for all aliased power, i.e., when k 6= 0.

Up to here, a constant timer deviation δτi was assumed to derive the ASD
of the commutator. Our actual timer deviation is time-dependent and almost
linear in time over a lab measurement time. Hence, if the timer deviation
varies more than O(1/ fs), the sinusoidal factor is averaged because of the
phase scanning. In this case, after such an averaging, Eq. (E.4) reduces to,

Ỹ(k)( f ) ≈
√

F̃( f )S(k)
ν ( f ) ·

√
2. (E.6)

This model of the aliasing effect can be applied to the three-signal measure-
ment,

∆′3PM(τ) = SFνc,2′3′(τ
′) + T−1

2 SFT2νc,1′2′(τ
′) + T−1

3 SFT3νc,3′1′(τ
′)

= −T−1
2 [T2, S]Fνc,1′2′(τ

′)− T−1
3 [T3, S]Fνc,3′1′(τ

′), (E.7)

where all detailed descriptions of clock synchronizations provided in Sec-
tion 4.2.2 are omitted and the perfect three-signal test without any additional
noise was assumed in the second line, i.e., νc,2′3′(τ

′) = −νc,1′2′(τ
′)− νc,3′1′(τ

′).
Section 4.3 specifically demonstrates the aliasing effect due to the CIC

decimation stage mentioned in Section 4.1. The filter operator described in
this section corresponds to its integration stage before down-sampling. This
is followed by the comb stage, whose transfer function can be applied from
the left side of Eq. (E.6).

e.2 lagrange interpolation error

In post-processing, PM data is interpolated using fractional delay filters to
adjust data time stamps. We recall the analytical model of the interpolation
error presented in [29]. Time shifts are assumed to be constant in this section.

The interpolation consists of two steps: an integer delay T0
i to shift the time

stamps to the nearest sample and a fractional delay Tε
i implemented by a

non-causal FIR filter. To model the interpolation based on this decomposition,
the time shift δτi is also expanded,

δτi = δτ0
i + δτε

i , (E.8)

where δτ0
i = N/ fs by definition. fs is the sampling frequency and N is an

integer.
To estimate the error in the frequency domain, the Fourier transform of the

following expression needs to be derived,

δTix(t) =
[
Tε

i T0
i − Ti

]
x(t), (E.9)
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where x(t) is a given data in time and Ti is the perfect operator.
The Fourier transform of each operator reads,

F
[
T0

i x(t)
]
(ω) = ejωδτ0

i x̃(ω), (E.10)

F [Tε
i x(t)] (ω) =

p

∑
k=−p+1

cε
kejωk/ fs x̃(ω), (E.11)

F [Tix(t)] (ω) = ejω(δτ0
i +δτε

i ) x̃(ω), (E.12)

where p = (a + 1)/2 with a as the filter order and cε
k is a filter coefficient.

Combining these equations, the Fourier transform of Eq. (E.9) is derived,

F [δTix(t)] (ω) = ejωδτ0
i

[
p

∑
k=−p+1

(
cε

kejωk/ fs
)
− ejωδτε

i

]
x̃(ω). (E.13)

After all, the interpolation error in ASD δT̃i(ω) is computed,

δT̃i(ω) =

∣∣∣∣∣ p

∑
k=−p+1

(
cε

kejωk/ fs
)
− ejωδτε

i

∣∣∣∣∣ . (E.14)

e.3 flexing-filtering coupling

The model of the flexing-filtering coupling presented in [80] is adapted to our
case where only a single time-stamping operator exists in Eq. (E.4).

The Fourier transform of time-shifted data Tix(t) can be generally ex-
pressed,

F [Tix(t)] (ω) =
∫ ∞

−∞
x(t− δτi(t)) · exp (−jωt) dt

=
1

1− q̇i
exp

(
−jω

δτi,0

1− q̇i

)
x̃
(

ω

1− q̇i

)
, (E.15)

where the timer deviation δτi(t) was assumed to be a linear function of time,
i.e., δτi(t) = q̇it + δτi,0.

Each term of the commutator between time-stamping and filtering reads,

F [TiFx(t)] (ω) =
1

1− q̇i
exp

(
−jω

δτi,0

1− q̇i

)
x̃
(

ω

1− q̇i

)
F̃(ω), (E.16)

F [FTix(t)] (ω) =
1

1− q̇i
exp

(
−jω

δτi,0

1− q̇i

)
x̃
(

ω

1− q̇i

)
F̃
(

ω

1− q̇i

)
.

(E.17)

Using Eqs. (E.16) and (E.17), the flexing filtering coupling to the first order
of q̇i is derived,

FF(ω; x, Ti, F) := F [[Ti, F]x(t)] (ω)

≈ ωq̇i exp (−jωδτi,0) x̃ (ω)
dF̃(ω)

dω
. (E.18)

Hence, a filter design couples to a phase measurement via its frequency
derivative. This implies that this flexing filtering coupling is dominant close
to the Nyquist frequency of a particular decimation stage.





F
L A S E R L O C K W I T H A P H A S E M E T E R

LISA requires the laser transponder lock between local and received beams
to maintain all optical beatnote frequencies within the heterodyne beatnote
bandwidth from 5 MHz to 25 MHz. Such a laser lock system is based on
nested feedback loops [30]; one is a DPLL (see Section 2.2), and the other is a
laser control loop. Using an optical beatnote frequency extracted by the former,
the latter controls the local laser frequency via piezoelectric transducer (PZT)
and crystal temperature actuators. This chapter provides such a nested loop
design, analytical formulations, and experimental demonstrations.

Any measurements in Appendix F.2 were conducted by the LISA-like laser
lock implemented on the low-budget commercial device, Red Pitaya. Thomas
S. Schwarze initiated this implementation, which the author further developed,
e.g., the implementation of the injection of the beatnote frequency dynamics
in Appendices F.2.2 and F.2.3. The laser lock with Red Pitaya is used for
the Hexagon experiment, presented in the main body of this thesis, which
features multiple laser sources locked to each other.

f.1 analytical form

f.1.1 Block diagram

A linearized block diagram of the frequency-lock loop is shown in Figure F.1,
which consists of optical parts (red), analog electronics (blue), and digital
electronics (black). PM DPLL FPLL first extracts the frequency of an input
optical beatnote between the local and the received beams. This is then
compared to a reference frequency to generate an error signal for the laser
lock. After passing through digital servos implemented in FPGA logic, FGain

and FCtrl, the control signal is converted to an analog electrical signal via DAC
FDAC. Lastly, a signal conditioning circuit Fcond tailors the signal, based on
which an actuator Fplant manipulates the local laser frequency. The implicit
integration from frequency to phase Fν2φ is inserted before the DPLL.

The laser-lock loop comprises two loops: a fast PZT loop and a slow
temperature loop. The former determines the loop bandwidth and is dominant
through most of the frequency band, while the latter compensates for a
slow and large thermal drift of laser frequencies to keep the system in its
operational band.

Notice that each of the PZT and temperature loops has a virtual switch
to open or close the loop. For example, the loop must be open during an
intersatellite link acquisition. It is achieved with both spatial beam alignments
and the beam frequency scan to bring the beatnote frequency to the LISA
heterodyne bandwidth. Such a wide-range frequency scanning is possible by
sweeping the temperature offset signal over its range.
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Figure F.1: Block di-
agram of laser lock
loop. Red for optical
signals, blue for ana-
log electrical signals,
and black for digital
signals.
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f.1.2 Transfer function

The laser-lock loop comprises both analog and digital domains. Hence, in the
following formulation, the analog components are expressed in the Laplace
domain, while the digital components are in the z domain, considering its
sampling time. Under the low-frequency approximation against the digital
sampling frequency fs

1, the domains have a simple relation:

s ≈ (z− 1) · fs, (F.1)

which follows by Taylor expansion to the first order from z = es/ fs .

DPLL (FPLL): The detailed description is provided in Section 2.2.1. Based
on its known open-loop transfer function GPLL in Eq. (2.1), its system trans-
fer function FPLL from the perspective of the frequency-lock loop can be
expressed,

FPLL(z) =
GPLL(z)

1 + GPLL(z)
· z− 1

2π
, (F.2)

where (z− 1)/2π is the inverse of the product of the phase accumulator and
the LUT, according to the fact that a frequency, instead of a phase in radian,
is an output.

Digital servo (FGain and FCtrl): The gain-reduction stages FGain,l (l = 1, 2)
are implemented by adding extra bits to registers from the left. This guaran-
tees enough bits for the fixed-point arithmetic at the following controllers,
preventing overflows.

FGain,l = 2−Cl , (F.3)

where Cl is the number of bits added from the left.
The controllers FCtrl,l implement an integrator and a double integrator with

dedicated gains,

FCtrl,l(z) =
ki,l

z− 1
+

kii,l

(z− 1)2 , (F.4)

1 All digital components operate at the PM system clock rate, i.e., 80 MHz in the LISA case.
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where ki,l and kii,l are gains of a single and double integrator, respectively.

DAC (FDAC): This transfer function can be a constant factor depending on
the DAC specification. The value represents a conversion from a digital code,
which the digital servo provides, to a voltage.

Analog servo (Fcond): The signal conditioning circuit in the analog domain
FA

cond (A = P, T) is nominally composed of a low-pass filter to suppress un-
wanted high frequencies after the DAC and a gain kA

c , delivering a signal
voltage that fits the operational range of the following actuator,

FA
cond(s) =

kA
c

1 + s/ωA
c

, (F.5)

where f A
c (= ωA

c /2π) is a corner frequency of the low-pass filter.

Actuators (Fplant): This represents an actuation efficiency from a signal voltage
to a laser frequency. This would be modeled by such an efficiency factor
(normally O(1 MHz/V) for a PZT and O(1 GHz/V) for a temperature) and a
low-pass filter with a particular bandwidth.

Frequency-to-phase conversion (Fν2φ): This is an implicit component that
stems from the fact that the actuators on a laser control the laser frequency,
while the input to DPLL is a phase in radian,

Fν2φ(s) =
2π

s
. (F.6)

Frequency-lock loop (Glock): The open-loop transfer function of the whole
laser frequency-lock loop Glock is given by placing the components introduced
above in the way shown in Figure F.1. The entire loop can be decomposed
into the PZT loop GP

lock and the temperature loop GT
lock, each of which is a

series of the components,

Gloop(s, z) = GP
loop(s, z) + GT

loop(s, z), (F.7)

GP
loop(s, z) = FPLL(z) · FGain,1 · FCtrl,1(z) · FDAC · FP

cond(s) · FP
plant(s) · Fν2φ(s),

(F.8)

GT
loop(s, z) = FPLL(z) · FGain,1 · FCtrl,1(z) · FGain,2 · FCtrl,2(z) · FDAC·

FT
cond(s) · FT

plant(s) · Fν2φ(s). (F.9)

The PZT, temperature, and combined entire loops are plotted in Figure F.2,
based on Eqs. (F.7) to (F.9). In this example, the unity-gain frequency (UGF) of
the entire loop and the cross-over frequency between the PZT and temperature
loops are 20.8 kHz and 51.7 µHz, respectively. A practical upper bound of
the UGF would be determined by a PZT resonance frequency, which is
around 50 kHz for Mephisto non-planar ring oscillator (NPRO) laser from
COHERENT.
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Figure F.2: Open-loop
transfer functions of
the frequency-lock
loops. The frequency
range around the UGF
of the entire loop,
20.8 kHz, is shown
on the right, while
the range around the
cross-over frequency
between the PZT and
temperature loops,
51.7 µHz, is shown on
the left.
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f.1.3 Performance

The analytical investigation can be wrapped up with the laser-lock perfor-
mance based on the loop model provided above and laser frequency noise
models in Section 1.3.1.1. According to the open-loop transfer function Gloop
in Eq. (F.7), a local laser frequency ν̃l,free is locked to a received laser frequency
ν̃r,

ν̃l,lock(s) =
1

1 + Gloop

(
ν̃l,free(s) + Gloop · ν̃r(s)

)
. (F.10)

The loop error can also be computed by,

ν̃e(s) = ν̃l,lock(s)− ν̃r(s)

=
1

1 + Gloop
(ν̃l,free(s)− ν̃r(s)) , (F.11)

which must be compared with the transponder stability requirement 5 Hz/
√

Hz.
Figure F.3 shows the results. The local and received laser frequency noises

are assumed to be free-running and cavity-stabilized, following Eq. (1.18) and
Eq. (1.19), respectively. The local laser is almost freely running above the UGF
of the laser lock loop, estimated around 20.8 kHz in Appendix F.1.2. It starts
to be locked to the received laser around the UGF, and the lock gets tighter
towards low frequencies. The resulting stability of the transponder lock, i.e.,
the residual loop error, is plotted in red. This meets the aforementioned
5 Hz/

√
Hz requirement below UGF.

f.2 demonstration

f.2.1 Loop transfer function

The loop model introduced in Appendix F.1 was experimentally verified. The
bode plot of the open-loop transfer function measured by Moku:Lab from
LIQUID INSTRUMENT is shown in Figure F.4. Blue is the measurement in
the lab. Black is the model with the parameters substituted to Eqs. (F.7) to (F.9).
The measurement agrees with the model well. The UGF and the phase margin
can be estimated around 22 kHz and 50.0°.
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Figure F.3: Perfor-
mance of the laser
frequency-lock loop.
Solid blue is a free-
running local laser
noise, orange is a sta-
bilized received laser
noise, dashed blue is
the local laser noise
locked to the received
laser, and red is the
error of the laser-lock
loop. Glitches around
0.1 Hz are artifacts due
to numerical errors in
simulation.
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Figure F.4: Experimen-
tal demonstration of
the laser lock system
implemented on Red
Pitaya, using one of
the optical beatnote in
the Hexagon.
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Figure F.5: Demon-
stration of beatnote
frequency noise injec-
tion. A Moku:Lab PM
operation, which has
the sampling rate of
15.625 kHz, measures
a signal from SEPD on
the hexagonal bench
for the out-of-loop
measurements. Blue
is the beatnote fre-
quency without any
modulation; Orange
is the noise floor of
60 Hz/

√
Hz and the

corner frequency of
1 kHz; Green is the
sinusoidal modulation
with the amplitude
of 1 kHz at 0.5 Hz;
Dashed-black curves
are the theoretical
curves of the injected
signals; Dot-dashed
light-color lines show
the sampling rates at
the decimation stages
of PM.
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f.2.2 Frequency noise

An in-band sinusoidal frequency modulation would be intentionally injected
in LISA for the efficient performance characterization of TDI, called tone-
assisted TDIR; see Section 4.4. In addition, the injection of the LISA-like noise
level (see Section 1.3.1.1) is necessary to produce representative input noises
for the PM testing in a lab.

Figure F.5 demonstrates such frequency modulations using one of the
beatnotes in the Hexagon. The parameters (a white noise floor, a modulation
frequency, a modulation amplitude, etc.) are sent from a client software in
Python to a server software in C on the Red Pitaya processor. The server
software then numerically generates corresponding noises and sends them
to FPGA continuously. The white noise injection (orange) and the sinusoidal
modulation (green) both follow the theoretical curves (dashed black) rather
well.

Note that the injected noise floor reaches the sampling rate of the CIC
decimation stage, i.e., 610.4 Hz. This way, the frequency noise floor of the
optical beatnote at the critical frequency can be set deterministically; hence,
the investigation of the aliasing effect can be consistently performed, as
presented in Chapter 4.

f.2.3 Frequency drift

Heterodyne frequencies are not constant due to Doppler shifts caused by
a relative motion between SC in LISA. Hence, they keep drifting over the
mission duration at the speed of the order in 10 Hz s−1.

Such slow and complicated frequency dynamics can be synthesized on the
client software by instantiating an arbitrary function and adding it to the
reference frequency. Then, the slowly modulated reference frequency is sent
from the client to the server.

Figure F.6 demonstrates three types of frequency drifts over 8 hours: a
700 Hz s−1 linear drift (pink), the LISA frequency plan "Keplerian N1c_L1_isc3"
(cyan) and the LISA frequency plan "ESA N1a_L1_isc1" (green), together with
their models (dashed-black). The LISA frequency plans are intentionally sped
up by a factor of 10000 to compress 9 years into 8 hours. Neglecting glitches
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Figure F.6: Demon-
stration of various
drifts of beatnote fre-
quencies in absolute
frequency (top) and its
time derivative (bot-
tom). Pink shows a
700 Hz s−1 linear drift.
Cyan shows the LISA
frequency plan "Kep-
lerian N1c_L1_isc3".
Green shows "ESA
N1a_L1_isc1". Dashed-
black curves are the-
oretical curves gener-
ated in client software.
The LISA frequency
plans are intentionally
sped up by a factor of
10000.
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in the bottom panel, the measured beatnote frequencies are modulated by the
injected signals as expected.





G
D E C I M AT I O N A RT I FA C T S

PLLs and DLLs on a PM operate at 80 MHz and the data-bit rate around
dozens kHz, respectively. As summarized in Section 2.4, such high-rate loop
outputs must be decimated to a few Hz with anti-aliasing filters to suppress
aliased noises sufficiently.

A finite number of bits N invested for any digital signal sets a range,

0 ≤ y[n] ≤ 2N − 1, (G.1)

where y[n] is an unsigned integer at a discrete time n. The combination of an
anti-aliasing filter and such a finite range becomes a problem when y jumps
from the upper bound to zero (or vice versa) due to the signal wrap in this
range. This means the signal response to the wrapping gets more sluggish
because of the low-pass effect, which causes artifacts at the jump.

Such jumps regularly occur if the signal has a linear ramp. For example, a
phase output from PLL ramps almost linearly because of a MHz heterodyne
frequency, which changes slowly due to a frequency plan. A received PRNR
estimate is another example; it drifts due to a clock bias and SC relative
motions.

There would be multiple ways to overcome this artifact at the decimation
stages. The method applied to PRNR estimates and PLL phases in this thesis
generates an auxiliary signal yaux shifted by half of the range from the raw
signal yraw,

yaux[n] =
(

yraw[n] +
M
2

)
mod M + 1, (G.2)

0 ≤ yraw[n], yaux[n] ≤ M. (G.3)

Note that the upper bound of the range is generalized by M because it does
not necessarily have to be For example, the upper

bound of a PRNR
estimate is determined
by the number of
system clock cycles in
a full code; thereby, it
corresponds to the
maximum of the bit
length for the 2n

parameter set from
Table 5.1, but it is not
the case for the non-2n

parameter set in the
table.

the bit length that sets the range. Also, only for the
simplicity of the following formulation, M is assumed to be an even number.

Both signals pass through identical decimation stages. Still, jumps occur at
different timings because of the half-range offset M

2
1. The key idea is to switch

between the two signals to avoid the jumps and recover the artifact-free signal
in post-processing 2. Signals are switched when the current one gets out of a
narrower range from 25 % to 75 % of the original upper bound

[M
4 , 3M

4

]
3,

yF
1/2[n] =

yF
raw[n]

(
yF

raw[n] ∈
[M

4 , 3M
4

])
yF

aux[n]
(
yF

aux[n] ∈
[M

4 , 3M
4

]) (G.4)

The superscript F explicitly shows that these signals are the ones after all
decimation stages.

1 This cannot be exactly half if M is an odd number, which is the reason why M is restricted to
an even number for the simplicity.

2 This switching method is possible because all anti-aliasing filters have finite impulse response.
3 The bounds would be optimal since only one of the two signals is within the range at a time,

and it never occurs that both are out of the range.
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Figure G.1:
Decimation-artifact-
free PRN range. Or-
ange and red mark-
ers are the raw and
auxiliary ranges, re-
spectively. They show
artifacts at jumps.
Dot-black has a half
ambiguity, switching
between the ranges to
avoid artifacts. This
is unwrapped and
shifted to the first
segment of the raw
range to maintain the
original ambiguity
(dot-blue).
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One should notice that Eq. (G.5) halves the original signal range; yF
1/2 ∈[M

4 , 3M
4

]
. For example, this could be an issue when resolving a PRNR ambigu-

ity. Hence, it is essential to guarantee that a resulting signal starts with yF
raw

regardless of its initial value to maintain the original ambiguity,

yF[n] =


yF

1/2[n] +
M
2

(
yF

raw[0] ∈
[
0, M

4

))
yF

1/2[n]
(
yF

raw[0] ∈
[M

4 , 3M
4

])
yF

1/2[n]−
M
2

(
yF

raw[0] ∈
( 3M

4 , M
]) (G.5)

Figure G.1 shows the experimental demonstration with PRN ranges. The
raw and auxiliary ranges show artifacts at jumps due to the filtering as
expected. Dot-black corresponds to yF

1/2[n], which has a half ambiguity, while
dot-blue is the unwrapped version of yF[n].
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