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Abstract. High order FIR filters employ model reduction linearity and stability Prenbo and Silvermaii982.

techniques, in order to decrease power consumption and timé/hile model reduction techniques give IIR filters with lower
delay. During reduction high order FIR filters are converted order, their implementation may lead to problems of coef-
into low order IIR filters preserving stability and phase lin- ficients presentation. We will show that the coefficients of
earity as main features. Matlab simulations of an audio systhe reduced IIR filters can be represented by second-order
tem with these reduced filters are presented. Furthermoresections and implemented with the same digital signal pro-
the influence of order on power consumption is discussed. cessor (DSP) with two’s complement fix point arithmetic as
in the case of the original FIR filters.

In addition, we are going to discuss the power consumption
of the reduced filters. There are different approaches to this
problem. One way is to reduce the amount of switched ca-
pacitance during its operatio@fiandrakasan and Brodersen

I_n problem area like model order re.duction several reduc—lgga_ Another way is to reduce filter hardware decreasing
tion methods have been developed in the last two decade%e number of its digital circuits. In this sense we observe

A classification of these methods can be given by referringcorrelation between reduction methods and the complexity

to the domain where the high-order and low-order mode_lsOf the reduced filter.

have to be represented either in frequency or time domalnm our paper we will show in an implicit manner the influ-
The most frequently employed model reduction methods for : .
linear, stable, continuous- or discrete-time systems are th§"c® of cqnvenuonal model reduptlon methods to the power
Balanced Truncation Model ReductioBdliczynski et al. cqnsumpﬂon. Furthermore we \.N'" show with Matlab simu-
1992 (BMT), Singular Perturbation Model Reduction (SPR) Iathns _that these reduced IIR filters preserve _the quanw_ of
(Aldhaherj 2000 and Optimal Hankel Norm Approximation audio S|gnals of the ZePoC_sys_tem with the original FIR fil-
(OHN) (Beliczynski et al. 1994. These methods operating ters, while power consumption is reduced.

in the state-space domain of the original model lead to the

derivation of a low-order model with fewer state variables. o ) .

Our starting point for applying model reduction methods is a2 Application of the model reduction techniques

novel binary zero-position coding algorithm (ZePoG}ré- ) ] o
itenberger and Mathj200243. This algorithm is developed AS already mentioned we are going to show applications of
to convert audio signals into binary signals eliminating high the model reduction techniques to a new type of coding algo-
frequency distortions. Hardware implementation of ZePoc'ithm for audio signals (ZePoC). The ZePoC system is pre-
system includes FIR filters as main building bloc&reit- ~ Sented in Figl. In order to get the audio signal from the
enberger et al2001), where phase linearity is essential. It intermediate binary carrier signal, low pass digital FIR f||ters_
is well known that phase linear FIR filters allow distortion '€ needed for each channel of the two parts of the analytic
free transmission of signals, and they are widely used due t§i9nal, Streitenberger et al2002h. Circles in Fig.1 mark -
advanced design tools. However, the main drawback of FIRhes€ filters. The stop band suppression and pass band ripple
filters is their high order. Model reduction techniques offer a for all filters are—100dB and 1737.10~*dB respectively.

solution for designing filters with low order preserving phase The first two FIR filters, marked as an Up-sampling block,
are digital 8-times up sampling filters. The order of each

Correspondence td:j. Radic filter is 260. The LPF blocks present low pass FIR filters
(radic@tet.uni-hannover.de) with the order 170. The sampling frequengyfor these four

1 Introduction
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Fig. 1. Symbolic presentation of the ZePoC algorithm. All hardware elements with FIR filter structure are marked with circles.
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Fig. 2. Group delay error of the 8-times up sampling IR filters in Fig. 3. Group delay error of the low pass IR filters in pass band.

pass band. Error is scaled by sampling rAte-1/f;, f;=384 kHz. Error is scaled by sampling ratg=1/f;, fs=384 kHz. The dashed
line marks the highest input signal frequency, 20 kHz.

filters is f;=384 kHz. The last up-sampling block is 4-times The | PFs are reduced to order 37 and have very small group

up-sampling FIR filter that carry out the signal processing a"delay error up to frequency 20 kHz, see FagFor the most

gorithms including implicit zero-computation to an accuracy cyitical frequencies, around 20 kHz, the ripple of the scaled

of 16 bits. The order of this filter is 34 with the sampling group delay error is less than 10and has small influence

frequency/;=1536 kHz. on the input signals.

For audio signals only the frequency range between [0, The |ast 4-times up sampling filter reduced to the order 15

20 kHz] is significant in the pass band of the filters. has very small group delay error in pass band, particularly

Analysis of magnitude response error and group delay erfor the input signal range marked by dashed line in Big.

ror in Radit and Mathig20044 for described filters showed The magnitude response error for all filters is in the pass

that the best results were archived by SPR. This method i®and smaller than-150 dB, so that the error is imperceptible

applicable to systems that can be heuristically decoupledor audio signalsRadit and Mathis2004H).

into a slow subsystem and a fast one. Rejection of very fast

modes from a model gives a new system consisting of a slow

part that can be considered dominant for a description of the

full behaviour. 3 Power consumption of the reduced filter

All reduced filters obtained by SPR techniques are IIR

filters with quasi-linear phase in pass band. We are goingn the following, we are going to study the connection be-

to discuss the size of ripple shape of group delay error oftween the complexity of a filter structure and its power con-

each reduced filter, because it shows the deviation of phassumption. Since power consumption is proportional to the

from exact linearity. Indeed, the group delay errors increassdilter order Cudwig et al, 1996, our approach achieves

with frequency in pass band, as it is shown in Rg.for power reduction with respect to a filter order reduction. The

8-times up sampling filters that are reduced to order 34. Fofilter order and the number of key components/operation can

frequencies larger than 17 kHz this ripple reaches valuedbe identified from filter transfer functions. If we consider the

larger than 210~°. Therefore, the input signal with fre- complete DSP architecture it consist of a multiply accumula-

quencies between 17 kHz and 20 kHz can be more interferedor, several forms of memory (RAM, ROM), a storage cell for
the filter output value and a control function for scheduling
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the different components. The average power consumption, 410" ;
P, of a digital system may be expressed as s
P =Y NiCiVj,f. 1) 2t :
i n f

=i i

where N; is the number of operations of typeperformed E {

b

per sample(; is the average capacitance switched per oper- !
ation of typei, V,4 is the operation supply voltage arfgis [
the sample frequencyefdogan et a).2001). Therefore, for ol :

error

achieving low-order it has to be minimised one or more of
the parameter®;, C;, V44 and f;. In this paper we analyze
the power consumption of a reduced filter through the num- -4 m 5 = -
ber of operationsp;, like multiplying and adding, because frequency [kHz]

they are directly impacted by reduction of filter order.

The number Of multipliers and addel’S iS related to the SeFig_ 4. Group de|ay error of the 4-times up samp"ng IR filter
lected filter presentation and each of them needs some energy pass band. Error is scaled by sampling frequefigy1/f;,

Ey andE 4 respectively. Therefore the power consumption f;=1536 kHz. The dashed line marks the highest input signal fre-
can be presented as a function of these two energies quency, 20 kHz.

P =F(NuEm, NaEy). (2)

of switching activity within the multiplier leading to higher
ower consumptionArslan and Erdogar200). The other
wo interesting structures TDF and SOS will be discussed,

because of their low complexityletze and Schenk 986,

which may lead to low power consumption.

Ny and N4 are numbers of multiplying and adding opera-
tions, respectively. We are not going to discuss the nature o
the function F but the influence of the order reduction on
Ny andNy.

The multipliers are one of the major bottlenecks governing
the performance of a DSP algorithm. Indeed, the power
dissipated within a multiplier represents a significant pro-
portion of the overall power dissipated by the DSP device
(Abu-Khater et al. 1996. Furthermore we will consider
and influence of the number of adders because their numb
depends on size of reduction.

The TDF of anN;,gth order IIR filter is characterized
by 2N;;r-1 unique coefficients and employ®/2 g+1 two-
input multipliers and /;; g two-input adders. In this filter
representation delay units are placed between adders so that
Ghe multipliers can be feed simultaneously. It results in a re-
duction of the switching activity of the multiplier data inputs
since the date input remains unchanged for a significant num-
ber of multiplication operations.
Comparing the number of multipliers for a linear phase FIR
filter and its associated reduced IIR filter, the degree of re-
In this section we investigate the influence of model reduc-duction for which a number of multipliers for TDF is lower
tion to the complexity of the reduced filters and to comparethan for original filter, can be calculated using the relation
the power consumption of the reduced IIR filter with the orig-
inal FIR filters. First we are going to discuss the complexity
and power consumption of the original linear phage gth in the expression where the numbers of multipliers is com-
order FIR filters. These FIR filters have a symmetric or an-pared
tisymmetric impulse response, so thatr;g/2| two-input

3.1 Relations between order reduction and power con
sumption of the reduced filter

PNrir = Ni1R 4)

multipliers are required.|"” stands for oddVr g /2 rounded  2pNpjp + 1 < NFIR (5)

to the nearest larger integer. The number of two-input adders 2

is equal to the order of such a filter. Therefore, the powerThe coefficientp indicates the degree of reduction. If we

consumption of an FIR filter according to EQ) {s assume that/PNr;r<1/4 thenp~25%. The FIR filter has
Nrig to be reduced by more than 75% to verify a lower number of

Prir = F(| > |[Ep, NFIRE A,). 3) multipliers for the reduced IIR filter.

In the following the power consumption of the reduced filter
It is well known that the parallel structure has problems with presented by SOS can be presented as

finite word length representationd/aidyanathan 1993. N N

Due to infinite word length requirements we will not discuss P39S = F(| =28 |5Ey, |[—22 | E 4,). (6)
parallel structure as a possible solution for the representation 2 2
of the reduced filters. Further, a filter represented by DF iswhere E 4. is energy of five-input adder. The number of
implemented such that for each multiplication both inputs adders is lower for second order section than for FIR filter

of the multiplier receive new data. This causes higher levelrepresentations becausdg ;g <<Ng;r. But the number of
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Fig. 5. Spectrum of output signal of ZePoC system with FIR filters, Fig. 7. Spectrum of output signal of ZePoC system with FIR filters.
where signal contains f1=6 kHz and f2=7.5 kHz frequencies. The signal contains f1=18.5 kHz and f2=19.5 kHz frequencies.
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Fig. 6. Spectrum of output signal of ZePoC system with IR filters, Fig. 8. Spectrum of output signal of ZePoC system with the low
where signal contains f1=6 kHz and f2=7.5 kHz frequencies. pass IIR filters instead of the FIR filters. The signal contains
f1=18.5kHz and f2=19.5 kHz frequencies.

multipliers of SOS is not necessarily lower for each reduced

IIR filter than for the original FIR filter. If the order of an IR ere two different output signals from the reduced ZePoC
filter is presented as percentggef the order of an FIR filter system are presented and compared with output signals of
we can calculate value of the constanas the original ZePoC system. The reduced system contains
PNFIR NFIR the reduced IIR filters represented in the SOS because
| 2 5= 2 - @) using TDF four of five filters from ZePoC system lost their
coefficients during implementation.

From Eq. {) p has to be equal or smaller than 20%.

. We will observe and compare two different input signals.
cording to Eg. 4) the FIR filters have to be reduced at Ieast

First observed input signal consists of a two-component

0,
by 80%, so that the second order section presentation of re Sinusoidal signal with frequencies 6 kHz and 7.5kHz. The

duced IIR filter requires less number of multipliers. output signal from the ZePoC system with linear phase FIR
filters is presented in Fid. Figure6 shows the output signal
if all filters in the original ZePoC system are replaced by
4 Simulation of the ZePoC system with reduced low 0w pass quasi-linear phase IIR filters. As one can see these
pass IIR Filters two output signals are so similar that there is no difference
in using quasi-linear phase IIR filters instead of linear phase
The representation of data and coefficients in DSPs play$IR filters. The reason lays in very small group delay errors
also very important role in reducing power consumption of in the frequency range where audio signal appears for all
the filters. There are two common methods of their represenreduced IIR filters, Figs2, 3 and 4. Furthermore, pass
tation two's complement and sign-magnitude representatiorband noise is smaller than100dB, and all high frequency
(?). We decided to use the same 24 bits DSP and to represeuiistortions are in stop band that extends after second vertical
the coefficients of reduced filters in two’s complement, dashed line in Fig6.
because the two’s complement was used for representatiolhe second tested input signal is a two-component sinus
of the original FIR filters coefficients. signal with frequencies 18.5kHz and 19.5 kHz. In Fighe
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