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Abstract

Nowadays, there is an increasing need, and interest, in model order reduction (MOR) techniques that make it feasible to approximate complex high fidelity models (HFM) in real-time and many-query scenarios using limited computational resources. The development of model order reduction techniques suitable for structural problems with nonlinear material behaviour is investigated in this research. A semi-incremental framework based on a large time increment (LATIN) approach is proposed to tackle fatigue damage computations subjected to variable amplitude and frequency loadings. Due to the nonlinear damage growth, the damage accumulation driven by variable loads should reflect the load sequence effect. Experiments have revealed that such an effect becomes more crucial as the difference in amplitudes increases (Lemaitre and Desmorat 2005). The proposed implementation approximates the structural response within a material-independent framework, i.e., different material models may be incorporated straightforwardly. Loads with variable amplitudes and frequencies are addressed in a semi-incremental manner, where full cycles are simulated consecutively, and convergence is ensured using a hybrid approach.

A low-rank approximation, in terms of proper generalised decomposition (PGD) of the solution, is sought directly in the online phase of the proposed scheme where the optimality of the generated PGD basis and its growth are controlled using different orthogonalisation schemes. PGD bases can be interpreted as a set of linear subspaces adapted on-the-fly to the problem settings. Different orthonormalisation techniques were tested to ensure the optimality of the PGD generated modes. Following the assessment, a randomised singular value decomposition (SVD) approach that exploits the outer-product format of the PGD solution was selected. The SVD scheme resulted in a considerable computational time saving by limiting the number of modes compared to a Gram-Schmidt procedure. The whole numerical scheme is realised in the online phase, and no offline phase is considered so far.

Improvements to the introduced reduced order model (ROM) are further investigated by exploiting low-rank approximations in an arithmetic operation toolbox that allows for faster simulations with lower memory footprints. Then, a data assisted approach that combines machine learning techniques such as artificial neural networks (ANN) with MOR is examined to show the promising results of data recycling, i.e., reusing previously generated data.

The semi-incremental scheme and a displacement formulated standard finite element incremental framework are implemented to illustrate their differences in terms of computational time and memory footprint. Numerical examples with variable loadings that show speedups in the order of 10-100 are discussed, and a typical implementation is provided as open-source code, available at https://gitlab.com/shadialameddin/romfem.
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Zusammenfassung


Weiter werden Optimierungen des eingeführten ROMs untersucht, indem niedrigrangige Approximationen in einer arithmetischen Operations-Toolbox genutzt werden, die schnelleren Simulationen mit weniger Speicherbedarf ermöglicht. Anschließend wird ein datengestützter Ansatz untersucht, der maschinelle Lerntechniken wie künstliche neuronale Netze (ANN) mit MOR kombiniert, um die vielversprechenden Ergebnisse des Datenrecyclings, d.h. der Wiederverwendung bereits generierter Daten, aufzuzeigen.


**Finanzierung:** Diese Forschung wurde von der Deutschen Forschungsgemeinschaft (DFG) über das Internationale Graduiertenkolleg (IRTG) 1627 gefördert.
**Stichworte**: model order reduction (MOR); reduzierte Ordnungsmodellierung (ROM); niedrigrangige Approximation; korrekte generalisierte Zerlegung (PGD); PGD-Kompression; randomisierte SVD; nichtlineares Materialverhalten; Ermüdung.
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<td>Principal component analysis</td>
</tr>
<tr>
<td>PDE</td>
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<td>Randomised singular value decomposition</td>
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Chapter 1: Introduction

Fatigue damage is one of the primary failure mechanisms of structural components where the material fails below its nominal strength, and it is often hard to tell with visual observations when such failure may occur. Therefore, this phenomenon is of great interest for many researchers and engineers (Lemaitre and Desmorat 2005). The fatigue life can be expressed as the number of loading cycles required to initiate a mesocrack and cause its propagation up to a specific limit (Lemaitre and Desmorat 2005). As indicated by experimental observations, at high stress amplitudes, i.e., low-cycle fatigue, fatigue cracks start to develop in the early cycles, whereas at low stress levels: high-cycle fatigue, the crack initiation period is significant to the whole service life (Sobczyk and Spencer Jr 2012). In metallic alloys of steel and nickel, for instance, crack initiation accounts for more than 70 ∼ 80% of the total fatigue life of the structure (Wang, Berard, Rathery, and Bathias 1999; Deng, Tu, Zhang, Wang, and Qin 2015) and the corresponding critical damage value mostly belongs to \([0.2 - 0.5]\) (Lemaitre and Desmorat 2005). It was noted in (Schijve 2003) that a life-prediction rule for fatigue damage accumulation under variable-amplitude loading does not exist yet; this motivates the development of numerical techniques that can predict fatigue damage efficiently (Schijve 2009).

Numerical simulation is an attractive augmentation to experiments when designing and analysing mechanical structures. However, due to the increasing demand for sophisticated and detailed results, it is of common interest to reduce the computational cost of numerical models throughout model order reduction (MOR) strategies (Chinesta, Huerta, Rozza, and Willcox 2017). Advantages of MOR techniques have been illustrated in different fields such as nonlinear problems (Giacoma, Dureisseix, Gravouil, and Rochette 2015; Bhattacharyya, Fau, Nackenhorst, Néron, and Ladevèze 2017), real-time computations (Niroumandi, González, Alfaro, Bordeu, Leygue, Cueto, and Chinesta 2013) or cyclic, parametric or probabilistic computations where information is reused from one query to another (Heyberger, Boucard, and Néron 2013; Bhattacharyya, Fau, Nackenhorst, Néron, and Ladevèze 2018).

1.1 Motivation and State of the Art

Traditional approaches based on S–N curves, which are still dominantly used in the design process, fail in considering the load sequence effect, but experiments do not. However, experiments are usually done on pure specimens to obtain a better understanding of the material behaviour subjected to predefined load histories. Thus, when considering larger timescales with complex loading and geometry, experimental costs become prohibitive and numerical modelling appeals as an attractive augmentation to these experiments. Nevertheless, with long-term load histories, classical finite element simulations also become infeasible and advanced numerical schemes shall be applied to confine the problems faced to the available computational resources.

Different numerical methods have been suggested to tackle fatigue problems such as Neuber
type methods that approximate local variables at critical points only, e.g., (Neuber 1961) where the structure is considered elastic, and Neuber correction is applied only on the local plastic zones (Desmorat 2002; Lemaitre and Desmorat 2005). Hence, these methods are most suited to confined plasticity zone cases. Other methods estimate quantities of interest of the whole structure by introducing some workarounds to overcome the computational cost of the resulting temporal problem. The direct cyclic method, as introduced in (Maitournam, Pommier, and Thomas 2002), is based on a large time increment method and Fourier transformation. It works in shakedown cases by directly seeking an asymptotic response of an inelastic structure subjected to cyclic thermomechanical loading. In this context and based on a simplified shakedown theory, the Zarka method was suggested to seek a stabilised cycle response under cyclic loading in the presence of linear kinematic hardening (Zarka and Casier 1981). One of the main conclusions in relevant studies was that the initial plastic strain does not influence the ratcheting zone, but it introduces an elastic shakedown zone into the original elastic zone.

In order not to simulate all load cycles, the cycle skip method jumps over full blocks of cycles through extrapolation of preceding computed ones (Lemaitre and Doghri 1994; Lemaitre and Desmorat 2005). In this framework, a jump cycle method based on the work of (Burlon, Mroute, and Cao 2014) was recently proposed by (Zerbe, Schneider, and Kaliske 2016). An extension to a multi-temporal scale approach for the computation of fatigue damage was used in (Bhattacharya, Fau, Nackenhorst, Néron, and Ladevèze 2018). It is based on an interpolation assumption that exploits the slow evolution of quantities of interest along the cycles and the rapid one within the cycles. More sophisticated temporal homogenisation techniques for combined cyclic fatigue were investigated by several authors (Fish and Yu 2002; Oskay and Fish 2004; Devulder, Aubry, and Puel 2010; Haouala and Doghri 2015) where the initial boundary value problem is decomposed into coupled micro- and macro-chronological problems that are solved to predict the fatigue life of a given structure. An approach that does not skip any cycle was proposed recently by (Bhamare, Eason, Spottswood, Mannava, Vasudevan, and Qian 2014). It is based on the use of enrichment functions in the temporal domain of a space-time finite element method, introduced in (Oden 1969; Fried 1969; Argyris and Scharpf 1969), where temporal and spatial domains are discretised using finite elements. A space-time MOR approach based on reduced basis representation of the structural behaviour was developed in (Fritzen and Hassani 2018). The scheme partitions the time domain into subintervals, then it utilises a precomputed reduced basis within a variational setting and a multifield discretisation to predict the behaviour of a nonlinear viscoelastic systems subjected to long-term loadings.

In reduced order models, adaptive approaches were used in the literature such as an adaptive proper orthogonal decomposition (POD) approach, used in (Kerfriden, Gosselet, Adhikari, and Bordas 2011; Kerfriden, Passieux, and Bordas 2012) with local/global sub-domains to reduce the computational cost of damage evolution. Also, a priori hyper-reduction approach, where the reduced subspace spanned by the global shape functions is extended while integrating the quantities of interest over a reduced domain simultaneously, was introduced in (Ryckelynck 2005; Ryckelynck, Missoum Benziane, Cartel, and Besson 2011). Another family of a priori approaches is the proper generalised decomposition (PGD) family. In these approaches, problems are solved in terms of generalised coordinates, e.g., space, time,
parameters, etc. A PGD method, coupled with a semi-explicit finite element scheme, was used to obtain a stabilised cycle for an elastoplastic material in (Nasri, Robert, Ammar, El Arem, and Morel 2018). Another technique that has used PGD since its early stages, is the LATIN method (Ladevèze 1999). LATIN is a linearisation scheme that paves the way to introduce PGD in nonlinear mechanical computations. A review of the LATIN-PGD method and some of its recent extensions to nonlinear solid mechanics problems can be found in (Ladevèze 2016; Chinesta and Ladevèze 2014).

This work utilises a continuum isotropic damage mechanics approach to predict the crack initiation phase in a LATIN-PGD framework. Classical incremental methods solve the constitutive relations along with the balance equations at each time step iteratively before proceeding to the following step. However, LATIN, which is a fully-discrete approach (Glas, Mayerhofer, and Urban 2017), may be seen as a staggered scheme where the equilibrium and the constitutive equations are solved consecutively and not simultaneously to produce an approximation of the structural response over the complete time history process. LATIN has been utilised to carry out different nonlinear mechanical simulations such as viscoelasticity (Relun, Néron, and Boucard 2013), frictional contact (Giacoma 2014), parametric studies (Heyberger, Boucard, and Néron 2012), monotonic loading (Allix, Ladevèze, Gilletta, and Ohayon 1989), cyclic loading (Bhattacharyya, Fau, Nackenhorst, Néron, and Ladevèze 2017) and damage (Bhattacharyya, Fau, Nackenhorst, Néron, and Ladevèze 2018; Bhattacharyya 2018; Bhattacharyya, Fau, Desmorat, Alameddin, Néron, Ladevèze, and Nackenhorst 2019) in high and low cycle fatigue (HCF/LCF) regimes. The extension to HCF is based on a two-timescale finite element like discretisation where each temporal element is defined between two selected cycles, referred to as nodal cycles; the simulation is carried out only for these cycles, then the solution is interpolated over the temporal element. Hence, the promising extension in (Bhattacharyya 2018), though it opens the door to high cycle fatigue simulations, its dependency on an interpolation scheme and some other fatigue assumptions, such as linearly increasing damage rate, seem to be an obstacle for considering random loads. Besides, the proposed scheme has high memory requirements which hinder its usage in complex 3D scenarios.

The goal of this contribution is to extend the LATIN-PGD framework suggested in (Bhattacharyya 2018) to tackle general nonlinear constitutive models subjected to variable loadings. The introduction of variable loadings does not allow for the usage of the two-timescale approach, thus diminishing all the computational savings provided by such schemes. The first step is to use a general framework that allows the introduction of different nonlinear material models, such as brittle or ductile damage models seamlessly and then address variable loads, in terms of amplitudes and frequencies, efficiently in order to get a well-suited framework for high cycle fatigue computations. It is worth noting that this work can be seamlessly integrated with the two-timescale approach for constant amplitude loadings.

The main parts of this thesis are distributed over Chapters 4 to 6; the findings in Chapters 4 and 5 have been published in (Bhattacharyya, Fau, Desmorat, Alameddin, Néron, Ladevèze, and Nackenhorst 2019; Alameddin, Bhattacharyya, Fau, Nackenhorst, Néron, and Ladevèze 2017; Alameddin, Fau, Néron, Ladevèze, and Nackenhorst 2020; Alameddin, Fau, Néron, Ladevèze, and Nackenhorst 2019; Alameddin 2019) while the outcome of Chapter 6 is being prepared to be published as soon as possible. Contrary to the classical LATIN formulation,
A semi-incremental formulation is proposed in Chapter 4; the temporal domain is divided into intervals, and the solution is computed for each interval consecutively instead of solving all of them simultaneously. Such a temporal scheme paves the way toward time integration over smaller domains rather than integration over the whole time history. It also allows for better data recycling from one cycle to the other instead of seeking a solution over the whole load process directly leading to approximately one to two orders of magnitude savings in the computational time in comparison with a classical incremental scheme. Additionally, the constitutive model is integrated within the local stage, removing all complexities and restrictions from the global one such as stress separation, stress having the same temporal modes as strain, normal formulation and limitations in reaching high damage values (Bhattacharyya 2018; Ryckelynck, Benziane, Cartel, and Besson 2011). A suitable linearisation scheme has already been developed in (Boisse, Bussy, and Ladeveze 1990; Boisse, Ladeveze, Poss, and Rougee 1991) for plasticity problems and used in (Allix, Ladevèze, Gilletta, and Ohayon 1989) for monotonic loading cases and in (Vandoren, De Proft, Simone, and Sluys 2013) to trace snap-backs in quasi-brittle materials. However, this work shall address a sophisticated viscoplastic viscodamage model subjected to variable loading that causes some convergence issues which shall be handled. Hence, a hybrid search direction formulation that ensures the convergence of the proposed method without any relaxation procedure is suggested here. Examples such as the one in Section 4.4.3 show that reaching high damage values are not an issue in the current implementation. Though the temporal interpolation scheme, as in (Bhattacharyya 2018), is abandoned throughout this work, it can be included straightforwardly without any difficulties for constant amplitude loading cases. Due to the random loads considered in this research the number of generated reduced order basis increases drastically, which calls for some modal optimisation schemes as introduced in Chapter 5 where the PGD flexibility is maintained while controlling the basis growth using a randomised SVD compressive step at every linear iteration. Then, further data assisted investigations are carried out in Chapter 6; these led to some algorithmic changes in the proposed scheme and resulted in an arithmetic toolbox for low-rank approximations and an artificial neural network augmentation to the constitutive model. A typical implementation is provided as open-source code, available at (Alameddin 2019).

1.2 Layout

A general nonlinear solid mechanics problem in a finite element framework is introduced in Chapter 2 with different reduced order techniques to tackle such a problem. Then, an overview of basic physical mechanisms and their corresponding constitutive modelling schemes is provided in Chapter 3. After that, the proposed semi-incremental scheme is detailed in Chapter 4 with a focus on its verification and usage in a variable amplitude and frequency loading cases. Modal optimisation techniques are investigated in Chapter 5 while further data assisted and algorithmic approaches are introduced in Chapter 6. In the end, a conclusion and future research objectives are summarised in Chapter 7.
1.2.1 Notation

In this work, an index-free notation is used for different tensor types as summarised in Table 1.1. When the context is clear, some helper (algorithmic) variables are introduced.

Table 1.1: Symbols and their representation.

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a, \varphi$</td>
<td>scalars: lowercase letters</td>
</tr>
<tr>
<td>$u, x$</td>
<td>first-order tensors: lowercase boldface letters</td>
</tr>
<tr>
<td>$I, N$</td>
<td>second-order tensors: uppercase boldface letters</td>
</tr>
<tr>
<td>$\sigma, \varepsilon$</td>
<td>second-order tensors: Greek boldface letters</td>
</tr>
<tr>
<td>$C, H$</td>
<td>fourth-order tensor: blackboard bold letters</td>
</tr>
<tr>
<td>$a$</td>
<td>column vector</td>
</tr>
<tr>
<td>$A$</td>
<td>matrix</td>
</tr>
</tbody>
</table>

Chapter-wise. Symmetric second order tensors such as $\sigma$ is identified by its corresponding six-dimensional column vector, in Mandel notation, $\sigma \in \mathbb{R}^6$. The same applies to fourth order tensors, e.g., $C \leftrightarrow C \in \mathbb{R}^{6 \times 6}$.

In a $d$-dimensional Euclidean space $\mathbb{E}^d$ with an orthonormal basis $\{e_1, e_2, \cdots, e_d\}$, the scalar/dot product of two vectors is written as

$$ x \cdot y = x^T y. \tag{1.1} $$

Tensorial contractions are defined via

$$ \sigma : \varepsilon = \sum_{i,j=1}^{3} \sigma_{ij} \varepsilon_{ij} \leftrightarrow \sigma : \varepsilon = \sigma^T \varepsilon, \tag{1.2} $$

$$ C : \varepsilon = \sum_{i,j,k,l=1}^{3} C_{ijkl} \varepsilon_{kl} e_i \otimes e_j \leftrightarrow C \varepsilon. \tag{1.3} $$

The partial derivative operator $\nabla_x$ is defined as

$$ \nabla_x = \left[ \frac{\partial}{\partial x_1}, \frac{\partial}{\partial x_2}, \cdots, \frac{\partial}{\partial x_d} \right]^T. \tag{1.4} $$

Then, the divergence differential operator of a field $u(x)$ is denoted by $\nabla \cdot u = \nabla_x \cdot u = u \cdot \nabla_x \leftrightarrow \nabla_x^T u = u^T \nabla_x$ while the gradient operator is defined as a right gradient via

$$ \nabla u = u \otimes \nabla_x \leftrightarrow u \nabla_x^T. \tag{1.5} $$

After that, a symmetric gradient operator is denoted by

$$ \nabla^s u = \frac{1}{2} \left( u \otimes \nabla_x + \nabla_x \otimes u \right) = \frac{1}{2} \left( \nabla u + (\nabla u)^T \right). \tag{1.6} $$
Chapter 2:
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This chapter states a generic nonlinear solid mechanics problem in terms of its continuum formulation and the corresponding high fidelity discrete model.

2.1 Nonlinear Solid Mechanics Problem

For a structural problem defined over space-time domain $\Xi = \Omega \times \mathcal{T} = \Omega \times [0, T]$ in an infinitesimal strain and isothermal quasi-static framework, the governing equations to be solved are discussed below.

2.1.1 Continuum Formulation

The deformation of an isotropic solid material occupying the domain $\Omega \subset \mathbb{R}^d$, where $d \in \{1, 2, 3\}$ is the spatial dimension, is described in terms of the Cauchy stress tensor $\sigma : \Omega \rightarrow \mathbb{R}^{d \times d}$, the strain tensor $\varepsilon : \Omega \rightarrow \mathbb{R}^{d \times d}$, the volumetric force density $b : \Omega \rightarrow \mathbb{R}^d$ and the displacement field $u : \Omega \rightarrow \mathbb{R}^d$. The balance of linear and angular momentum lead to the definition of a boundary value problem, with an initial condition at $t = 0$, which is stated in its strong formulation as (Holzapfel 2000)

\[
\nabla \cdot \sigma(x, t) + b = 0 \quad \forall (x, t) \in \Omega \times \mathcal{T},
\]

\[
u = \bar{\nu}
\quad \text{on } \partial \Omega_D \times \mathcal{T},
\]

\[
\sigma \cdot n = \bar{t}
\quad \text{on } \partial \Omega_N \times \mathcal{T},
\]

\[
u(x, t)|_{t=0} = \nu_0(x)
\quad \text{in } \Omega \text{ at } t = 0,
\]

where $n$ represents the outward unit normal and $\sigma = \sigma^T, \varepsilon = \nabla \nu u$. The domain $\Omega$ is confined within non-overlapping Dirichlet and Neumann boundaries, i.e., $\partial \Omega_D \cup \partial \Omega_N = \partial \Omega, \partial \Omega_D \cap \partial \Omega_N = \emptyset$.

The weak form of Equation (2.1) can be described by the following variational formulation

\[
\int_{\Omega} \sigma : \nabla \nu d\Omega = \int_{\Omega} b \cdot \nu d\Omega + \int_{\partial \Omega_N} \bar{t} \cdot \nu dA \quad \forall \nu \in \mathcal{W}_0,
\]

where the stress is related to displacement through a constitutive model $\sigma = f(\varepsilon(u), \mathcal{I})$, $\mathcal{I}(x, t)|_{t=0} = \mathcal{I}_0(x)$, $\mathcal{I}$ is a vector field of internal variables (will be introduced in Chapter 3). The sought displacement field $u \in [\mathcal{V}]^3 = [\mathcal{V}_0]^3 + \{\bar{u}\}$. The space $\mathcal{V}$ is the solution space while $\mathcal{W}_0$ is the space of test functions $\nu$ vanishing on the Dirichlet boundary $\partial \Omega_D$. The Neumann boundary conditions are assumed to be homogeneous by taking $\bar{t} = 0$ on $\partial \Omega_N$. 
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2.1.2 Discrete Formulation Using Finite Element Method

The finite element method (FEM) in a classical Galerkin formulation \( W_0 = V_0 \), as in (Zienkiewicz, Taylor, and Fox 2014) is used to solve Equation (2.3) where the displacement field \( u|_{\Omega} \setminus \partial \Omega_D = \hat{u} \in V_0 \) is confined to an \( n \)-dimensional finite subspace (linear vector space) \( V^h_0 = \text{span}\{\varphi_j\}_{j=1}^n \subset V_0 \) and approximated via

\[
\hat{u}^h = \sum_{j=1}^{n} u_j \varphi_j, \quad w^h = \sum_{j=1}^{n} w_j \psi_j.
\] (2.4)

Note that \( V^h_0 \) is a conforming approximation of \( H^1_0(\Omega) \). Here, \( n \) denotes the number of basis functions in \( V^h_0 \). Linearly independent and continuous ansatz (or shape) functions are denoted by \( \varphi_j \in V^h_0 \subset V_0 \). In the Galerkin formulation, the test functions are identical to the shape functions \( \psi_j = \varphi_j \). From this point on, the superscript \( \bullet^h \) is dropped for the sake of compact notation.

2.2 Iterative Linearisation Schemes

Due to the possible nonlinearity in the constitutive model, i.e., nonlinear relation between the displacement and the stress fields, Equation (2.3) is usually linearised and solved via different approaches such as Newton-Raphson methods and the LATIN method, to name only two.

2.2.1 Incremental Newton-Raphson (NR) Scheme

Equation (2.3) can be written, with the help of matrix notation, as a general root finding problem (de Souza Neto, Peric, and Owen 2008)

\[
\mathbf{r}(u; t) \doteq 0 \in \mathbb{R}^n.
\] (2.5)

After linearising Equation (2.3) and due to the semi-discretisation, i.e., discretising the spatial domain and considering a time marching scheme, a system of linear equations

\[
\mathbf{J} \Delta u = -\mathbf{r}, \quad \Delta u = u^{(k+1)} - u^{(k)}, \quad u \in \mathbb{R}^n,
\] (2.6)

has to be solved within each iteration \( k \) and for each time step. The matrix \( \mathbf{J} \) is the Jacobian matrix that corresponds to \( \mathbf{J} = \partial \mathbf{r} / \partial \mathbf{u} \) and \( u^{(k)}, u^{(k+1)} \) are the solution vectors at the previous and current iteration, respectively. Convergence can be checked by measuring the change of \( u \) between two consecutive iterations and iterations are continued until it goes below a prescribed tolerance \( \epsilon_{\text{tol}} \), i.e.,

\[
e = \frac{\| u^{(k+1)} - u^{(k)} \|}{\| u^{(k+1)} \|} < \epsilon_{\text{tol}}.
\] (2.7)
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2.2.2 Non-incremental Large Time Increment (LATIN) Scheme

The main concept of the LATIN scheme (Ladevèze 1999) is recalled here, and a deeper discussion about this scheme is provided in Section 4.1. In its classical formulation, the LATIN method is a non-incremental iterative scheme based on a full discretisation of Equation (2.3), i.e., the spatial and temporal domains are discretised at once. Hence, the method starts with an approximation of the quantities of interest over $\Omega \times T$ and iterates toward obtaining a solution that satisfies the governing equations over both domains.

The terminology used when describing the LATIN scheme in the literature differs from the one used in case of the Newton-Raphson scheme. Hence, below is a short overview of what defines the LATIN scheme. It consists of solving two sets of equations in two staggered steps, the local and the global ones. The local step/stage involves solving equations locally at the integration points such as the constitutive model equations while the global stage focuses on ensuring the suitability of the obtained solution over the global spatial and temporal domains. These two steps make one LATIN iteration which is repeated until convergence is reached. Hence, the quantities of interest for all the space-time points are approximated, at every local and global step.

In the latest LATIN formulations to tackle ductile damage, an additive split of the stress and strain into two parts is introduced in the global stage. One part depends on the plastic deformations while the other is related to damage (Bhattacharyya 2018). This formulation is not used in this work, and therefore only the static and kinematic admissibilities are detailed below (Wunderlich and Pilkey 2003, p:107).

Statically admissible stresses are the stresses that satisfy the equilibrium condition, $\nabla \cdot \sigma + b = 0$ in $\Omega \times T$, and the static boundary conditions, $\sigma \cdot n = \bar{t}$ on $\partial \Omega_N \times T$. Hence, by integrating Equation (2.3) over time, the static admissibility equation reads

$$\int_{\Omega \times I} \sigma : \nabla^s w \, d\Omega \, dt = \int_{\Omega \times I} b \cdot w \, d\Omega \, dt + \int_{\partial \Omega_N \times I} \bar{t} \cdot w \, dA \, dt \quad \forall w \in W_0. \quad (2.8)$$

Note that $W_0$ is defined here over the spatial and the temporal domains. Kinematically admissible displacements are the ones that satisfy the kinematic equations $\varepsilon = \nabla^s u$ and the kinematic boundary conditions $u = \bar{u}$ on $\partial \Omega_D \times T$.

2.3 Reduced Order Modelling

2.3.1 Projection-based Model Order Reduction

Projection-based model order reduction aims to provide fast and accurate approximations of the high-fidelity model by reducing the dimensionality of the solution space $V_h^0$; which is achieved by seeking the solution in a subspace $\tilde{V}_h^0 \subset V_h^0$, i.e., reducing the number of degrees of freedom in the HFM by projecting the balance equations on $\tilde{V}_h^0$ (Amsallem, Zahr, and Washabaugh 2015). Note that the review on projection-based MOR is based on (Alameddin 2016).
Reduced spaces may be obtained using different strategies such as balanced truncation, Hankel-norm approximation and moment matching, among others (Antoulas 2005). However, only a standard Galerkin FEM with proper orthogonal decomposition (POD) subspaces is explained below. These subspaces are computed from snapshots (solutions) of the FE model for different parameters/time instances.

This framework is based on the consideration of global ansatz functions \( \{ \psi_k \}_{k=1}^N \) that span an \( N \)-dimensional space in contrast with the \( n \)-dimensional local finite element ansatz \( \{ \varphi_j \}_{j=1}^n \). \( N \ll n \) should hold in order to have an efficient scheme. The functions \( \psi_k \) define a linear subspace \( \tilde{V}_0^h \subset V_0^h \) that can be obtained as the best-approximating \( N \)-dimensional subspace of \( V_0^h \) with respect to the \( L^2(\Omega) \)-error, i.e.,

\[
\tilde{V}_0^h = \arg \min_{\tilde{V}_0 \subset V_0^h, \dim(\tilde{V}_0) = N} \sum_{i=1}^{n_s} \| \hat{u} - P_{\tilde{V}_0} (\hat{u}) \|_{L^2(\Omega)}, \tag{2.9}
\]

where \( P_{\tilde{V}_0} \) is the \( L^2(\Omega) \)-orthogonal projection onto the subspace \( \tilde{V}_0^h \) and \( n_s \) is the number of computed snapshots. The following section illustrates how to obtain the basis of \( \tilde{V}_0^h \) using snapshot POD for a parametrised problem. Note that time can be considered as a parameter.

**Reduced Basis (RB) Construction via Snapshot Proper Orthogonal Decomposition (POD)**

In the snapshot POD for parametrised problems, the solution vectors (snapshots) \( u^{(i)}(i = 1, \ldots, n_s) \) are obtained from the HFM for a set of parameter samples \( \{ p^{(1)}, \ldots, p^{(n_s)} \} \in \mathcal{P} \). The vectors \( u^{(i)} = u(p^{(i)}) \) are collected in the snapshot matrix \( S = [u^{(1)}, \ldots, u^{(n_s)}] \in \mathbb{R}^{n \times n_s} \). Then, given a symmetric positive definite (SPD) matrix, \( M \in \mathbb{R}^{n \times n} \), that specifies an associated inner product, the reduced basis matrix \( T \) is obtained through spectral decomposition of \( C = S^T M S \). This utilises the Schmidt-Eckart-Young theorem which states that a matrix \( X \in \mathbb{R}^{n \times n_s} \) of rank \( r \) decomposed by truncated SVD,

\[
X = \sum_{i=1}^r \sigma_i x_i y_i^T, \quad \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_r > 0, \tag{2.10}
\]

has a (possibly non-unique) optimal approximation

\[
X^{(N)} = \sum_{i=1}^N \sigma_i x_i y_i^T \tag{2.11}
\]

of rank \( N \leq r \) with respect to the Frobenius norm

\[
\| X - X^{(N)} \|_F^2 = \sum_{i=N+1}^r \sigma_i^2. \tag{2.12}
\]

Recall that the \( M \)-orthogonal projection of a vector \( u \) onto span\{col(\( T \))\} is given by (Antoulas 2005)

\[
P_T(u) = T (T^T M T)^{-1} T^T M u. \tag{2.13}
\]
Hence, the approximation error introduced by \( T \) of the snapshot matrix, when \( TT^TM = I \) (orthonormal basis is considered), is defined by

\[
e = \sum_{i=1}^{n_s} \| u^{(i)} - TT^TMu^{(i)} \|_M^2.
\] (2.14)

The SPD matrix \( M \) can be decomposed into \( M = LL^T \) (by Cholesky decomposition) which makes it straightforward to write Equation (2.14) as

\[
e = \sum_{i=1}^{n_s} \| L^Tu^{(i)} - L^TT^TMu^{(i)} \|_2^2 = \| L^TS - L^TT^TM_s \|_F^2
\] (2.15)

where \( \tilde{S} = L^TS \) and \( \tilde{T} = L^TT \). The orthonormal basis (ONB) matrix \( T \) may be constructed through a two-step procedure. First, an SVD of \( \tilde{S} \) is computed as

\[
\tilde{S} = L^TS = U\Sigma Z^T, \quad U \in \mathbb{R}^{n \times n}, \quad \Sigma \in \mathbb{R}^{n \times n_s}, \quad Z \in \mathbb{R}^{n_s \times n_s},
\] (2.16)

where the matrix \( \Sigma \) contains the square root of the eigenvalues of \( C \) (Quarteroni, Manzoni, and Negri 2015). Only the first \( N < r \ll n \) singular values of \( \tilde{S} \) are considered in order to approximate \( \tilde{S} \) by

\[
\tilde{S} \approx \tilde{U}\tilde{\Sigma}\tilde{Z}^T, \quad \tilde{U} \in \mathbb{R}^{n \times N}, \quad \tilde{\Sigma} \in \mathbb{R}^{N \times N}, \quad \tilde{Z} \in \mathbb{R}^{N \times n_s}.
\] (2.17)

Then the RB matrix \( T \) is constructed via

\[
T = L^{-T}\tilde{U} \in \mathbb{R}^{n \times N}.
\] (2.18)

This reduced basis is \( M \)-orthonormal by construction

\[
TT^MM = \tilde{U}\tilde{\Sigma}\tilde{Z}^T\tilde{U}^{-1}\tilde{U}L^TL^{-T}\tilde{U} = \tilde{\Sigma}\tilde{U}^T\tilde{U} = I_{N \times N},
\] (2.19)

and the matrix \( M \) defines an associated norm

\[
\| x \|_M = \sqrt{x^TMx}.
\] (2.20)

Common selections for \( M \) include the identity matrix which results in the \( l^2 \)-norm of the discrete vector, the FE mass matrix which leads to a weighted norm that accounts for the spatial discretisation scheme, i.e., weighted \( \| u \|_{L^2(\Omega)} \) and the FE stiffness matrix that gives the energy norm, i.e., a weighted \( H^1 \)-norm (\( H^1 \) semi-norm). “Weighted” is to be understood in that the zeroth-order derivative is multiplied by zero.

Note that the error in Equation (2.15) is usually used for selecting an appropriate reduced dimension \( N \) (Fritzen 2016).
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Reduced Solid Mechanics Problem

It is assumed that the reduced basis matrix $T$ is obtained by following the procedure above. Hence, the displacement vector $u$ can be expressed in terms of its corresponding reduced coefficient vector $\xi$ by

$$u = T \xi.$$  \hspace{1cm} (2.21)

By substituting in Equation (2.6), the iteration scheme becomes

$$J \Delta u = -r, \quad \Delta u = T (\xi^{(k+1)} - \xi^{(k)}), \quad \xi \in \mathbb{R}^N.$$  \hspace{1cm} (2.22)

The projection of this system on the linear subspace $\tilde{V}_h$ gives

$$\left( T^T J T \right) \left( \xi^{(k+1)} - \xi^{(k)} \right) = -T^T r, \quad \xi^{(k+1)} = (\xi^{(k+1)} - \xi^{(k)}),$$ \hspace{1cm} (2.23)

with $J = T^T J T \in \mathbb{R}^{N \times N}$ and $r = T^T r \in \mathbb{R}^N$. As long as the modes are $L^2(\Omega)$-orthonormal $\|\Delta u\|_{L^2(\Omega)} = \|\Delta \xi\|_{L^2}$ and the convergence is detected by measuring the change of $\xi$ between consecutive iterations. The projected system of equations in Equation (2.23) can be interpreted as a finite element method with global and problem specific ansatz functions, in contrast to the classical finite element method that uses local and rather general ansatz functions (Fritzen, Haasdonk, Ryckelynck, and Schöps 2018).

While the FEM solution can be replicated with a high accuracy and significant memory reduction using the Galerkin RB (assuming that $T$ is adequately chosen), it should be noted that such a reduced model does not necessarily outperform the FE analysis due to the demanding assembly of the residual $r$ and of the Jacobian matrix $J$. This requires further reduction strategies such as the discrete empirical interpolation method (DEIM) among other hyper-reduction techniques which are not in the scope of this work.

In summary, a posteriori MOR technique such as the Proper Orthogonal Decomposition (POD) is based on training computations in an offline phase to extract a reduced order basis (ROB) from a high fidelity solution. Such an optimal basis can be built through a singular value decomposition (SVD) of a snapshot matrix. Afterwards, the corresponding linear system of equations is confined to this ROB, resulting in a drastic reduction in the numerical cost (Chinesta and Ladevèze 2014; Chinesta, Huerta, Rozza, and Willcox 2017). However, due to the ROB optimality for the training stage, some advanced adaptive approaches are required to enrich the basis to tackle nonlinearities (Kerfriden, Gosselet, Adhikari, and Bordas 2011).

2.3.2 A Priori Model Order Reduction

An interesting approach different to the one presented above is based on building a reduced order approximation a priori without relying on the solutions obtained in an offline phase (Chinesta, Keunings, and Leygue 2014). In other words, the generation, accuracy assessment and enrichment of the reduced order approximation is done on-the-fly.
A priori hyper-reduction approach, where the reduced subspace spanned by the global shape functions is extended while integrating the quantities of interest over a reduced domain simultaneously, was introduced in (Ryckelynck 2005; Ryckelynck, Missoum Benziane, Cartel, and Besson 2011). Another family of a priori approaches is the proper generalised decomposition (PGD) family. In these approaches, problems are solved in terms of generalised coordinates, e.g., space, time, parameters, etc. A PGD method, coupled with a semi-explicit finite element scheme, was used to obtain a stabilised cycle for an elastoplastic material in (Nasri, Robert, Ammar, El Arem, and Morel 2018). Another technique that has used PGD since its early stages is the LATIN method (Ladevèze 1999; Ladevèze 2016; Chinesta and Ladevèze 2014).

For problems with cyclic loads, PGD can be interpreted as a set of linear subspaces in each cycle where the basis changes from one cycle to another (more details are provided in Chapter 4).

Proper Generalised Decomposition

A priori MOR technique such as the Proper Generalised Decomposition (PGD) is built on assuming that the quantities of interest can be approximated by a finite sum of products of separated functions; these are functions of generalised coordinates, and they are sought in the online phase of the method (Ladevèze 1989; Chinesta and Ladevèze 2014). There is no requirement for prior knowledge of the system, and the ROB is adapted on-the-fly to the problem of interest via a greedy algorithm, that enriches the basis when required (Ladevèze 2016; Bhattacharyya, Fau, Nackenhorst, Néron, and Ladevèze 2017).

PGD is often used in many query context and quick response simulations, e.g., the displacement field may be approximated by a finite sum of globally spatial and temporal functions as

\[
\mathbf{u}(\mathbf{x}, t) \approx \sum_{j=1}^{N} \mathbf{v}_j(\mathbf{x}) \circ \lambda_j(t), \quad \mathbf{v}_j(\mathbf{x}) : \Omega \to \mathbb{R}^d, \quad \lambda_j(t) : T \to \mathbb{R}^d,
\]

where \(d \in \{1, 2, 3\}\) is the spatial dimension, \(N \in \mathbb{N}_+\) and \(\circ\) is the entry-wise Hadamard or Schur multiplication of vectors (Chinesta and Ladevèze 2014; Cueto, González, and Alfaro 2016). It is shown in (Chinesta and Ladevèze 2014) that a small number of pairs/modes is sufficient to approximate the solution of many problems with substantial savings in terms of CPU time and memory. Contrary to POD based techniques that include a preliminary learning phase, PGD defines the basis of the problem on-the-fly using a greedy algorithm such that additional pairs are added if necessary, i.e., the approximation error is controlled by the successive enrichment of the generated basis (Chinesta, Keunings, and Leygue 2014).

A general example of applying PGD to a parametrised PDE is provided below. Suppose that Equation (2.8) can be written as follows (detailed steps to do so are provided in Chapter 4)

\[
\int_{\Omega \times I} \Delta \mathbf{v} : \mathbf{C} : \mathbf{w} \; d\Omega \; dt = -\int_{\Omega \times I} \hat{f} : \mathbf{w} \; d\Omega \; dt.
\]

(2.25)
where $C$ is the elasticity tensor. Introducing a separate representation of the displacement

$$\Delta u = v(x) \lambda(t), \Delta \varepsilon = \nabla^s v(x) \lambda(t), v(x) : \Omega \rightarrow \mathbb{R}^d, \lambda(t) : T \rightarrow \mathbb{R},$$

leads to the following variations

$$(\Delta u)^* = \lambda^* v + \lambda v^*, \quad (\Delta \varepsilon)^* = \lambda^* \nabla^s v + \lambda \nabla^s v^*.$$  (2.27)

Hence, Equation (2.25) can be split into a spatial and a temporal problems. The spatial problem reads

$$\int_{\Omega} \nabla^s v : \left[ \int_{I} \lambda C \lambda \, dt \right] : \nabla^s v^* \, d\Omega = - \int_{\Omega} \left[ \int_{I} \lambda \hat{f} \, dt \right] : \nabla^s v^* \, d\Omega,$$  (2.28)

while the temporal problem is written as

$$\int_{I} \lambda \left[ \int_{\Omega} \nabla^s v : C : \nabla^s v \, d\Omega \right] \lambda^* \, dt = - \int_{I} \left[ \int_{\Omega} \nabla^s v : \hat{f} \, d\Omega \right] \lambda^* \, dt.$$  (2.29)

These two problems are solved iteratively in a staggered manner using a fixed-point, alternating directions algorithm (Chinesta and Ladevèze 2014), to obtain the spatial and temporal modes in Equation (2.27).

### 2.4 Summary

In conclusion, there are two main approaches within the model order reduction techniques: a priori approaches that solve and adapt to the problem of interest in an online phase while the other approaches are a posteriori, i.e., the problem is solved in two-fold manner, offline and online. In the offline phase, high fidelity solutions are obtained to extract some of the dominant characteristics of the problem. Then in the online stage, these characteristics are exploited to solve the problem in lower-dimensional spaces. Interested readers are referred to (Chinesta, Huerta, Rozza, and Willcox 2017; Mendonça, Afonso, and Lau 2019) for an overview of model order reduction techniques.
Chapter 3: 
Constitutive Modelling

This chapter consists of a literature review on the constitutive behaviour of solid materials, starting from physical phenomena that drive the material response and ending up with continuum models for plasticity, viscoplasticity and damage. Unless stated otherwise, the framework of small deformations and isothermal processes is assumed. Small deformations may be assumed as long as the strain remains small enough. In such a case, the observed strain \( \varepsilon \) can be decomposed additively as \( \varepsilon = \varepsilon^e + \varepsilon^p \) if \( \| \varepsilon \| < [2 - 5]\% \), where \( \varepsilon^e \) is the elastic strain and \( \varepsilon^p \) is the plastic strain. The aforementioned strain limit was proposed by (Lemaitre and J. Chaboche 1990).

3.1 Introduction

Different types of deformations may be observed, driven by different changes in microstructures. Interestingly, even though they are different, deformations may be expressed in some mathematical or thermodynamical frameworks such that a material response is anticipated through simulations instead of experiments. For instance, Boeing 777 was 100% digitally designed and throughout the design life, the aeroplane model was digitally assembled, eliminating the need for many costly prototypes (Jørgensen 2006).

Based on their microstructure, different groups of materials may be recognised, such as metals and alloys, ceramics, polymers, granular material, multiphase materials, and composites. In this work, the focus is restricted to the microstructure and mechanical response of metals and alloys that belong to crystalline materials. A crystallite which is also referred to as a grain is a small crystal. A crystal is made of a union of periodic cells that describe the chemical characterisation of the material. Polycrystalline or multicrystalline materials are materials that are composed of many crystallites of varying sizes and orientations. The areas where crystallite grains meet are known as grain boundaries. Due to deformations or even due to recrystallisation, crystals may lose their perfect periodicity leading to crystals with defects. Dislocations are defined at the atomistic level in the form of a line defect or an irregularity in a crystalline material, i.e., a permanent change of atom locations from their ideal crystallographic periodicity. Defects also include point and surface defects, but here only line defects (dislocations) will be discussed. A dislocation is characterised by its Burgers vector that measures the translation which was required to create the dislocation (Hull and Bacon 2011).

The first part of this chapter deals with the change of materials’ structure during deformations. Then, some modelling frameworks are reviewed. Lastly, some concepts related to fatigue are discussed.

3.2 Physical Mechanisms

Different types of deformations may be distinguished; some deformations stay even after unloading while others vanish when the load is removed.
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3.2.1 Elastic Deformations

Elastic deformations occur at the atomic level. They may be caused by the change of interatomic spacing. They may also be due to the reversible movement of dislocations, i.e., upon the removal of the external load, the initial atomic structure is restored. Elastic deformations and brittle fracture can be expressed by the perfect crystals. However, inelastic deformations can only be accounted for by defects in the crystal lattice.

3.2.2 Plastic Deformations

Microscopically, permanent deformations take place at the crystal level; these deformations remain when removing the load and usually increase when subjected to elevated temperatures. Dislocation mobility gives rise to macroplasticity or polycrystal plasticity due to the alternation of the interatomic bonds. Note that the microscopic elastic deformations ensure the compatibility of deformations at the grain boundaries and when removing the load, these deformations cause self-equilibrated internal stresses, i.e., residual stresses or eigenstresses.

Since the movement of the mentioned dislocations does not cause any noticeable volumetric change in the lattice, i.e., plastic incompressibility, the hydrostatic stress does not affect the permanent deformations (Lemaitre and J. Chaboche 1990). Hence, it is common to use only the deviatoric stress for analysing metal plastic deformations with isotropic behaviour. Metals generally also have yield independence under hydrostatic stresses. However, different mechanisms lead to a change in the elastic regime, and they are referred to as hardening mechanisms.

3.2.3 Hardening

Several hardening effects occur when moving out of the elastic region. For instance, the centre of the elastic domain may be translated because of kinematic hardening due to the intergranular incompatibility of plastic strains. On another hand, isotropic hardening may increase the size of the elastic domain due to the increase in dislocation density (Lemaitre and J. Chaboche 1990).

Bauschinger effect describes the decrease of the absolute value of the elastic limit under compression after a tensile loading. This effect is usually described by the kinematic hardening. Specifically, after the first loading cycle, plastic deformations occur that result in eigenstresses. Hence, when unloading the sum of the applied stress and the eigenstress will reach the yield stress early, and plastic deformations occur. This causes the translation of the yield surface where the centre of the elastic domain represents the eigenstress of the neutral state. This effect is usually modelled by a tensorial internal variable.

Another type of hardening that corresponds to the expansion or contraction of the yield surface is the isotropic hardening. When the material is deformed, dislocations move toward grain boundaries, and they start blocking each other. Thus dislocation density increases which causes a hardening effect. This effect is usually modelled by an internal scalar variable. A combination of linear kinematic and isotropic hardening is usually used to represent cyclic hardening (Lemaitre and J. Chaboche 1990).
When applying repeated loads, periodic or non-periodic, some definitions are necessary to differentiate between the different loading scenarios. *Proportional* loading is also called radial or simple loading. For this type of loading, the directions of the principal stresses at any point of the structure are time-independent. If the aforementioned condition is not satisfied, the loading is called non-proportional loading (Lemaitre and Desmorat 2005).

If the loading is cyclic but not periodic, *elastic or plastic shakedown* may occur or, more often, a *ratchetting* effect may be induced. In elastic-shakedown cases, after the material has been plastically deformed during some cycles, there may be no further occurrence of permanent deformations, which leads to the consideration of the loading-unloading cycles to be elastic. On the other hand, when the ratchetting effect is observed, a progressive increase in strain at each cycle appears, even in a stabilised regime where no more hardening is considered. These two phenomena correspond to relaxation or non-relaxation of the mean stress during strain-controlled tests (Lemaitre and Desmorat 2005).

### 3.2.4 Damage

The damage as a mechanism involved in material deterioration starts at the microscale when debonding takes place. Such debonding may be caused by a dislocation being held by a microdefect or a microstress concentration that forms a trapping zone which may stop other dislocations. Only a summary is proposed here; a comprehensive explanation is given by (Lemaitre and Desmorat 2005; Lemaitre 1992).

Damage mechanisms at the microscale include accumulation of microstresses in the area surrounding defects and interfaces and breakage of bonds. While at the mesoscale level, the growth and union of microcracks and voids that initiate microcracks is the dominating mechanism. In the macroscale level, the growth of the crack is studied. The first two stages may be studied using continuum damage mechanics with damage mesoscale variables while the third stage is usually investigated using fracture mechanics (Lemaitre 1992).

As mentioned above, the number of bonds is affected by damage. Thus, elasticity, which is related to atomic bonds, is coupled with the damage state. This coupling is usually referred to as “state coupling”. Note that the damage is more localised than the plastic strain. However, a representative volume element (RVE) with a suitable size is usually considered such that both mechanisms can be addressed. The size of this mesoscale RVE is material and model-dependent (Lemaitre 1992).

#### Damage Classification

Damage is caused by a debonding mechanism at the microscale. However, mesoscale physical behaviour depends on the type of loading, the temperature and the nature of the material. Hence, the following terms should be distinguished (Lemaitre 1992):

- **Brittle damage**: in this case, a crack is initiated at the mesoscale without a significant amount of plastic strain; this means that the applied force is higher than the debonding threshold but lower than the force that may produce slips. Although the plastic strain is considered to be zero at the mesoscale, some plastic deformations are observed at the microscale, where the damage develops as a localised phenomenon, e.g., slips at
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grain boundaries or interfaces, movements of dislocations in the neighbourhood of defects. If the permanent microstrains can be neglected, the damage is referred to as “pure brittle”, otherwise, it is called “quasi-brittle”. This damage phenomenon may be observed when dealing with high strength metals, ceramics, composites or concrete.

- Ductile damage appears simultaneously with a significant amount of plastic deformations such that sliding and decohesion take place at the grain boundaries. The damage degree of localisation is comparable to that of the plastic strain. This type of damage can be found in polymers and metals subjected to elevated temperature.

- Creep damage refers to scenarios where the material is loaded under an elevated temperature, e.g., higher than one-third of its melting temperature, and a constant loading causes the increase of damage and viscoplasticity simultaneously.

- Fatigue damage is the damage of materials subjected to cyclic loading. This research area was mainly driven by the work of Manson, Coffin, Lemaitre, Chaboche, Dufailly and Skoczewi (Skrzypek and Ganczarski 1999). Two subclasses may be distinguished, low cycle fatigue (LCF) damage and high cycle fatigue (HCF) damage. LCF refers to the case when the number of cycles to rupture is smaller than $10^4$ cycles. The low number of cycles is due to high stress or strain values. Damage develops in combination with plastic strain. However, in HCF, the number of cycles to rupture is larger than $10^5$ cycles due to a low stress level. Mesoscale plastic strain often remains small or negligible. Note that this classification, with the given number of cycles, varies in the literature.

Up to this point, all the physical phenomena were considered to be time-independent, other than creep. However, some time-dependent phenomenon called viscosity also occur during experiments.

3.2.5 Viscosity

Viscosity is a temporal (time-dependent) intrinsic (mechanical) dissipative process caused by bond rearrangement, which is thermally triggered by friction. It may be reversible if no plastic dissipation occurs, i.e., hyperelastic response. When viscosity takes place, an intergranular slip occurs, i.e., under constant stress, the slips can cross the grain boundaries. This phenomenon may be expressed through an internal anelastic strain that describes the delayed elasticity.

In this framework, the strain may be split additively into elastic, plastic and viscoplastic parts. Then the plastic yield limit is not strictly applicable any more, and the material behaviour is driven by creep, which is the result of dislocation movement under thermal activation. Three creep phases are recognised:

- Primary creep, represented by Andrade’s law. During this phase, the hardening of the material leads to a decrease in the rate of flow which is initially very high.

- Secondary creep, represented by Norton’s law that relates the rate of the secondary creep to the stress. In addition, the rate of flow is almost constant. This law provides
the advantage of analytical integration, and it was generalised by Odqvist for the multiaxial case. The viscous exponent usually decreases with an increase of temperature, and it can be identified from the plot of the strain with respect to the logarithmic stress.

- Tertiary creep, where the strain rate increases up to the fracture strain. This increase is caused by two factors: the cross-sectional area reduction subjected to a constant force, and the occurrence of damage which progressively reduces the resistance of the material.

In order to model material responses, physical phenomena should be described in mathematical and numerical frameworks that allow for numerical implementations of constitutive models.

3.3 Thermodynamical Modelling

Constitutive models for a specific specimen may be obtained empirically. However, such models should respect the thermodynamical framework which is briefly described here, for a more in-depth investigation refer to (Lemaitre and J. Chaboche 1990; de Souza Neto, Peric, and Owen 2008). Material behaviour may be investigated on different length and temporal scales. Different length scales can include atomistic, discrete dislocations, dislocation patterns, polycrystal plasticity and macroscale plasticity. Based on the application, a model may be preferred over another (Cazacu 2008; McDowell 2008). Continuum mechanics models will be addressed below. Such models describe the change in the material internal structure by introducing the concept of internal variables.

3.3.1 Internal and Associated Variables

Inelastic material behaviour is modelled with the help of internal variables, that describe the internal state of the material. In addition, associated variables are introduced and related dually to the state variables via the state equations (Lemaitre and J. Chaboche 1990). Hardening may be modelled in terms of the internal variables \((\alpha, r)\) where \(\alpha\) is a kinematic hardening parameter, and \(r\) is the isotropic hardening parameter. Conjugate variables are the thermodynamic driving forces. These variables are in duality with the observable and internal variables. For hardening, they are the back stress \(\beta\) and the isotropic hardening stress variable \(R\). As long as the state variables carry the information about the material state, their evolution is of great interest in constitutive modelling. The evolution equation for the plastic strain \(\varepsilon^p\) is also referred to as the flow rule.

3.3.2 Associated and Non-associated Flow Rules

The normality rule refers to the property when the evolution of the plastic strain \(\varepsilon^p\) can be expressed as the derivative of a scalar function \(\phi^*\), called the flow potential, via

\[
\dot{\varepsilon}^p = \dot{\lambda} \frac{\partial \phi^*}{\partial \sigma}.
\]

This flow rule is generally a non-associated flow rule (Lubliner 2005). Hence, the plastic strain increment is normal to the flow potential surface. However, Equation (3.1) becomes
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an associated flow rule when $\phi$ represents the yield function, i.e., associated with the yield criterion and the plastic strain rate changes only orthogonally to the yield surface in the principal stress space. This rule is suitable to represent the plastic behaviour for many metals, but it is not the case with soil and rocks (Kelly 2019). It can be induced from the previous definition that when a material has an associated flow rule, referred to as a standard material (Lubliner 2005), it also satisfies the normality rule.

Within the constitutive mathematical framework, the thermodynamic laws should be satisfied through introducing some constraints such as Drucker’s Postulate.

3.3.3 Drucker’s Postulate

In a loading-unloading experiment, materials are considered to be stable when they can undergo a stress-cycle. Assume an external stress increment is applied to a specimen when the plasticity domain is reached. In this case the stress-cycle may not be closed due to softening or perfectly plastic materials, i.e., such materials are unstable under stress or force control experiments. On the other hand, such materials may be stable under strain or displacement control, since arbitrary strain increments, in principle, can be applied. As a conclusion, strain-hardening materials that can undergo a stress-cycle, in a stress-controlled experiment, are stable (Kelly 2019). Drucker postulates that work-hardening or stable materials should satisfy the following inequality

$$\sigma : \varepsilon_p \geq 0,$$

(3.2)
i.e., the net work performed by the external force over the stress cycle is non-negative. This postulate differs from the thermodynamics law which constrains the total work to be non-negative in a complete cycle.

Note that this postulate implies the maximum plastic dissipation postulate which results in a convex yield surface and satisfies the normality rule, i.e., standard materials are stable ones (Lubliner 2005).

Before going into details of the constitutive model, utilised in this work, the basic ideas in thermodynamical material modelling are reviewed by introducing generalised standard materials (GSM).

3.3.4 Generalised Standard Materials (GSM)

In this context “generalised” refers to “generalised normality”, i.e., the normality rule holds for all the internal variables, not only for the plastic strain (Lubliner 2005; Celigoj 1998). For detailed explanation refer to (Bodovillé 2001; Halphen and Nguyen 1975; Hackl 1997; Mielke 2006).

In this framework the material behaviour is expressed in terms of two scalar functions (Géronmain 1973): the thermodynamic state function $\psi$ that leads to the state laws and the dissipation potential $\phi$ that gives the evolution laws of the state variables. Note that this framework is not a consequence of thermodynamics. However, it is a convenient way to describe the material behaviour in terms of two scalar functions and to satisfy the thermodynamical laws.
by construction (Onat and Leckie 1988; Onat 1986). However, some examples of constitutive models that have the normality property but are not associated with the yield function and cannot be represented in the GSM framework are given in (Onat and Leckie 1988; Onat 1986).

Assuming \( \mathbf{I} \) is a vector field of primal internal variables and \( \mathbf{F} \) is a generalized vector of conjugate forces, the dissipation function \( \phi \) can be generalised by including the state variables as parameters in the function definition. Hence, the dissipation potential and its dual can be written as \( \phi(\dot{\mathbf{I}}; \mathbf{e}, \mathbf{I}) \) and \( \phi^*(\mathbf{F}; \mathbf{e}, \mathbf{I}) \) (Lemaitre and J. Chaboche 1990). As long as the flow rule is associated, the hardening function, the flow rule and the yield function are defined by the same plastic dissipation potential (Besson, Forest, Cailletaud, Blétry, and J. L. Chaboche 2010). The GSM framework has its limitations however when it comes to nonlinear kinematic hardening scenarios (Leuschner, Fritzen, Dommelen, and Hoefnagels 2015).

**State Potential**

Without going into details, the conditions of thermodynamic stability may be satisfied a priori by postulating a convex state potential (Lemaitre and J. Chaboche 1990). It is common to consider the free energy density function \( \psi = \psi(\mathbf{e}, \mathbf{I}) \) as the state potential. Then satisfying the second law of thermodynamics implies that the dissipation should be non-negative for any material state via the Clausius-Duhem inequality (Lemaitre and J. Chaboche 1990)

\[
\mathbf{D} = \mathbf{\sigma} : (\dot{\mathbf{e}}^e + \dot{\mathbf{e}}^p) - \dot{\psi} \geq 0.
\]  
(3.3)

This dissipation represents the difference between the energy dissipated by virtue of plastic deformations and the energy blocked within the volume element by dislocation networks for example. Using the chain rule, Equation (3.3) becomes

\[
\mathbf{D} = \left( \mathbf{\sigma} - \frac{\partial \psi}{\partial \mathbf{e}^e} \right) : \dot{\mathbf{e}}^e + \mathbf{\sigma} : \dot{\mathbf{e}}^p - \left( \frac{\partial \psi}{\partial \mathbf{I}} \right) : \dot{\mathbf{I}} \geq 0.
\]  
(3.4)

In order to satisfy the inequality for any state, i.e., \( \forall \dot{\mathbf{e}} \), the Cauchy stress is defined as

\[
\mathbf{\sigma} = \frac{\partial \psi}{\partial \mathbf{e}^e} = \frac{\partial \psi}{\partial \mathbf{e}} = - \frac{\partial \psi}{\partial \mathbf{e}^p},
\]  
(3.5)

and in the same manner, the generalised force vector is defined as

\[
\mathbf{F} = - \frac{\partial \psi}{\partial \mathbf{I}}.
\]  
(3.6)

Note that the thermodynamic forces are the components of the gradient of \( \psi \) which is normal to the surface \( \psi = \text{const} \) in the space of state variables.

**Dissipation Potential**

Substituting the state equations, Equations (3.5) and (3.6), in the Clausius-Duhem inequality, Equation (3.4), results in

\[
\mathbf{D} = \mathbf{F} : \dot{\mathbf{I}} \geq 0.
\]  
(3.7)
A convenient way to satisfy Equation (3.7) is to postulate a non-negative convex scalar valued pseudo-potential of the flux variables \( \dot{I} \) which is continuous. Assume \( \phi \) satisfies the aforementioned conditions and contains the origin, then the internal state variables act as parameters such that \( \phi = \phi (\dot{I}; I) \) and \( \phi (0; \bullet) = 0 \). The dual pseudo-potential \( \phi^* \) is obtained via a Legendre-Fenchel transformation as \( \phi^* = \phi^* (F; I) \) and \( \phi^* (0; \bullet) = 0 \). Then the Fenchel inequality results in (Bodovillé 2001)

\[
D = \phi (\dot{I}; \bullet) + \phi^* (F; \bullet) = F : \dot{I} \geq 0. \tag{3.8}
\]

Then the kinetic laws of evolution of the flux dissipative variables are obtained via

\[
F = \frac{\partial \phi}{\partial (\dot{I})} \quad \text{or} \quad \dot{I} = \frac{\partial \phi^*}{\partial F}. \tag{3.9}
\]

It is seen that the evolution of the internal variables follow the normality property and due to the assumed convexity and non-negativity of \( \phi \) and \( \phi^* \) and their cancellation at the origin, the second principle of thermodynamics is automatically satisfied (Lemaitre and J. Chaboche 1990).

### 3.3.5 Continuum Damage Mechanics

In a mesoscale RVE, a damage variable may be physically defined as the surface density of microcracks and intersections of microvoids within a plane cutting the RVE (Lemaitre and Desmorat 2005). As long as there is an infinite number of planes that can cut through an RVE and in order to have one representative value for the whole RVE, the damage variable may be defined as the maximum surface damage variable within the RVE. The defined damage variable takes values between zero when no damage takes place, and one when the material is split into two parts. Damage should be described by a damage tensor for anisotropic materials and by a scalar variable for isotropic materials. In the case of isotropic damage, the concept of effective stress may be introduced as

\[
\tilde{\sigma} = \frac{\sigma}{1 - D}. \tag{3.10}
\]

The concept of effective stress is utilised to postulate the strain equivalence principle: “Any strain constitutive equation for a damaged material may be derived in the same way as for a virgin material except that the usual stress is replaced by the effective stress” (Lemaitre 1992).

When the damage reaches a critical value \( D_c \) for which localisation and instability develops, a mesocrack is initiated. In metals, \( D_c \) usually has a value that belongs to \([0.2-0.5]\) (Lemaitre 1992). Many measurement techniques exist to determine the damage state of materials. The relevant methods depend on the physical phenomena involved. However, it is worth noting that the change in elastic modulus is a good measurement method (Lemaitre 1992).
Isotropic Unified Viscoplastic Viscodamage Model

Even though different constitutive models, in an infinitesimal strain settings, may be used in the scope of this work, the examples are restricted to a modified unified viscoplastic viscodamage model derived from (Lemaitre and Desmorat 2005; J. Chaboche and Nouailhas 1989; de Souza Neto, Peric, and Owen 2008). The Helmholtz free energy density function is defined by

\[ \psi(e^e, \alpha, r, D) = \psi^D(e^e, D) + \psi^p(\alpha, r) \]

\[ \psi = \frac{1}{2} e^e : (1 - D) C : e^e + \frac{1}{3} c \alpha : \alpha + R_\infty \left( r + \frac{e^{-b r}}{b} \right), \]

where \( e^e \) is the elastic strain, \( C \) is the isotropic elasticity tensor and \( D \) is a scalar damage internal variable. The kinematic and isotropic internal variables are denoted by \( \alpha \) and \( r \), \( c \) is the kinematic hardening modulus and \( g(r) = R_\infty \left( r + \frac{e^{-b r}}{b} \right) \) is a function of \( r \) that represents the isotropic hardening contribution to the free energy. Hence, the thermodynamic conjugate variables are derived as \( \mathcal{F} = \{ \sigma, -\beta, -R, -Y \} \) (de Souza Neto, Peric, and Owen 2008)

\[ \sigma = \frac{\partial \psi}{\partial e^e} = \frac{\partial \psi}{\partial e^e} = (1 - D) C : e^e, \]

\[ \beta = \frac{\partial \psi}{\partial \alpha} = \frac{2}{3} c \alpha, \]

\[ R = \frac{\partial \psi}{\partial r} = R_\infty (1 - e^{-b r}), \]

\[ Y = \frac{\partial \psi}{\partial D} = -\frac{1}{2} e^e : C : e^e = -\frac{1}{2} \sigma : C^{-1} : \sigma \]

where \( \beta \) is the back stress and \( Y \) represents the energy release rate associated with damage. \( R \) is the thermodynamical force associated with isotropic hardening, \( R_\infty \) and \( b \) are the saturated isotropic hardening parameter and the isotropic hardening exponent, respectively. Cauchy stress is denoted by \( \sigma \) while \( \tilde{\sigma} = \frac{\sigma}{(1 - D)} \) is the effective stress and \( \sigma_{eq} = \sqrt{\frac{3}{2} \| \sigma^{dev} \| } \) is the von Mises equivalent stress. The dissipation pseudo-potential is postulated as

\[ \phi^*(\sigma, \beta, R, Y) = \phi^p + \phi^d, \]

where \( \phi^p \) is a function of plastic yield function \( f^p \) (the elastic domain is defined by \( f^p \leq 0 \)) and the kinematic hardening while \( \phi^d \) is the damage dissipation pseudo-potentials. The plastic dissipation pseudo-potential is defined as

\[ \phi^p = f^p + \phi^*_p, \]

where \( \phi^*_p \) is the kinematic hardening potential. The plastic yield function is defined as

\[ f^p = \sqrt{3J_2(\tau)} - R - \sigma_y, \]
where \( J_2(\tau) = \frac{1}{2} \| \tau^{\text{dev}} \|^2 \) is the deviatoric invariant of the apparent stress \( \tau^{\text{dev}} = \sigma^{\text{dev}} - \beta \), assuming the back stress \( \beta \) is deviatoric, and \( \sigma_y \) is the uniaxial yield stress of the undamaged material, taken as constant here. Nonlinear kinematic hardening is modelled by

\[
\phi^*_\beta = \frac{3}{4} a c \beta : \beta, \tag{3.17}
\]

where \( a \) is a material parameter. The cumulative plastic strain as a non-decreasing quantity is defined as

\[
p = \int \sqrt{\frac{2}{3}} \| \dot{\varepsilon}^p \| \, dt. \tag{3.18}
\]

The damage pseudo-potential is given by (Lemaitre and Desmorat 2005)

\[
\phi^*_d = \frac{S}{(s + 1)(1 - D)} \left( -\frac{Y}{S} \right)^{s+1}, \tag{3.19}
\]

where the damage viscous parameters are denoted by \( S \) and \( s \). Non-associative evolution equations, since \( \phi^* \neq f^p \), can be derived from Equation (3.14) for \( I = \{ \varepsilon^p, \alpha, r, D \} \) as

\[
\dot{\varepsilon}^p = \dot{\lambda} \frac{\partial \phi^*_p}{\partial \sigma} = \dot{\lambda} N,
\]

\[
\dot{\alpha} = -\dot{\lambda} \frac{\partial \phi^*_p}{\partial \beta} = \dot{\lambda} \left( \tilde{N} - \frac{3}{2} \frac{a}{c} \beta \right),
\]

\[
\dot{r} = -\dot{\lambda} \frac{\partial \phi^*_p}{\partial R} = \dot{\lambda},
\]

\[
\dot{D} = -\dot{\lambda} \frac{\partial \phi^*_d}{\partial Y} = \frac{\dot{\lambda}}{1 - D} \left( -\frac{Y}{S} \right)^{s} \text{ if } (r > p_D). \tag{3.20}
\]

The viscoplastic multiplier is given as

\[
\dot{\lambda} = \left\langle \frac{f^p}{k^p} \right\rangle^{n_p} \tag{3.21},
\]

where \( n_p \) and \( k_p \) are Norton’s viscoplastic parameters and the function \( \langle \bullet \rangle \), which is Macaulay bracket, returns the positive part of its argument. The plastic deviatoric flow vector reads

\[
N = \frac{\partial f^p}{\partial \sigma} = \sqrt{\frac{3}{2}} \frac{\tau^{\text{dev}}}{\| \tau^{\text{dev}} \|} \frac{1}{1 - D}, \tag{3.22}
\]

and \( \tilde{N} \) is defined as \( (1 - D) N \). Note that the second equation in (3.20) corresponds to a non-isothermal form of the Armstrong–Frederick hardening law where \( c \) and \( a \) are temperature-dependent material parameters that can be obtained from cyclic loading experiments, refer to (de Souza Neto, Peric, and Owen 2008) for further details. The term involving \( \beta \) introduces the kinematic hardening saturation effect and setting \( a = 0 \) recovers Prager linear hardening law (Lemaitre and Desmorat 2005).
The damage threshold for cyclic loading is written in terms of accumulated plastic strain via

\[ p_D = \varepsilon_{PD} \left( \frac{\sigma_u - \sigma_f^\infty}{(\Delta\sigma_{eq})^{\frac{1}{2}} - \sigma_f^\infty} \right)^m, \]  

(3.23)

where \((\Delta\sigma)_{eq}\) is a loading dependent function defined over a load cycle such as \((\Delta\sigma)_{eq} = \max(\sigma_{eq}) + \min(\sigma_{eq}) > 2 \sigma_f^\infty\) (Lemaitre and Desmorat 2005). In order to condense all the details of the materials used to obtain the numerical results of this work, within this chapter, below are the material parameters considered for the studied material subjected to two different temperature conditions. In the first case, the material is Cr-Mo steel at 580°C and its parameters are summarised in Table 3.1 (Lemaitre and Desmorat 2005).

Table 3.1: Material properties for Cr-Mo steel at 580°C.

<table>
<thead>
<tr>
<th>Material parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E) = 134000 MPa</td>
<td>Elasticity modulus</td>
</tr>
<tr>
<td>(\nu = 0.3) (dimensionless)</td>
<td>Poisson’s ratio</td>
</tr>
<tr>
<td>(c = 5500) MPa</td>
<td>Kinematic hardening modulus</td>
</tr>
<tr>
<td>(a = 250) (dimensionless)</td>
<td>Kinematic hardening material parameter</td>
</tr>
<tr>
<td>(\sigma_y = 85) MPa</td>
<td>Yield stress</td>
</tr>
<tr>
<td>(\sigma_u = 137) MPa</td>
<td>Ultimate stress</td>
</tr>
<tr>
<td>(\sigma_f^\infty = 60) MPa</td>
<td>Asymptotic fatigue limit</td>
</tr>
<tr>
<td>(n_p = 2.5) (dimensionless)</td>
<td>Norton law viscous exponents</td>
</tr>
<tr>
<td>(k_p = 1220) MPa (\cdot) sec (\frac{1}{np})</td>
<td>Norton law parameter</td>
</tr>
<tr>
<td>(s = 2) (dimensionless)</td>
<td>Unified damage law exponent</td>
</tr>
<tr>
<td>(S = 0.6) MPa</td>
<td>Norton law parameter for damage evolution</td>
</tr>
<tr>
<td>(m = 4) (dimensionless)</td>
<td>Damage threshold exponent</td>
</tr>
<tr>
<td>(b = 2) (dimensionless)</td>
<td>Isotropic hardening exponent</td>
</tr>
<tr>
<td>(R_\infty = 30) MPa</td>
<td>Saturated isotropic hardening parameter</td>
</tr>
<tr>
<td>(D_c = 0.2) (dimensionless)</td>
<td>Critical damage parameter</td>
</tr>
<tr>
<td>(\varepsilon_{PD} = 0.2) (dimensionless)</td>
<td>Damage threshold in pure tension</td>
</tr>
</tbody>
</table>

In the second case, the material is Cr-Mo steel at 20°C and its parameters are summarised in Table 3.2 (Lemaitre and Desmorat 2005).

For an algorithmic insight, the return mapping algorithm of the aforementioned damage model is detailed in Appendix A.2.
3.4. Fatigue Damage

Fatigue damage is one of the primary reasons behind structural component failure as a consequence of cyclic loading. The name “fatigue” explains that the material got “tired” and failed below its nominal strength, which may be below the ultimate tensile stress or even below the yield stress of the material. Hence, it is often hard to tell by basic inspections when the structure may fail. Therefore, this phenomenon is of keen interest to many researchers.

The fatigue life can be expressed as the number of loading cycles required to create a microcrack and causes its propagation up to a specific limit. Recall that when damage reaches its critical value $D_c$, a mesocrack is initiated. Three stages can be distinguished during a fatigue failure process: crack initiation, slow and stable crack growth, and rapid fracture.

In this section, fatigue life prediction techniques for homogeneous materials are reviewed, but before that, the factors that may affect fatigue life are investigated.

### 3.4.1 Factors Affecting Fatigue Life

Many factors can affect fatigue life such as load pattern, number of cycles, stress concentration, corrosion, temperature, overloads, metallurgical structure and residual stresses to name but a few. One crucial factor is the surface roughness due to their effect on the number of

---

**Table 3.2: Material properties for Cr-Mo steel at 20°C.**

<table>
<thead>
<tr>
<th>Material parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E = 200000$ MPa</td>
<td>Elasticity modulus</td>
</tr>
<tr>
<td>$\nu = 0.3$ (dimensionless)</td>
<td>Poisson’s ratio</td>
</tr>
<tr>
<td>$c = 20600$ MPa</td>
<td>Kinematic hardening modulus</td>
</tr>
<tr>
<td>$a = 140$ (dimensionless)</td>
<td>Kinematic hardening material parameter</td>
</tr>
<tr>
<td>$\sigma_y = 180$ MPa</td>
<td>Yield stress</td>
</tr>
<tr>
<td>$\sigma_u = 450$ MPa</td>
<td>Ultimate stress</td>
</tr>
<tr>
<td>$\sigma^\infty = 140$ MPa</td>
<td>Asymptotic fatigue limit</td>
</tr>
<tr>
<td>$n_p = 12.5$ (dimensionless)</td>
<td>Norton law viscous exponents</td>
</tr>
<tr>
<td>$k_p = 195$ MPa $\cdot$ sec$^{\frac{1}{n_p}}$</td>
<td>Norton law parameter</td>
</tr>
<tr>
<td>$s = 2$ (dimensionless)</td>
<td>Unified damage law exponent</td>
</tr>
<tr>
<td>$S = 2.8$ MPa</td>
<td>Norton law parameter for damage evolution</td>
</tr>
<tr>
<td>$m = 2$ (dimensionless)</td>
<td>Damage threshold exponent</td>
</tr>
<tr>
<td>$b = 2$ (dimensionless)</td>
<td>Isotropic hardening exponent</td>
</tr>
<tr>
<td>$R^\infty = 6$ MPa</td>
<td>Saturated isotropic hardening parameter</td>
</tr>
<tr>
<td>$D_c = 0.2$ (dimensionless)</td>
<td>Critical damage parameter</td>
</tr>
<tr>
<td>$\varepsilon_{PD} = 0.12$ (dimensionless)</td>
<td>Damage threshold in pure tension</td>
</tr>
</tbody>
</table>
stress concentration points on the surface, which leads to crack initiation on that surface.

**Load Interaction Effect**

Load interaction describes mainly the effect of overloads on fatigue crack growth. Hence, fatigue crack growth under constant-amplitude cyclic loading can differ considerably from the growth under variable-amplitude cyclic loading. Load interaction also accounts for the coupling between different types of damage. At elevated temperatures, for instance, the processes of fatigue damage due to cyclic loading and creep damage, linked with the loading duration, can interact (Lemaitre and J. Chaboche 1990).

**Load Sequence Effect**

The load sequence has a significant effect on the damage evolution. When the order of the loading cycles is modified, the damage evolves differently.

**Mean Load Effect**

Fully reversed loading has zero mean stress. However, such a case is not guaranteed in many engineering applications. Hence, for complex loading scenarios, the effect of non-zero mean stress should be incorporated.

Fatigue may be modelled in different ways, e.g., empirical curves, fracture models and continuum damage mechanics. However, due to their simplicity, S–N curves are the conventional dominating models in engineering applications.

**3.4.2 Cumulative Fatigue Damage Approaches**

It is common to test when specimens fail under uniaxial periodic loading in tension-compression with a constant stress range. This test results in Wöhler curves, also known as S–N curves where S is the stress and N is the number of cycles to reach failure. Generating such a curve requires a large number of specimens. Each specimen is loaded with a different stress amplitude. The maximal applied stress for which the specimen does not fail is called the fatigue limit or endurance limit.

S–N curves have some limitations such as being a tedious and expensive procedure that does not account for many physical phenomena, e.g., it cannot show the difference between the crack initiation and the propagation stages. Hence, only the entire life to fracture is considered (Sobczyk and Spencer Jr 2012). In addition, under variable-amplitude loading, the direct use of standard S–N curves is not possible, due to their construction with constant amplitude loading and stress ratio.

A way to overcome the fixed stress ratio issue is the Goodman diagram (Lemaitre and Desmorat 2005) that defines a failure surface for varying stress ratios. A Goodman diagram is typically constructed by plotting the mean stress vs the alternating stress. Soderberg, Gerber and Morrow diagrams are other alternatives to consider the mean stress effect. These diagrams are still limited by specimen geometry, surface condition, material characteristics and specific applications. However, it allows the user to predict life at different stress ratios.
Load interaction effect may be taken into consideration via Taira rule. It is a rule of linear interaction which consists of adding together creep damage and pure fatigue damage through a linear relation.

Fatigue damage accumulates during cycling loading. Hence, especially in the case of non-periodic loading, cumulative fatigue damage analysis is a key to predict the fatigue life of structures subjected to alternating loads. As proposed by (Fatemi and Yang 1998), cumulative fatigue damage theories may be categorised into six groups, with no clear boundaries between some of them. These groups are:

1. Linear damage accumulation rule (LDR).
   Palmgreen introduced the linear rule for periodic loading, then Miner expressed it mathematically as \( D = \frac{n}{N_r} \), where \( D \) is the damage variable, \( n \) is the applied number of cycles and \( N_r \) is the total number of cycles to rupture under a constant amplitude loading. Constant work absorption is the underlying assumption behind this rule. Hence, one may analyse the first loading cycle and then estimate damage for any further cycles using a linear relation with the number of cycles. This linear relation is independent of the loading level, which makes this rule insufficient to account for load interaction and load sequence effects.

2. Bilinear damage accumulation in two-level fatigue loadings.
   This theory improves LDR for non-periodic loading by considering separate stages in the fatigue damage process based on the loading amplitude. Then in each stage, LDR is applied. This method provides a bilinear accumulation rule, and this is why it is also referred to as double linear damage rule (DLDR).

3. Life curve modification methods.
   These methods are load-level dependent and can account for load sequence and load interaction effects. It overcomes the LDR limitation by modifying the S–N curve and considering the damage-rate as a dependent of the loading level (Fatemi and Yang 1998).

4. Methods based on crack growth concepts.
   In these methods, only the second and third regions after the mesocrack is initiated are considered where the crack length is taken as a damage measure, and the crack growth rate varies with the applied stress level in either a linear or an exponential manner. Different techniques may be utilised to predict the crack growth for variable amplitude loadings, such as the characteristic approach and the cycle-by-cycle approach (Fleck and Smith 1984). The characteristic approach is an empirical tool which assumes that the crack growth rate and the stress intensity range of the load history are maintained for specific types of loadings. However, this method cannot predict load interaction effects. The cycle-by-cycle approach accumulates the incremental crack growth from cycle to cycle in order to predict the overall fatigue life of the structure. The incremental crack growth within each load cycle may be obtained from a load-interaction model. Note that for such an approach, fatigue cycles for variable amplitude loading
should be defined. Several cycle counting methods may be used such as range-mean, rainflow and level-crossing counting techniques (Fleck and Smith 1984).

5. Energy-based theories.

These theories are based on using plastic strain energy density as a parameter, and they were mainly developed in the last two decades. Theoretically, plastic strain energy absorbed in a complete cycle can be obtained by integrating the area included in a hysteresis loop. Hence, the plastic strain is updated for each cycle until it reaches a specific limit when damage reaches its critical value. Note that an energy-based damage parameter can unify the damage caused by different types of loading, such as thermal cycling, creep, and fatigue.

6. Continuum damage mechanics models.

The objective of continuum damage models is to have a continuum mechanics framework allowing the characterisation and modelling of distributed localised effects by macroscopic parameters. Hence, this method accounts for the mechanical behaviour of a deteriorating medium at the continuum scale. For the one-dimensional case, Chaboche postulated that fatigue damage evolution per cycle can be described as a function of the load condition and damage state. The damage evolution in this model is nonlinear and has some advantages such as accounting for the mean stress effect, and prior loading effect is considered via the initial state of the internal variables (Fatemi and Yang 1998).

3.5 Summary

In this work, a continuum damage mechanics approach is chosen where a homogeneous material is considered. The damage variable describes how much the material is damaged with respect to the number of cycles or more generally with respect to time. Such a promising model may be used for any structural component in order to provide a general and reliable fatigue damage analysis and life prediction. However, advanced numerical strategies are required to evaluate this continuum damage model efficiently, especially when it comes to the long temporal domain involved in fatigue cases. Hence, sufficient model order reduction techniques shall be developed to address this issue.
Chapter 4:  
A Semi-incremental Scheme for Fatigue Damage Computations

The goal of this contribution is to extend the LATIN-PGD framework suggested in (Bhat
tacharyya 2018) to tackle general nonlinear constitutive models subjected to variable load-
ing. The introduction of variable loading does not allow for the usage of the two-timescale 
approach, thus diminishing all the computational savings provided by such schemes. The 
first step is to use a general framework that allows for the introduction of different nonlinear 
material models, such as brittle or ductile damage models seamlessly and then address vari-
able loads, in terms of amplitudes and frequencies, efficiently in order to get a well-suited 
framework for high cycle fatigue computations.

Contrary to the classical LATIN formulation, a semi-incremental formulation is proposed 
here where the temporal domain is divided into intervals, and the solution is computed for 
each interval consecutively instead of solving all of them simultaneously. Such a temporal 
scheme paves the way towards time integration over smaller domains rather than integration 
over the whole time history. It also allows for better data recycling from one cycle to the other 
instead of seeking a solution over the whole load process directly. Additionally, the consti-
tutive model is integrated within the local stage, removing all complexities and restrictions 
from the global one. A suitable formulation for the global stage has already been developed in 
(Boisse, Bussy, and Ladeveze 1990; Boisse, Ladeveze, Poss, and Rougee 1991) for plasticity 
problems and used in (Allix, Ladevèze, Gilletta, and Ohayon 1989) for monotonic loading 
and in (Vandoren, De Proft, Simone, and Sluys 2013) to trace snap-backs in quasi-brittle 
materials. However, this work shall address sophisticated viscoplastic viscodamage model 
subjected to variable loading.

This chapter is structured as follows. The LATIN-PGD scheme is detailed in Section 4.1, 
followed by the proposed temporal scheme in Section 4.2. In Section 4.3, a hybrid search di-
rection formulation to improve the convergence of the numerical scheme is proposed. Lastly, 
in Section 4.4, the presented algorithm is tested on different numerical examples.

4.1 An Overview of the LATIN-PGD Method

For a generic structural problem defined over space-time domain \( \Xi = \Omega \times T = \Omega \times [0, T] \) 
in an infinitesimal strain and isothermal quasi-static framework, the strong form to be solved 
is represented in Figure 4.1 (Steinke 2015; Felippa 1996). The equilibrium equation is 
linear in terms of the stress and the nonlinearity, in this case, is introduced through the 
constitutive model, i.e., in the stress–strain \( (\sigma, \varepsilon) \) relationship. In a standard incremental 
Newton–Raphson scheme, the constitutive relations along with the kinematic relations are 
substituted into the balance equation resulting in a nonlinear problem in terms of the primal 
variable. However, a different linearisation strategy, termed LATIN, consists of solving the 
equilibrium equations along with kinematic relations in one step and solving the constitutive 
relations in the following step. Then, a solution that satisfies both of these systems is sought.
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In such a framework, two sets of equations are distinguished, the local equations described by constitutive relations (evolution and state laws (Lemaitre 1992)) and the global equilibrium equation along with the kinematic compatibility. Data flow between these two systems is required, i.e., to get statically admissible stress and kinematically permissible strain or displacement, a relation between the stress and the strain should be assumed. In the same manner, a decision should be taken on which data to pass back from the global to the local stage; these relations are referred to as search direction equations because they are affine equations in a 12-dimensional space hosting the stress and strain fields. The main advantage of the LATIN linearisation scheme is confining the computational cost to the solution of a global linear equation, which allows for introducing a model order reduction technique such as the PGD to reduce this numerical cost (Chinesta and Ladevèze 2014).

Recall from Section 2.3.2 that the displacement field may be approximated using PGD as

\[ u(x, t) \approx \sum_{j=1}^{N} v_j(x) \circ \lambda_j(t), \quad v_j(x) : \Omega \to \mathbb{R}^d, \lambda_j(t) : \mathcal{T} \to \mathbb{R}^d, \]

where \( d \in \{1, 2, 3\} \) is the spatial dimension, \( N \in \mathbb{N}_+ \) and \( \circ \) is the entry-wise Hadamard or Schur multiplication of vectors (Chinesta and Ladevèze 2014; Cueto, González, and Alfaro 2016). It is shown in (Chinesta and Ladevèze 2014) that a small number of pairs/modes is sufficient to approximate the solution of many problems with substantial savings in terms of CPU time and memory. Contrary to POD based techniques that include a preliminary learning phase, PGD defines the basis of the problem on-the-fly using a greedy algorithm such that additional pairs are added if necessary, i.e., the approximation error is controlled by the successive enrichment of the generated basis (Chinesta, Keunings, and Leygue 2014).

In order to elaborate on the LATIN-PGD scheme, a constitutive model in an infinitesimal strain setting is chosen and briefed below. The model is based on two scalar functions, the Helmholtz free energy density \( \psi(\varepsilon, I) \) and the dissipation potential \( \phi^*(F) \), where \( I \) is a vector field of internal variables and \( F \) contains the conjugate variables to \( I \). The free energy defines the dynamic conjugate variables through the state equations which read

\[ F = g(\psi(\varepsilon, I)), \]

Figure 4.1: Graphical representation of the strong form of a structural problem (Tonti Diagram).
while the dissipation potential drives the evolution of the internal variables via
\[ \dot{I} = \hat{g}(\phi^*(F)). \] (4.3)

The LATIN solution algorithm starts with an elastic initialisation followed by a sequence of two stages, namely the local and the global stage. These two steps form one LATIN iteration, and they are repeated until convergence is reached. Note that, at every local and global step, the quantities of interest over all the space-time points are approximated. The space that belongs to the solution manifold of the constitutive relations is denoted by \( \Gamma \) while \( \mathcal{A} \) represents the admissible space that satisfies the equilibrium equation (static admissibility) along with the kinematic relations (kinematic admissibility). Hence, the exact solution is defined as a set \( s = \{F, I\} \in \Gamma \cap \mathcal{A} \), where \( F = \{\sigma, -\beta, -R, -Y\} \) contains the dynamic conjugate variables and \( \dot{I} \) represents the evolution of the internal variables \( I = \{\epsilon^p, \alpha, r, D\} \). For discussions on the LATIN convergence behaviour, refer to (Ladevèze 1999; Chinesta and Ladevèze 2014; Ladevèze and Perego 2000).

The elastic solution \( s_0 = \{\varepsilon_0, F_0, \dot{I}_0 = 0\} \) takes all the boundary conditions into account, and the following solutions are computed in terms of corrections to \( s_0 \).

### 4.1.1 Local Stage

The nonlinear evolution equations, Equation (4.3), in addition to all the state equations, Equation (4.2), and the additive split of the infinitesimal strain into elastic and plastic parts are solved and integrated within the local stage at every space-time point. The evaluation of such local equations results in a non-demanding local stage, well-suited for parallelisation. The initial conditions for \( \dot{I} \) in \( \Omega \) at \( t = 0 \) are addressed here. The data flow from the global to the local stage is done via a search direction equation defined by
\[ (\hat{\sigma}_i - \sigma_i) + H^+ : (\hat{\varepsilon}_i - \varepsilon_i) = 0, \] (4.4)
where \( \sigma_i \) and \( \varepsilon_i \) are obtained from the previous global stage, \( \hat{\sigma}_i \) and \( \hat{\varepsilon}_i \) are sought at the end of the current local stage and \( H^+ \) is the direction of ascent. Further details of this stage are provided in Section 4.3.

The outcome of this stage is the solution \( \hat{s}_i \), which is used in the following global stage to obtain \( s_{i+1} \).

### 4.1.2 Global Stage

The admissibility equations are the only ones left to be solved in the global stage. The kinematic admissibility is satisfied by deriving the strain as the symmetric gradient of the displacement field \( \varepsilon = \nabla^s u \) with \( u = \bar{u} \) on \( \partial \Omega_D \times \mathcal{T} \), \( u = 0 \) in \( \Omega \) at \( t = 0 \), and the static admissibility condition is obtained from the equilibrium equation, which reads (Wunderlich and Pilkey 2003)
\[ \nabla \cdot \sigma(x, t) + b = 0 \quad \forall (x, t) \in \Omega \times \mathcal{T}, \] (4.5)
with \( \sigma \cdot n = \bar{t} \) on \( \partial \Omega_N \times \mathcal{T} \), \( \sigma \) is Cauchy stress and \( b \) is the body force in the spatial domain \( \Omega \). The use of the Hamilton’s law of varying action, which is the principle of virtual work
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integrated over time (Gellin and Pitarresi 1988), leads to the following weak form

\[ \int_{\Omega \times I} \sigma : \nabla^s w \, d\Omega \, dt = \int_{\Omega \times I} b \cdot w \, d\Omega \, dt + \int_{\partial\Omega_N \times I} \bar{t} \cdot w \, dA \, dt \quad \forall w \in W_0, \quad (4.6) \]

where the test space is a Bochner space, defined as

\[ W_0 = \left\{ w(x,t) \mid w(x,t) \in L^2(T; [H^1_0(\Omega)])^3 \equiv L^2(T \otimes [H^1_0(\Omega)])^3, \ w = 0 \ on \ \partial\Omega_D \times T \right\}. \]

As long as the boundary conditions are satisfied by the elastic initialisation, the corrections in each iteration are defined as

\[ \Delta \sigma_{i+1} = \sigma_{i+1} - \sigma_i, \quad \Delta \varepsilon_{i+1} = \varepsilon_{i+1} - \varepsilon_i, \quad \Delta u_{i+1} = u_{i+1} - u_i, \quad (4.7) \]

where the \( i \) and \( i + 1 \) subscripts refer to the previous and the current global stages, respectively.

Writing the weak form at two consecutive global stages leads to the definition of the static admissibility equation in terms of corrections as

\[ \int_{\Omega \times I} \Delta \sigma_{i+1} : \nabla^s w \, d\Omega \, dt = 0, \quad (4.8) \]

where the solution satisfies homogeneous boundary conditions and provides self-equilibrated stresses. In order to solve Equation \((4.8)\), in terms of the primal variable \( u \), a linear stress–strain relationship is assumed in the form

\[ (\sigma_{i+1} - \hat{\sigma}_i) - H^- : (\varepsilon_{i+1} - \hat{\varepsilon}_i) = 0, \quad (4.9) \]

where \( \hat{\sigma}_i \) and \( \hat{\varepsilon}_i \) are obtained from the last local stage and \( H^- \) is the direction of decent. It is considered to be a scaled version of the elasticity tensor, i.e., \( H^- = \alpha C \), where \( \alpha \in [0, 1] \) is a scaling parameter that reflects the loss of stiffness and it is introduced in order to avoid large stress changes due to small strain changes during the first iterations and in analogy to the reduction of the algorithmic tangent tensor with respect to the elastic scenario. The parameter \( \alpha \) may be tuned depending on the strain amplitude, but it is taken as constant in the following derivations. A better choice for faster convergence would be the consistent tangent operator, when applicable. However, depending on the material model, this may be computationally demanding and in the case of fatigue, no convergence problems are anticipated due to the length of the temporal domain and its corresponding low stress states. Rewriting the global search direction Equation \((4.9)\) in terms of corrections results in

\[ \Delta \sigma_{i+1} - H^- : \Delta \varepsilon_{i+1} - \hat{f} = 0, \quad \hat{f} = \left( \hat{\sigma}_i - \sigma_i \right) - H^- : (\hat{\varepsilon}_i - \varepsilon_i), \quad (4.10) \]

with \( \hat{f} \) already known from the previous local and global stages. Substituting the stress correction into Equation \((4.8)\) gives

\[ \int_{\Omega \times I} \left( \Delta \varepsilon_{i+1} : H^- + \hat{f} \right) : w \, d\Omega \, dt = 0, \quad (4.11) \]

\[ \int_{\Omega \times I} \Delta \varepsilon_{i+1} : H^- : w \, d\Omega \, dt = - \int_{\Omega \times I} \hat{f} : w \, d\Omega \, dt. \]
The solution of Equation (4.11) is computationally expensive due to the integration over the spatial domain. Therefore, the kinematically and statically admissible fields are computed for the whole space-time domain with the help of PGD, where a separate representation of the displacement field is introduced as

$$\Delta u = v(x) \circ \lambda(t), \quad v(x) : \Omega \to \mathbb{R}^d, \lambda(t) : T \to \mathbb{R}^d.$$  \hspace{1cm} (4.12)

The temporal functions are chosen to be identical for all the spatial coordinates, i.e., $\lambda_x(t) = \lambda_y(t) = \lambda_z(t)$. Hence, the displacement and consequently the strain corrections read

$$\Delta u = v(x) \lambda(t), \quad \Delta \varepsilon = \nabla^s v(x) \lambda(t), \quad v(x) : \Omega \to \mathbb{R}^d, \lambda(t) : T \to \mathbb{R},$$  \hspace{1cm} (4.13)

which leads to the following variations

$$(\Delta u)^* = \lambda^* v + \lambda v^*, \quad (\Delta \varepsilon)^* = \lambda^* \nabla^s v + \lambda \nabla^s v^*.$$  \hspace{1cm} (4.14)

Note that the subscript $i + 1$ is dropped to simplify the notations, the test functions are defined as $w = (\Delta \varepsilon)^*$ and it is assumed that only one PGD term/pair is generated within one LATIN iteration. Following the derivations in (Allix, Ladevèze, Gilletta, and Ohayon 1989; Bhattacharyya, Fau, Nackenhorst, Néron, and Ladevèze 2017) by introducing the aforementioned PGD scheme into Equation (4.8) results in a space-time problem that reads

$$\int_{\Omega \times T} \left( \int \nabla^s v : \mathbb{H}^- : \left( \lambda^* \nabla^s v + \lambda \nabla^s v^* \right) \, d\Omega \, dt \right) = - \int_{\Omega \times T} \left( \int \hat{f} : \left( \lambda^* \nabla^s v + \lambda \nabla^s v^* \right) \, d\Omega \, dt \right).$$  \hspace{1cm} (4.15)

The last system can be solved in a staggered manner where space and time problems are derived and solved iteratively (Chinesta and Ladevèze 2014) using a fixed-point, alternating directions algorithm. This algorithm renders a spatial problem, with homogeneous boundary conditions,

$$\int_{\Omega} \nabla^s v : \left[ \int_{T} \lambda \mathbb{H}^- \, dt \right] : \nabla^s v^* \, d\Omega = - \int_{\Omega} \left[ \int_{T} \lambda \, \hat{f} \, dt \right] : \nabla^s v^* \, d\Omega,$$  \hspace{1cm} (4.16)

and a time problem, with zero initial conditions,

$$\int_{T} \lambda \left[ \int_{\Omega} \nabla^s v : \mathbb{H}^- : \nabla^s v \, d\Omega \right] \lambda^* \, dt = - \int_{T} \left[ \int_{\Omega} \nabla^s v : \hat{f} \, d\Omega \right] \lambda^* \, dt.$$  \hspace{1cm} (4.17)

These two problems are solved iteratively in a staggered manner using a fixed-point, alternating directions algorithm (Chinesta and Ladevèze 2014). After introducing a Galerkin finite element discretisation, for the spatial and the temporal domains, this algorithm renders a spatial problem

$$\gamma K v = f, \quad \gamma \in \mathbb{R}, \quad K \in \mathbb{R}^{n \times n}, \quad v, f \in \mathbb{R}^n \quad \text{with} \quad v = 0 \text{ on } \partial \Omega_D,$$  \hspace{1cm} (4.18)

and a temporal problem

$$a \lambda^T = b^T, \quad a \in \mathbb{R}, \quad \lambda, b \in \mathbb{R}^{n_t} \quad \text{with} \quad \lambda_{|t=0} = 0,$$  \hspace{1cm} (4.19)
where \((n, n_t)\) are the spatial and temporal degrees of freedom and \((v, \lambda)\) are the spatial and temporal functions. The stiffness matrix is defined as \(K = \int_\Omega B^T C B \, d\Omega\), where \(B \in \mathbb{R}^{6n_gp \times n}\) is a globally assembled matrix containing the derivatives of the shape functions and \(C\) is a block diagonal matrix with \(6 \times 6\) diagonal blocks representing the elasticity tensor at each integration point. The scaling factor in front of the stiffness is defined as \(\gamma = \alpha \int_\Omega \Delta \lambda^T \lambda \, dt\) and it can be ignored due to the normalisation of the spatial modes. The right-hand side \(f = -\int_\Omega B^T (\int_\Omega \mathbf{f} \lambda \, dt) \, d\Omega\), where \(\mathbf{f}\) is a residual obtained from the previous local stage. The temporal problem is defined by \(a = \alpha \int_\Omega (B v)^T C (B v) \, d\Omega\) and \(b^T = -\int_\Omega (B v)^T \mathbf{f} \, d\Omega\). Using \(\mu\) modes at iteration \(i + 1\), the displacement field is approximated by its discrete counterpart

\[
\Delta u_{i+1} = u_0 + \sum_{j=1}^{\mu} v_j \Delta_\lambda^T,
\]

(4.20)

where \(u_0\) corresponds to the elastic solution and the Hadamard multiplication is replaced by an outer product of the discrete values of \(v(x)\) and \(\lambda(t)\). The stress is obtained using Equation (4.10) as

\[
\sigma_{i+1} = \sigma_0 + \sum_{k=1}^{i+1} \left( \alpha C \Delta \varepsilon_k + \hat{f}_k \right).
\]

(4.21)

The algorithm convergence is measured by an energy error indicator, which is a modified version of the indicator used in (Bhattacharyya 2018), constructed from the difference between \(s_{i+1}\) and \(\hat{s}_i\) as

\[
\xi = \frac{\|s_{i+1} - \hat{s}_i\|}{\| (s_{i+1} + \hat{s}_i) / 2 \|}, \quad \|s\|^2 = \frac{1}{2T} \int_{\Omega \times I} (\sigma : C^{-1} : \sigma + \varepsilon : C : \varepsilon) \, d\Omega \, dt.
\]

(4.22)

The elasticity tensor \(C\) and its inverse are used as metrics in the error indicator in order to ensure comparable results between different simulations or implementations.

It is seen that the cost of the global stage is dominated by the computational cost of the spatial problem, Equation (4.18), that has an identical dimension to the linear elastic problem associated with the finite element discretisation. Thus, a trial, temporal update step is introduced at the beginning of the global stage that consists of reusing the previously generated spatial modes while updating the temporal ones (Bhattacharyya 2018).

### 4.1.3 Temporal Mode Update

Starting with an ROB that consists of a certain number \((\mu)\) of previously generated PGD pairs, the displacement correction is written as

\[
\Delta u_{i+1} = \sum_{j=1}^{\mu} v_j \hat{\Delta}_j^T,
\]

(4.23)
where $\Delta \lambda_j(t)$ is the correction added to the temporal function $\lambda_j(t)$. Introducing this assumption into the temporal problem, Equation (4.19), leads to

$$\tilde{A} \tilde{\Lambda}^T = \tilde{B}, \quad \tilde{A} \in \mathbb{R}^{\mu \times \mu}, \quad \tilde{B} \in \mathbb{R}^{\mu \times n_t},$$

(4.24)

where

$$\tilde{A} = [\Delta \lambda_1, \ldots, \Delta \lambda_\mu],$$

$$\tilde{A}_{kl} = \alpha \int_\Omega (B \psi_k)^T C (B \psi_l) \, d\Omega,$$

$$\tilde{B}_{kl} = -\int_\Omega (B \psi_k)^T \hat{f}|_{t=t_l} \, d\Omega.$$  

(4.25)

The cost of this step depends only on the temporal discretisation $n_t$ and the number of already generated modes $\mu$. If the computed approximation introduces a significant change to the original temporal modes, measured by $\frac{\|\Delta \lambda\|_\tau}{\|\lambda\|_\tau}$, where $\|\Delta\|_\tau = \sqrt{\int_T \Delta^T \Delta \, dt}$, then no further enrichment to the spatial modes is required and the algorithm continues to the next local stage. Otherwise, this update is ignored so as not to introduce unwanted numerical errors into the temporal functions and a new pair of temporal and spatial modes is generated.

### 4.1.4 Algorithmic Overview

The LATIN-PGD algorithm is summarised in Algorithm 1. Keep in mind that quantities of interest are approximated on the whole discretised space-time domain.

It is also noted that no prior convergence behaviour is known for PGD and it involves integration over all generalised coordinates such as time or parameters in addition to the classical spatial one. However, the current implementation only revealed some issues linked to the monotonic loading case when the load goes beyond a specific limit, related to the choice of $\alpha$. These issues have no significance for fatigue, but they can be dealt with by tuning the local and global search directions; see (Ladevèze and Perego 2000) for further discussion about convergence issues.

### 4.2 Semi-incremental Temporal Scheme for Fatigue Simulations

A semi-incremental extension to the classical LATIN formulation is proposed here where the temporal domain is divided into intervals, and the solution is computed for each interval consecutively instead of solving all of them simultaneously.

The solution involving multiple cycles with variable loads starts by dividing the temporal domain into subintervals with an equal number of time points in each one, for simplicity. Then the linearity in the elastic initialisation is exploited by scaling the previous elastic solution without the need to assemble the stiffness matrix again or solve the elastic problem once more. Other information from previous cycles is recycled as well, such as the generated PGD pairs. In this case, the temporal modes have to be scaled (based on the new load) and
Algorithm 1: LATIN-PGD scheme to simulate one cycle

**Data:** specified load with initial and boundary conditions

**Result:** damage evolution over the given space-time domain

Number of PGD modes ($\mu \leftarrow 0$)
Error indicator ($\xi \leftarrow 1$)
PGD enriching flag ($enrich \leftarrow true$)
Elastic initialisation ($s_i \leftarrow s_0$)

while $\xi < tol_1$ do

- **Local stage:** seek ($\hat{s}_i$) by solving
  - the local search direction Equation (4.4)
  - the nonlinear evolution Equation (4.3)
  - the state Equation (4.2)

- **Global stage**
  
  if ($\mu > 0$) then
  
  Update the temporal functions by solving Equation (4.24) to get
  $\Delta \lambda_j (j = 1, \ldots, \mu)$
  
  if ($\min(\|\Delta \lambda_j\|_\tau)/\|\lambda_j\|_\tau) > tol_2$) then
  
  $enrich \leftarrow false$
  
  else
  
  $\Delta \lambda_j \leftarrow 0$
  
  $enrich \leftarrow true$
  
  end

  end

  if $enrich$ then
  
  Initialise a temporal mode that satisfies the initial conditions
  
  Generate new temporal and spatial functions by solving Equations (4.18)
  and (4.19)
  
  Orthonormalise the spatial functions and update the time modes (Section 5.1)
  
  end

  Compute displacement, strain (Equation (4.20)) and stress (Equation (4.21))

  corrections to get $s_{i+1}$

end

shifted to ensure continuity of the obtained solutions across all cycles or time intervals, i.e., the modified and shifted final solution of cycle $n$ is used as an initial guess $s_0$ for cycle $n + 1$.

Starting from a given temporal mode $\lambda_n$, that belongs to a previously simulated cycle, the temporal mode of the next cycle $\lambda_{n+1}$ has to be estimated. The load over two consecutive cycles is assumed cyclic, to simplify the following explanation, with different amplitudes $A_n, A_{n+1}$ and different time periods $T_n, T_{n+1}$. In order to address variable frequencies, the cycles are assumed to be defined over a dimensionless time coordinate $\hat{t} \in [0, 1]$. Then a simple way to ensure continuity and account for variable amplitudes is to define a new temporal mode as a scaled version of a previous mode, with $m = A_{n+1}/A_n$, plus a linear
function of time with appropriate boundary conditions, e.g.,

\[
\tilde{\lambda}_{n+1}(\tilde{t}) = m \tilde{\lambda}_n(\tilde{t}) + g \tilde{t} + h \quad \text{with} \quad \tilde{\lambda}_{n+1}(0) = \tilde{\lambda}_n(1), \quad \tilde{\lambda}_{n+1}(1) = \tilde{\lambda}_{n+1}(0). \tag{4.26}
\]

With the help of the dimensionless coordinate \( \tilde{t} \), the new temporal mode can be scaled to the original time coordinate via \( \lambda_{n+1}(\tau_n + T_{n} + 1 \tilde{t}) = \tilde{\lambda}_{n+1}(\tilde{t}) \) to obtain the modified temporal mode, as illustrated in Figure 4.2. In other words the dimensionless coordinate is mapped to the original time coordinate via \( t = \tau_n + T_{n+1} \tilde{t} \) where \( T_{n+1} \) and \( \tau_n \) are the time period and starting time point of cycle \( n+1 \), respectively. The previously introduced scheme renders a solution algorithm, for variable loading cases, that involves the assembly of the stiffness matrix only once. Additionally, the computation of each new interval starts with an initial guess from the previous interval. Note that the temporal discretisation does not enter linearly in the model complexity due to the semi-incremental scheme and the storage requirement is proportional to the temporal discretisation within one load cycle only and the number of generated modes.

4.3 Hybrid Search Direction Formulation

Initially the direction of ascent in Equation (4.4) is considered to be horizontal, similar to (Allix and Vidal 2002), i.e., \( \mathbb{H}^+ \) is zero. Hence, due to the assumption of a given stress state, the local stage renders a straightforward nonlinear function evaluation rather than a nonlinear system of equations. However, as illustrated in (Vandoren, De Proft, Simone, and Sluys 2013), nonexistent or multiple solutions might be an issue with such a formulation. On the other hand, if only the strain is prescribed from the global stage, with vertical \( \mathbb{H}^+ \), then the local stage becomes identical to the classical update of internal variables usually implemented in incremental linearisation schemes leading to a demanding stage due to the involved nonlinear system of equations.

Based on the discussion above, a hybrid formulation that involves both horizontal and vertical search directions is proposed here. In order to ensure the computational efficiency of the
ROM, the scheme always uses the horizontal search direction unless a convergence issue is detected then the search direction is switched to the vertical one for one iteration only. Divergence may be detected based on the utilised error indicator or simply based on the damage value exceeding one, for instance. It is shown in Section 4.4.2 that, for this specific case, convergence issues are avoided for the first time when the equivalent strain reaches a value close to 0.2%.

Contrary to other LATIN implementations, it is emphasised that with the presented algorithm here, there is no need for a relaxation scheme to ensure convergence.

## 4.4 Numerical Results

The presented algorithms are utilised to simulate the response of a three-dimensional plate with a central groove. One-eighth of the plate with symmetric boundary conditions is shown in Figure 4.3. The plate geometry is defined by its length, width and depth being (40, 20, 2) mm while the length and width of the groove are (10, 4) mm. This plate is subjected to a uniformly distributed displacement field of the form \( U_d = U_0 \sin \left( \frac{2\pi}{T} t \right) \) with \( t \) and \( T \) being the time and the time period, respectively. Unless stated otherwise, the material model is detailed in Section 3.3.5, the material used in the following examples is Cr-Mo steel at 580°C and its parameters are summarised in Table 3.1. Three examples are shown below. Firstly, a comparison with a standard incremental scheme for a cyclic load is presented where the error is computed for the quantity of interest (damage) rather than displacement. The proposed scheme is analysed in case of a periodic loading with variable amplitudes and frequencies. Lastly, a cyclic load with random amplitudes and large number of cycles is applied to the same model to test its capabilities.

### 4.4.1 Model Verification

The analysis of the plate, shown in Figure 4.3, is carried out on a mesh that consists of 387 hexahedron elements, with eight integration points in each element, resulting in 1884 spatial
displacement degrees of freedom. The model is subjected to a uniformly distributed displace-
ment field with an amplitude of $U_0 = 0.004\, \text{mm}$. The time discretisation is chosen
such that the temporal domain of each cycle is discretised into 200 time steps. Since the
whole temporal domain of each cycle is computed at once, a total of 376,800 degrees of
freedom are being sought. In the computational method, refer to Algorithm 1 for details, the
convergence and the enrichment criteria are taken as $tol_1 = 10^{-14}$ and $tol_2 = 10^{-1}$, re-
spectively. The simulation of the plate was carried out using a Newton-Raphson incremen-
tal scheme and the LATIN-PGD scheme. In order to initiate damage even from the first load
cycle, the damage threshold is considered to be zero in this example, i.e., $\varepsilon_{PD} = 0$.

The prescribed load is illustrated in Figure 4.4a. The corresponding damage evolution curve
for the integration point with maximum damage as well as the corresponding error with
respect to the incremental scheme are illustrated in Figure 4.4b.

![Figure 4.4](image)

**Figure 4.4:** Verification with respect to an incremental scheme. (a) the prescribed load; (b) damage evolution w.r.t. time along with the corresponding error.

The space-time average relative error, in Figure 4.5a, is computed with the norm in Bochner
space $L^2(\mathcal{T}; L^2_\Omega)$ defined as

$$
\| e \|^2_{\Omega \times \mathcal{T}} = \frac{1}{\mathcal{T} |\Omega|} \int_\mathcal{T} \| e \|^2_{L^2_\Omega} \, dt, \quad \| e \|^2_{L^2_\Omega} = \int_\Omega e : e \, d\Omega. \quad (4.27)
$$

The fraction in front of the integral ensures preservation of the physical unit of $e$. The space-
time averaging used to define a relative error, for different quantities of interest, over each
load cycle are given in Figure 4.5a.

A total of twelve PGD modes, see Figure 4.5b, were enough to maintain a relative error,
in the maximum damage, below 0.15%. This error might be an outcome of using differ-
etent temporal integration schemes between the incremental and semi-incremental algorithms.
Note that the error in stress and strain quantities does not exceed 0.025%.

The convergence behaviour of the proposed algorithm is illustrated in Figure 4.6a where
the number of iterations required to converge in each cycle and their corresponding error
indicator values are depicted. The initial slow decrease in the error indicator, in the second cycle in Figure 4.6a, is due to the update of the temporal functions before enriching the generated basis.

To give an idea about the solution, which is sought in the online phase, the first temporal and spatial modes are depicted in Figure 4.7. The spatial mode, in this case, represents the equivalent strain which shows, as expected, localisation near the opening of the plate.

In these simulations, a speedup factor of 25, in favour of the semi-incremental scheme is obtained through the provided prototype implementation. The change in the memory footprint is negligible in the given example. However, it is worth noting that all the fields are stored over the whole temporal domain to simplify the comparison and postprocessing procedures.
It is shown in the following examples that higher speedups are obtainable for a larger number of cycles.

### 4.4.2 Variable Amplitude and Frequency Loading

This example illustrates the capabilities of the proposed scheme and its numerical efficiency to simulate cyclic loads with variable amplitudes and frequencies. An increasing-decreasing load is investigated in this example where the higher the load amplitude is the shorter the time period, as seen in Figure 4.8a. The chosen load amplitudes belong to $[30, 90] \times 10^{-4}$ mm while the time periods vary in $[20, 60]$ sec. The time discretisation is chosen such that the temporal domain of each cycle is discretised into 40 time steps. The convergence and the enrichment criteria are taken as $tol_1 = 10^{-3}$ and $tol_2 = 10^{-1}$, respectively. The damage threshold is considered to be zero, i.e., $\varepsilon_{PD} = 0$.

The damage evolution for the integration point with maximum damage is depicted in Figure 4.8. In order to better investigate the damage response in Figure 4.8, the damage increment in each load cycle is demonstrated in Figure 4.9b. It can be seen that Figure 4.9b is not symmetric due to the nonlinear response, which is driven by different initial conditions in each cycle and different values of the plastic strain rate. As expected, the maximum damage increment corresponds to the cycle with maximum load amplitude.

A maximum of eight PGD pairs are enough to obtain the aforementioned response, using an SVD orthonormalisation scheme presented in Chapter 5. The number of PGD modes with respect to the number of cycles is shown in Figure 4.9a.

It can be seen that the ROB size does not grow linearly with respect to the number of cycles and after simulating almost half of the cycles and facing all the different amplitudes and frequencies for the first time, the basis size does not further increase. However, if a Gram-Schmidt procedure is utilised, as in Figure 4.10, the number of modes exceeds 55.
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Figure 4.8: Variable amplitude and frequency loading scenario. (a) the prescribed load; (b) damage evolution w.r.t. the number of cycles.

Figure 4.9: ROB size and damage increment with respect to the number of cycles. (a) the growth of the PGD basis; (b) damage increment w.r.t. the number of cycles.

Figure 4.10: The growth of the ROB using a Gram-Schmidt scheme.
4.4.3 Random Amplitudes Loading

This example shows a possible application of the proposed scheme where its efficiency can be put to the test. In this case, the plate (shown in Figure 4.3) is subjected to a narrow-band variable loading with a time period $T = 10$ sec. The uniformly distributed displacement for each cycle has a random value, i.e., the load is still cyclic, but the amplitudes are taken to follow a uniform distribution in the range $[0.0053, 0.0056]$ mm.

In order to compute the probability of failure of the plate subjected to $10^4$ load cycles, the model is simulated under 2447 load realisations. The damage evolution for all realisations is depicted in Figure 4.11a. The importance of the load sequence is easily seen in Figure 4.11a where the change in the load amplitude and load sequence resulted in a final damage $D \in [0.20, 0.41]$. The convergence of the mean and the standard deviation of the final damage value $D_r^f$, at the end of the $10^4$ cycles, with respect to the number of Monte Carlo realisations ($r$) is illustrated in Figure 4.11b.

![Figure 4.11: Damage evolution driven by random amplitude loading. (a) damage w.r.t. number of cycles and 2447 load realisations; (b) the convergence of the mean and standard deviation of the final damage value.](image)

The estimated standard error is computed as $\text{Std}(D_r^f)/\sqrt{r} = 4.47 \times 10^{-4}$. Taking a confidence interval of three times the standard deviation around the mean, the final damage value is estimated as $D_r^f = 0.25 \pm 6\% \in [0.19, 0.32]$. The probability of failure of the given structure is computed as the percentage of Monte Carlo trials in which the structure fails before reaching $10^4$ cycles. Assuming that the critical damage limit is taken as $D_c = 0.3$, then the probability of failure is estimated as 5.4%.

In all the realisations, the number of modes did not exceed ten, and time-saving factors from 50 to 100, compared to an estimated run of a classical incremental scheme, are achieved. These simulations are run in parallel. However, one simulation takes $[15 - 35]$ min and requires $[1 - 1.5]$ GB random access memory (RAM) with the current implementation.
4.5 Summary

To sum up, a semi-incremental extension to the LATIN-PGD method is proposed here. This extension shares similarities with the conventional incremental schemes and the non-incremental ones. Load cycles are simulated incrementally, which makes this scheme efficient to simulate fatigue damage problems. Additionally, a hybrid search direction is introduced to ensure the convergence of the algorithm. Examples with variable amplitude and frequency loadings were illustrated to show the capabilities of the proposed scheme.
Chapter 5: Optimality of Proper Generalised Decomposition Bases

The greedy algorithms utilised to simulate structural problems with nonlinear material behaviour in a model order reduction framework are investigated in this chapter. In such a framework, adaptive strategies are interesting as they adjust the reduced order basis (ROB) to the problem of interest. However, these greedy strategies may lead to an excessive increase in the size of the ROB, i.e., the solution is no longer represented in its optimal low-dimensional expansion. Here, an optimised strategy is proposed to maintain, at each step of the greedy algorithm, the lowest dimension of a Proper Generalized Decomposition (PGD) basis using a randomised Singular Value Decomposition (SVD) algorithm. In comparison to conventional approaches such as Gram–Schmidt orthonormalisation or deterministic SVD, it is shown to be very efficient both in terms of numerical cost and optimality of the ROB. Examples with different mesh densities are investigated to demonstrate the numerical efficiency of the presented method. Note that the content of this chapter has been published in (Alameddin, Fau, Néron, Ladevèze, and Nackenhorst 2019).

A posteriori model reduction techniques such as the Proper Orthogonal Decomposition (POD) is based on offline training computations which extract a reduced order basis (ROB) from the solution of a high fidelity model. This optimal basis is practically built through a singular value decomposition (SVD) of a snapshot matrix. The singular vectors corresponding to the highest singular values are used to build the ROB (Cline and Dhillon 2006). Then, the problem of interest is confined to this ROB, resulting in a drastic reduction in the numerical cost (Chinesta and Ladevèze 2014; Chinesta, Huerta, Rozza, and Willcox 2017). However, since the ROB has been defined as an optimal basis for the training stage, some advanced adaptive approaches are required to enrich the basis to tackle nonlinearities (Kerfriden, Gosselet, Adhikari, and Bordas 2011).

Proper Generalised Decomposition (PGD), which is a priori MOR technique, is based on the assumption that the quantities of interest can be written as a finite sum of products of separated functions, of generalised coordinates, which are sought in online computations (Ladevèze 1989; Chinesta and Ladevèze 2014). No prior knowledge of the system is required in such a case, and the ROB is directly adapted to the problem of interest by using a greedy algorithm, which enriches the basis when required (Ladevèze 2016; Bhattacharyya, Fau, Nackenhorst, Néron, and Ladevèze 2017). However, an issue may be caused by the rapid growth of the ROB basis, whereas the primary interest of MOR is to benefit from a small-sized ROB which provides a nondemanding temporal updating step. This step is equivalent to a POD step where the spatial modes are fixed, and only the temporal modes are updated. It has been observed that the basis can increase to count some hundreds of modes for parametric studies of nonlinear cyclic loading (Nasri, Robert, Ammar, El Arem, and Morel 2018), or some thousands for parametric computations (El Halabi, González, Sanz-Herrera, and Doblaré 2016). In (Heyberger, Boucard, and Néron 2013), some advanced strategies have been proposed to use an optimal parametric path allowing for controlling the
In the context of reusing an ROB from a previous computation, a learning strategy has been proposed in (Ryckelynck 2002; Ryckelynck 2005) to extract an optimal basis from the reduced order model (ROM) through a Karhunen–Loève expansion. In a PGD framework, recompression based on SVD has been evaluated in (Giacoma, Dureisseix, and Gravouil 2016). However, the SVD step turns out to be numerically expensive, prohibiting its implementation at each iteration. Therefore, it is common to let the basis increase and compress the results only at convergence to decrease their storage requirements. Therefore, it appears of interest to investigate probabilistic algorithms to compress the ROB on-the-fly without creating a bottleneck in the ROM. A detailed review of the most established algorithms to compute an SVD is provided in (Golub and Van Loan 1996; Bach, Ceglia, Song, and Duddeck 2019). These algorithms are not limited to conventional deterministic methods such as truncated, incremental or iterative SVD but also include randomised algorithms (Halko, Martinsson, and Tropp 2011). Different algorithms have been tested for POD applications in the case of dynamical problems in (Bach, Ceglia, Song, and Duddeck 2019). It has been noticed that randomised SVD algorithms can drastically reduce the numerical cost of the decomposition required after the training stage. Even if this step occurs only once in the offline stage of POD based ROM, the number of degrees of freedom and time steps can be vast for the high fidelity model so that the decomposition process can be a bottleneck.

Our goal here is to maintain the flexibility of the greedy algorithm through the usage of PGD while controlling the size of the ROB with a minimal numerical cost, by proposing to use a randomised SVD algorithm that provides a non-demanding compressive step after each enrichment of the basis. The numerical approach will be herein exemplified for the specific case of a fatigue computation based on continuum damage mechanics in a large time increment (LATIN) framework. However, the proposed numerical strategy can be generally used to optimise PGD basis for any application efficiently.

This chapter is structured as follows. Discussion on the optimality of the PGD modes and the different algorithms to ensure that is provided in Section 5.1 followed by different numerical examples, in Section 5.2, to illustrate the robustness and efficiency of the proposed algorithm.

5.1 Optimality of the Generated ROB

Recall that the correction/solution at the \(i\)th iteration of the LATIN algorithm, in matrix notation, reads

\[
\tilde{U} = \sum_{j=1}^{\mu} v_j \lambda_j^T = V \Lambda^T \in \mathbb{R}^{n \times n_t},
\]

where \(V = [v_1, \ldots, v_\mu] \in \mathbb{R}^{n \times \mu}\) and \(\Lambda = [\lambda_1, \ldots, \lambda_\mu] \in \mathbb{R}^{n_t \times \mu}\). The representation in Equation (5.1) is referred to as an outer-product form (Bebendorf 2008), and such a form only requires the storage of \(\mu(n + n_t)\) entries to represent \(\tilde{U}\) with \(nn_t\) entries. It is practical to orthonormalise the spatial functions \(v_j\) before generating the temporal ones in order to limit the ROB size, i.e., the PGD expansion. This is traditionally done via a Gram–Schmidt basis expansion.
(GS) procedure (Bhattacharyya, Fau, Nackenhorst, Néron, and Ladevèze 2017). An orthonormalisation scheme based on a GS procedure is summarised in Algorithm 2, where \( v_l^T v_m = \delta_{lm} \) is the inner product between the spatial modes, \( \delta_{lm} \) is the Kronecker delta and \( \|v_j\|^2_2 = v_j^T v_j \).

**Algorithm 2:** Gram–Schmidt based orthonormalisation procedure

**Data:** Previously generated modes \( \{v_j, \lambda_j\} \) \((j = 1, \cdots, \mu)\) with \( v_j^T v_m = \delta_{lm} \)

**New pair of modes** \( \{v_{\mu+1}, \lambda_{\mu+1}\} \)

**Result:** Enriched basis \( \{v_j, \lambda_j\} \) \((j = 1, \cdots, \mu + 1)\) with \( v_l^T v_m = \delta_{lm} \)

for \( j \leftarrow 1 \) to \( \mu \) do

Calculate the inner product of \( v_{\mu+1} \) and an existing mode via \( p = v_j^T v_{\mu+1} \)

Subtract the projection from the new mode via \( v_{\mu+1} \leftarrow v_{\mu+1} - p v_j \)

Update existing temporal mode \( \lambda_j \leftarrow \lambda_j + p \lambda_{j+1} \)

end

Normalise the new spatial mode \( v_{\mu+1} \leftarrow v_{\mu+1} / \|v_{\mu+1}\|_2 \)

Update the new temporal mode \( \lambda_{\mu+1} \leftarrow \lambda_{\mu+1} / \|v_{\mu+1}\|_2 \)

While experimenting on the LATIN-PGD scheme in a three-dimensional finite element framework, it has been noticed that reaching a low error required generating many modes. Further discussion about the computational cost is provided in Section 5.2. This confirms the findings in (Giacoma, Dureisseix, Gravouil, and Rochette 2015) that orthonormality of the spatial modes is not enough to confine the PGD expansion, i.e., compressing the spatial modes only, leaves the temporal modes susceptible to redundancy.

### 5.1.1 SVD Compression of PGD

As long as PGD is not a unique decomposition and does not ensure the optimality of the generated modes in terms of a minimal expansion, an optimal decomposition can be obtained via an SVD of the full solution (Eckart and Young 1936). An SVD of the solution provides a straightforward scheme to compress both spatial and temporal information into a minimal set of modes, following Algorithm 3. This is similar to compressing information from different spatial directions into a single spatial mode.

It is known via the Schmidt–Eckart–Young theorem that the solution \( \tilde{U} \) has an optimal approximation of rank \( k \leq \mu + 1 \) with respect to the Frobenius norm that satisfies (Bebendorf 2008)

\[
\|\tilde{U} - \tilde{U}^{(k)}\|_F = \sum_{j=k+1}^{\mu+1} \tilde{s}_j^2.
\]

The corresponding approximation error in terms of the spectral norm reads
\[ \| \tilde{U} - \tilde{U}^{(k)} \|_2 = \tilde{s}_{k+1}. \]  

(5.3)

Hence, the PGD expansion may be restricted to a maximum number of modes and Equations (5.2) and (5.3) will give a measure of the approximation error due to this enforced truncation. Another way is to prescribe a subjectively acceptable tolerance \( \epsilon_{\text{tol}} \) that the approximation error should not exceed, e.g., in the spectral norm this renders to

\[ \frac{\| \tilde{U} - \tilde{U}^{(k)} \|_2}{\| \tilde{U} \|_2} = \frac{\tilde{s}_{k+1}}{\tilde{s}_1} < \epsilon_{\text{tol}}. \]  

(5.4)

**Algorithm 3:** SVD compression of a PGD expansion

**Data:**
- Previously generated modes \( \{ v_j, \lambda_j \} (j = 1, \cdots, \mu) \)
- New pair of modes \( \{ v_{\mu+1}, \lambda_{\mu+1} \} \)
- Number of modes / truncation threshold \( k \leq \mu + 1, \epsilon_{\text{tol}} \)

**Result:** Enriched basis \( \{ v_j, \lambda_j \} (j = 1, \cdots, k) \) with \( v_j^T v_m = \delta_{lm} \)

1. Compute the full solution \( \tilde{U} = V \Lambda^T \)
2. Compute a thin/truncated SVD of the solution \( \tilde{U}^{(\mu+1)} = \sum_{j=1}^{\mu+1} \tilde{s}_j \tilde{v}_j \tilde{\lambda}_j^T \)
3. Truncate the decomposition based on \( \tilde{s}_{k+1}/\tilde{s}_1 < \epsilon_{\text{tol}} \) or directly using \( k \)
4. Recover the outer-product representation:
   - \( V \leftarrow [\tilde{v}_1, \cdots, \tilde{v}_k] \in \mathbb{R}^{n \times k} \)
   - \( \Lambda \leftarrow [\tilde{s}_1 \tilde{\lambda}_1, \cdots, \tilde{s}_k \tilde{\lambda}_k] \in \mathbb{R}^{n_t \times k} \)

The computation of a full SVD, in case of \( n > n_t \), requires \( \mathcal{O}(nn_t^2) \) floating point operations (flops) while seeking a truncated SVD requires \( \mathcal{O}(nn_1k) \) flops. Due to the high computational cost of applying an SVD at each enrichment step in a PGD context, a quasi-optimal iterative orthonormalisation scheme was proposed in (Giacoma, Dureisseix, Gravouil, and Rochette 2015; Giacoma, Dureisseix, and Gravouil 2016). However, another appealing, straightforward approach to provide a direct compression of the PGD modes into a minimal set is utilised here. It consists of using a randomised SVD algorithm (Halko, Martinsson, and Tropp 2011) to compress the PGD expansion.

### 5.1.2 Randomised SVD (RSVD) Compression of PGD

Low-rank matrix decompositions may be computed efficiently using randomised algorithms as illustrated in this section for an SVD case. Such methods are based on random sampling to approximate the range of the input matrix, i.e., a subspace that captures most of the matrix effect. Then, the matrix is restricted to this subspace, and the low-rank approximation of this reduced matrix is sought using classical deterministic schemes. If \( \tilde{U} \) is a dense matrix,
the required flops are reduced from $O(\text{n}\text{n}_t k)$ to $O(\text{n}\text{n}_t \log (k))$, where $k$ is the number of the sought dominant singular values of an $n \times n_t$ matrix. It is worth mentioning that, even when randomised algorithms require a higher number of flops, they exploit modern multi-processor architecture more efficiently than standard deterministic schemes (Halko, Martinsson, and Tropp 2011). It has been shown in (Bach, Ceglia, Song, and Duddeck 2019) that a randomised SVD algorithm can outperform a truncated SVD one with a speedup factor over 50 when $k = 10$. An overview of the randomised SVD algorithm applied in a PGD context is briefed in Algorithm 4.

**Algorithm 4: RSVD compression of a PGD expansion**

**Data:**
- Previously generated modes $\{v_j, \lambda_j\}$ ($j = 1, \cdots, \mu$)
- New pair of modes $\{v_{\mu+1}, \lambda_{\mu+1}\}$

**Result:** Enriched basis $\{v_j, \lambda_j\}$ ($j = 1, \cdots, k$) with $v_j^T v_m = \delta_{jm}$

Compute the full solution $\tilde{U} = V \Lambda^T \in \mathbb{R}^{n \times n_t}$

Approximate a basis $E$ of range($\tilde{U}$) via $E \leftarrow \tilde{U} Q \in \mathbb{R}^{n \times \tilde{k}}$ with $Q \in \mathbb{R}^{n \times \tilde{k}}$ is a random matrix, $\tilde{k} = k + p$ and $p$ is an oversampling factor taken experimentally to be in the range of $5 \sim 10$ (Halko, Martinsson, and Tropp 2011).

Orthonormalise the columns of $E$ such that $\tilde{U} \approx EE^T \tilde{U}$.

Restrict $\tilde{U}$ to the span$\{\text{col}(E)\}$ to get a small matrix $S = E^T \tilde{U} \in \mathbb{R}^{\tilde{k} \times n_t}$

Compute a truncated SVD $S \approx S^{(k)} = \tilde{V} \tilde{S} \tilde{\Lambda}^T$ with $k \leq \mu + 1$

Expand $S$ to span$\{\text{col}(\tilde{U})\}$, i.e., $\tilde{U} \approx EE^T S^{(k)} = E \tilde{V} \tilde{S} \tilde{\Lambda}^T = \tilde{V} \tilde{S} \tilde{\Lambda}^T$

Recover the outer-product representation:
- $V \leftarrow [\tilde{v}_1, \cdots, \tilde{v}_k] \in \mathbb{R}^{n \times k}$
- $\Lambda \leftarrow [\tilde{\lambda}_1, \cdots, \tilde{\lambda}_k] \in \mathbb{R}^{n_t \times k}$

Algorithm 4 can be straightforwardly extended to sample the rows of $\tilde{U}$ when $n_t$ is large. However, this is not the case in the current study. It is also possible to exploit the PGD decomposition of the solution when computing its SVD or RSVD (Bebendorf 2008); see Algorithm 5 for details.

Algorithm 5 utilises a rank revealing QR-decomposition in order to not rebuild the full matrix $\tilde{U}$. Further algorithmic details of the presented deterministic and randomised algorithms may be found in (Golub and Van Loan 1996; Bach, Ceglia, Song, and Duddeck 2019; Halko, Martinsson, and Tropp 2011). However, the goal of this study is to investigate the behaviour, robustness and efficiency of the presented algorithms in a PGD framework.

### 5.2 Numerical Results

The different algorithms are tested on the example introduced in Section 4.4.1. Three examples are discussed below. Firstly, the effect of the temporal function update is investigated;
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Algorithm 5: RSVD compression that exploits the PGD expansion (RSVD-PGD)

Data:
- Previously generated modes \( \{ v_j, \lambda_j \} \) \((j = 1, \ldots, \mu)\)
- New pair of modes \( \{ v_{\mu+1}, \lambda_{\mu+1} \} \)
- Number of modes / truncation threshold \( k \leq \mu + 1, \varepsilon_{\text{tol}} \)

Result: Enriched basis \( \{ v_j, \lambda_j \} \) \((j = 1, \ldots, k)\) with \( v_l^T v_m = \delta_{lm} \)

QR-decomposition:
\[
\begin{align*}
V &= Q_v R_v, \quad \sim \mathcal{O}((\mu + 1)^2 n) \\
\Lambda &= Q_\lambda R_\lambda, \quad \sim \mathcal{O}((\mu + 1)^2 n_t)
\end{align*}
\]

Compute \( R_v, R_\lambda \in \mathbb{R}^{(\mu+1)\times(\mu+1)} \)

Apply Algorithm 4 to approximate \( R_v, R_\lambda^T \) as \( \sum_{j=1}^{k} \tilde{s}_j \tilde{v}_j \tilde{\lambda}_j^T \)

Recover the outer-product representation:
\[
\begin{align*}
V &\leftarrow Q_v \tilde{V} \in \mathbb{R}^{n \times k} \\
\Lambda &\leftarrow Q_\lambda \tilde{\Lambda} \tilde{S}^T \in \mathbb{R}^{n_t \times k}
\end{align*}
\]

see Section 4.1.3. Then, the PGD behaviour with different orthonormalisation schemes is analysed to illustrate the optimality of the ROB. Lastly, the computational requirements of the orthonormalisation schemes and their effect on the temporal function update are discussed.

5.2.1 Temporal Function Update

The analysis of the plate, shown in Figure 4.3, is carried out on a mesh that consists of 387 hexahedron elements, with eight integration points in each element, resulting in 1884 spatial displacement degrees of freedom. The model is subjected to a uniformly distributed displacement field with an amplitude \( \dot{U}_0 = 0.00606 \) mm and a time period \( T = 10 \) sec. The temporal discretisation is chosen such that the domain \([0, T]\) is discretised into 33 time steps. Since the whole time domain is computed at once, a total of 62,172 degrees of freedom are being sought. The commonly used GS scheme (Algorithm 2) is utilised in this example, and the convergence criterion is considered to be \( 10^{-10} \).

The purpose of this test case is to evaluate the importance of the updating step in a PGD approach. Hence, the number of generated modes along with the number of the LATIN iterations, with and without this temporal update step, are illustrated in Figure 5.1.

It is seen in Figure 5.1 that the required number of LATIN iterations is not affected by this updating step, but the computational cost is sharply decreased. Moreover, such a step is crucial to limit the size of the PGD expansion. With the updating step, only half the number of modes were generated in comparison with the approach without any update. Due to this favourable nature, the updating step is implemented in the rest of the examples.
5.2.2 PGD Behaviour with Different Orthonormalisation Schemes

The previous example with the same spatial discretisation is subjected to 12 load cycles with different amplitudes, in the range of \([0.0033, 0.0066]\) mm. The temporal domain is divided into 12 intervals, each corresponding to one cycle, and the ROB generated within one cycle is reused in the following cycles. The convergence criterion is considered to be \(10^{-4}\).

The nonlinearity and the rapid damage evolution can be seen in Figure 5.2a where the damage value at the end of each cycle is plotted with respect to the number of cycles. The first PGD temporal function of each cycle, after convergence, is illustrated in Figure 5.2b.

The simulation is carried out using Algorithms 2 to 5 and the resulting number of PGD modes with respect to the number of cycles is depicted in Figure 5.3. It is shown in Figure 5.3a that using Algorithm 2 resulted in an ROB with 18 modes while Algorithms 3 to 5 reduced this
number to 11 modes by adding a maximum of one supplementary mode for each cycle. It is emphasised that Algorithms 3 to 5 provide the same ROB. However, their computational cost differs as illustrated in Section 5.2.3.

![Figure 5.3: Number of PGD modes in each cycle using different orthonormalisation schemes. (a) number of PGD modes using GS; (b) number of PGD modes using (R)SVD.](image)

It is observed that an SVD compression provides optimality of the ROB. It also has interesting properties, such as not rejecting any mode in the current example. In other words, due to the optimality of the generated ROB, the temporal update step plays a prominent role in convergence, and there is no need for further enrichment of the ROB.

The inner product of the spatial modes in each case, after the last cycle, with their corresponding SVD of the acquired solution is shown in Figure 5.4. As expected, the GS modes are far from the optimal SVD ones while, trivially, Figure 5.4b depicts an almost diagonal matrix. The off-diagonal entries are caused by the update of the temporal functions at the final iterations.

![Figure 5.4: ROB optimality w.r.t. an SVD of the resulting solution. (a) GS; (b) (R)SVD; (c) e(R)SVD.](image)

It is of interest to point out that the usage of an (R)SVD scheme at every LATIN iteration after the temporal function update or the enrichment of the basis restricts the ROB to six
modes only as illustrated in Figure 5.4c. The introduced usage of (R)SVD at every iteration is referred to afterwards as excessive (R)SVD and abbreviated as e(R)SVD.

5.2.3 Relative Performance of the Different Orthonormalisation Schemes

The ensured optimality of the ROB is of interest when used with challenging examples such as in many-query context, due to the expected slow growth of the ROB. In order to investigate the robustness and the behaviour of the ROB, in a many-query context with a large number of degrees of freedom, the plate model is discretised into 13,812 hexahedron elements, with eight integration points in each element, resulting in 50,547 spatial displacement degrees of freedom. The temporal discretisation consists of 33 time steps in each cycle resulting in 1,668,051 degrees of freedom in each cycle. The plate is subjected to a uniformly distributed displacement field with a uniformly distributed random amplitudes in the range of $[18, 22] \times 10^{-5}$ mm and a time period $T = 10$ sec. The convergence criterion is considered to be $10^{-4}$.

The resulting number of PGD modes with respect to the number of cycles using GS and SVD algorithms is illustrated in Figures 5.5 and 5.6. It is seen that using a GS algorithm allows the ROB to grow to contain 126 pairs of modes while SVD algorithms confine this size to 21 modes, using a truncation threshold of $10^{-8}$. Accepting a bigger approximation error with a truncation threshold of $10^{-5}$ reduces the number of modes to 11 pairs while an e(R)SVD scheme introduces further reduction to seven modes without any rejection or truncation due to the maintained optimality of the ROB.

![Figure 5.5: ROB size using different orthonormalisation algorithms. (a) number of PGD modes using GS; (b) number of PGD modes using (R)SVD ($\epsilon_{tol} = 10^{-8}$).](image)

It is worth noting that, in this example, the SVD orthonormalisation schemes, other than e(R)SVD, were invoked only 53 times compared to 125 times with the GS algorithm. Hence, this explains the low computational requirements of Algorithms 3 to 5 in comparison with Algorithm 2 as summarised in Figure 5.7b. The e(R)SVD scheme was invoked in each LATIN iteration. However, due to the small number of generated modes, the required time to update the temporal functions is drastically low in comparison with the other schemes; see
5.2. Numerical Results

Figure 5.6: ROB size using different orthonormalisation algorithms. (a) number of PGD modes using (R)SVD ($\epsilon_{\text{tol}} = 10^{-5}$); (b) number of PGD modes using e(R)SVD.

Figure 5.7: The required time to perform the temporal update and the orthonormalisation steps. (a) timing of the temporal function update; (b) timing of orthonormalisation schemes.

It is worth noting that the timing for each algorithm depends on the available computational resources. However, we expect their relative performance to remain unchanged. The RSVD algorithm is implemented in MATLAB® and uses its built-in SVD routine.

Comparison between Deterministic and Randomised SVD Schemes

It is clear from Figure 5.7 that all deterministic and randomised SVD schemes are of interest to compress the PGD expansion on-the-fly. Below is an example that illustrates the difference
between Algorithms 3 and 4 in case of two synthetic matrices $M_1 \in \mathbb{R}^{10^6 \times 10^2}$ and $M_2 \in \mathbb{R}^{10^6 \times 10^3}$. Note that this example reproduces results from the literature to give an idea of possible speedups using a MATLAB® implementation. The cost to extract the first 10, 20 and 30 singular vectors is recorded and summarised in Figure 5.8.

![Figure 5.8: The required time to extract the first 10,20 and 30 singular vectors using SVD and RSVD. (a) timing of modal extraction from $M_1$; (b) timing of modal extraction from $M_2$.](image)

**5.3 Summary**

Different orthonormalisation techniques were investigated to ensure the optimality of the PGD decomposition. These techniques and their effect on the PGD greedy algorithm are illustrated throughout examples with a varying number of degrees of freedom. It is found that a randomised SVD algorithm is a promising scheme to ensure the optimality of PGD expansions. Beneficial time reduction is introduced by limiting the number of modes compared to a Gram–Schmidt procedure. Another promising approach is proposed here where the randomised SVD scheme is invoked at each LATIN iteration, after the temporal update or the basis enrichment. This approach is referred to, in the current work, as e(R)SVD and it shows desired properties such as ensuring an optimal basis in each iteration and reducing the enrichment of basis functions to a minimum, i.e., no modes are rejected. The proposed numerical strategy, though it is presented in a LATIN-PGD framework, can be used to optimise PGD basis for any application.
Chapter 6: 
Data Assisted Modelling

A detailed investigation of the numerical costs of the solution algorithm developed in this work is carried out in this chapter. The goal is to define any leftover computational bottlenecks and suggest different approaches to alleviate such challenges. It is worth noting that the first part of this section is devoted to algorithmic discussion built on observations of the developed implementation while the second part goes further to investigate the pros and cons of utilising some machine learning techniques.

The problem, introduced in Section 4.4.1 is used here as a reference problem with a change in the convergence criterion to be $10^{-4}$. Also, finer spatial and temporal discretisations are introduced for a final evaluation.

6.1 Discussion on the Numerical Cost and Further Reduction

The timings of the problem introduced in Section 4.4.1 are summarised in Table 6.1. The numbers show that the first goal to reduce the cost of solving the global stage has already been achieved because this stage spans only 8\% of the computational time. The dominant parts are now localised in the evaluation of the constitutive model in the local stage, requiring 33\% of the total time, and the evaluation of the error indicator at each iteration, consuming another 33\% of the total time.

<table>
<thead>
<tr>
<th>Algorithmic step</th>
<th>Relative timing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation of the local stage</td>
<td>33%</td>
</tr>
<tr>
<td>Evaluation of the global stage</td>
<td>8%</td>
</tr>
<tr>
<td>Evaluation of the error indicator</td>
<td>33%</td>
</tr>
<tr>
<td>The rest (initialisation, input and output, ...)</td>
<td>26%</td>
</tr>
</tbody>
</table>

A first glance at Table 6.1 reveals that the demanding evaluation of the error indicator in every iteration is a result of integrations over spatial and temporal domains over and over again, while the cost of the local stage is driven by evaluation of a sophisticated nonlinear material model.

6.2 Evaluation of the Error Indicator

A straight forward approach to reduce the numerical cost of evaluating the error indicator in cases of variable loading scenarios, where convergence is not expected to occur from the first iteration, is to evaluate the error indicator only at specific iterations. Hence, a new parameter is introduced in the numerical scheme that controls when the error indicator is evaluated,
either being every two iterations or every five iterations, for instance. As an outcome, the evaluation of the error indicator, in the example above, is reduced from 33% to only 15%. In other words, the demanding evaluation of the error indicator is traded for more non-demanding linear iterations.

Further reduction of the requirements of the numerical scheme may be achieved by exploiting the outer-product form in the numerical integration. Such exploitation is based on the assumption that all quantities of interest, local and global stresses and strains are written in an outer-product format, as introduced below.

**6.3 Decomposition of Quantities of Interest**

Even though the strain in Equation (4.11) is written in an outer-product format using PGD, the derived stress through Equation (4.21) is not decomposed due to the involvement of the dense residual $\hat{f}_k$ from the local stage. Hence, the stress is stored entirely for the whole spatial and temporal domains along with the stress and strain increments, used in the computation of the error indicator. In addition, the error indicator formulation, Equation (4.22), requires the storage of four tensorial variables for each time-space point which renders the computational cost of evaluating this indicator as expensive and might even exceed the cost of performing the global stage computations, as illustrated in Table 6.1. Hence, it is proposed here to keep the stress and strain in an outer-product format to lower the storage requirements and ease the computational use of these variables.

Writing the stress in an outer-product format requires decomposing the obtained stress into spatial and temporal functions. Hence, the residual in Equation (4.21) has to be decomposed as well. Starting from a decomposed elastic solution, the residual, defined in Equation (4.10), can be decomposed by decomposing the stress and strain coming from the local stage.

Intrusive non-supervised decomposition of the stress and strain in every local stage leads to error stagnation due to the transition from the full state to the low-rank approximation and vice versa, besides its demanding cost. In other words, the scheme is susceptible to lose information, at each iteration, due to the compression of the quantities of interest. However, in the case of horizontal search direction, what is needed is to decompose the local strain once at every iteration then the stress correction in Equation (4.10) is automatically decomposed and the loss of information is confined to one step only.

The proposed decomposition is expected to lower the algorithmic evaluation of arithmetic operations on low-rank matrices, reduce the memory consumption and the cost of evaluating the error indicator.

**6.3.1 Modifications Applied to the Local Stage**

The goal here is to introduce the stress and strain decompositions into the local stage such that the resulting residual is written in an outer-product format and consequently the stress in the global stage. In the local stage, stress and damage come into interaction in Equations (3.13) and (3.16), for instance. In cases where the stress is decomposed, but the damage is not, the quantity $\left(1/(1 - D)\right)$ is decomposed and written in a low-rank matrix that triggers only
multiplicative operations in PGD format. An alternative approach would be to approximate
the damage as a rank-one matrix which allows it to be used with division operators and
still does not enforce any constraints on the outcome of the local stage with damage values
satisfying the constitutive model.

The strain in the local stage still has to be decomposed into spatial and temporal modes
using an SVD scheme. However, such a demanding step is not expected to introduce any
further computational reduction to the current scheme. Hence, another way to achieve such
a decomposition is to use an RSVD scheme that decomposes the local strain into the same
number of modes of the global strain in addition to one supplement mode only, which in turn
provides the residual information to the global stage.

Before introducing any modifications to the local stage, an arithmetic toolbox that handles
all operations on quantities of interest in PGD format has to be developed; a correspond-
ing implementation is provided in (Alameddin 2019) and below is an overview of possible
implementations of different arithmetic operations on outer-product forms.

6.4 Algebra on Low-rank Matrices

Instead of implementing two frameworks for outer-product format and orthogonal outer-
product format, only the latter case is considered here since the outer-product format can
be seen as a special case of the orthogonal format. In an orthogonal outer-product format
solutions in a discrete form or in matrix notation can be written as

$$\begin{align*}
A &= V_A S_A \Lambda_A^T, \\
B &= V_B S_B \Lambda_B^T,
\end{align*}$$

(6.1)

with $S_A$ and $S_B$ being diagonal matrices and

$$\begin{align*}
V_A^T V_A &= I, & \Lambda_A^T \Lambda_A &= I, \\
V_B^T V_B &= I, & \Lambda_B^T \Lambda_B &= I.
\end{align*}$$

(6.2)

Then the basic arithmetic operations as well as the operations evolving from mechanical
context such as contraction, deviatoric and volumetric operations are introduced below.

6.4.1 Addition and Subtraction

$$C = A + B = \begin{bmatrix} V_A & V_B \end{bmatrix} \begin{bmatrix} S_A & 0 \\ 0 & S_B \end{bmatrix} \begin{bmatrix} \Lambda_A \\ \Lambda_B \end{bmatrix}^T = V_C S_C \Lambda_C^T.$$  

(6.3)

As long as $\text{rank}(A + B) \leq \text{rank}(A) + \text{rank}(B)$ and the orthogonality of the modes is lost,
it is of interest to compress the resulting decomposition using an efficient algorithm such
as the one presented in Algorithm 5, after modifying it to account for an orthogonal outer-
product format. Such compression or truncation of the addition is referred to as rounded
addition (Bebendorf 2008). After modifications, the compression algorithm is detailed in
Algorithm 6.
Algorithm 6: SVD compression of non-orthogonal outer-product formats

**Data:** Generic matrix \( C = V_C S_C \Lambda_C^T \)

**Result:** Orthogonal \( V_C, \Lambda_C \) and updated \( S_C \)

QR-decomposition:

\[
\begin{align*}
V_C &= Q_v R_v \\
\Lambda_C &= Q\lambda R\lambda
\end{align*}
\]

Apply Algorithm 4 to approximate \( R_v S_C R\lambda^T \) via \( \tilde{V} \tilde{S} \tilde{\Lambda}^T \)

Recover the outer-product representation:

\[
\begin{align*}
V_C &\leftarrow Q_v \tilde{V} \in \mathbb{R}^{n \times k} \\
S_C &\leftarrow \tilde{S} \in \mathbb{R}^{k \times k} \\
\Lambda_C &\leftarrow Q\lambda \tilde{\Lambda} \in \mathbb{R}^{n_t \times k}
\end{align*}
\]

When \( A \) and \( B \) are represented in orthogonal outer-product representations, their orthogonality may be exploited in the summation scheme as in Algorithm 7 (Bebendorf 2008). After addition, the result is compressed using Algorithm 6.

Algorithm 7: Summation of orthogonal outer-product formats

**Data:**

- Generic matrix \( A = V_A S_A \Lambda_A^T \)
- Generic matrix \( B = V_B S_B \Lambda_B^T \)

**Result:** Orthogonal outer-product format of \( A + B \)

\[
\begin{align*}
\tilde{V}_V &= \begin{bmatrix} V_A & V_B \end{bmatrix} \begin{bmatrix} S_A & 0 \\ 0 & S_B \end{bmatrix} \begin{bmatrix} \Lambda_A & \Lambda_B \end{bmatrix}^T \\
\tilde{Z}_V &= \begin{bmatrix} V_A \end{bmatrix}^T \begin{bmatrix} V_A - V_B \end{bmatrix} Z_V = Q_v R_v \\
\tilde{Z}_\Lambda &= \begin{bmatrix} \Lambda_A \end{bmatrix}^T \begin{bmatrix} \Lambda_A - \Lambda_B \end{bmatrix} Z_V = Q\lambda R\lambda \\
A + B &= \begin{bmatrix} V_A & Q_v \end{bmatrix} \begin{bmatrix} S_A + \tilde{Z}_V & \tilde{Z}_\Lambda^T \\ \tilde{Z}_V & \tilde{Z}_\Lambda \end{bmatrix} \begin{bmatrix} \Lambda_A & \Lambda_B \end{bmatrix}^T
\end{align*}
\]

Subtraction of low-rank matrices is similar to addition with the following sign change

\[
A - B = \begin{bmatrix} V_A & V_B \end{bmatrix} \begin{bmatrix} S_A & 0 \\ 0 & -S_B \end{bmatrix} \begin{bmatrix} \Lambda_A & \Lambda_B \end{bmatrix}^T. \tag{6.4}
\]
6.4.2 Multiplication

Matrix–matrix and matrix–vector multiplications can be realised as follows

\[ A \mathbf{x} = V_A S_A \left( \Lambda_A^T \mathbf{x} \right), \]

\[ AB = V_A \left( S_A \Lambda_A^T V_B S_B \right) \Lambda_B^T. \]

(6.5)

(6.6)

The terms within parentheses are evaluated first to reduce the overall evaluation time.

6.4.3 Deviatoric Operation

It is recalled that the role of the deviatoric projection operator is to provide a volumetric preserving quantity of interest which is written in matrix notation as

\[ \underline{A}_{\text{dev}} = \underline{P}_{\text{dev}} A, \]

\[ \underline{A}_{\text{dev}} = \underline{P}_{\text{dev}} V_A S_A \Lambda_A^T = \left( \underline{P}_{\text{dev}} V_A \right) S_A \Lambda_A^T. \]

(6.7)

(6.8)

Putting Equation (6.8) into words, the deviatoric operator has to be applied only on the spatial modes regardless of the temporal discretisation which is an efficient scenario in the case of low-rank approximations with low number of modes.

6.4.4 Element-wise Multiplication and Division

Element wise multiplication is trickier than the matrix–matrix multiplication because it involves contributions from all the modes in combination with the rest. Hence, a corresponding scheme is suggested below in Algorithm 8.

**Algorithm 8:** Elementwise multiplication of two low-rank matrices in an outer-product format

**Data:** Generic matrix \( \underline{A} = V_A S_A \Lambda_A^T \) with \( \mu_A \) modes

Generic matrix \( \underline{B} = V_B S_B \Lambda_B^T \) with \( \mu_B \) modes

**Result:** Elementwise multiplication of \( \underline{A} \) and \( \underline{B} \)

Define \( I \leftarrow \{1, \ldots, \mu_A\} \)

Define \( J \leftarrow \{1, \ldots, \mu_B\} \)

Define \( k \leftarrow 1 \)

for \((i, j) \in I \times J\) do

\[ v_k \leftarrow v_{A_i} \cdot * v_{B_j} \]

\[ s_{k, i} \leftarrow s_{A_i, i} \cdot s_{B_j, j} \]

\[ \lambda_k \leftarrow \lambda_{A_i} \cdot * \lambda_{B_j} \]

Increment \( k \) by 1

end

Compress the resulting decomposition using Algorithm 6
Elementwise division is more challenging than multiplication and abandoned if possible. One efficient scenario is encountered when the denominator is decomposed using a rank-one approximation then the division algorithm follows
\[
\frac{A}{B^{(1)}} = \left( \frac{V_A}{v_B} \right) \left( \frac{S_A}{s_B} \right) \left( \frac{A}{B} \right)^T,
\]
where ./ is defined as an elementwise division.

6.4.5 Contraction

Contraction can be seen as a straightforward application of the elementwise multiplication discussed above, the difference lies in the summation of all the terms at each integration point. This can be achieved by applying an already implemented contraction operator on the spatial modes in Algorithm 8. Hence, \( v_k \leftarrow v_{A,i} : v_{B,j} \) is used instead of \( v_k \leftarrow v_{A,i} \cdot v_{B,j} \).

Here, the low-rank arithmetic toolbox is concluded, and corresponding results will be discussed in Section 6.6.1. Now, it is time to present an approach to deal with the substantial cost of evaluating the constitutive model based on machine learning (ML) techniques.

6.5 Artificial Neural Networks (ANN) Augmentation

Machine learning techniques seek hidden patterns or structures in provided input data in order to analyse it and consequently build efficient and robust prediction models, especially in the case of high-dimensional data (Theodoridis 2015). Classification and regression models are the two dominant domains of machine learning. Classification scenarios involve decision making on whether the given input contains specific (defined) features, i.e. belong to a specific class, while regression models are usually utilised as black boxes providing an approximate relation between the training inputs and outputs.

Due to the locality of the constitutive equation, surrogate models may be built for the whole domain, specific regions or subregions without the need to introduce any domain decomposition techniques. Therefore, integration points with similar loading conditions can benefit from a well-trained model for their specific range of loading conditions. Artificial Neural Networks (ANN) provide a surrogate model which is trained to mimic the underlying relation between inputs and outputs, i.e., it is a regression model. It is debated that such models do not satisfy or cannot hold mathematical or physical constraints due to the way their architecture is designed and trained. Hence, in order to approximate the constitutive model accurately and efficiently, ANN is utilised to provide an initial response of the constitutive model, and when the solution procedure is close to convergence, the original constitutive model is triggered again to provide a physically admissible solution. In addition to the thermodynamical constraints on the damage variable and the accumulated plastic strain being non-decreasing quantities over time, ANN is trained to predict only the evolution rates of the internal variables, Equation (3.20), and not the internal variables themselves. Hence, after integration, the damage variable, for instance, is ensured to be a monotonically increasing quantity.
Neural networks development was motivated by the human brain structure that compromises a set of neurons connected to each other via information channels/links, referred to as synapses. These synapses are activated or deactivated based on input pulses from the connected neurons. It has been shown, using a computational model of a basic neuron, that given a sufficient number of neurons with adjustable synaptic links (adjustable weights of the links), in principle, any computable function may be approximated using such a network (Theodoridis 2015).

Neural networks are made of a large number of neurons which are connected in a layered scheme and learning or training is obtained by adjusting the unknown synaptic weights to minimise a predefined cost function. Deep learning is used to illustrate that an ANN has many layers of neurons. It is worth noting that the input layer with non-processing neurons is not counted.

### 6.5.1 Architecture and Training of ANN

The goal here is to train an ANN to replicate the role of the local stage in the LATIN-PGD scheme; this is achieved using a feedforward neural network. Other recurrent and convolutional networks may also be used but due to the nature of the local stage, presented in Section 4.1.1, and the choice of predicting the evolution rates only, the history dependency does not play an essential role in the current scenario.

ANN architecture is related directly to the performance and accuracy of the surrogate model. However, to the best of the author’s knowledge, an optimal way to design ANN does not exist yet. Hence, different architectures with different activation functions and number of neurons have to be tested to choose a model that satisfies the current goals. For instance, increasing the number of hidden neurons may give the network more flexibility because it involves more parameters to be optimised but can also slow the training and prediction steps. Besides, with hidden layers that are too large the problem can become under characterised, involving more parameters than inputs to constrain these parameters. At the same time, different training and activation functions cause the network to behave differently; Bayesian regularisation training, for example, can result in better generalisation capabilities than using early stopping criterion.

An input for a neurons layer \((i)\) is defined using some synapses weights and biases, as in

\[
y^{(i)} = \text{act} \left( W^{(i)} x^{(i-1)} + b^{(i)} \right).
\]  

(6.10)

Then the output of this layer is computed using some predefined activation function, as illustrated in Figure 6.1.

The interested reader is referred to (Theodoridis 2015) for an example of multilayer feedforward neural network used to construct a nonlinear classifier.

Training a feedforward neural network is not different from the training stage of any parametric prediction model. It requires a set of training data, a loss function and an iterative scheme such as the gradient descent for example. In order to lower the optimisation cost, the training may be carried out in both forward and backward directions of the ANN. Such a scheme is known as the backpropagation algorithm.
Training ANN still has engineering practices rather than mathematically-based steps due to the complex structure of these networks, which limits, in turn, the possibility of having an optimal design and training schemes. Hence, it is stated in (Theodoridis 2015) that in practice, a maximum of two hidden layers should be used to provide a reasonably efficient modelling strategy.

6.6 Numerical results

The analysis of the plate presented in section 4.4.1 is carried out here using the different approaches presented in this section.

6.6.1 Decomposed Quantities of Interest

The goal here is to compare the computational time and the memory footprint of the following three procedures

A- Classical LATIN formulation, as presented in Chapter 4

B- Decomposed quantities of interest in the local stage

C- Decomposed quantities of interest in the local stage and the error indicator

The simulation involves ten load cycles with 201 timesteps per cycle, and the relative error is computed with respect to the classical LATIN formulation (A).

It is seen in Figure 6.2a that the damage evolution follows the same behaviour in both approach (A) and (B). However, the damage relative error reaches up to 4%. In contrast to this, the relative error of the stress and strain fields, depicted in Figure 6.2b, does not exceed 0.15%. A reasonable explanation of the high error in the damage variable is the rank-one approximation of the damage field in the local stage in addition to the nonlinearity of the constitutive model.

Switching from approach (B) to (C), it is shown in Figure 6.3 that the relative error is negligibly affected with the relative error staying below 0.15% for the stress and strain fields. However, a difference can be seen below, when comparing the time and memory footprint of these approaches.
It is summarised in Figure 6.4 that the computational time of approach (B) and approach (A) are similar but the memory footprint of (B) is smaller than that of (A). However, approach (C), in this case, requires extra evaluation time and larger memory demands; this is due to the contraction operators in the computation of the error indicator that leads to an increase in the number of modes.

In order to investigate the previous results further, one load cycle of the same example with a finer mesh, as presented in Section 5.2.3, is considered here with 201 time steps per cycle. As expected, approaches (B) and (C) are favourable when the problem is more complex and they show beneficial time savings, see Figure 6.5a. Regarding the memory footprint, (B) and (C) also have lower requirements than (A). However, (C) still demands more memory than (B); this can be a factor affecting the choice of which approach to use, depending on how much memory or time is available. In other words, approach (C) trades memory for faster evaluation time.
It is seen above that decomposing all quantities of interest is a promising approach to reduce the computational demands of the suggested scheme in general. What is left to be investigated is the usage of surrogate models to augment the constitutive model.

### 6.6.2 Artificial Neural Network Constitutive Model

A two-layered ANN with 28 and 14 neurons is trained to mimic the outcome of the constitutive model. The activation function in the first hidden layer is chosen as the hyperbolic tangent $a(x) = \tanh(x)$ while the second layer incorporates the rectified linear unit $a(x) = \max(0, x)$ and in the output layer is a linear function $a(x) = x$ that allows for linear combination of the outputs of previous functions. The training objective is to minimise the mean square error, and the training function is the Bayesian regularisation backpropagation.

The same example in section 4.4.1 is simulated here using the classical LATIN formulation,
as presented in Chapter 4, and the ANN augmented scheme. The simulation comprises ten cycles with 41 timesteps per cycle.

The damage evolution is depicted in Figure 6.6a with a relative error in the integration point with a maximum damage of 4%. The error is high mainly in the first cycle due to the approximation of such small values using the surrogate model. A workaround can be to define different surrogate models for different loading ranges or damage values. The space-time relative error, summarised in Figure 6.6b, does not exceed 2% in case of damage or 0.06% in case of stress and strain.

![Figure 6.6: Damage evolution using ANN and its corresponding relative error. (a) damage evolution; (b) relative error in the quantities of interest.](image)

In analogy to the examples above, the two approaches used here are abbreviated by

A- Classical LATIN formulation, as presented in Chapter 4,

B- ANN augmented constitutive model.

Then the timing and memory comparison, in Figure 6.7, shows that for such a small problem there might be no benefits of the surrogate model, especially as the local stage is nothing more than an evaluation of a nonlinear function and it does not involve a nonlinear system of equations. In order to have a more challenging example the load is increased such that convergence issues arise and the simulation scheme has to use the vertical search direction, presented in Section 4.3. Then, as summarised in Figure 6.8, approach (B) with the ANN augmentation requires approximately half the time required by approach (A) while their memory requirements are in the same range.
6.7 Summary

It was shown in this section that accuracy can be traded, up to a limit, for faster simulations with lower memory demands. First, quantities of interest were decomposed to lower the number of arithmetic operations, in the suggested scheme, leading to the development of a low-rank arithmetic toolbox. Then, neural networks were investigated to alleviate the cost of evaluating the constitutive model. Both approaches were tested on academic examples to show their promising behaviour. An extension of the ANN scheme would be to train the network incrementally at every iteration such that the weights and biases are updated after any new input is presented. However, further investigations are required to determine the
efficiency of adapting the surrogate model in the online phase.
Chapter 7: Conclusions and Future Research

One main topic of this work presents a model order reduction framework to conduct fatigue damage analysis for different damage models subjected to variable loadings, in terms of amplitudes and frequencies. The proposed scheme is presented in Chapter 4 where an extension and modification of previous work in (Bhattacharyya 2018) lead to drastic time savings, e.g., one or two orders of magnitude in comparison with a classical incremental scheme. First of all, the LATIN formulation in (Bhattacharyya, Fau, Desmorat, Alameddin, Néron, Ladevèze, and Nackenhorst 2019; Allix, Ladevèze, Gilletta, and Ohayon 1989) was used to separate the constitutive model from the linearisation and MOR schemes. Then it was chosen to simulate cycles semi-incrementally, i.e., dealing with each cycle as a new problem given an initial guess from previous cycles. Hence, data that includes the reduced order basis is recycled between the cycles, which drives the efficiency of the proposed scheme and allows for flexible loading scenarios. Splitting into cycles, or time intervals, in general, is motivated by the goal of simulating random amplitude and frequency loadings which eliminate the possibility of using interpolation or extrapolation schemes. Another approach to address the random loading issue is temporal homogenisation, but to the best of the author's knowledge, this field is still immature for random loading scenarios. Besides the semi-incremental scheme, a convergence ensuring strategy was investigated where a hybrid search direction, in the LATIN scheme, was suggested. In other words, the search direction is automatically switched based on convergence behaviour. Hence, a low-demanding local stage is used most of the time unless a convergence issue is faced, then a more demanding but convergence ensuring local stage is utilised.

Experimenting on the proposal above, as well as other LATIN formulations, it was found that the size of the reduced order basis, i.e., number of modes, overgrows for complex scenarios such as random loads and low error tolerance. Therefore, different orthogonalisation schemes were investigated in Chapter 5 to ensure the optimality of the generated reduced order basis and reduce the required computational resources at the same time. The final choice was a randomised singular value decomposition that confirmed having redundancy in the reduced order basis when using a Gram-Schmidt step in the LATIN-PGD scheme. At the same time, the low demands of the randomised scheme allow its implementation in the online phase of the solution algorithm. It is believed that the PGD-ROB with the Gram-Schmidt scheme incorporates redundant data due to the linearisation scheme and the involved greedy algorithm, i.e., due to the nonlinearity, the problem under consideration is changing slightly from one iteration to another which means that the ROB at the first iteration is not ideal for the last one. Hence, basis compression is required to limit the growth of the reduced order basis, which leads to a nondemanding update stage as described and illustrated in Section 5.2.

After polishing the framework mentioned above, the main bottlenecks remain in the local stage and the evaluation of the error indicator. Hence, Chapter 6 contains a variety of data assisted approaches that help to reduce the computational cost of the stages above. As long as the evaluation of the error indicator is demanding due to the integration over the spatial and temporal domains, hyperreduction approaches such as DEIM and GNAT, can be used to al-
leviate this cost, especially when generating new modes or when updating the temporal ones. However, in this work, the lower computational cost was achieved by not evaluating the error indicator at every iteration, i.e., error evaluations are traded for more nondemanding linear iterations. Then most quantities of interest are decomposed using PGD, and this decomposition is exploited when all arithmetic operations are applied. Additionally, an artificial neural network scheme that augments the local stage was tested. The first goal of this surrogate model was to reduce the cost of evaluating the constitutive model. However, it showed promising behaviour in ensuring convergence without the need for the hybrid scheme, Section 4.3. Surrogate models shall be addressed further in future work to investigate their potentials thoroughly.

At the time being, the outcome of this research is summarised in (Bhattacharyya, Fau, Desmorat, Alameddin, Néron, Ladevère, and Nackenhorst 2019; Alameddin, Bhattacharyya, Fau, Nackenhorst, Néron, and Ladevère 2017; Alameddin, Fau, Néron, Ladevère, and Nackenhorst 2020; Alameddin, Fau, Néron, Ladevère, and Nackenhorst 2019) and open-source implementation of the proposed scheme is provided in (Alameddin 2019).

There is room of possible improvement and extensions to the presented work based on the applications under consideration. Some research directions that are interesting to investigate in future work are as follows. A parametrisation of the loading amplitude and possibly location paves the way to address moving loads. More interestingly, including the initial conditions as a parameter can be essential in providing substantial time savings. Furthermore, the current damage model shows localisation in the results and a gradient damage model may be a feasible option to overcome the localisation problem. Note that the overall geometric effect is usually not observed in brittle damage due to low stress and strain levels.
Appendix A: 
FEM and MOR Background

A.1 Mathematical Foundations

This section is meant to provide a brief overview of the necessary theoretical tools for this work, for further details the reader is referred to (Patera and Rozza 2006; Kreyszig 1989).

A.1.1 Definitions

Assuming a real and finite dimensional space \( Z \), then \( Z \) is a \textbf{linear} or \textbf{vector space} if

\[
\forall \alpha \in \mathbb{R} \text{ and } w, v \in Z, \quad \alpha w + v \in Z. \tag{A.1}
\]

\( \mathbb{R} \) denotes the set of real numbers and the dimension of \( Z \) is denoted by \( \dim(Z) \). Now a basis set for \( Z \) is a set of (linearly independent) elements \( z_i \in Z, 1 \leq i \leq \dim(Z) \) such that

\[
\forall w \in Z, \quad w = \sum_{i=1}^{\dim(Z)} w_i z_i, \tag{A.2}
\]

where \( w_i \in \mathbb{R} \) is a unique set of real numbers. Hence the space \( Z \) can be described as \( Z = \text{span}\{z_i \mid 1 \leq i \leq \dim(Z)\} \).

An inner product space \( Z \) is a linear space equipped with an inner product \( (w, v)_Z, \forall w, v \in Z \) and an induced norm \( \|w\|_Z = \sqrt{(w, w)_Z}, \forall w \in Z \), i.e., the norm is induced by the inner product. An inner product \( w \in Z, v \in Z \rightarrow (w, v)_Z \in \mathbb{R} \) must satisfy several conditions

\[
\forall \alpha \in \mathbb{R}, w, v, z \in Z,
\]

bilinearity: \( (\alpha w + v, z)_Z = \alpha (w, z)_Z + (v, z)_Z \)

\( (z, \alpha w + v)_Z = \alpha (z, w)_Z + (z, v)_Z \)

symmetry: \( (w, v)_Z = (v, w)_Z \) \tag{A.3}

positivity: \( (w, w)_Z \geq 0 \) with \( (w, w)_Z = 0 \) only for \( w = 0 \).

Note that any finite dimensional normed vector space is a complete vector space.

A.1.2 Linear and Bilinear Forms

A functional \( g : Z \rightarrow \mathbb{R} \) is a \textbf{linear functional} or \textbf{linear form} if

\[
\forall \alpha \in \mathbb{R} \text{ and } w, v \in Z, \quad g(\alpha w + v) = \alpha g(w) + g(v). \tag{A.4}
\]

This linear form is bounded, or continuous, over \( Z \) if

\[
|g(v)| \leq C \|v\|_Z, \quad \forall v \in Z, \tag{A.5}
\]

for a finite real constant \( C \).
The dual space, to \(Z\), denoted by \(Z'\) is defined as the space of all linear bounded functionals over \(Z\), i.e., \(Z' = \{ g : Z \to \mathbb{R} \mid g \text{ is linear and continuous} \}\). Then a dual norm may be defined as
\[
\|g\|_{Z'} = \sup_{v \in Z} \frac{g(v)}{\|v\|_Z}.
\] (A.6)

The Riesz representation theorem states that \(\forall g \in Z'\), there exist a unique \(w_g \in Z\) such that
\[
(w_g, v)_Z = g(v), \quad \forall v \in Z.
\] (A.7)

It follows that
\[
\|g\|_{Z'} = \|w_g\|_Z.
\] (A.8)

A form \(b : Z_1 \times Z_2 \to \mathbb{R}\) is a bilinear form if it is linear in each argument, i.e.,
\[
\forall \alpha \in \mathbb{R}, w, v \in Z_1, z \in Z_2 \quad b(\alpha w + v, z) = \alpha b(w, z) + (v, z),
\]
\[
\forall \alpha \in \mathbb{R}, z \in Z_1, w, v \in Z_2 \quad b(z, \alpha w + v) = \alpha b(z, w) + (z, v).
\] (A.9)

When \(Z_1 = Z_2 = Z\) then the bilinear form \(b : Z \times Z \to \mathbb{R}\) is positive definite if \(\forall v \in Z, b(v, v) \geq 0\) with the equality only for \(v = 0\). Hence, an inner product is a symmetric positive definite (SPD) bilinear form. The bilinear form \(b\) is coercive over \(Z\) if
\[
\alpha = \inf_{w \in Z} \frac{b(w, w)}{\|w\|_Z^2} > 0,
\] (A.10)

and continuous if
\[
\lambda = \sup_{w \in Z} \sup_{v \in Z} \frac{b(w, v)}{\|w\|_Z \|v\|_Z} > 0.
\] (A.11)

Here, \(\alpha\) and \(\lambda\) are the coercivity constant and the continuity constant, respectively.

### A.1.3 Field Variables and Function Spaces

Given an open bounded domain \(\Omega \subset \mathbb{R}^d, d \in \{1, 2, 3\}\), a point in \(\Omega\) is referred to as \(x = (x_1, \cdots, x_d)\). The Lebesgue measure and integration are considered in \(\Omega\) and the boundary of \(\Omega, \partial\Omega\), is assumed Lipschitz continuous.

For scalar- or vector-valued field variables, the dimension of the field variable is denoted by \(d_v\). Thus, a typical field variable \(w\) will be denoted \(w : \Omega \to \mathbb{R}^{d_v}\) and written as \(w(x) = (w_1(x), \cdots, w_{d_v}(x))\).

The space of continuous functions over \(\Omega \subset \mathbb{R}^d\) is denoted by \(C^0(\Omega)\). Then the spaces \(C^m(\Omega)\) are defined as
\[
C^m(\Omega) = \{ w \mid \nabla^{(n)} w \in C^0(\Omega), \forall n \in [0, m] \},
\] (A.12)

where \(m \in \mathbb{N}_0\). Afterwards, the family of Banach spaces \(L^p(\Omega)\) with \(1 \leq p < \infty\) may be introduced as
\[
L^p(\Omega) = \left\{ w \text{ measurable } \mid \left( \int_{\Omega} |w|^p \right)^{1/p} < \infty \right\}
\] (A.13)
with the associated norm

\[ \|w\|_{L^p(\Omega)} = \left( \int_{\Omega} |w|^p \right)^{1/p}, \forall w \in L^p(\Omega). \] (A.14)

Note that a complete normed vector space is a Banach space and \( l^p \) defines the discrete norm of \( L^p \)

\[ \|w\|_{l^p(\Omega)} = \left( \sum |w_i|^p \right)^{1/p}, \forall w \in l^p(\Omega). \] (A.15)

The Lebesgue space of square-integrable functions over \( \Omega \) with \( p = 2 \) is defined as

\[ L^2(\Omega) = \left\{ w \text{ measurable} \mid \int_{\Omega} w^2 < \infty \right\}, \] (A.16)

equipped with an inner product and induced norm

\[ (w, v)_{L^2(\Omega)} = \int_{\Omega} wv, \forall w, v \in L^2(\Omega), \] (A.17)

\[ \|w\|_{L^2(\Omega)} = \sqrt{(w, w)_{L^2(\Omega)}}, \forall w \in L^2(\Omega). \] (A.18)

Now, the family of Hilbert spaces \( H^m(\Omega) \) is defined as

\[ H^m(\Omega) = \left\{ w \text{ measurable} \mid \nabla^{(n)} w \in L^2(\Omega), \forall n \in [0, m] \right\}, \] (A.19)

with

\[ (w, v)_{H^m(\Omega)} = \sum_{n=0}^{m} \int_{\Omega} \nabla^{(n)} w \cdot \nabla^{(n)} v, \forall w, v \in H^m(\Omega), \] (A.20)

\[ \|w\|_{H^m(\Omega)} = \sqrt{(w, w)_{H^m(\Omega)}}, \forall w \in H^m(\Omega). \] (A.21)

Note that a complete inner product space is a Hilbert space.

For the presented finite element formulation, the usage of \( H^0(\Omega) = L^2(\Omega) \) and \( H^1(\Omega) \) are mostly required. When \( m = 1 \) a Sobolev space \( H^1(\Omega) \) is defined as

\[ H^1(\Omega) = \{ w \in L^2(\Omega) \mid \nabla w \in L^2(\Omega) \}, \] (A.22)

and it is equipped with

\[ (w, v)_{H^1(\Omega)} = \int_{\Omega} (\nabla w \cdot \nabla v + w v), \forall w, v \in H^1(\Omega), \] (A.23)

\[ \|w\|_{H^1(\Omega)} = \sqrt{(w, w)_{H^1(\Omega)}}, \forall w \in H^1(\Omega). \] (A.24)

At last, the space \( H^1_0(\Omega) \) is defined as

\[ H^1_0(\Omega) = \{ v \in H^1(\Omega) \mid v_{| \partial \Omega} = 0 \}. \] (A.25)
A.2 Damage Model Implementation

The return mapping algorithm of the damage model in Section 3.3.5 is detailed in this section. First, the volumetric and deviatoric projectors are given by

\[ P_{\text{vol}} = \frac{1}{3} I \otimes I, \]
\[ P_{\text{dev}} = I^s - P_{\text{vol}}. \] (A.26)

Then using an implicit temporal scheme, the residual of the constitutive model is defined as

\[
\begin{bmatrix}
\Delta \lambda - \Delta t \left( \frac{\dot{f}_p}{f_p} \right)^{n_p} \\
\sigma - (1 - D) \mathbb{C} : (\varepsilon^e_i - \Delta \lambda \mathbf{N}) \\
\beta - \beta_n - \Delta \lambda \left( c \tilde{\mathbf{N}} - a \beta \right) \\
R - R_\infty \left( 1 - e^{-b (r_n + \Delta \lambda)} \right) \\
D - D_n - \frac{\Delta \lambda}{1 - D} \left( \frac{-Y}{S} \right)^s \text{ if } (r_n + \Delta \lambda \geq p_D)
\end{bmatrix}
= \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad (A.27)
\]

with

\[
\varepsilon^e_i = \varepsilon^e_n + \Delta \varepsilon,
\]
\[
Y = -\frac{1}{2} (\varepsilon^e_i - \Delta \lambda \mathbf{N}) : \mathbb{C} : (\varepsilon^e_i - \Delta \lambda \mathbf{N}).
\] (A.28)

Linearising Equation (A.27) results in the definition of the following tangent
where
\[
A_{\lambda,f_p} = -\Delta t \frac{n_p}{k_p} \left( \frac{f_p}{k_p} \right)^{n_p-1}
\]
\[
A_{\beta,\beta} = \|_{sym}(1 + a \Delta \lambda) - \Delta \lambda \ c \ \frac{\partial \tilde{N}}{\partial \beta}
\]
\[
A_{D,\lambda} = -\frac{1}{1-D} \left( \frac{-Y}{S} \right)^* \text{ if } (r_n + \Delta \lambda \geq p_D)
\]
\[
A_{D,D} = 1 - \frac{\Delta \lambda}{(1-D)^2} \left( \frac{-Y}{S} \right)^* \text{ if } (r_n + \Delta \lambda \geq p_D)
\]
\[
\frac{\partial f_p}{\partial \sigma} = N = \sqrt{\frac{3}{2} \frac{\tau^{\text{dev}}}{\|\tau^{\text{dev}}\|}} \frac{1}{1-D}
\]
\[
\frac{\partial f_p}{\partial \beta} = -\sqrt{\frac{3}{2} \frac{\tau^{\text{dev}}}{\|\tau^{\text{dev}}\|}}
\]
\[
\frac{\partial f_p}{\partial R} = -1
\]
\[
\frac{\partial f_p}{\partial D} = \sqrt{\frac{3}{2} \frac{\tau^{\text{dev}}}{{\|\tau^{\text{dev}}\|}}} \frac{1}{(1-D)^2}
\]
\[
\frac{\partial N}{\partial \sigma} = \frac{1}{1-D} \frac{\partial \tilde{N}}{\partial \sigma} = \sqrt{\frac{3}{2} \frac{1}{(1-D)^2}} \left( \frac{\|_{\text{sym}}^{\text{dev}}}{\|\tau^{\text{dev}}\|} - \frac{\tau^{\text{dev}} \otimes \tau^{\text{dev}}}{\|\tau^{\text{dev}}\|^3} \right)
\]
\[
\frac{\partial N}{\partial \beta} = \frac{1}{1-D} \frac{\partial \tilde{N}}{\partial \beta} = \sqrt{\frac{3}{2} \frac{1}{1-D}} \left( -\frac{\|_{\text{sym}}^{\text{dev}}}{\|\tau^{\text{dev}}\|} + \frac{\tau^{\text{dev}} \otimes \tau^{\text{dev}}}{\|\tau^{\text{dev}}\|^3} \right)
\]
\[
\frac{\partial N}{\partial R} = 0
\]
\[
\frac{\partial \tilde{N}}{\partial D} = \sqrt{\frac{3}{2}} \left( \frac{\|_{\text{sym}}^{\text{dev}}}{\|\tau^{\text{dev}}\|} - \frac{\tau^{\text{dev}} \otimes \tau^{\text{dev}}}{\|\tau^{\text{dev}}\|^3} \right) \cdot \frac{\sigma^{\text{dev}}}{(1-D)^2}.
\]
* The dependence of $Y$ on $\Delta \lambda, \sigma, \beta, D$ is ignored. For details on the computation of the algorithmic tangent for the constitutive model, the reader is referred to (de Souza Neto, Peric, and Owen 2008).
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