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Abstract

This thesis contains six essays on tests for structural change under long memory with
applications to economic time series. Chapter 1 introduces structural change tests and
the concept of long memory. The main problem examined in Chapters 2 to 5 is that
standard change-in-mean tests are invalid in long-memory time series.
Chapter 2 reviews the literature on long-memory robust extensions of standard testing
principles for a change in mean. Apart from giving a systematic review, an extensive Monte
Carlo study is conducted to compare the relative performance of the introduced methods.
Special attention is paid to the interaction the test results have with the estimation of
the long-memory parameter. Furthermore, it is shown that the power of self-normalized
test statistics can be improved considerably by using an estimator that is robust to mean
shifts.
Chapter 3 introduces a simple test on structural change in long-memory time series. In
contrast to the testing principles introduced in the previous chapter, it is much easier to
implement in statistical software and has a limiting distribution that does not depend
on the degree of memory. The test is based on the idea that the test statistic of the
standard CUSUM test retains its asymptotic distribution if it is applied to fractionally
differenced data. It is proven that the approach is asymptotically valid if the memory
is estimated consistently under the null hypothesis. Therefore, the well-known CUSUM
test can be used on the differenced data without any further modification. In simulations,
the proposed CUSUM test on the differenced series is compared with a CUSUM test
on structural change that is specifically constructed for long-memory time series. It is
observed that the new approach performs reasonably well.
The two chapters described previously find that self-normalized tests on change in mean
are robust against size distortions in finite samples and that the CUSUM testing principle
tends to be the most powerful. Based on these results, Chapter 4 proposes a new family of
self-normalized CUSUM tests for structural change under long memory. The test statistics
apply non-parametric kernel-based long-run variance estimators and have well-defined
limiting distributions that only depend on the long-memory parameter. A Monte Carlo
simulation shows that these tests provide finite sample size control while outperforming
the competing procedures, which are presented in the previously described chapters, in
terms of power.
Chapter 5 presents the memochange package which offers implementations of all methods
reviewed and proposed in Chapters 2 to 4 in the programming language R. The package
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is complemented with implementations of the most prominent change-in-persistence tests
and estimation methods.
Conversely to standard structural change tests which are invalid in long-memory time
series, inference on the memory order is also biased (upwards) by the presence of structural
change and other so called ’low-frequency contaminations’. Since the presence of long
memory invalidates standard inference about structural breaks and vice versa, it is not
clear for many economic time series - such as asset volatilities - what their actual degree
of memory is.
In Chapter 6, a comprehensive analysis of the memory in volatilities of international stock
indices and exchange rates is provided. On the one hand, it is found that the volatility of
exchange rates is subject to spurious long memory and the true memory parameter is in
the higher stationary range. Stock index volatilities, on the other hand, are free of low-
frequency contaminations and the memory is in the lower non-stationary range. These
results are obtained using state-of-the-art local Whittle methods that allow consistent
estimation in presence of perturbations or low-frequency contaminations.
In Chapter 7 standard time series models are combined with search query data to examine
whether they can be helpful in predicting sales. Search volume of company as well as
product related keywords provided by Google Trends are included as new predictors in
models to forecast sales on a product level. Using weekly data from January 2015 to
December 2016 of two products of the audio company Sennheiser, evidence is found that
using Google Trends data can enhance the prediction performance of conventional models.

Keywords: Fixed-bandwidth Asymptotics · Fractional Integration · Google Econometrics
Forecasting · High-frequency Data · Long Memory · Perturbations · Realized Volatility
Search Query Data · Spurious Long Memory · Structural Breaks
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Chapter 1

Introduction

For modeling and forecasting a time series, it is of major importance to adequately cap-
ture its dependency structure. Commonly, this is achieved using (short-memory) ARMA
models. A characteristic of these models is that the impact of shocks is short-lived and
dies out quickly. Hence, the autocorrelation function of these models decays exponentially.
However, many time series seem to be more persistent than it can be captured by short-
memory models. Examples of economic series that typically exhibit high persistence are,
among many others, inflation, interest, exchange, and unemployment rates, as well as
real output, volatilities, and consumption (e.g. Diebold and Rudebusch (1989), Cheung
(1993), Hassler and Wolters (1995), Baillie et al. (1996), Tsay (2000), Van Dijk et al.
(2002), Martens et al. (2009), Gil-Alana et al. (2010), Chiriac and Voev (2011)).
Therefore, modeling and forecasting these series is commonly done using long-memory
models. In the time domain, long memory is defined by a slow hyperbolical decay of the
autocorrelation function γ(k) at large lags, such that γ(k) ∼ Gγ|k|2d−1 as k →∞, where
Gγ is a finite constant, k is the lag, and d is the long-memory parameter that relates to
the persistence of the series. Higher values of d indicate higher persistence of the series. In
the frequency domain, long memory can be equivalently defined by a pole in the spectral
density f(λ) local to the zero frequency, such that it obeys the power law f(λ) ∼ Gf |λ|−2d

as λ→ 0, where Gf is a finite constant, λ is the frequency, and d denotes again the long-
memory parameter (cf. Beran et al. (2016)).
Long-memory processes are parametrically modeled predominantly by ARFIMA processes
proposed by Granger and Joyeux (1980) and Hosking (1981). Since consistent maximum
likelihood estimation of the model parameters requires a specification of the unknown
ARMA components, semiparametric estimators are often applied. They rely on the above
specification of the spectral density local to the origin to estimate d and thus the short-run
dynamics must not be estimated. Popular semiparametric memory estimators are local
Whittle based estimators by Künsch (1987), Robinson (1995), and Shimotsu and Phillips
(2005) and the log-periodogram regression estimator by Geweke and Porter-Hudak (1983).
The key features of long-memory processes, an asymptotically hyperbolically decaying au-
tocorrelation function as well as poles in the spectrum local to the zero frequency, can also
be generated by other processes. When a short-memory time series is contaminated by a
so called low-frequency contamination, for example a mean shift, long memory is falsely
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detected by standard memory estimation approaches. In the literature, this is referred to
as ’spurious long memory’ (e.g. Diebold and Inoue (2001), Granger and Hyung (2004), or
Mikosch and Stărică (2004)). Conversely, traditional testing procedures for a mean shift
are similarly invalidated when the series exhibits long memory. This is due to the fact
that they are developed for independent or serially correlated series but not for long-range
dependent data. Wright (1998) and Krämer and Sibbertsen (2002) even show that these
tests reject the null hypothesis of a constant mean asymptotically with a probability of
one if d > 0.
Therefore, a lot of research has recently focused on robust estimation methods and testing
procedures when both features, long memory and structural change, could be present in
a time series.
Tests to distinguish pure long-memory time series from series contaminated by low-
frequency contaminations are proposed by Qu (2011) and Sibbertsen et al. (2018), among
others. Robust estimation methods for the long-memory parameter are developed, for
example by McCloskey and Perron (2013) and Hou and Perron (2014).
Chapters 2 to 5 examine tests for a change in mean under long memory. Thus, the focus
lies on testing the null hypothesis of a constant unconditional mean against the alterna-
tive of a change in mean at an unknown time. Three standard procedures for this testing
problem, which are valid when the series exhibits short memory, are CUSUM tests origi-
nally proposed by Brown et al. (1975), Wilcoxon-type rank tests (e.g. Bauer (1972)), and
sup-Wald type tests by Andrews (1993). Since they suffer from the issue that they spu-
riously reject the null in a pure long-memory time series, as discussed above, numerous
modification of these tests have been proposed over the past years (e.g. Wang (2008),
Shao (2011), Dehling et al. (2013), Iacone et al. (2014), Betken (2016)).
Chapter 2 reviews all relevant change-in-mean tests for long-memory time series. They
are categorized into two dimensions: First, which type of testing principle they are based
on (CUSUM, Wilcoxon, sup-Wald). Second, if the long-run variance is estimated by a
consistent estimator or self-normalization approach. Apart from giving a systematic re-
view, the relative finite sample performance of all tests is evaluated in an extensive Monte
Carlo study. Up to this point, the newly proposed procedures have been compared at most
pairwise in simulations. Hence, it was not possible to make any recommendation which
method should be selected in practice. Chapter 2 closes this gap by showing that the
CUSUM test tends to be the most powerful testing principle, but that the self-normalized
Wilcoxon test of Betken (2016) and the fixed-b sup-Wald test of Iacone et al. (2014) offer
the best tradeoff between size control and power. Furthermore, the effect of estimating
the memory parameter that appears in the test statistics and/or the limit distributions is
examined by simulation. It is demonstrated that substantial power gains can be realized
if the modified local Whittle estimator of Hou and Perron (2014) is applied to estimate
the long-memory parameter.
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Chapter 3 proposes a new test on change in mean in a long-memory time series. The idea of
the test is that the test statistic of the standard CUSUM test retains its asymptotic distri-
bution if it is applied to fractionally differenced data. Therefore, the well-known CUSUM
test can be used on the differenced data without any further modification. Compared
to the testing principles reviewed in Chapter 2, this makes the new test computationally
much easier to implement. Furthermore, in contrast to all the reviewed modified tests, the
memory parameter does not appear in the limiting distribution of the test statistic. This
has the advantage that the critical values of the test do not depend on the long-memory
parameter. Hence, the CUSUM test on the differenced data can be applied without per-
forming additional simulations to determine the correct critical values for the estimated
value of d. The chapter is completed by simulations which show that the new approach
performs reasonably well.
Based on the observation of the two previous chapters that CUSUM tests tend to be the
most powerful and that self-normalized tests offer the best size control, Chapter 4 proposes
a new family of self-normalized CUSUM tests for structural change under long memory.
The test statistics apply non-parametric kernel-based long-run variance estimators, and
it is proven that they have a well-defined limiting distribution. Using simulations, the
proposed family of self-normalized CUSUM tests is compared with the tests that were
shown to offer the best size-power trade-off in the Monte Carlo section of Chapter 2,
i.e. the self-normalized Wilcoxon test of Betken (2016) and the fixed-b sup-Wald test of
Iacone et al. (2014). First, it is found that the self-normalized CUSUM tests provide finite
sample size control in contrast to the CUSUM test of Horváth and Kokoszka (1997) and
Wang (2008) that applies a consistent long-run variance estimator. Second, it is observed
that the tests outperform the competing procedures in terms of power. Therefore, it is
suggested to consider one of the self-normalized CUSUM tests when testing for a change
in mean under long memory.
Chapter 5 presents the memochange package which offers implementations of all methods
reviewed and proposed in Chapters 2 to 4 in the programming language R. The package
is complemented with implementations of the most important change-in-persistence tests
and estimation methods.
In Chapter 6, the memory of realized volatility of international stock indices and exchange
rates is analyzed. In literature, estimated memory parameters for such series range roughly
between 0.4 and 0.6 - that is from the higher stationary to the lower non-stationary region
(c.f. Andersen et al. (2003), Hurvich and Ray (2003), Martens et al. (2009), among oth-
ers). However, the presence of measurement error in realized volatility and the potential
of spurious long memory is not considered in most of these publications. We provide a
more comprehensive analysis by using the aforementioned state-of-the-art methods that
allow consistent estimation of the memory parameter in presence of perturbations or low-
frequency contaminations (e.g. Frederiksen et al. (2012), McCloskey and Perron (2013),
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Hou and Perron (2014), Sibbertsen et al. (2018)). On the one hand, it is found that the
volatility of exchange rates is subject to spurious long memory and the true memory
parameter is in the higher stationary range. On the other hand, stock index volatilities
are free of low-frequency contaminations and the memory is in the lower non-stationary
range.
Chapter 7 discusses the usage of online search query data to improve sales forecasts. Nowa-
days, online search engines provide new sources of data about real-time economic activity
(Ettredge et al. (2005)). On a product level, it is examined whether including Google
Trends data as new predictors in standard time series models improves forecasting sales.
Due to companies not making sales data openly available, the literature on forecasting
sales on a product level is scant (Cui et al. (2018), Boone et al. (2018)). The research up to
now has focused on data provided by online retailers, which directly sell their products to
the customer. Since these companies fully execute their business online, the link between
using a search engine and buying the products is tight.
In contrast, Chapter 7 analyzes a unique set of weekly data from January 2015 to De-
cember 2016 of two products of the audio company Sennheiser. The principal business
of Sennheiser is to sell their products on the spot through department stores. Therefore,
the link between searching for a product and buying it is not as close as for an online
retailer and it is not clear whether the results obtained in the literature carry over to
the products investigated. Considering the search volume of company as well as product
related keywords provided by Google Trends as new predictors, evidence is found that
using search query data can enhance the prediction performance of conventional models.
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