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Kurzfassung

Multiple-Input Multiple-Output (MIMO)-Systeme werden weithin als eine praktikable Losung
geschatzt, um die gegenwartigen Beschriankungen der drahtlosen Kommunikation zu (iberwinden.
Aufgrund der hohen Energiestreuung sowie der weiten Winkelspreizung des Mehrwegekanals findet
die Anwendung der Ultra-Breitband (UWB)-Technologie in Verbindung mit MIMO besonders im
Innenbereich einen idealen Einsatzort. Durch ErschlieBung eines zuséatzlichen Freiheitsgrades fiir die
Kommunikation erméglicht der Einsatz mehrerer Antennen am Sender und/oder Empfanger eine
vorteilige Nutzung der Mehrwegeausbreitung, wobei letztere ja urspriinglich als Nachteil im Bereich
der drahtlosen Kommunikation erachtet wurde, sodass es nunmehr moglich ist, die Systemkapazitat
linear zu steigern oder ebenso eine Optimierung der Abdeckung und Robustheit durch Verringerung

der Fehlerrate zu erzielen.

Wahrend die Vorziige der MIMO-Technologie im Bereich der Breitband-MIMO-OFDM-
Drahtloskommunikation bereits weitestgehend erkundet sind und das diesbeziigliche Potential
ausgeschopft scheint, so befindet sich die Forschung hinsichtlich der Realwelt-Implementierung
sowie der Validierung von MIMO-UWB-L6sungen nach wie vor in den Kinderschuhen. Diese Tatsache
ist zum Anlass genommen worden, in dieser Arbeit den Fokus zu setzen auf die Entwicklung und die
Validierung geeigneter MIMO-Ansatze zur Kurzstrecken-Hochgeschwindigkeits-UWB-Kommunikation
aus der Perspektive effizienten Algorithmendesigns, Implementierungs-beschrankungen sowie Nicht-
Idealitditen in der HF Hardware. Die Zielsetzung dieser Arbeit ist daher das Design von
Systemarchitekturen und fortgeschrittenen Algorithmen, welche die Anforderungen nach hohem
Durchsatz und Performance bei kiinftigen UWB-Anwendungen im Bereich Wireless Personal Areas

Networks (WPANs) bedienen werden.

Fortgeschrittenes Algorithmen- und Systemdesign bedarf grundsatzlich aufwendiger Testreihen und
Messungen mittels einer Hochleistungs-Prototypen-Plattform, die in der Lage ist, Abtastraten von
mehreren Gigahertz zu beherrschen und ferner ({iber parallele HF- und Basisband-
Verarbeitungszweige verfligt. Damit Verbesserungen der Spektraleffizienz und héchste Datenraten in
der UWB-Kommunikation nachgewiesen werden koénnen, ist eine Offline-MIMO-UWB-
Forschungsplattform entwickelt worden, welche bis zu 4x4 MIMO-Konfigurationen unterstitzt.
Diese flexible Plattform ermoglicht dariiber hinaus die prazise Erforschung HW-spezifischer Effekte
im RF-Frontend sowie nicht-ideale Synchronisierung in Zeit und Frequenz liber das Real-Air-Interface.
Abschliefend erlaubt der modulare Aufbau dieser Plattform eine effiziente Validierung des
Hardware-in-the-Loop-Leistungsverhaltens sowie eine Evaluierung des Ressourcenverbrauchs als
Grundlage fir eine zukiinftige Halbleiter-Implementierung dedizierter MIMO-UWB-Lésungen und

den damit verbundenen Ressourcennutzung.



Abstract

Multiple-Input Multiple-Output (MIMO) systems have been widely considered a viable solution to
overcome the current limits in wireless communication. The application of Ultra-wideband (UWB) to
indoor environments, with the rich energy scattering and large angular spreads of the multipath
channel, provides an ideal scenario for MIMO. By unclosing an additional degree of freedom for
communication, multiple antennas at the transmitter and/or receiver can effectively turn multipath
propagation, considered initially a drawback in wireless communications, into an advantage so as to
linearly increase the capacity of the system, or improve its coverage and robustness in terms of error

probability.

While the benefits of MIMO have been widely studied and exploited in broadband MIMO-OFDM
wireless communications, the field of real-world implementation and verification of multiple antenna
UWSB solutions is still in its infancy. In this thesis, we have therefore focused on developing and
validating suitable MIMO approaches for short-range, high-speed UWB communications from the
perspective of low-complexity algorithm design, implementation-level constraints and RF frontend
imperfections. Aim of this work is thus the design of system architectures and advanced algorithms
satisfying the high throughput and performance requirements of emerging UWB applications in

Wireless Personal Areas Networks (WPANs).

The advanced algorithm- and system design requires inherently the extensive test and measurement
via a high-performance prototyping platform, able to cope with sampling rates of multiple Gigahertz
and featuring parallel RF- and baseband processing branches. In order to verify the enhancements in
spectral efficiency and potentially highest data rates for UWB communications, we have therefore
developed an offline MIMO-UWB test-bed supporting up to 4 x4 MIMO configurations. This flexible
platform further enables the investigation of HW specific impairments in the RF frontend, as well as
aspects of imperfect synchronization in time and frequency over the real-air interface. Finally, its
modular setup allows for efficient hardware-in-the-loop performance validation and resource
evaluation of dedicated MIMO-UWB solutions as basis for their future silicon implementation and

utilization.
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Chapter 1

Introduction

Nowadays, wireless communications have become omnipresent, pervading deep into almost every
part of our social and professional life. In the past few decades, the world of wireless connectivity
has witnessed the birth of numerous novel applications with ever-increasing demands for highest
data rates, quality of service (QoS), extended coverage and flexible networking. The technological
advances in chip manufacturing and the exponential increase in transistor count of Integrated
Circuits (ICs), which according to Moore’s Law double in performance every 18 months (originally
stated every 2 years) gave rise to rapid developments in the consumer electronics and mobile
telecommunications industry. Driven by the advances in industry and information theory, hundreds
of short-range, high-speed connectivity and networking scenarios have emerged in the field of
Wireless Local/Personal Area Networks (WLAN/WPANs). Prominent examples of such enabling
technologies in WLAN/WPAN are the IEEE 802.11 standard family (WiFi), IEEE 802.15.1 (Bluetooth),
IEEE 802.15.4 (ZigBee), or RFID, to name a few. Their served applications range from broadband
internet access at home or the office, over PC/laptop wireless connectivity to peripherals like hard
drives, monitors, printers, cameras, etc., down to “smart home” networking and sensor data

exchange between household devices.

In the meanwhile, meeting the harsh application requirements of high-speed, enhanced
performance, long coverage and battery life has become a real challenge for existing standards
operating in e.g. the license-free Industrial, Scientific and Medical (ISM) bands. In fact, the almost
exponential increase in data rates in the last two decades has been predicted and confirmed by
Edholm’s law of bandwidth. As the aforementioned standards are still limited in the resource
utilization by the available bandwidth, the allowed transmit power as posed by regulators, or the
power consumption constraints of hand-held devices, the need of a novel technology able to
overcome these bottlenecks in today’s wireless communications and to boost data rates, but also
enhance coverage and link quality, has become obvious. This observation is truly conform with the
famous Shannon’s capacity theorem, which states that the maximum achievable error-free
information data rate in an additive white Gaussian noise (AWGN) channel is directly proportional to
the signal bandwidth, and depends logarithmically on the Signal-to-Noise ratio in the system.
Straightforward conclusion is that the most efficient way of reaching highest data rates would be by

increasing the signal bandwidth. Later on, Telatar and Foschini proved in [1][2] that for multiple
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antenna systems the channel capacity C is further linearly proportional to the minimum of the

number transmit and receive antennas (NT and NR ) being deployed, i.e.

P
C=min{N_,N_}Blog, [H—FS]'

where B stands for the signal bandwidth, and PS /Pn is the ratio of the signal to noise power.

These fundamental findings paved the way for the development of both Multiple-Input Multiple-
Output (MIMO) and Ultra Wideband (UWB) technologies that possess the huge potential to reach
the Shannon’s capacity limit and meet the demands of future short-range high-speed communication
systems. Indeed, UWB is mainly applicable to indoor WPAN/WBAN environments, in which the dense
multipath propagation leads for high data rates to generally detrimental Inter Symbol Interference
(ISI). A widely known approach for turning this drawback in to a benefit is to exploit such rich
scattering environments by the use of multiple antennas, at one or both sides of the communication

link.

Although MIMO had initially been considered prohibitively expensive and therefore impractical for
commercial deployment, the final breakthrough of MIMO was triggered by its adoption in the first
drafts of the IEEE 802.11n specification. In fact, the targeted data rates at that time were unable to
cope with the higher order modulation schemes because of too expensive analog RF frontends,
whereas MIMO offered the possibility to close this gap by linearly increasing the system capacity
through spatial multiplexing. Further on, multiple antennas at the TX and/or RX were able to improve
the robustness of the system in terms of error propagation and to extend its coverage by means of
smart diversity schemes, beamforming and efficient combining techniques. More details on the
benefits of UWB and MIMO, and the combination of both technologies will be given in the chapters

to follow.

1.1 Goals and Motivation

The advantages of MIMO technology have been widely explored and realized in broadband MIMO-
OFDM wireless communications, whereas research on the real-world implementation and
verification of multiple antenna UWB solutions is still at a very early stage. Even though the field of
UWB communications has attracted a lot of research interest within the past years, the combination
of MIMO and UWB has been studied mostly analytically, whereas the area of MIMO-UWB design,
low-complexity implementation and verification via prototyping and extensive measurements is not
yet fully explored. In this thesis, we have therefore focused on developing and validating suitable
MIMO approaches for short-range, high-speed UWB communications from the perspective of low-

complexity algorithm design, implementation-level constraints and real-world imperfections.
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Aim of this work is thus the design of system architectures and advanced algorithms satisfying the
high throughput and performance requirements of emerging UWB applications in WPANs. The
development of application-aware algorithms for link quality improvement, range extension, and
interference mitigation has been a major objective of this work in order to exploit the benefits

offered by the use of multiples antenna technology.

The validation and proof of concept of the advanced algorithm- and system designs however require
extensive tests and measurements via a high-performance prototyping platform, which is able to
cope with sampling rates of multiple Gigahertz and features parallel RF- and baseband processing
branches. This necessity has motivated us to develop an offline MIMO-UWB test-bed for up to 4 x4
MIMO configurations that can support the experimental evaluation of the potential enhancements in
spectral efficiency (and highest data rates) and performance of UWB communications, including the

effects of real-world propagation constraints and hardware imperfections.

1.2 Outline and Contributions

The thesis is structured as follows. In Chapter 2, the background and evolution of Ultra Wideband
wireless communications, as well as summary of the worldwide regulation and standardization
activities are provided. Next, we describe the target Multiband OFDM (MB-OFDM) technology and
the underlying signal model based on the ECMA-368 PHY/MAC layer specifications [3]. Subsequently,
the propagation environment is characterized, analyzed and modelled using a double-directional
correlation-based stochastic approach. Chapter 3 gives a general overview of multiple antenna
systems and efficient MIMO processing techniques at both the transmitter and receiver side,

including spatial multiplexing, dual mode and transmit diversity schemes.

The system design and modular concept of the proposed MIMO-UWB MB-OFDM system is

elaborated in Chapter 4. Main contributions of this chapter are:

o Design of a modular system featuring multiple antennas at both sides of the link, an offline

MIMO-UWSB test-bed and HW-in-the-loop MIMO-UWB simulation environment.
o Link budget analysis for HDR and VHDR modes of operation in AWGN and CM1 channels.

o Specification of ECMA-368 standard conform system parameters, frame structure and MIMO

preamble design for VHDR mode.

o Design and implementation of robust synchronization algorithms for timing- and TFC

acquisition, including evaluation of synchronization performance.

o Framework for modelling, estimation and compensation of RF impairments, including
evaluation of the impact of Phase Noise (PN), I/Q-imbalance and Carrier Frequency Offset

(CFO) in the receiver down-conversion part.
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The technology description in Chapter 5 provides advanced algorithm design and implementation

notes for low-complexity multiplexing-, diversity- and antenna selection techniques deploying

multiple antennas. Main contributions of Chapter 5 are:

e}

Deployment of advanced MIMO combining schemes for high-speed MIMO-UWB

communications

Deployment and validation of linear MMSE receiver based on QR-Decomposition (QRD) for

MIMO MB-OFDM.

Deployment and validation of MMSE-based Ordered Successive Interference Cancellation (O-

SIC) receiver with Sorted QR-Decomposition (SQRD) for MIMO MB-OFDM.

Deployment and validation of orthogonal Space-Time-Frequency (STF) detector with scaled
Log-Likelihood Ratio (LLR) demodulation, including provision of coding framework at the

transmitter.

Development and verification of a differential algorithm for interference detection and

mitigation based on the Detect-And-Avoid (DAA) approach.

Experimental evaluation and validation of the above schemes via the offline MIMO-UWB

test-bed.

Provision of summary notes on the FPGA implementation complexity and resource utilization

of the proposed algorithms.

Chapter 6 describes the setup of an experimental offline MIMO-UWB test-bed for test and

verification of the proposed algorithms and system design, and provides validation results for

selected indoor scenarios. Main contributions in this chapter are:

Design and setup of an experimental offline 4X4 MIMO-UWB test-bed for test and

verification of selected multiple antenna schemes.

Real-world examination of system performance of selected MIMO approaches, including

investigation of the impact of RF frontend imperfections and their compensation.

Analysis and verification of the achievable MIMO capacity and diversity gains via the test-

bed.

Performance evaluation of MIMO systems deploying dual-polarized antennas and Dual Mode

transmission.

In Chapter 7, we summarize the findings of this thesis, draw final conclusions and provide outlook for

future research in the field of MIMO-UWB wireless communications.



Chapter 2

Background of Ultra-Wideband Wireless Communications

2.1 Evolution and State of the Art

Over the past decade, the research on Ultra Wideband (UWB) technology has gained remarkable
momentum as response to the ever-increasing demand for high-speed connectivity among consumer
electronics, personal computing and hand-held mobile devices operating within Wireless Personal
Area Networks (WPANs). The history of UWB however goes late back to the year 1901 and the
experiments of the first radios, as Guglielmo Marconi’s transatlantic sparkle transmissions used in

fact ultra-wideband signals.

Later on, with the invention and development of stable and accurate oscillator circuits in the early
1930s, the communication paradigm drastically changed to using single frequencies, allocated to
licensed services for multiple of billions of dollars. This gave rise to the development of numerous
single-carrier standards in the area of mobile communications, aeronautical, radar, and military

applications.

The research on ‘intentional’ Impulse Radio UWB (IR-UWB) started back in the 1960s, owing to the
pioneering work on the generation and reception of very short pulses, occupying the available
bandwidth of multiple GHz [4]. However, the single band approach faces the challenge of designing a
low complexity receiver able to capture sufficient energy in multipath environments with strong
fading. Indeed, building RF analog circuits that operate at GHz-frequencies is still rather demanding

for state-of-the-art receiver front-ends and analog circuits [5].

The landmark ruling of the Federal Communications Commission (FCC) in 2002 [6] as well as the
developments of advanced multi-carrier standards such as those deployed in WLAN (e.g. IEEE 802.11
family) paved the way for a slightly revised definition of the underlay nature of UWB. In fact, license-
exempt communications in WPAN have been allowed for a UWB signal defined by an absolute
bandwidth of at least 500 MHz, or a relative 10-dB bandwidth greater or equal than 20% of its center
frequency. The FCC ruling thus poses no direct limitation to the signal form, opening the door to

modulation techniques other than impulse radio, e.g. DSSS or OFDM-based transmission.

In compliance with these FCC regulations, and in order to circumvent the inherent challenges of IR-
UWB, multiband UWB schemes have been proposed, in which the total allocated spectrum of 7.5
GHz is divided into non-overlapping sub-bands of at least 500 MHz. The advantage over single-band

transmission is that by interleaving the symbols across different sub-bands the information can be
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processed over a much smaller bandwidth. This allows for significant reduction in the overall design
complexity, greater spectral flexibility and worldwide compliance with existing and emerging UWB
technologies. Since a Multiband UWB system enables an independent control of portions of the
emitted spectrum, it can better coexist with narrowband (NB) systems from licensed services on
adjacent or even co-located frequency bands, e.g. military radar, LTE, 802.11 standard family or

WIiMAX, and is therefore able to better comply with the UWB spectral mask posed by regulators.

2.2 Worldwide Activities on UWB Regulation

Owing to the underlay nature of the UWB technology, its signal power is spread across frequency
bands already occupied by licensed services. With the allocation of unlicensed spectrum use for UWB
devices, the FCC decision rules [6] allowed an unprecedented coexistence between those two
players. Although the allocated spectral masks lie as low as the unintentional power emission levels
for all radiators, incumbent spectrum holders are still rather concerned with having potential
interferers in their bands of operation. These concerns have caused a lot of controversy and
discussion across regulators and industry, preventing from allowing the harmonized use of UWB

device across the world. Figure 2.1 depicts the current status of worldwide UWB regulation activities.

UWB Regulation in Europe (ECC, Feb 2007) UWB Regulation in Asia (Status 2008)
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Figure 2.1: Worldwide UWB power emission limits.

In contrast to the FCC spectral mask, which allows indoor UWB PSD emissions as high as -41.3
dBm/MHz, regulators in Europe and consequently the Asian countries impose the requirement of
additional interference mitigation techniques, via e.g. Detect-And-Avoid (DAA) mechanisms, to
protect incumbent military radar, WiMAX, 4G mobile, and radiolocation services. In fact, due to the
prohibitively low levels set in case of no DAA being applied, worldwide operation of UWB devices

becomes viable only in Band Group 6 (7392 MHz to 8976 MHz).
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2.3 Multi-Band Orthogonal Frequency Division Multiplexing

In multipath environments with rich scattering, the transmitted signal suffers deep fades in power
level resulting in loss of information at the receiver side. To circumvent the fading problem and
efficiently capture the multipath energy, the Multiband Orthogonal Frequency Division Multiplexing
(MB-OFDM) technique has been adopted for UWB communications to modulate the information on
each sub-band by transmitting multiple carriers in parallel over the frequency domain [7]. Common
OFDM-based systems combat the multipath effects by introducing a sufficiently long Cyclic Prefix
(CP) at the beginning of each symbol to convert the linear convolution with the channel impulse
response into a circular one and thus to ensure ideal detection by the FFT at the receiver. Along with
being efficient in capturing the multipath energy at the receiver, OFDM systems provide a simple
method for frequency domain equalization, which is considered a significant challenge for high-rate
single-carrier transmissions [8]. The resulting transmission scheme, called MB-OFDM UWAB, shares
the well-proven advantages of a multi-carrier scheme. In contrast to conventional OFDM
transmission however, where the symbols are continually sent on one and the same band, MB-
OFDM systems apply frequency hopping so that the symbols are interleaved over different sub-
bands, i.e. in both time and frequency. The multiple access of different users (or adjacent piconets)
has been enabled by careful design of the frequency-hopping patterns in order to minimize the

multi-user interference.

A UWB Time-Frequency Interleaved OFDM (TFI-OFDM) PHY specification that has been initially
proposed by Anuj Batra et al. within the IEEE 802.15.3a standardization task group TG3a deploys fast
frequency hopping of OFDM-modulated symbols across 528 MHz wide sub-bands [9]. This proposal
was later adopted by the newly formed WiMedia Alliance [10], and issued with slight modifications
as an international ECMA-368/369 PHY/MAC standard (later also as ETSI TS 102 455 and ISO/IEC
26907:2007 standard) [3].

e e —

r T T
! Band Group 1 : Band Group 2 ! Band Group 3 | Band Group 4 : Band Group 5 :

Band | Band | Band | Band | Band | Band | Band | Band | Band | Band | Band | Band | Band | Band
1 2 3 4 5 6 7 8 9 10 11 12 13 14
>

| 3432 3960 4488 5016 5544 6072 6600 7128 7656 8184 8712 9240 9768 10296  f. (MHz)

Figure 2.2: WiMedia frequency band plan

As shown in Figure 2.2, the whole 7.5 GHz wide UWB spectrum is subdivided into 14 sub-bands of
528 MHz bandwidth each, with three adjacent bands being further combined into Band Groups (BG),
except for BG5 which contains only two bands. Band Group 6 is envisioned to provide worldwide
support for next-generation WiMedia devices. This enables multiple user access and high data rate

communication capabilities of 53.3 Mbps up to 480 Mbps (the current WiMedia PHY specification
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foresees data rates of up to 1024 Mbps using LPDC), depending on various puncturing patterns and

spreading factors.

f A
IFFT output (242 .4 ns)
Band 3
Band 2
Band 1
4

Zero postfix (70.08 ns) Symbol duration (312.5 ns)

Figure 2.3: Time-frequency interleaving in MB-OFDM

An example of how the data is transmitted across the different sub-bands using time-frequency
interleaving is given in Figure 2.3. The whole MB-OFDM symbol consists of the actual user data, a
Zero Postfix (ZP) of length 60.6 ns and a Guard Interval (Gl) of 9.5 ns after each symbol to reduce the

complexity of the receiver and enable fast switching across the frequency sub-bands.

2.3.1 Design Criteria and Performance Requirements

The choice of core parameters for the MB-OFDM system described above depends on the emerging
need for high data-rate, low-cost and low-power communications within the personal operating
space. To enable fast wireless connectivity, low-cost implementation and high Quality of Service
(QoS) within WPANSs, the designed MB-OFDM system has to meet several technical requirements to

form the basis of the standard.

The key criteria that determine the optimum parameters and design of the MB-OFDM in such High
Data Rate (HDR) scenarios are performance, complexity and system flexibility. The desired system
performance, i.e. robustness in severe multipath channels, directly influences the choice of
modulation type, receiver architecture and complexity. The suitability of OFDM as modulation to
effectively combat fading and collect multipath energy with low computational complexity implies
the need to define important parameters such as FFT-size, length of the ZP, constellation size, coding

scheme or spreading factors.

Another important criteria in the design of the HDR system is the optimal operating bandwidth. It
impacts not only the link budget and thus the overall system performance, but also the TX/RX
architecture and speed of the baseband signal processing. A carefully chosen frequency band of
operation can therefore significantly alleviate the technical requirements for the channel pre-select

filters, LNA, DACs, ADCs, mixers, and digital processing blocks. In order to reduce the overall
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complexity, implementation costs and power consumption, a bandwidth as close as possible to the

minimum 500 MHz specified by the FCC has been favoured [7].

Regarding the choice of FFT-size in an OFDM-based system, it should be noted that since this block
typically accounts for 25% of the RX digital baseband complexity, a too big size is often prohibitive.
Moreover, increasing the FFT-size reduces the frequency spacing between the subcarriers, causing
errors in frequency synchronization to become destructive. On the other side, a too small size

increases the overhead due to the ZP and degrades the range.

The ZP length on its turn determines the amount of multipath energy that could be captured by the
RX, but introduces an overhead and thus reduces the system throughput. Since any multipath energy
not captured during the ZP causes Inter-Symbol Interference (ISl), the ZP length including the Guard
Interval needed for fast TFI switching has been set to 1/4 of the FFT length to minimise the ISI while
keeping the total collected multipath energy at maximum. Note that in contrast to the original
proposal of the IEEE 802.15.3a, the ECMA-368 PHY standard employs a ZP instead of a CP, as the
former is reported to reduce the Peak-to-Average-Power Ratio (PAPR) of the transmitted signals and
thus relaxes the requirements for the power amplifiers and needed back-offs and dynamic range of

the DACs at the TX.

2.3.2 Mathematical Model of the MB-OFDM Signal
In the following we present the mathematical model of a frequency-hopping MB-OFDM signal.

The discrete-time signal during the m -th MB-OFDM symbol period can be described by

1 N/2-1 )
s [n]=— d[k1e”™ " p [n], (2.1)
VN k:—zzv’/z N

/NN 0<n<N

with p, [n]=
0 otherwise

being a single rectangular pulse of unit energy, and d[k] standing for the complex data sub-carriers

modulated to the subcarrier intermediate frequency 27tk / N using an IFFT of size N .

After insertion of the ZP and digital-to-analog conversion, the baseband signal Sm(t) is further up-

converted to the corresponding RF center frequency f", resulting in the real valued signal s, (7) to

be transmitted over the wireless channel

sym

N_—1
Sqe (1) =Re 2 s (t—mT el (2.2)
m=0
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where s (¢)=0 fort ¢ [O,Tsym) , N_ is the total number of transmitted symbols within a frame, and

Tsym =T.., +T,, the duration of the MB-OFDM symbol.

The center frequency fcm in each time slot m is controlled by the TFI block according to the

specified time-frequency code (TFC) of transmission. The proposed ten TFCs for BG 1 have been
designed to minimize the interference between collocated networks/piconets, and can therefore be
interpreted as logical channels in the frequency domain used to enable multiple user access in the

system. For the m-th transmitted symbol, the center frequency of the corresponding sub-band of

transmission can be derived from the band ID lm € [1...14] of a given TFC {l L,....1 } as [3]

1272%°°°> NTFC

£ =2904+5281

mod(m,Nppe )+l

[MHz], (2.3)

where B =528 is the system bandwidth in MHz, NTFC =6 is the length of the TFC, and mod(.)

denotes the modulo operation.

2.3.3 System Architecture

The transmitter architecture of the proposed MB-OFDM UWB system is quite similar to that of a
traditional OFDM system, the main difference being the use of a time-frequency interleaver (TFI) to

control the frequency hopping between sub-bands.

Insert Pilots

cgg;gg.d(gnm Interleaver Constellation —»{ N-ptIFFT

— Scrambler ]
Mapper

Add zP

Figure 2.4: MB-OFDM TX architecture

Figure 2.4 shows the block diagram of an example TX architecture of the MB-OFDM UWB system. At

the input of the system, binary payload data are first scrambled and then passed through an

industry-standard 1/3 rate convolutional encoder with generator polynomials g, =133,, g =165,

and g, = 1718 in octal notation. The different code rates (1/2, 5/8 and 3/4) are derived from the 1/3

base rate by applying puncturing according to specified patterns. By omitting certain bits at the
transmitter side ("bit-stealing") and subsequent insertion of dummy zeros at the receiver decoder,
the code rates and thus the system data rate and overall performance can be adjusted according to
the mode of transmission and desired quality of service. For diversity purposes, further reduction of

data rate can be obtained by redundant transmission of data on another sub-band in a following
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time slot (time-domain spreading), or by forcing a conjugate symmetric input of the IFFT block

(frequency-domain spreading).

Prior to modulation, the coded bit stream is interleaved in three stages (symbol-, tone- and cyclic-

shift interleaver) to provide additional robustness against burst errors.

In the following stage, the coded and interleaved bit stream is fed into a QPSK Gray-coded (or DCM
for data rates exceeding 200 Mbps) constellation mapper. The output complex symbols are now
grouped in blocks of 100 tones, which are further combined with the evenly spaced pilot tones, in
addition to guard- and zero tones near the band edges, in order to enable robust coherent detection
against CFO and phase noise impairments at the receiver. The resulting 128 tones are then
introduced in parallel to the actual OFDM modulation block. The latter basically performs the Inverse
Discrete Fourier Transform (IDFT) on the vector of complex tone coefficients, and is often
implemented in practice by the computationally efficient Inverse Fast Fourier Transform (IFFT) of a

power-of-two size N .

Due to the properties of the IDFT, the sub-carriers comprising the MB-OFDM symbol have a sinc-
function shape and partly overlap in the frequency domain. This significantly increases the spectral
efficiency of the modulation scheme as compared to conventional non-overlapping multi-carrier
systems, but implies that the separation of the different tones at the RX can not be done by BP

filtering.

The discrete-time domain output sequence is expanded by inserting a zero-padded postfix ZP,
including a guard interval (Gl) to allow for fast band switching. Similar to the CP, the ZP aims to
combat the dispersion effects of the channel and collect maximum multipath energy while reducing
the crest factor of the signal waveform. Since the addition of a ZP increases the overhead in the
system, the ZP length is an important design parameter, which must be chosen in a trade-off
between robustness against ISI and effective data rate. The Gl on the other side ensures sufficient
time (9.5 ns) for the frequency synthesizers at both TX and RX to switch between the different sub-
bands. The baseband signal is directly converted to the desired RF center frequency provided by the

Time-Frequency Interleaving (TFI) block during each symbol slot.

The receiver architecture of the proposed MB-OFDM system is based on the so-called Zero-IF
topology, in which the RF signal is directly down-converted to baseband, thus minimizing the number
of signal processing stages and the overall receiver power consumption [11]. Through complex
mixing and subsequent low-pass filtering in the baseband, this architecture is able to suppress
nearby interferers, remove the undesired image of the signal and select the desired channel. Despite
eliminating the need of Intermediate Frequency (IF) stages and bulky off-chip Image Reject filters,

the Zero-IF receiver introduces the challenges of DC-offsets, 1/f-noise, LO leakage and 1/Q imbalance.
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To overcome these challenges, careful layout design, advanced digital signal processing and/or

alternative (e.g. Low-IF) receiver architectures may be considered.

CE &

| Phase Tracking

v |

Synchronisation/|
OLA FEQ Constellation
Remove Pilots Demapper

Viterbi

|
Decoder Descrambler

Deinterleaver —

N-pt FFT

>

Figure 2.5: MB-OFDM RX architecture

In a MB-OFDM Zero-IF receiver, as shown in Figure 2.5, the received signal y(¢) behind the antenna

is first passed through the RF analog front-end, consisting of a BP preselect filter and a Low Noise
Amplifier. The former serves to suppress out-of-band energy, pre-select the desired frequency band
and thus partially reject higher noise frequency components and image band signals. The latter is
used to amplify extremely weak signals without introducing additional distortions. The output of the
RF block is then directly down-converted to baseband in In-phase (I) and Quadrature (Q) branches.
The resulting |- and Q components are further passed in parallel through an LP anti-aliasing filter and

an analog-to-digital converter (ADC). The discrete-time signal y[#] is then introduced in parallel to a

coarse time/frequency synchronization block, which has to determine the arrival of a packet, as well
as to set the boundary of each frame and the proper window for the following FFT operation. After
channel estimation and demapping, the information tones are equalized, fed to a constellation
demapper, and finally processed by the deinterleaver and channel decoder in the reverse order of

transmission.

We next describe the common characteristics of the UWB wireless channel, and provide analytical
description of the correlation-based double-directional stochastic channel modelling approach used

to verify the developed MIMO schemes in a MATLAB simulation environment.

2.4 UWB Channel Modelling

The accurate design, analysis and validation of any UWB communication scheme require proper
characterisation of the propagation environment within the envisioned deployment scenarios. Due
to their huge bandwidth occupancy exceeding multiples of GHz, UWB systems need to account for
and potentially benefit from the fine time resolution of the arriving multipath components. The rich
scattering present in indoor environments further provides an ideal use case for multiple antennas:
by opening independent data pipes for capacity improvement; or by offering unique spatial
signatures to enable transmit diversity schemes and eventually enhance the system coverage,

robustness in terms of error probability, and resilience to interference.
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In the following, we briefly describe the modelling and measurement scenarios of the propagation
environment used to validate the developed algorithms and system designs described in this work.
After a brief overview of the physical properties of the UWB channel, we review the common
approaches used to model the large- and small-scale fading characteristics, with special focus on the

induced correlation in time-, frequency- and special domain when deploying multiple antennas.

For the purpose of system design and algorithm verification, the characteristics of the MIMO-UWB
channel have been reflected in three ways: for the majority of algorithm design and verification tasks
performed in MATLAB, we adopt the correlation-based stochastic MIMO-UWB channel model
described in [12]. We further evaluate the system performance using selected channel sounding data
from the measurement campaigns described in [13]. Finally, we verify the proposed MIMO detection
algorithms by means of the 4x4 offline MIMO-UWB test-bed over the real-air interface and

dedicated baseband signal processing on a Xilinx Virtex6 FPGA platform.

2.4.1 Physical Characteristics of the UWB Channel

In contrast to narrowband channels, where the signal bandwidth rarely exceeds 20 MHz, outdoor
and indoor measurement campaigns witnessed several phenomena resulting from the UWB
waveform. Due to the large number of scattering objects and obstacles present in indoor
environments, the number of resolvable paths, width of the angular spreads, and inter-arrival
statistics of the multipath components (MPCs) change significantly as compared to narrowband
channels. In particular, as the UWB receiver with its huge bandwidth is able to resolve much higher
number of MPCs, the arrival times of these components are no longer continuous, but rather
grouped in so called clusters, each resulting from various scattering objects such as walls, ceilings,

floors, cupboards, desks or any smaller object within the coverage area.

These observations paved the way for the establishment of a channel modelling sub-committee
within the IEEE 802.15.3a and IEEE 802.15.4a standardisation groups, which developed common
large- and small scale propagation models to characterise the UWB signal behaviour over short
distances. The resulting statistical UWB channel model (CM) defines the path-loss, shadowing and

small-scaled fading as follows:

The path loss is derived from the Friis’ equation (free-space path loss), using the geometric mean of
the lower and upper band frequencies as a center frequency f, = \/m, see also Section 4.1.1. For
the shadowing, a lognormal distribution with standard deviation 0, of 3 dB is adopted, i.e.
20log (1) o N(an';)-

The multipath model, i.e. small-scale fading, is based on a slight modification of the Saleh-Valenzuela

(S-V) model for indoor wideband channels [14] to better fit the findings of the conducted UWB

channel measurement campaigns. It defines the discrete time impulse response of the channel as
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L K
h) =y, ., 0-T,-1,), (2.4)

1=0 k=0

where «,; ; is the lognormally distributed multipath gain coefficient of the k th ray within the [th
cluster, T, the arrival time of the /th cluster, 7., the delay of the k th MPC relative to T, (by
definition 7,, = 0). The exponential decay of the channel power over the clusters is reflected by the
cluster decay factor 1", whereas the power decay within a cluster is characterised by the ray decay

factor 7.

The cluster and multipath (ray) arrival times are modelled as Poisson processes, given the cluster and

ray arrivals rates A and A respectively:

Py (LIT,_) = Aexp[-A(T, - T,,)], for [>0 (2.5)

Po (T 1 To)) = lexp[—l(z‘k,] — T(H)J):I, for k>0. (2.6)

The standard further defines four sets of CM parameters to account for different types on indoor
environments, including LOS (CM1 for 0-4 m range) and NLOS (CM2/3 over up to 4/10 m
respectively) scenarios, as well as large delay spreads of 25 ns (CM4). The main parameters of the

IEEE 802.15.3a UWB channel are summarised in Table 2.1.

Table 2.1: Main parameters of the IEEE 802.15.3a UWB CM1-4 in [16].

Model cMm1 cMm2 cm3 cM4
Parameter (0-4 m LOS) (0-4 m NLOS) | (4-10 m NLOS) | (4-10 m NLOS)
A (1/ns) 0.0233 0.4 0.0667 0.0667

A (1/ns) 2.5 0.5 2.1 2.1

r 7.1 5.5 14 24

Y 4.3 6.7 7.9 12

2.4.2 Correlation-based Double-directional Stochastic MIMO-UWB Channel Model

In general, the performance of spatially multiplexed MIMO systems and the potential enhancements
in spectral efficiency are substantially degraded in the case of highly correlated sub-channels [17]. To
allow for accurate and predictable evaluation of our MIMO detection schemes, a MIMO-UWB
channel model has therefore to reflect the spatial correlation among the different signal paths.
Simple modelling of the spatial correlation characteristic of the MIMO-UWB channel relies on
constant correlation coefficients extracted from measurement data and on the Kronecker model as
applied in narrowband and broadband systems [17]-[65]. More sophisticated stochastic approaches

take into account the geometry and both angular and temporal statistics of the UWB propagation
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channel to reflect the frequency dependence of the spatial correlation function. In the following, we
adopt the correlation-based double-directional stochastic MIMO-UWB channel model presented in
[12] to allow for deeper insight on the effect of spatial correlation as function of e.g. the antenna
spacing and frequency range. According to this model, the impulse response of the sub-channel from

TX antenna p to RX antenna g of the MIMO-UWB channel is given as

L K
B6,0,) = X Y @10 =T/ =TS0, ~6,,)80,-6,,,,),  (27)

1=0 k=0 “

hl‘?
where o is the complex channel coefficient of the k-th (k=(0,...,K)) ray of the [-th (

1=(0,...,L)) cluster, T,”* is the arrival time of the first ray of cluster /, and 7/} the corresponding

arrival time of ray k within this cluster. The Angle-of-Departure (AoD) and Angle-of-Arrival (AoA) of

the k -th ray of cluster / are further denoted by 6, , ,,, and 6, ,,, respectively. Note that in case of

linear TX and RX antenna arrays we omit for brevity the corresponding antenna indices of the AoD

and AoA parameters.

The impulse response of the double-directional MIMO channel can thus be constructed as

H(z,0 T> ) ZZH =ZZA’05(1‘ k1)5(9 kleD)é(eR_ek,l,AoA)’ (2.8)

1=0 k 0 k=0
with

o A Ll A o 1Ny

hy, ) a ay, & &

_ : pa : _ : pa : _ : pa :

H , = : o h : s A= oo : and P, = CE : ,

Ned Np.Ng Nped Np.Ng Ned Np.Ng

h; h; (o (o &l &l

standing for the MIMO channel matrix, amplitude- and Time-of-Arrival (ToA) matrices of the k -th ray

of the /-th cluster. The elements of the spatially correlated amplitude matrix A, , are modelled as

” — pkwlglﬂk,] , Wlth 5[ — 10V//20 and ﬂk,] — lo(ﬂk,1+vf_"‘f)/20 ,

where p,, =%1 accounts for the amplitude inversion due to reflections, & stands for the fading of
cluster [, and [)’U corresponds to the fading of ray k within this cluster. The lognormally distributed
cluster and ray fading (with mean g, ) are generated from zero-mean Gaussian RVs v, and v/}.
These RVs (and thus the elements of A, ) are derived from an N Ny X N.N correlation matrix
R,, =R/, ®R},, which is modelled as the Kronecker product of the spatial correlation matrices at

the transmitter and receiver, since the AoDs and AoAs are assumed independent RVs and are thus

perfectly separable from each other.



Chapter 2 Background of Ultra-Wideband Wireless Communications 16

For example, the elements of the NT><NT transmit correlation matrix RZ’, are the complex
correlation coefficients between two TX antenna elements p, und p; separated by the distance

pi-p;’ I.e.

pi = E{ ZCXP(

sin(z&‘m’kl,AoD )]} (2.9)

where f, is the center frequency, and @, .., is the AoD of the m-th (m=1,...,M ) irresolvable

path of the k-th ray of cluster [. With p;;” =1 for all p, = p;, and pp’ ” —(p,ffl’p’) , the TX

. . T .
correlation matrix sz can be written as

12 LNy
1 Py k.l
12\ 2.N.
5 1 SV
R}, = (p ".”) . Yl (2.10)

*

LNy ) 2N\ 1
el el

Finally, the ToA difference among the antenna array elements depends on the AoD (and AoA) and

the antenna spacing d, (and d ) of the TX and RX array respectively, as follows

g/fquEk/"'( D

dR Sin(ek,[,AOA) + (q _ 1)
C

d;sin(6,, ».p)
c

with ¢ being the speed of light. Further details on modelling the spatial correlation among the

entries of A, and P, can be found in [12].
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Figure 2.6: Typical realisation of a) the impulse responses, and b) PDPs of a spatially correlated 2x2

MIMO-UWB CM1.
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Figure 2.6 shows an example of the impulse responses h”%(n) of a spatially correlated 2 x2 MIMO-
UWB based on CM1 scenario (0-4m LOS) for d, =10 cm, d, =20 cm and sampling period
15, =0.167 ns. The channel statistics of the presented spatially correlated model prove consistent

with the modified Saleh-Valenzuela (S-V) model of IEEE802.15.3a SG in [16], as illustrated by e.g. the

cumulative distribution function (CDF) of the mean excess delay (MED) for CM1 shown in Figure 2.7.
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Figure 2.7: CDF of the mean excess delay of the spatially correlated MIMO-UWB channel model.

The spatial correlation characteristics in time and frequency are reflected by the complex correlation
coefficients P (dy) and Pg(f,dy), which in the case of a Single-Input Multiple-Output (SIMO)

channel are defined as

Z:IV:I (hu (n)—h" )(h]'z (n)- El,z)*
Vw5 R

IST(dR):E and

|2

E{(H (- (D) (H()-1(p)) |
E{|H” (f)-a" (f)|2}\/E{|H"2(f)—H"z(f)r}

ISF(f’dR)z \/

) (2.11)

with A" =1/N2:/=]hp“’(n) and I-_I”’q(f):E{H”’q(f)} for p=1, g=1,2. Figure 2.8 illustrates the
spatial correlation of the channel impulse responses for the 1X2 SIMO case in CM1 depending on
the RX antenna separation and sampling period 7. As expected, the spatial correlation decreases in
an oscillating manner with increasing antenna spacing and reaches values below 0.5 for d; equalling

half the maximum wavelength 4 /2=c/(2f,;)=4.7 cm of a MB-OFDM signal transmitted in

in

BG1. However, with decreasing channel resolution and higher sampling period 7, the spatial

correlation increases implying that systems with less bandwidth may not benefit from the channel
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diversity to its full extent. In fact, as the sampling period increases, more MPCs fall into the same
channel tap, causing higher correlation of the multipath time-of-arrivals (ToAs) among the MIMO

sub-channels and reducing the potential for spatial multiplexing systems.
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Figure 2.8: Absolute value of the spatial correlation coefficient of the SIMO channel impulse

responses.

Figure 2.9 depicts the frequency behaviour of the spatial correlation coefficient for the 1x2 SIMO

case in CM1 with variable RX antenna separation and 73 =0.167 ns. Similar to narrowband channels,

the spatial correlation decreases for higher antenna spacing and fixed frequency. Over the entire
frequency range, the correlation coefficient becomes lower for higher frequencies and fixed antenna
spacing as the antenna separation decreases in terms of wavelength. This is also true for the main

lobe width of the correlation coefficient that gradually decreases for higher frequencies.
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Chapter 3

Multiple-Input Multiple-Output Technology

Multiple-Input Multiple-Output (MIMO) systems have been widely considered a viable solution to
overcome the current limits in wireless communication. The application of Ultra-wideband (UWB) to
indoor environments, with the rich energy scattering and large angular spreads of the multipath
channel, provides an ideal scenario for deploying multiple antennas. By exploiting the spatial
dimension and thus unclosing additional degree of freedom for communication, MIMO systems can
effectively turn multipath propagation, considered initially a drawback in wireless communications,
into an advantage so as to linearly increase the capacity of the system, or improve its coverage and

robustness in terms of error probability.

The basic idea behind the MIMO approach is to combine the spatial dimension brought by the use of
multiple antennas with the time dimension in a way that would exploit the diversity present in a
multi-path fading environment to improve the quality of the link or, on the other hand, to increase
the spectral efficiency by opening parallel and independent data pipes in the system. The major

benefits which could be obtained by deploying multiple-antenna schemes are summarized below:

e Array gain - is defined as the average increase in SNR at the receiver due to the coherent
combining effect of using multiple antennas at the TX and/or RX side. The resulting
enhancement of the signal power leads to an increased range coverage and Quality of
Service (QoS). In order to achieve an array gain, MIMO systems typically require perfect

channel knowledge either at the transmitter or the receiver, or at both.

e Diversity gain - Diversity is the generic concept of introducing redundancy to overcome noise
and to increase the robustness of the system, and is typically characterized by the number of
independent fading paths in a channel (also referred to as diversity order). According to the
dimension which has been exploited, diversity can be categorized into temporal, frequency
or spatial diversity gain. In the first case, the transmitted symbols are repeated across time
by a combination of channel coding and interleaving schemes. This gain can be exploited
provided that the wireless channel has sufficient variations in time, i.e. the channel
coherence time is smaller than the duration of the coded interleaved symbol, which will
essentially turn into an independent replica of its original version. Frequency diversity on the
other hand provides replicas of the transmitted signal in the frequency domain, given that
the coherence bandwidth of the channel is smaller than that of the signal. Since in this case

different parts of the assigned spectrum will suffer independent fades, the probability that
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all signal copies will be in a deep fade simultaneously is rather small. This is effectively
exploited by e.g. coded interleaved OFDM systems, in which copies of the information
bearing bits are mapped to different, non-adjacent sub-carriers thus reducing the probability

of burst errors.

e Spatial multiplexing gain - In spatial multiplexing, multiple antennas at both transmitter and
receiver side are used to send independent data streams in parallel. In a rich scattering
environment, this technique allows to create several spatial data pipes within the same
frequency band, which significantly increases data rate and spectral efficiency. The channel
capacity increases linearly with the minimum number of transmit/receive antennas, at no

additional power consumption or increase in signal bandwidth.

e Interference suppression - By exploiting the spatial dimension provided by multiple antenna
elements, the receiver is able to suppress interfering signals in a way that is not possible with
a single antenna. Hence, the system can be tuned to be less susceptible to interference and
leads to an overall improvement of the Signal-to-Interference-plus-Noise-Ratio (SINR) and

system capacity.

The use of multiple antennas however implies an increase in hardware costs and computational
complexity of the system, as some of the blocks have to be replicated for each antenna branch. The
main challenge is therefore to find a reasonable trade-off between the capacity and/or performance
gains achieved by using multiple antennas, and the complexity incurred thereby. Moreover, due to
the conflicting demands on the spatial degree of freedom, some combination of the above-
mentioned benefits may be needed, i.e. a flexible trade-off between the multiplexing and diversity
gain needs to be found depending on the specific application requirements and propagation
constraints. It has been shown in [18] that for a classical i.i.d. frequency-flat Rayleigh fading MIMO
channel with optimal transceiver design, a diversity-multiplexing trade-off can be found along the

curve spanned by the equation

d(r)=(Ng =1)(Ny 1) (3.1)

where d =0,1,...,N;N; is the diversity gain, and I’:O,l,...,min{NT,NR} the multiplexing gain
respectively. Thus, it is not possible to simultaneously achieve full diversity and multiplexing gain, i.e.

maximizing transmission rate always comes at the expense of sacrificing system performance in

terms of BER, and vice versa.

While the benefits of MIMO have been widely studied and exploited in broadband MIMO-OFDM
wireless communications, the field of real-world implementation and verification of multiple antenna
UWB solutions is still unexplored. In this thesis, we have therefore focused on developing and

investigating suitable MIMO approaches from the perspective of low-complexity algorithm design
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and implementation-level constraints to allow for enhancements in spectral efficiency and

potentially highest data rates of the current ECMA-368 PHY/MAC standard.

3.1 MIMO-OFDM System Model

In the following we consider an Ny XN, discrete complex MIMO-OFDM signal model in the

frequency domain, where the received signal at a certain frequency tone is given by

Y=HS+W (3.2)

with S=[Sl,...,SNT]T and Y=[Yl,...,YNR]T being the transmitted and received tone vectors. W stands

. . . . . 2
for the zero-mean complex white Gaussian noise with variance o1, , and I, denotes an N, x N,
R

identity matrix. Since the channel coherence bandwidth exceeds the sub-carrier spacing of a MB-
OFDM signal, the MIMO channel matrix He C"" at a given frequency tone k can be considered
as frequency flat and has as elements the frequency responses Hﬁ(k,m) of the sub-paths between
the i -th transmit and j-th receive antenna at a symbol index m . Note that the above system model

applies for each sub-band index [, which has been omitted here for brevity.

3.2 Multiple Antenna Techniques at the Transmitter

3.2.1 Spatial Multiplexing

Traditionally, multiple antennas have been used to obtain maximum diversity gain in order to
combat the channel fading caused by multi-path propagation, and thus improve the SNR and system

performance in terms of error propagation. In Spatial Multiplexing (SMUX) schemes (as used in e.g.

V-BLAST architectures [19]) alternatively, the payload data are demultiplexed into NT independent

sub-streams, which are then simultaneously transmitted on the NT antennas. At the receiver, after

having estimated the MIMO channel, the individual sub-streams are recovered out of the received
signal mixture by various decoding algorithms and then multiplexed to the original data stream, as

has been schematically depicted in Figure 3.1.
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Figure 3.1: Spatial Multiplexing scheme for MIMO Wireless Communications.

While the RX possesses knowledge of the channel and may thus provide some receive diversity, the
system cannot achieve any transmit diversity gain since the bit streams are completely independent
from each other as they carry different data. In contrast to spatial diversity schemes which attempt
to counteract fading, SMUX suggests that fading can in fact be beneficial through increasing the
degrees of freedom available for communication. Essentially, if the path gains between individual
transmit-receive antenna pairs fade independently, the MIMO channel itself can be sub-divided in
multiple spatial data pipes, which then allow for a multiple increase in throughput and data rate.
Foschini and Telatar showed in [1][2] that, e.g. in uncorrelated Rayleigh fading channels, the ergodic
capacity grows linearly with the minimum of the number of transmit and receive antennas provided
that the SNR is sufficiently high. This increase in data rate requires virtually no additional power or
system bandwidth, but may be slightly degraded in practical systems due to imperfections and

correlation constraints of the wireless channel.

3.2.2 Dual Mode Transmission

The so-called Dual mode operation has been recently considered within the WiMedia Alliance as a
candidate for enhancing the current ECMA-368 standard towards Very High Data Rate (VHDR)
communications. In contrast to the alternative of doubling the bandwidth and FFT size, the dual
mode is based on the existing WiMedia system architecture, preserving the frequency band of 528
MHz and 128-point FFT size. The enhancement in throughput is achieved by virtually doubling the
system bandwidth through demultiplexing the transmitted signals on two antenna branches, and up-
converting them to (not necessarily) adjacent sub-bands. This is illustrated in Figure 3.2, where the
receiver has e.g. four antenna elements in order to combine the independent data streams and

introduce diversity to the system.

Main advantage of this technique as compared to using an e.g. 256-pt FFT is its back-compatibility to
the existing ECMA-368 architecture and data/pilot allocation, the ability to exploit diversity gain

through band switching, as well as the more efficient multiple-user support.
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Figure 3.2: Dual mode operation of MB-OFDM with multiple antennas

Another benefit is the reduced non-linearity and dynamic range requirements for the RF circuitry
(ADC/DAC, power amplifiers, BP filters), as well as the improved robustness to interference.
Moreover, this approach reduces the complexity and power consumption of the IFFT-/FFT blocks
compared with the 1056-MHz mode and ensures better backward-compatibility to the current

ECMA-368 standard.

Basically, one can exploit dual mode transmission in two ways. Similar to spatial multiplexing, it can
double the capacity of the system if the transmit signals on both antenna branches are completely
independent. Signal separation and MIMO combining in this case may be performed by pure band-
pass filtering of the received signals due to the orthogonality of both frequency band groups. This
reduces the complexity of equalization and decoding while further improving the interference
suppression and robustness of the system as compared to conventional spatial multiplexing
schemes. Alternatively, one may exploit the channelization on different bands in order to add
diversity to the system, e.g. by simultaneously transmitting the same user information on the two

parallel frequency channels (or even whole band groups).

Regardless of the aforementioned advantages, the dual mode transmission still implies replication of
the RF chains in both TX and RX, including separate frequency circuits to control the channel
mapping on both band groups. For application scenarios requiring VHDR, e.g. in short-range
communication between set-up boxes or HDTV devices, enough space for placing two or even more

antennas should be available.

3.2.3 Diversity Schemes in Space, Time and Frequency

Due to the low power emissions of UWB as imposed by regulators and the stringent requirements for
interference-free coexistence with incumbent licensed co-located and adjacent band services (e.g.
WiMAX, IEEE 802.11a/n, Military and Civil Aeronautical Radars), the coverage of UWB

communications is limited to several meters, not exceeding 10 m for the lowest data rates und most
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robust error correction schemes. This inevitably motivates the deployment of various diversity
schemes to exploit the spatial, time- and/or frequency dimension and enhance the robustness of the

communication link (in terms of BER) or the coverage of the system.

While SMUX schemes provide an effective way to linearly increase the capacity of MIMO-UWB,
decoding the transmitted constellation points still requires that the number of RX antennas be at
least equal to the number of independent data streams. Linear decoding such as ZF or MMSE, or
Successive Interference Cancellation (SIC) as used in V-BLAST architectures thus becomes viable only
at fixed Access Points (AP) or Base Stations (BS), where the space available, power consumption and
processing capabilities allow for placing higher number of RX antennas. For mobile, hand-held
devices it may thus be much more reasonable to deploy some sort of diversity schemes, which

typically require only a single antenna at the RX, implying that the code rate cannot exceed one.

3.2.3.1 Time- and Frequency Domain Spreading

A straightforward way to provide diversity in the system is by repeatedly placing (spreading) the
same information on adjacent or consecutive symbols blocks. The ECMA-368 standard already
specifies two simple forms of time- and frequency spreading, which are applied depending on the

data rate of transmission and the channel conditions.

For data rates lower or equal to 200 Mbps, Time Domain Spreading (TDS) duplicates the k-th
subcarrier of an even symbol by swapping the real and imaginary parts, scrambling the outcome and
placing it on the —k -th position of the succeeding symbol. Note that this technique provides a
diversity order of two, and further reduces the correlation between adjacent OFDM symbols, even

when frequency hopping is not applied.

Frequency Domain Spreading (FDS) on the other hand is always used in combination with TDS for the
lowest data rates (53.3 Mbps and 80 Mbps) supported by the system. The main idea behind FDS is to
ensure that a data symbol will be impacted by possibly independent channel fading levels, allowing
the RX to reliably extract the data by using e.g. Maximum-Ratio-Combining (MRC) even in the case of
deep channel fades. In FDS, a constellation point is placed on two frequency-symmetric subcarriers,
i.e. subcarrier —k being the conjugate of subcarrier k, ensuring the OFDM spectrum becomes
conjugate-symmetric. This mechanism relaxes the requirements for the digital-to-analog conversion
(DAC) at the TX, as the OFDM signal becomes real-valued and the DAC for the quadrature channel
can be simply turned off. Note that in this case, TDS simply replicates and scrambles the subcarriers
of a symbol to the adjacent symbol in time. Depending on whether the system applies frequency
hopping or not, FDS in combination with TDS can achieve a maximum diversity order of four,
whereas even in a non-hopping case this techniques doubles the energy per bit at the RX, thus

improving system performance in terms of error propagation.
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3.2.3.2 Orthogonal Space-Time-Frequency Coding

Space-Time-Block coding (STBC) is already well explored and widely implemented in narrowband and
broadband wireless systems, including standards such as IEEE 802.11n, WiMAX, or LTE. The most

prominent example of STBC is the so-called Alamouti scheme [20] for transmission with two

antennas. According to it, every two symbols §, and S, are grouped together and transmitted
simultaneously over the antennas, see Figure 3.3. In the next symbol period, the same information,
but orthogonal to the first block, i.e. —S; and Sl*, is placed on the first and second antenna

respectively. This simple but ingenious scheme is known as the only full-rate and full-diversity code
for both real and complex signal constellations, for which an efficient linear combination algorithm
exists. Besides doubling the effective SNR at the output of the decoder, it provides soft-decision
output for the succeeding channel decoding stage, thus increasing the reliability of error correction.
Finally, it does not require any CSl at the transmitter, i.e. the system can operate in open loop
without the need of costly (in terms of bandwidth or throughput) or possibly out-dated feedback

from the receiver.
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Figure 3.3: Space-Time-Block Coding with Alamouti scheme

Main restriction of the Alamouti code however, is that it applies to only two TX antennas. There has
been substantial research on more sophisticated coding schemes applicable to MIMO systems with a
higher number of antennas using the theory of orthogonal code designs [21]. For MB-OFDM UWSB, a
complete Space-Time-Frequency (STF) coding framework, profound analysis of system performance
and achievable diversity gains is presented in [22]. In Section 5.4, we further provide practical
examples of the application of rate 3/4 orthogonal STF codes for 3 and 4 TX antennas to MIMO MB-
OFDM. Note that this rate has been proven to be the maximum achievable one for systems with
more than two TX antennas. In fact, the coding matrices can be applied either in the time- or
frequency domain, the basic prerequisite being that the channel response remain constant at least
for the duration of four symbol blocks. This implies that when deployed for MB-OFDM in the time
domain, the TX has to operate in Fixed-Frequency Interleaving (FFI) mode, i.e. on a single frequency

band, using TFCs 5, 6 or 7 only.
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3.2.4 Antenna Subset Selection

In a closed-loop system where some kind of CSl is available at the TX, combining STFC with antenna
selection may become a viable solution to save power consumption and reduce error propagation. In
case more than two TX antennas are present in the system, the Alamouti code may for example be
combined with antenna selection techniques, which rely on full or partial knowledge of the CSI in
order to select the best TX antenna pair. This alleviates the power consumption and non-linearity
requirements of the TX frontend, as the RF chains unable to provide sufficient link quality can be
simply switched off. Such kind of a cognitive system design certainly is of interest for future research

on the optimal trade-off between induced complexity and diversity exploitation.

3.3 MIMO Combining at the Receiver

The inherent task of the MIMO receiver is to extract and/or combine the individual data streams out
of the mixture of interfering signals at each RX antenna branch. In addition to this, it has to
compensate for the multipath fading and additive noise effects that distort the received signal. In
case of MIMO systems with spatial multiplexing, the most common detection schemes are based on
either sub-optimal linear receivers such as ZF and MMSE, or more sophisticated non-linear
algorithms such as V-BLAST and (O)SIC, and Sphere- or K-Best decoding with close-to-ML

performance.

In the following, we briefly review the basic features and operation of the abovementioned receivers
and compare their BER performances with a reference Maximum Likelihood (ML) decoder with

exhaustive search over all possible solutions.

3.3.1 Linear Receivers
Starting with the system model in Eq. (3.2), a straightforward approach to recover the transmitted
tone vector S out of the received mixture Y is to multiply the latter with an equalizer matrix G,
such that the estimate S=GY is a weighted linear combination of the received signal. The ZF
algorithm attempts to perfectly suppress the mutual interference between the N parallel layers by

directly inverting the MIMO channel, i.e.
_ Hyph-lyrH _ xxt
G,,=(H'H)H" =H’, (3.3)
where H' is the Moore-Ponrose pseudo-inverse of the channel matrix H. . It is well known that the

ZF receiver is error-dependent on the covariance matrix of the noise component, which leads to

noise amplification and sub-optimal performance.
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An MMSE MIMO receiver, on the other hand, searches for an equalizing matrix which minimizes the
overall mean-square error due to noise and mutual interference, however at the cost of separation

quality of the signals [23]

MMSE

G = (HHH+%I)1HH, (3.4)

where p = 652 /(NTaj) stands for the SNR at the decoder input.

While both linear receivers require nearly the same order of computational effort, their performance
becomes very close for OFDM-based transmission und frequency-selective fading channels,
especially in the high SNR regime. For low SNR, the MMSE RX is reported to marginally outperform ZF
in terms of BER performance, however with the unrealistic assumption of perfect SNR estimation at
the RX. Efficient approaches for SNR estimation in the frequency domain may reach its actual value,
however often at the price of reduced spectral efficiency or increased complexity of the digital
baseband processing. The use of more rough estimates of the signal power (as needed by the AGC)
will degrade the quality of the MMSE signal separation and eventually converge its performance to
that of ZF [24]. It therefore poses a trade-off between the reduced noise amplification and the worse

interference suppression as compared to ZF.

Regarding the computational complexity of linear MIMO receivers like ZF and MMSE, most
approaches present in literature aim at an efficient matrix-inversion. Using the Cramer’s Rule for

efficient computation of a matrix inverse, the computational complexity of ZF and MMSE in a

symmetric N XN,  MIMO system is reported to grow exponentially with the number of

transmit/receive antennas N, [85].

3.3.2 Successive Interference Cancellation for V-BLAST Architectures

The basic idea behind Successive Interference Cancellation is that unlike linear receivers the
estimates of the transmitted parallel data streams are no longer extracted at once, but rather one
after the other. Indeed, the SIC receiver exploits the fact that the decoded symbols belong to the
same constellation alphabet, and cancels the contribution of each successively decoded layer out of
the received signal mixture before decoding the next layer. Unfortunately, the performance of such a
detect-and-cancel strategy is dominated by the stream which is detected first and highly depends on
the correct ordering, leading to error propagation in the subsequent stages. The original V-BLAST
algorithm is known to find the optimal ordering with respect to the BER performance by minimizing
the noise component on the symbol estimate at each detection layer, thus reducing the error
propagation in the following stages. Clearly, the nonlinear V-BLAST receiver with both ZF- and MMSE-

criterion is able to outperform its linear counterparts, as shown in Figure 3.4. Note that the pre-
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processing stage of the V-BLAST algorithm still requires a costly (yet reduced) matrix inversion for

every iteration, however its total complexity remains in the order of that of linear receivers [23].

More sophisticated approaches focus on iterative QR-decomposition of the estimated MIMO channel
matrix, with no need of matrix inversions. Sorted QR-decomposition open the way for an efficient
implementation of various MIMO detection algorithms, starting from simple linear receivers, ordered
successive interference cancellation schemes as used in V-BLAST architectures, or close-to-ML tree-
search algorithms like sphere decoding. While such iterative approaches add a small penalty in terms
of system performance and throughput, they still provide significant performance improvement and
high potential for complexity reductions of the baseband MIMO processing. Detailed description of

MIMO decoding with (sorted-) QR decomposition is provided in Chapter 5, Sections 5.2 and 5.3.

3.3.3 Close-to-ML Efficient MIMO Processing

Maximum Likelihood has been widely reported to achieve the optimal performance among all MIMO

detection algorithms. It tries to find the symbol vector S which has been most likely transmitted by

minimizing the squared error from the received signal
A 2
S= argrnin{”Y - HS” } . (3.5)
S

Although the ML receiver is considered optimal in the sense that it provides a full N diversity order

and minimum power losses, its exhaustive search over a total of M™ candidate constellation points
(out of an M -ary alphabet) results in an exponential increase of the computational complexity in
case of higher modulation schemes. With the exception of BPSK and QPSK modulations, the
exhaustive search ML thus becomes prohibitive for both verification and implementation purposes,
and has been shown here only as reference. Note that implementation-specific MIMO detection
schemes such as K-Best decoding or Sphere Decoding with early termination have been reported in
[23] to achieve close-to-ML performance at significant reduction of the computational and

implementation complexity.

In order to significantly reduce the receiver complexity and alleviate the requirements to the digital
baseband, the MIMO combining block in Figure 3.1 is based on the ZF and MMSE linear receivers, as

well as QR-based nonlinear (O)SIC detectors.

In Figure 3.4, we compare the uncoded vs. coded measured BER performance for various types of
MIMO combining schemes, including common linear receiver (ZF/MMSE), QRD-based (O)SIC and V-
BLAST detectors, as well as sub-optimal K-Best and extensive search ML solutions. As expected, the
ML-based solutions clearly outperform the linear and (O)SIC receivers for uncoded transmission. This
performance gap however is almost closed in a coded VHDR MB-OFDM system with soft-decision

input to channel decoder (see Figure 3.4d)), given the fact that the ML receiver delivers only hard
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outputs and thus cannot benefit from the reliability information carried by the Log-Likelihood Ratios
(LLRs) in the subsequent processing stage. This result together with the attractive low-complexity of
QRD-based receivers has motivated the choice of candidate MIMO schemes for FPGA

implementation to the MMSE QRD-based linear and sorted SIC receivers, see Section 5.2 and 5.3 for

further details.
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Figure 3.4: Measured BER performance of uncoded vs. coded 3x4 MIMO MB-OFDM with different
decoders in 1m LOS a,b) HDR ( R, =3/4, DCM) and c,d) VHDR ( R, =1/2, 16-QAM).

3.3.4 MIMO Decoding for Diversity Schemes

STFC implies that the symbols are usually decoded by a Maximum Likelihood algorithm at the RX,
applying an extensive search over all possible combinations of transmitted constellation pairs. While
being optimal in terms of achievable performance, the ML becomes prohibitively complex for higher
order modulation schemes like 16-QAM, where a total of 16*°=65536 possible constellation pairs have
to be searched for in a system with e.g. 4 TX antennas. Another disadvantage of ML is that it provides

only hard-decision output, thus preventing the succeeding channel decoder from exploiting any

reliability information of the incoming bits.
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For orthogonal STFC codes, combining at the receiver is substantially relaxed, as the symbols on a
given subcarrier can be decoded independently from all other tones, using mostly simple linear
equations, see Section 5.4 for more details. Note that the deployment of STFC schemes to OFDM is
straightforward and performed on subcarrier basis, preceding the actual OFDM modulation.
Recalling that channel coding in OFDM-based systems essentially introduces frequency diversity,
further encoding of the information tones on different independent spatial pipes increases the

degree of freedom proportional to the product of the number of TX and RX antennas.



32

Chapter 4

System Design of a MIMO MB-OFDM System

4.1 Concept of a Modular MIMO-UWB System

The general concept of a MIMO-UWB wireless system is based on an ECMA-368 MB-OFDM conform
data-path simulator and an offline MIMO-UWRB test-bed featuring multiple antennas on both sides of
the communication link. The block diagram of this modular system including digital signal processing

in MATLAB and real-air interface via the test-bed is shown in Figure 4.1.
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Figure 4.1: General concept of a modular MIMO MB-OFDM system.

Depending on the specific deployment scenario, the
selected MIMO scheme can thus be developed under
the common MATLAB environment, easily uploaded to
the MIMO test-bed, transmitted over the air, and finally
verified under the effects of real-world constraints.
While this approach preserves the flexibility and
modularity of algorithm development, it facilitates the
extensive research on and evaluation of the achievable

performance gains by employing multiple antennas

under realistic propagation conditions.
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In the evolved set-up of the MIMO-UWB test-bed, the transmitter is composed of two Tektronix
AWG7102 arbitrary waveform generators (AWGs), each one supporting two channels with up to 10
GSPS, 5.8 GHz analog bandwidth and 32 mega sample (MS) waveform length per channel. The AWG
enables the direct generation of RF signals, via the DAC, up to the effective frequency of 5.8 GHz and
offers the capability to add real world signal imperfections. The direct generation of IF or RF signals
avoids 1/Q degradations and time-consuming adjustments associated with traditional methods using

I/Q modulators.

On the receiver side, a Tektronix DPO71604 digital phosphor oscilloscope (DPO) provides 4 channels
with up to 50 GSPS per channel and 16 GHz analog frequency span. Among its time-, spectral and
PSD testing capabilities, the DPO has been mainly utilized to reliably capture the transmitted MIMO

waveforms for further offline processing and algorithm verification in MATLAB.

In case of spatial multiplexing, multiple independent data lines are generated in the transmitter and
uploaded to the AWGs in order to linearly increase the spectral efficiency of the system. The
waveform generator directly converts the input I/Q streams to IF/RF signals to be synchronously
transmitted over the channel. These signals are then acquired by up to four receive UWB antennas,
band-pass filtered, amplified, sampled by the high-speed ADCs of the DPO, and transferred back to
MATLAB for further processing. Linear receivers such as Minimum Mean Square Error (MMSE), non-
linear Ordered Successive Interference Cancellation (O-SIC) receivers, or optimized solutions thereof
(e.g. MMSE-based Sorted QR-Decomposition) can thus be easily integrated and evaluated under
common programming environment. Alternatively, if one chooses to verify a MIMO diversity scheme
like Space-Time-Frequency Coding (STFC) or Singular Value Decomposition (SVD) based power
allocation as described in [25], no further hardware changes have to be applied to the test-bed and
only the appropriate encoding/decoding algorithm has to be loaded. In addition, modular FPGA
platforms featuring designated MIMO algorithms can be easily integrated into the existing MATLAB
chain in order to evaluate their performance under realistic channel conditions and HW

imperfections.

For such hardware-in-the-loop simulations, we have selected the Xilinx ML605 development board,
see Figure 4.2, featuring high-speed Virtex6 FPGA (XC6VLX240T) with sufficiently large memory and
convenient interface to the MATLAB host PC. This approach allows considerably faster processing of
the selected algorithms on FPGA, irrespective of the slow MATLAB computations in the rest of the
signal chain. The proposed MIMO detection algorithms in Chapter 5 have been implemented by
partner VTT of the EUWB FP-7 Integrated Project, using the VHDL language and Xilinx System
Generator. The design exploits the hardware-friendly parallel fixed-point logic and deep pipelining to
maximize the throughput of the system. Notes on the implementation complexity and resource

utilization are summarized in Section 5.6.4 and revealed in detail in [26].
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Figure 4.2: Xilinx ML605 development board with Virtex 6 XC6VLX240T FPGA.
4.1.1 System Level Considerations

4.1.1.1 Link Budget and Coverage of MIMO MB-OFDM

The successful design of any high data rate wireless system relies on the careful examination of the
various factors and technical requirements which should be traded off to realize a given cost and
level of reliability for a communications link. Given the worldwide UWB regulations, the selection
criteria and the Ultra-wideband indoor Path-Loss Model specified by the IEEE 802.15.3a TG channel
modelling committee [15], the link budget of the proposed MIMO MB-OFDM system takes into
account the allowed power level of transmission for UWB devices, the path-loss attenuation and
possible implementation losses at the RX side. The total transmit power within e.g. Band Group 1
(3.168 GHz to 4.752 GHz) can be adopted directly from the FCC and European spectrum regulations,

which restrict the PSD of the transmitted UWB signal in 1-MHz bandwidth to -41.25 dBm

P, =—41.25+10log,,(f, - f.). [dBm] (4.1)

with f; and f, being the lower and upper frequency of the instantaneous frequency band of
transmission. Note that according to current regulation in Europe, frequency-hopping UWB devices
are allowed to transmit with the maximum allowed power of -9.3 dBm in the mandatory Band Group

1, provided they are able to apply flexible Detect-And-Avoid (DAA) techniques.

According to Friis’ transmission equation, the free-space path loss describes the large scale fading of

the transmitted power

PL(fg,d):2010g(4ﬂfgd), (4.2)
C

where f, =\/f_f, is the geometric mean of f, and f;, d is the distance between TX and RX, and

c is the speed of light. It is obvious that the path loss is directly proportional to the distance d
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raised to a path loss exponent ¥, which in the case of free space equals 2. In general, the path loss is

given as

PL(d)=PL, +107/10g10(di)+5(d), [dB], (4.3)

0

where PL; is the fixed intercept point of the path loss at d,=1 m, and S(d) is the lognormal
shadowing fading component.
The statistical path loss model derived in [15] further treats the path loss exponent j/ocN(,uy,Gy)

and shadowing standard deviation o0 o< N(i,0) as normally distributed random variables, which
can be modelled depending on the propagation environment (LOS or NLOS) and indoor location:

Y=HW,+no,, O0=U;+n0, and S=n,0, where n,n,n,<N(0,1) are zero-mean Gaussian
variables. Table 4.1 summarizes the main parameters of the statistical path loss model in (4.3).

Table 4.1: Main parameters of the WPAN IEEE 802.15.3a statistical path loss model in [15].

Parameter LOS NLOS
PL, (dB) 47 50.5
u, 1.7 3.5
o, 0.3 0.97
g 1.6 2.7
o 0.5 0.98

Assuming further isotropic antennas with zero transmit and receive antenna gain (G, = G, =0 dBi),

the received signal power in dBm is
P, =P.+G,.+Gy —PL(d). [dBm] (4.4)

The link budget of the MIMO MB-OFDM system can therefore be derived from the definition of the
Noise Figure (NF) of the receiver, i.e.
SNR.

WRJ’ [dB] (4.5)

ou

NF = IOIOgm(

where SNR_ =P, /P  is the Signal-to-Noise Ratio (SNR) at the receive antenna input, and
SNR  =(ER )/ (NJW) is the required SNR necessary for the RX to achieve the required level of

reliability in terms of BER. Note that for MIMO transmissions, the value of SNR, is typically

10log,,(N;) dB lower than that of the corresponding of a single-antenna system.
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The term P, =kTB stands for the thermal noise power at the RX with k =1.38x10"J/K being the
Boltzman's constant, 7 =290K the system room temperature. The instantaneous channel- and
signal bandwidth are denoted by B and W, respectively. Note that the primary sources for the NF
are the Low Noise Amplifier (LNA) and mixer at the receiver RF front-end. Including the losses
associated with the pre-select band-pass filter and transmit/receive switch, a typical NF of the

proposed system accounts for 6.6 dB [7].

Assuming the measured channel bandwidth equals the system bandwidth (B =W ), the receiver
sensitivity P, .. is given as

P

R.,min

= 101og10(%j +10log,,(kT)+10log,,(R,,)+ NF+1, [dBm] (4.6)

0

where the Implementation Loss (/) component has been included to account for the losses due to
ZP overhead, front-end filtering, clipping of the DAC, channel estimation, clock frequency mismatch,

carrier offset recovery and further imperfections at the receiver [7].

The ratio E, / N, of the energy per bit to noise power spectral density is calculated based on the SNR

(average power of the OFDM waveform divided by the noise power) as

E f. N, G G N __+N
i:mﬁaaﬁﬂfm%m:WRﬁgmﬁgijm%m, (4.7)

where m is the number of bits per modulated tone, R, is the code rate after puncturing, R, the
data rate, G,y and G, are the time- and frequency domain spreading factors. The number of user

data and pilot sub-carriers in a MB-OFDM symbol is denoted by N.

info

and N; respectively, whereas

Ny and N, stand for the length of the FFT and ZP. The factors G- and Gy, reflect the gains
due to frequency hopping and MIMO coding (G0 =3/4 in case of STFC with N, =3,4, and

G0 =1 otherwise) in the system.

Finally, the Link Margin (M ) of the system is calculated as the difference of the actual received

signal strength and the receiver sensitivity

M =P, —PBy,.. [dB] (4.8)

,min

and corresponds to the degree of freedom, or excess signal strength available in the system, which is
required to perform reliable detection and overcome the losses due to multipath fading. Figure 4.3
shows the PER performance of 160 Mbps HDR Mode in CM1 as function of the maximum achievable
distance and number of antennas in a spatially multiplexed system. Note that the distance has been

calculated using the path loss model described above and the minimum required E, /N, to achieve

a Frame Error Rate (FER) of 8% over the best 90% of 100 CM1 realizations. While the coverage of
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symmetric MIMO systems is decreased as compared to the SISO case due to the lower instantaneous
SNR, each additional receive antenna delivers both array gain and substantial diversity gains. These
reduce the sensitivity level of the MIMO system and therefore allow for significantly improved

coverage, whereas spatial multiplexing still provides the linear increase in spectral efficiency.
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Figure 4.3: PER of MB-OFDM as function of the achievable distance in CM1 for different antenna

configurations (R. =1/2, QPSK).

Table 4.2 summarizes the main results of the link budget analysis for various HDR modes in AWGN
channel. It can be concluded that the excess link margin and RX sensitivity levels for the different

data rate modes are sufficiently high to guarantee reliable detection at the receiver.

Table 4.2: Link budget of HDR MB-OFDM in AWGN

Datarate R, (Mbps) 160 200 320 400 480
Total TX Power P (dBm) -9.3 9.3 9.3 -9.3 -9.3
Path Loss PL(d) (dB) 64.2 56.2 56.2 56.2 56.2

@10m @4m @4m @4m @4m
RX Power P, (dBm) 735 -65.5 -65.5 -65.5 -65.5
Total Noise Power (dBm) -85.3 -84.4 -82.3 -81.4 -80.6
RX Noise Figure NF' (dB) 6.6 6.6 6.6 6.6 6.6
Required E, / N, (dB) 6.9 7.4 7.0 7.4 7.7
Implementation Loss I (dB) 2.5 2.5 2.5 2.5 2.5
RX Sensitivity B, ;. (dBm) -75.9 -74.5 -72.8 -71.5 -70.4
Link Margin M (dB) 2.5 9.0 7.3 6.0 4.9
Maximum distance d_, for M =3 dB 9.4 8.0 6.6 5.7 5.0
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Table 4.3 summarizes the main results of the link budget calculation for VHDR MB-OFDM under real
MIMO channel conditions over 1m LOS and 800 Mbps, 960 Mbps, and 1280 Mbps data rate per
antenna branch. It can be concluded that the excess link margin and RX sensitivity levels for the
different data rate transmission modes are sufficiently high to guarantee reliable detection at the

receiver.

Table 4.3: Link budget of VHDR MB-OFDM in 1m LOS

Datarate R, (Mbps) 800 960 1280
Total TX Power P, (dBm) -11 -11 -11
Path Loss F} at 1m (dB) 44 44 44
RX Power P (dBm) -55 -55 -55
Total Noise Power (dBm) -85 -84 -83
RX Noise Figure NF' (dB) 7 7 7
Required E, /N, (dB) 10 11 12
Implementation Loss / (dB) 3 3 3
RX Sensitivity F, . (dBm) -65 -63 -61
Link Margin M (dB) 10 8 6

4.1.2 System Parameters and Frame Structure

In VHDR mode operation, the system bandwidth can be virtually increased in two ways. One
approach is to double the FFT size and number of information tones per symbol, while preserving the
symbol duration and length of the ZP [27]. With the aim to increase the capacity of the existing
WiMedia standard, the instantaneous bandwidth and FFT size of the VHDR MB-OFDM mode has
been doubled to 1056 MHz and 256-pt respectively. This combined scaling of the main parameters of
the HDR mode (528 MHz and 128-pt FFT) preserves the frequency separation between the sub-

carriers as well as the overall time duration of the MB-OFDM signal and ZP part of it.
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Figure 4.4: VHDR frequency band plan
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Table 4.4 gives an overview of the core parameters of the described MB-OFDM system. Because of
the doubled bandwidth of the system, an extended VHDR MB-OFDM frequency band plan has been
proposed. In this way, two adjacent sub-bands are grouped together in 1-GHz-wide overlapping
bands within a BG, as illustrated in Figure 4.4. Note as well that the VHDR mode assumes no

frequency hopping.

Further, the preamble structure of the proposed MIMO VHDR MB-OFDM has been adopted from the
HDR mode of the ECMA-368 PHY by doubling the size of the MB-OFDM symbol to 330 samples. Each
frame consists of a preamble part, a PLCP header and payload data. The preamble itself comprises 21
time domain packet synchronization (PS) symbols to aid the coarse time acquisition at the receiver, 3
fine frame synchronization (FS) and 6 symbols for channel estimation (CE). The 330-samples long PS
symbols are constructed in the time domain either by resampling the HDR PS symbols, each
generated from a PN sequence of 8x16 samples with the corresponding ZP, by factor 2. The PS
sequence has to exhibit good autocorrelation properties and is uniquely specified for each TFC, i.e.

logical channel.

Table 4.4: Timing- and rate dependent parameters of HDR/VHDR MB-OFDM

Parameter HDR mode VHDR mode

Symbol rate (Msymb/s) 3.2 6.4

Channel bit rate (Mbps) 640 1280 2560
Information rate (Mbps) [106.7| 160 | 200 | 320 | 400 | 480 |640| 800 960 | 1280 | 1600 | 1920
Code rate 1/3 | 1/2 | 5/8 | 1/2 | 5/8 | 3/4 (1/2| 5/8 3/4 1/2 5/8 3/4
TDS/FDS factor 2/1 1/1 1/1

Modulation QPSK DCM QPSK 16-QAM
Instantaneous BW (MHz) 528 1056

FFT size (pt) 128 256

Number of data tones 100 200

Number of pilot ones 12 24

Number of guard ones 10 20

ijrr:s(l)elss per OFDM 165 330

ZP samples 37 74

Subcarrier spacing (MHz) 4.125 4.125

ZP duration (ns) 70.08 70.08

Guard interval (ns) 9.5 9.5

FFT period (ns) 242.42 242.42
mli'a?iza'\(/'nz‘)’mbm 312.5 3125
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As described in Section 3.2.2, dual mode is an effective scheme to virtually double the instantaneous
bandwidth of the system, by interleaving the data signals on two independent RF branches and up-
converting them to different (not necessarily adjacent) sub-bands or even whole band groups. In
compliance with worldwide regulations on frequency allocation for UWB devices in Europe, the
developed MIMO VHDR MB-OFDM system supports dual mode transmission in two parallel band
groups. The lower BG1 (3168 MHz — 4752 MHz) is the mandatory frequency band for operation of
Mode 1 WiMedia devices, while BG6 (7392 MHz — 8976 MHz) is intended to enable worldwide

support for next-generation UWB devices.
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Figure 4.5: PHY Header bit assignment

Figure 4.5 depicts the extended PHY header assignment proposed to support MIMO transmission.
Depending on the data rate (RATE), we propose to set the reserved bits R1-R5 according to the
values given in Table 4.5. The motivation behind modifying the PHY header of the ECMA-368
standard lies in the fact that the RX has to acquire the number of TX antennas before MIMO
combining. Alternative approach is to define orthogonal preamble sequences for each TX antennas
and correlate them in parallel during synchronization in order to obtain the number of transmit

branches.

Table 4.5: Bit assignment for rate-dependent parameters

Rate (Mbps) Transmission mode R1-R5
53.3 HDR 00000
80 HDR 00001
106.7 HDR 00010
160 HDR 00011
200 HDR 00100
320 HDR 00101
400 HDR 00110
480 HDR 00111
640 VHDR 01100
800 VHDR 01101
960 VHDR 01110
1280 VHDR 01111
1600 VHDR 10000
1920 VHDR 10001

In Table 4.6, the supported MIMO configurations and PHY header bit assignment for the HDR and

VHDR mode are specified.
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Table 4.6: Supported MIMO modes

Mode (ID) NT NR A1-A3 M1-M2 Data rate Remark
(R35-R37) | (R38-R39) HoR | VHDR

1 1 1 000 00 480 960 Reference mode

2 2 2 100 00 960 1920 | Dual mode

3 3 4 010 00 1440 2880 | SMUX

4 4 2 110 10 480 960 STFC

4.1.2.1

Standard Frame Structure and MIMO Preamble Design

The ECMA-368 PHY layer specification defines two types of PPDU frames structures for standard and

burst mode transmission, respectively. Each frame in standard (burst) mode consists of a 30 (12)

symbol long PLCP preamble part, a PLCP header and payload data. The standard frame structure of

MB-OFDM transmissions is shown in Figure 4.6.

}4 39.4 Mbps =} <« 106.7 Mbps..1920 Mbps ——»-

PHY Tail MAC Tail Reed-Solomon Tail Tail Pad

Header | Bits | Header | "CS | Bits Parity Bits Bits Payload FCS | Bits | Bits
E:\oc;!ets\ - B hits _ 10 octets 2 octets 6 bits 6 octets 6 bits /‘ - 0..4095 octets 4 octets 6 bits

PCLP Preamble PCLP Header PSDU
v ’ - -
P -
PS1 PS2 PS21 FS1 FS2 FS3 CE1 CE6

%7 Tsynch = 9.375 us, Nsynch = 30 4>\

Figure 4.6: Standard PPDU frame structure

In standard mode, the preamble comprises N,; =21 time-domain packet synchronization (PS)

symbols to aid coarse time acquisition at the receiver, N ;=3 fine frame synchronization (FS) and

N =6 symbols for channel estimation (CE). For burst mode, the value of N, is equal to 9. The PS

sequence has to exhibit good autocorrelation properties and is uniquely specified for each TFC, i.e.

logical channel, such that the RX is able to reliably determine the TFC by means of e.g. matched

filtering.
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Figure 4.7: MIMO PLCP preamble transmission

Since any OFDM-based system is very sensitive to time-drifts and especially to frequency offsets
which disturb the orthogonality of its carriers, robust and quick synchronization at the receiver is a

prerequisite for good quality of the communication link.

To estimate the wireless MIMO channel and ensure that the separate channels between each
antenna pair can be reliably estimated, the CE symbols to be transmitted over different antennas
should be orthogonal and shift-orthogonal. One simple way to achieve this is to adopt an orthogonal
transmission scheme in one or more dimensions, e.g. in time, as shown in Figure 4.7. This approach

may be interpreted as TX antenna switching during preamble transmission.

In order to estimate the channel effect and possible frequency offsets for each sub-band and channel
link, a periodicity in the preamble is also desired to provide time-delayed versions of the same
preamble symbol for better estimation of the phase rotation and CFO. The proposed long preamble

sequence of length N, + N+ N N, is a concatenation of the standard N+ N, synchronization
sequence and N, channel estimation sequences, at least two per sub-band and MIMO link. Due to

the induced overhead, one may further consider e.g. complementary or space-frequency encoded CE

sequence.

4.1.2.2 Supported Frequency Range

Since most of the envisioned UWB applications described in Chapter 5 are supposed to operate
world-wide, the MIMO (V)HDR system must preferably support operation within overlapping
frequency bands. Following the current regulatory status and frequency allocation for UWB MB-
OFDM-based devices across the world [10], see Figure 4.8, we have chosen two separate Band
Groups for test and measurements using the MIMO-UWB test-bed as described in Section 6.1. The
lower one, Band Group 1 (3168 MHz — 4752 MHz), is the mandatory frequency band for operation of
Mode 1 WiMedia devices. Due to the huge analog bandwidth (5.8 GHz) of the arbitrary waveform
generators on the transmit side, this lower Band Group can be covered using RF direct signal

synthesis, without an additional up-conversion circuitry.
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Figure 4.8: Worldwide frequency allocation for UWB devices according to [10]

On the other hand, Band Group 6 (7392 MHz — 8976 MHz) is intended to enable worldwide support
for next-generation UWB devices. Signal generation using our arbitrary waveform generators in this
frequency band requires additional up-conversion and RF front-ends. By covering both band groups
we ensure conformity with state-of-the-art measurement set-ups for WiMedia devices, as well as

enable test and verification capabilities for next-generation UWB solutions and dual mode operation.

Table 4.7: Band group allocation for BG1 and BG6

Band Band ID Lower frequency Center frequency Upper frequency
Group (MHz) (MHz) (MHz)
1 3168 3432 3696
1 2 3696 3960 4224
3 4224 4488 4752
9 7392 7656 7920
6 10 7920 8184 8448
11 8448 8712 8976

The supported Band Groups and Time-Frequency Codes are adopted from the ECMA-368 PHY

standard and are listed in Table 4.7 and Table 4.8 respectively.
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Table 4.8: Supported Time-Frequency Codes for BG1 and BG6.

TFC | Band ID for TFC in BG1 Band ID for TFC in BG6

1 1 2 3 1 2 3 10 {11 |9 10 | 11

11 {10 |9 11 | 10

NN

10 {10 |11 | 11

9 11 {11 | 10 | 10

N
w
w
(o 2 I Vo T I Vo T I Uo I IRNo }
Yo}

9 9 9 9 9

2 2 2 2 2 2 10 | 10 | 10 | 10 | 10 | 10

3 3 3 3 3 3 11 |11 |11 |11 |11 |11

4.2 Basic Signal Processing Blocks

In this section, we describe the basic signal acquisition and baseband processing blocks comprising
the MIMO MB-OFDM receiver. Special attention has been paid to the analysis and development of
reliable time- and frequency acquisition schemes, including algorithms for estimation and digital

compensation of incurred RF frontend imperfections.

4.2.1 Robust Synchronization of Time-Frequency Interleaved Signals

While OFDM systems in general are known to efficiently collect the multipath energy and enable ISI-
free detection, they are still sensitive to synchronization errors, which can degrade the orthogonality
of the sub-carriers and lead to detrimental Inter-Carrier Interference (ICl). In addition, frequency-
hopping systems require fast and robust synchronization of the RX local oscillator (LO) switching
circuit, as locking to a false TFC may fully degrade the system performance. In the following, we
therefore analyse and provide specific implementation notes on the robust synchronization of time-

frequency interleaved signals, including TFC- and timing acquisition.

The inherent task of the synchronization block in Figure 4.1 is to detect the arrival of a transmitted
packet by correlating the received preamble symbols with the unique packet synchronization (PS)
sequence for each TFC. Besides detecting the presence of a signal, it has to provide coarse estimates
of the symbol and frame boundaries, as well as to acquire the TFC of transmission. In particular, the
synchronization and CFO estimation blocks have to provide estimates of the symbol timing offset
(STO), frequency hopping offset (FHO) and Carrier Frequency Offset (CFO), so that the receiver can
properly adjust its oscillator and FFT window for successive payload demodulation. Here, the FHO is
defined as the timing offset of the actual RX LO hopping sequence with regards to the ideal

(transmit) time-interleaving pattern, see Figure 4.9. The STO on the other hand corresponds to the
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timing delay (in samples) cased by the multipath propagation channel or any latency introduced by

the TX/RX front-ends.

Sy

STO TSYM

Figure 4.9: Synchronization of time-frequency interleaved signals.

The majority of coarse time-synchronization algorithms for OFDM-based systems rely on the auto-
correlation between two adjacent symbols (or in general two identical parts of a preamble symbol,
e.g. in case of a cyclic prefix) of the preamble sequence [28], [29]. These approaches, however, need
to be adapted for use in MB-OFDM systems as the RX may have no a-priori knowledge of the
frequency hopping pattern, e.g. during the beaconing period or when a new device joints a piconet.
Synchronization schemes based on differential auto-correlation metric as in [30]-[32] can therefore
be applied only after the RX LO has been aligned to the correct time-interleaving sequence and FHO.
The TFC acquisition therefore still requires additional parallel correlation blocks for all possible TFCs
or preceding cross-correlation with the known PS sequence. Otherwise, in the worst case of a FHO

equalling multiple of the symbol duration 7g,,,, the RX baseband can ‘see’ only small or no portions

of preamble, leading to synchronization failure or locking to a false TFC. In such a case, the two
adjacent MB-OFDM symbols (or symbol parts) may not be both correctly down-converted to

baseband causing degradation of the decision metric.

The main requirements and challenges for the robust synchronization of a non-trivial time-frequency

interleaved MB-OFDM are summarized below:
o reliable acquisition of the TFC and FHO,

o fast synchronization and switching of the LO center frequency within the PLCP preamble

duration and prior to channel estimation,
o low receiver sensitivity and higher noise immunity,
o feedback from baseband to the RF circuit to control the time-frequency interleaving,

o low digital HW complexity — due to hopping, several parameters shall be estimated for each

sub-band separately, for example: automatic gain control (AGC), channel state information
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(CSl), group delays and CFOs. Other parameters may be jointly estimated, but must be

corrected per band, for example frequency- or timing drifts.

Figure 4.10 shows the flow chart of the proposed coarse timing and TFC acquisition per RX antenna

branch. Here, we strictly differentiate among the following acquisition stages:

e}

down-conversion to baseband - in the non-trivial case of unknown TFC, the RX LO switches
every T, seconds randomly across the center frequencies of the sub-bands within a Band
Group to minimize the probability of ‘hidden’ symbols. In fact, one may define a fixed
hopping pattern for the LO switching, which highly correlates with all possible TFCs during

preamble reception.

introducing imperfections at RX down-conversion branch — these include e.g. phase noise,

I/Q mismatch, CFO as described in Section 4.2.4.

TFC detection and coarse time acquisition using a cross-correation approach —in case the TFC
is unknown, the preamble symbols are correlated with the PS sequence of all candidate TFCs
for a given BG and the TFC with the highest metric exceeding a normalized threshold is
selected. In case of successful TFC acquisition, the coarse STO is determined as the position
of the highest metric. Once the TFC and coarse symbol timing have been found, the RX can
start with the CFO estimation and search for the optimal frame border. Otherwise, the
synchronization proceeds with the next preamble symbol and stays within the TFC detection
loop until successful TFC acquisition or detection failure have been declared, or the preamble

length has been exceeded.

fine symbol- and frame synchronization — after TFC and STO acquisition, the coarse symbol
timing has to be refined and the border of the received frame needs to be detected. This can
be achieved by e.g. auto-correlating two correctly down-converted symbols of the same sub-
band and tracking the polarity of the correlation metric to match the cover sequence of the
detected TFC. The differential metric proposed in [29],[32] suits well for this tasks, as it
avoids a plateau in the correlation output and minimizes the ambiguity in detecting the first
multipath component in case of highly dispersive NLOS channels. Successful frame
synchronization automatically corrects any hopping misalignment (FHO) and guarantees
proper down-conversion and CFO compensation of the CE-, header and payload part of the

frame.

CFO compensation — once the frame has been synchronized and a coarse estimate of the CFO

has been acquired, the data symbols are multiplied by the complex term ¢/***¥’s | where A]A‘,

stands for the coarse estimate of the CFO for a given sub-band /.
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Figure 4.10: Coarse time- and TFC acquisition per RX branch.

Since the PS preamble symbols are uniquely defined for a given TFC, the PS and FS sequences not
only serve to determine a coarse estimate of the frame boundary, but also contain the information
necessary to acquire the time-frequency hopping pattern of the received signal. Due to this property,
we design our synchronization block based on the cross-correlation function (CCF) of a received
preamble with the known PS sequence. The CCF metric has been normalized by the power metric of

the combined PS symbols for each candidate TFC k£ as

A @l _,

< 49
BI(d) 4-9)

0<M,(d)=
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with A (d)= Y s,(dyr(d+n) and B,(d)= 3 |n(d+n)[ .

The term A,(d) corresponds to the cross-correlation of the combined received preamble symbol r,
with the known transmitted PS symbol s, for a given TFC k. The moving power meter B, (d) is

calculated over a correlation window length equalling the size of the FFT N . In the case of pure
noise at the input of the cross-correlator (transmitted signal is not present), the numerator of the
above metric will tend to zero. And vice versa, if the channel is ideal and noiseless, the values of the
numerator and denominator will become approximately equal. Figure 4.11 shows the block diagram

of the CCF metric calculation circuit.

s:(d) A(d)= Y s;(dyr(d+n) max{Mk @ =A@ /B,f(a')}

n(d+n) Moving

sum

Peak »| Threshold
detector compare

> |
Ll BRI

Moving
power
sum

\/

\/

N-1
B.(d)= Y |r(d+n)]

Figure 4.11: Block diagram of CCF metric calculation

As mentioned before, the CCF metric has to be calculated for each candidate TFC, i.e. the preamble
coefficients of each TFC have to be correlated with the received symbol, and the TFC leading to the
best correlation metric should be chosen as the most probable frequency-hopping pattern of

transmission. Figure 4.12 illustrates the data and control flow during TFC detection.
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Figure 4.12: Proposed TFC acquisition in a frequency-hopping MB-OFDM system.

At the beginning of TFC acquisition, a candidate TFC k is selected out of a sub-set of possible TFCs
matching the frequency band of the current down-converted symbol. After calculating and storing
the normalized CCF metric, the TFC detector proceeds with the next possible hopping sequence until
the list of candidate TFCs becomes empty. While the maximum of the metric across all k’s stays

below a threshold 77, the next symbol will be down-converted (possibly from a different sub-band)
and the TFC acquisition performed again until maX{Mk(c;,’k)}> N or the preamble end is reached
and detection failure is declared.

After the CCF metric has been calculated, a metric combiner (MC) collects the outputs
M, = maX{Mk(c;,’k)} and d; from each RX branch j and compares the individual branch metrics in
order to set the detected TFC and frame border. In a conventional OFDM system, a simple decision

device at the output of the correlator would compare the value of the given metric with a pre-set

threshold. This direct approach can be further expanded to benefit from the receive diversity offered



Chapter 4 System Design of a MIMO MB-OFDM System 50

by the use of multiple antennas and alleviate the timing acquisition in severe SNR environments. A

straightforward way to achieve this would be to combine the metrics from the N, receiver

synchronization blocks in a uniform or selective manner. Applying e.g. a selection rule, the output of
the MC is chosen as the maximum of the metric values found on each antenna branch, i.e. the coarse

estimate of symbol timing offset corresponds to

d= arg;pax{Mj(c?j)}.

J

At this point, the frequency-hopping controller will deliver the detected TFC to the TFI block, and

proceed with the fine timing acquisition and frame synchronization.

Although the presented cross-correlation approach introduces more complexity to the system
compared to common OFDM synchronization schemes based on auto-correlation, it ensures correct
detection of the TFC when the latter is unknown during preamble reception, or when frequency

hopping is applied in a HDR transmission.

4.2.2 Synchronization Performance

The performance evaluation of the proposed time- and TFC acquisition is based on the conditional
probabilities of False Alarm (PFA ), Missed Detection (PMD) and proper Detection (F:iet ), and the

following events from [30]

Table 4.9: Conditional probabilities of frame acquisition

Event Description
U Synchronization block (SYNC) declares free during preamble reception
0
SYNC declares busy during preamble reception
U
1
G MB-OFDM preamble is not present at the receiver
0
G MB-OFDM preamble is present at the receiver
1

U ’ G SYNC declares busy, although no preamble has been received, i.e. False alarm
11 %

SYNC declares free while no preamble has been received
U, |Gy

U ’ G SYNC declares free, although a preamble has been received, i.e. Missed Detection
ol

SYNC declares busy while a preamble has been received
Ul | Gl
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The conditional performance probabilities are defined as
P,,=PU,|G)

B =PU|Gy)

P =PU, |G)PG)+PU,|G)P(G,),

where PMD is the probability that the SYNC block will fail to detect the arrival of a frame, PFA
corresponds to the case when it erroneously declares the arrival of a frame, and f:m is the
probability of error-free frame acquisition. In order to maximize f:m, it must be ensured that the

values of PMD and B, are sufficiently low, i.e. [:“ is greater than a certain level of reliability for a
C

given threshold range A1, for which more than e.g. 90 % of the frames are detected correctly

An=max{n| P, (1) =0.9}-min{n| P, (1) 209}

Note that while [:“ may not fully reflect the synchronization performance because of its time
C

consuming calculation for values close to 1, the threshold range An provides an easy measure of

the functional improvement or degradation of the synchronization block due to minor changes in the

system.

As mentioned before, the calculation of [:“ would require finding the intersection point of the P,
C

and PMD curves, which is only possible for very large number of simulated frames. This point can
also provide the optimal initial level 7, of the threshold, as it corresponds to the mean of the value

for which [:iet is maximized.

The detection probability curves shown in Figure 4.13 are derived for 10* preamble transmissions of
size 40 byte, averaged over 100 channel realizations and threshold levels between 0 and 1. In Figure
4.13a), we illustrate the improvement in the threshold range and therefore in the synchronization
robustness when deploying multiple antennas in the system. This gain is mainly owed to the reduced
uncertainty in finding the maximum correlation peaks across all RX branches, as well as to the
intrinsic array gain obtained by the use of multiple antennas. A comparison of the time acquisition
performance under harsh SNR conditions and different channel models is further shown in Figure
4.13b). For all CM1-4, the proposed synchronization algorithm is able to reliably (with minimum 90%
probability) detect the arrival of a frame well below 0 dB SNR, even for highly dispersive channels

such as CM4.
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Figure 4.13: Probability of detection for different a) antenna configurations in CM1, and b) channel
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Figure 4.14: Probabilities of false alarm and missed detection a) in CM1-4 for TFC6, and b) in CM1 for

different TFCs (SNR=0 dB).

Figure 4.14a) shows the probabilities of false alarm and missed detection for the proposed

synchronization scheme in CM1-4 as function of the normalized threshold for a given TFC. In both

short-range LOS and NLOS environments, the probability of false alarm and missed detection reach

sufficiently low levels for SNR=0 dB. As the TFC is varied in CM1, see Figure 4.14b), the

synchronization performance is slightly degraded as the number of sub-bands increases but still

ensures reliable detection for a wide range (between ca. 0.2 and 0.6) of threshold values.
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Figure 4.15: Average RMS of STO estimate a) in CM1-4 for TFC6, and b) in CM1 for different TFCs.

In Figure 4.15a), the average root-mean-square (RMS) value of the STO estimate is drawn as
function of the received SNR and CM used. For SNR values above 0 dB, the STO does not exceed a
few samples even for highly dispersive channels such as CM4. As expected, the synchronization
performance is optimal for fixed frequency interleaved systems (e.g. for TFC6), whereas the average
STO in frequency-hopping transmission mode exhibits a saturation floor for SNR values above -5 dB,
see Figure 4.15b). This is due to the induced uncertainty carried by the different frequency bands,
since the synchronization block selects the maximum metric across all RX antennas corresponding to

the strongest multipath component, which may not necessarily be the direct path.

4.2.3 Channel Estimation in Frequency-Hopping MIMO-UWB Systems

After successful time- and frequency synchronization, the RX has to estimate the MIMO multipath
channel. Since the coherence bandwidth of the UWB channel is reported to be much less than the
subcarrier spacing of the OFDM modulated signal, the channel estimation (CE) can be performed on
a subcarrier basis using the known CE sequence within the preamble. In addition, due to the
coherent nature of a frequency-hopping OFDM system, the amplitude and phase distortion incurred
by the channel has to be estimated at the beginning of the acquired MB-OFDM frame for each sub-

band and multiple antenna propagation path.

Appling the time-orthogonal MIMO preamble described in Section 4.1.2.1 and denoting the f -th

subcarrier of a CE symbol m=1...N_,

as D],l.(k,m)=D(k) for V(i, j,m), we rewrite the system

model in Eqg. (3.2) as

Y (k,m) = H(k,m)D(k)+ W (k,m) (4.10)



Chapter 4 System Design of a MIMO MB-OFDM System 54

Y (k,m) Y (k,m+N_) Y (k,m+(N,-1)N_)
i vk o| LM LlkmEN) Y,(k,m+(N,-1DN_,)
Wi ( 5m)_ , Y](k,m+(l—1)NCE) , ,
Y, (k,m) Y, (k,m+Ng) Y, (em+(N;=DN,)
H, (k,m)  H,(k,m) HlNT(k,m)
: ) H (k,m)
HNRI(k’m) HNRZ(k7m) H, . (k,m)
Dky 0 ... 0
p=| O PO 9 ang
0 o - DK
W (km) W(k,m+N_) W (k,m+(N,-1)N_,)
W(k,m)= Wz(k,m) VV2(k’m+NCE) ‘ Wz(k,m+(NT _I)NCE)
A : : W.(k,m+(i—1)N) :
WNR(k,Wl) WNR(k,Wl+NCE) w, (k’m+(NT_1)NCE)

The N, columns of matrix Y(k,m) are composed of the N, received training symbols that are N,

apart as imposed by the time-orthogonal MIMO preamble design. Note that due to the periodicity of

the hopping-pattern (TFC) and the assumption of a quasi-static MIMO-UWB channel during the
transmission of a single frame, the relation Hﬁ(k,m):]—]ﬁ(k,m+NCE) holds. We can thus
completely describe the time-frequency hopping behaviour of the system by estimating the MIMO
channel matrix across the number of CE symbols N, within the preamble. The mapping of the CE
symbol index j;; to the sub-band index ]/ (Band-ID) is straightforward and depends only on the

current TFC and Band-ID vector with elements {lm} , see for example Table 4.8.
Due to the diagonal structure of the CE sequence matrix D(k), the Least-Squares Estimate (LSE) of
the MIMO channel matrix requires only an element-wise multiplication of the received training

matrix Y(k,m) with the conjugate value of the known CE symbol of unit power (”D(k)”2 =1),i.e.

W (kom) = Y (em)D™ (k) = Y (k. m) -2 [0) =Y(k,m)D’ (k) (4.11)
D(k)

m —
LSE 2

The accuracy of the LS channel estimation can be improved by repetition of the training symbols at

the transmitter and subsequent averaging over the corresponding received symbols. Since the
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number of CE symbols (NCE =6 ) is twice the maximum number of sub-bands within a Band Group, it

is possible to average the channel estimate across at least two symbols as

B 1
Hi:/,LSE(k’m) = TL) HifSE(kam) ’ (4.12)
l,eL

L=,

where the set 7, contains all the sub-band indices {I#} matching the current symbol z; for a given
TFC such that ly =1 .

Alternatively, a straightforward extension of (4.11) to an MMSE-based channel estimate can be

applied as

H  (k,m)= Y(k,m)& = Y(k,m)M,

MMSE 2 (4.13)
|| +o, I+o,

where Gi is the estimate of the noise power averaged over the number of receive antennas.
However, the performance of both LSE and MMSE-based CE schemes is highly dependent on the SNR
(and the quality of its estimation). Error propagation in the channel estimates and the subsequent
MIMO combing can be further alleviated through phase tracking using the pilot subcarriers within

the data payload.
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Figure 4.16: Average MSE of channel estimation for a) SISO in CM1-4 with different TFCs, and b)
3x4 MIMO with different antenna spacing in CM1 with TFC6.

Figure 4.16 shows the average mean squared error (MSE) of LS channel estimation for different TFCs
and antenna configurations. Comparing the CE performance of fixed- and hopping systems in CM1 to
CM4, we notice only negligible degradation as the channel becomes more dispersive and the number

of multipaths increases. In Figure 4.16b), the effect of spatial correlation on the channel estimates is
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demonstrated in CM1 for different antenna spacing. Due to the time-orthogonal preamble design,
each additional TX antenna degrades the quality of the LS estimates only marginally as the received
SNR during channel estimation is equivalent to that of SISO case. However, while the antenna

elements become more closely separated, the correlation among the spatial paths increases,

amounting in up to 3 dB degradation as compared to the nearly uncorrelated case of d = IOAW.

4.2.4 Modelling, Impact and Compensation of Impairments

Although OFDM-based systems prove to be effective in combating the multipath fading, they are
very vulnerable to impairments in the analog front-ends of both TX and RX that distort the
orthogonality of the sub-carriers and thus limit the overall performance of the system. Among these
are mainly imperfections of the local oscillators and up-/down-conversion circuit — phase noise (PN),

DC-offsets, I/Q imbalance — as well as non-linearities of the power amplifiers at the TX.

4.2.4.1 Phase Noise

Due to thermal noise, any RF oscillator exhibits deviations from its ideal delta-function-like PSD
around the desired center frequency. While the disturbances in mean amplitude of the LO output are
negligible, the random deviations in the excess phase, referred to as PN, proves to be a major
problem in systems with low implementation costs and very high center frequencies [33]. According
to the two-step modelling approach in [34], the influence of PN on the received baseband signal
itself corresponds to a deterministic phase rotation ¢/ common to all sub-carriers of a given symbol,
and to a combined Inter-Carrier Interference (ICl) contribution of all other tones on sub-carrier k, as
modelled by the parameter W(k). In order to distinguish between TX and RX front-end impairments
(W, (k) and W, (k)), these are typically modelled separately and irrespective of the symbol index

m and sub-band index ], leading to
Y(k)= (ej‘”T +el% )Heff(k)(D(k) L))+ (k) + (k) - (4.14)

Figure 4.17 illustrates the effects of PN on the received QPSK constellation points at the output of

the FFT for ideal noiseless transmission. It can be noted that the impaired signal on a sub-carrier
I7(k) is rotated by a common phase shift ¢ from its reference tone Y (k) within an additive noise

cloud (k).
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Figure 4.17: Effect of phase noise on the received QPSK constellation.

Since designing a stable oscillator especially in low-cost systems is quite challenging, most techniques
for the compensation of PN effects concentrate on the use of digital signal processing in the RX
baseband. The approaches presented in literature can be sub-divided into two main categories — one
based on data-aided estimation, and the other depending on already detected data symbols [35].
The former technique exploits known pilot sub-carriers, which are evenly inserted among user data
tones to avoid that all pilots fall in the same channel fade. The phase rotation of these pilots is
common for all sub-carriers of a given symbol and is therefore a good measure of the Common
Phase Error (CPE) caused by PN. For a given set P of pilot sub-carriers within a MB-OFDM symbol,

this rotation is given by

7 4(213(1{)13*(1{)} (4.15)

keP

where 13(k) are the estimates, before slicing to the nearest constellation point, of the actually
transmitted pilot sub-carriers P(k). It should be noted that the value of ¢ is in general different for
each received symbol and sub-band of transmission, and includes the phase rotation on both TX and
RX side. A simple technique to compensate for this common phase shift is to multiply the complex
valued sub-carriers of the corresponding symbol with the complex factor ¢~i¢. Since in the proposed
MIMO VHDR MB-OFDM system the TX/RX architectures share a common oscillator, the estimation of
the CPE can be performed for all antenna branches, right after the MIMO equalization. While this
common estimation implies reduced complexity of the RX, it is sensitive to errors in the estimates of
the received pilots, which could degrade the quality of CPE compensation. The correction of this
rotational effect however should be done separately for each antenna RX antenna branch during the

phase tracking phase.
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4.2.42 1/Q Imbalance

Another drawback of the deployed Zero-IF RX architecture and its down-conversion circuit is the
possible mismatch between the amplitudes of the In-phase (I) and Quadrature (Q) signal paths,
known as 1/Q imbalance. Due to limited accuracy in the implementation of the RX front-end and
imperfect shifting of the LO output by 9(°, these gain and phase errors limit the inherent image
rejection and deteriorate the receiver performance. Figure 4.18 illustrates the influence of 1/Q
mismatch for two sub-carriers (—k and k) of the received RF (upper), and received baseband (lower)

OFDM signal.

Y'(k)y  Y'(=k) N Y(=k)  Y(k)

+j2nflt
K,e

f:

Figure 4.18: Influence of 1/Q imbalance on the received sub-carriers of the: up) RF signal, and down)

baseband OFDM signal.

Due to the frequency selective fading channel, the tones of the received RF signal are attenuated to a
different extent, e.g. tone f has deeper fade than tone —f. In case the proposed MIMO Zero-IF
receiver structure exhibits 1/Q imbalance, the image will not be fully rejected and will thus distort the
desired baseband signal. This is illustrated in the lower part of the figure, where tone k experiences
a leakage from its mirror tone —k, and vice versa. It can further be shown that the effects of 1/Q
imbalance on the signal constellation are characterized by an additive rotation and decrease of

amplitude [36], [37].

In the proposed MIMO MB-OFDM system, the 1/Q Imbalance and CFO at the RX down-conversion
circuit have been modelled for a single RX antenna branch, as shown in Figure 4.19. Here, the output

of the LO

Zo(D=cos(2nflt+c(t)) - jgg sin (27 fl1 +c(t) + @y ) = Ke 7 4 K IO, (4.16)
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is distorted by an amplitude gain g., phase mismatch ¢, and phase offset due to CFO
C(t)=CO+27l'(fLO—fcl)t. The factors K, =(1+g.e*™®)/2 and K, =(1-g.e")/2 model the 1/Q

imbalance. After low-pass filtering the received analog baseband signal can be written as
2(t)=LP{y()Z,o (O} =K, yt)e " + K,y (1)e*", (4.17)

where the RX antenna index 4 has been omitted. Figure 4.20 depicts the influence of 1I/Q mismatch (
g =85% and ¢, =5°) on the received DCM constellation points for an ideal noiseless channel. It
can be concluded that an I/Q mismatch distorts the signal by an additive constellation of lower
amplitude and a rotation common to all sub-carriers. This is caused by the leakage of the mirror
carrier —k , where the rotation and reduced amplitude are due to the imbalance parameter K,. On
the other hand, the minor rotation and decrease in amplitude of the whole constellation result from

the multiplication of the desired signal (on subcarrier k) with the imbalance factor K, .

LP ADC —»

cos(2n’fc’t + c(t))

RF — |° 4—@4— TFI
T2+ ¢y
g{ P LP ADC —»
Q

Figure 4.19: 1/Q imbalance at a single RX antenna branch

One approach to circumvent these distortions of the |- and Q signal paths is to use a more accurate
mixer structure, which would increase the implementation cost of the RX. Alternative techniques rely
therefore on 1/Q imbalance compensation in the digital baseband, based either on data-aided or

blind parameter estimation [36].
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Figure 4.20: Impact of 1/Q imbalance on the received DCM constellation.

The latter indicates that the estimation of K, and K, is based only on the received corrupted sub-

carriers. While the symbols used for estimation are unknown to the RX, this method is still reference-
based, as it requires a pre-defined preamble such that a robust I/Q estimation is possible even in
noisy, frequency selective environment. Neglecting for the moment the influence of CFO, the

corrupted baseband signal z(¢) can be expressed on a sub-carrier level at the output of the FFT as

K K
%@) = . ok e (4.18)
7" (=k) K. K | Yk Y (—k)

where the imbalance matrix K is always invertible for realistic imbalance parameters.

According to [36], the blind estimation of 1/Q imbalance can be performed in two steps: estimation
of the product KK, , followed by the derivation of the inverse parameter matrix K™'. The first one

is found by averaging over multiple pairs of uncorrelated sub-carriers, preferably over time:

E{Z(k)Z(-k)}

KK, = . (4.19)
E{|Z(k)+z*(—k)| }
In reverse order, the imbalance gain and phase error are then estimated as
A s 2 A . 2 N
8 = 1—4%6{K1K2} and ¢, = arcsm(—A—Sm{Kle}J (4.20)
8r

A

The inverse compensation matrix K™ is now easily found with 121:(1+§Re’j‘13k)/2 and
K, =(1-8.e™)/2 as

-1 _ 1 K; _Kz
2 2 K~ ~
_Kz Kl

= - ) (4.21)
Kl KZ

and can be applied to compensate the corrupted sub-carriers:
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A*( ) =K *( ) =K 'K *( ) (4.22)
Y (—k) Z (k) Y (—k)

The block diagram of 1/Q imbalance estimation and compensation per antenna branch is depicted in

Figure 4.21.
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Figure 4.21:1/Q imbalance estimation and compensation per antenna branch.

Although the TX/RX architectures of the described MIMO MB-OFDM system share a common

oscillator (thus exhibit common phase error), the estimation of the I/Q imbalance should be

performed for each antenna branch separately, right after the FFT operation. This is imposed by the

fact that the antenna branches may have different gain mismatches, which would call for different

I/Q mismatch estimation parameters K,K, and therefore increased complexity of the compensation.
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Figure 4.22: Effect of I/Q imbalance on the a) uncoded BER performance, and b) average MSE of

channel estimation of 480 Mbps MB-OFDM (1m LOS, TFC8).
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As shown in Figure 4.22, an 1/Q imbalance at the RX down-conversion with amplitude mismatch of
85% and phase distortion of -10° leads to almost 2 dB degradation in the measured BER performance
of the 480 Mbps mode in 1m LOS environment. This effect is mostly compensated for both SISO and

SIMO transmissions, with marginal deviation from the ideal case of no I/Q imbalance.

We next describe a closed-loop approach for the estimation of CFO based on the auto-correlation

function (ACF) metric of two adjacent symbols.

42.43 Carrier Frequency Offset

As mentioned above, the difference between the oscillating frequencies of the transmitter and
receiver is defined as the CFO Af,, which regardless of a shared LO among the antennas may vary for
each sub-band [. The estimation and compensation of CFO has therefore to be performed
independently per sub-band, but can be shared among the RX antenna branches. As any frequency
offset translates to a CPE and irreversible ICI among the sub-carriers of an OFDM signal, the coarse
CFO estimation is crucial for the quality of the post-FFT equalization and shall be completed prior to

channel estimation and payload demodulation.

Figure 4.23 depicts the structure of an iterative CFO estimator based on the ACF metric of two

adjacent (on the same sub-band /) preamble symbols [30]

A[(d):Zrl*(d+n)rl(d+n+p1Ns) (4.23)

n=0

where 7,(n) is the received preamble symbol on sub-band ! and 2 is the distance between two

adjacent symbols in terms of the symbol length N

arg() .
27 p Ty -

A(d, = argmax|A,(d))
d

r,(d +m)

Moving Peak
sum detector

N-1
Ad)=Y 1 (d+n)(d +n+ p,Ny)
n=0

exp(j272(.)p Ty

Figure 4.23: Block diagram of an iterative CFO estimator

The initial value of the CFO is calculated from the phase estimate of the ACF close to its maximum

A(AI (a?l = argrnax|Al(d)|D

and further refined by subtracting the residual error of the previous CFO estimates.
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Due to the changes in the polarity of the PS symbols during preamble transmission, the CFO
estimation may become ambiguous and unstable if the frame is not yet synchronized. In particular,
the value of the ACF at its maximum changes polarity depending on the current pair of correlated
symbols, yielding sign-inverted estimates of the CFO. To avoid this ambiguity and error propagation
in the CFO estimates, we multiply the peak value of the ACF by the sign of real part of its phase-

shifted counterpart.
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Figure 4.24: Performance of CFO estimation and compensation in terms of the a) measured uncoded
BER for QPSK in 1m LOS, and b) normalized average MSE of CFO estimation in AWGN and CM1 for
CFO=4%.

Once the frame has been synchronized and a coarse estimate of the CFO has been acquired, the data

J2mnAfTy

symbols are multiplied by the complex term e , Where A]A‘, stands for the coarse estimate of

the CFO for a given sub-band /. In Figure 4.24a), we compare the uncoded BER performance of SISO,
SIMO and MIMO MB-OFDM after CFO compensation for QPSK modulation in measured 1m LOS
environment. For all antenna configurations, the average performance degradation remains
marginal, with 3x4 MIMO outperforming both SISO and SIMO due to increased diversity present in
the system. Figure 4.24b) further depicts the performance of the proposed CFO estimator in terms of
normalized mean squared error (MSE) of the CFO estimate in AWGN and frequency selective CM1,
with normalized CFO equal to 4% of the sub-carrier spacing. The estimator exhibits stable
performance for both frequency flat and selective fading, whereas the fluctuations in the normalized
errors for the 3x4 MIMO case over 90% of best 100 CM1 realizations are minimized at most due to

the induced receive diversity and thus reduced uncertainty of the estimation.

4.3 Conclusions

This chapter has presented the general concept of a modular system design of a flexible MIMO MB-
OFDM simulator combined with an experimental offline test-bed and hardware-in-the-loop FPGA

platform. This approach provides direct access to the wireless channel as well as solid reference for
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real-time implementation of selected MIMO algorithms, which allows for impact analysis and

evaluation of HW-specific resource consumption of selected MIMO schemes.

Furthermore, we have defined extensions to the parameter set and frame format of the current
ECMA-368 standard to enable VHDR by doubling the system bandwidth. System design aspects such
as link budget and optimal parameter selection have been considered. Finally, algorithms for robust
synchronization in time and frequency, as well as for the estimation and compensation of RF
frontend imperfections have been investigated, developed and verified under real measurement

constraints.
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Chapter 5

Advanced Deployment Schemes for MIMO MB-OFDM

As described in Chapter 3, the use of multiple antennas can provide substantial gains in terms of
improved performance, capacity and/or coverage of the system. The linear increase in spectral
efficiency in SMUX systems however comes at the expense of higher power consumption and more
complex signal processing, even in the case of trivial linear decoders. It is well known that in terms of
complexity the most challenging part of a spatially multiplexed system is the MIMO decoder at the
RX. The major challenge to MIMO implementation is therefore the design of efficient low-complexity
receiver algorithms and corresponding architectures that meet the harsh latency and power

consumption requirements of upcoming UWB applications [23].

In general, MIMO detection schemes can be subdivided in two categories with respect to the applied
strategy: maximum likelihood (ML-) nonlinear methods based on exhaustive search over all possible
candidate symbols, and non-ML algorithms which lead to sub-optimal performance yet having
reduced computational complexity. Among the latter are zero forcing (ZF-) and minimum mean
square error (MMSE-) based linear detectors, as well as successive interference cancellation (SIC)
receivers and iterative tree search methods like K-best and sphere decoding (SD) with early
termination [38]. Depending on the application requirements, a fundamental trade-off has to be
found between the improved capacity offered by the use of multiple antennas and the induced
higher complexity of signal processing. In terms of performance, sub-optimal linear receivers and SIC
schemes are preferred in spatially multiplexed systems with higher modulation orders and number of
antennas, whereas near-ML tree search algorithms become suitable for lower throughput modes at

comparable complexity.

To verify the performance of the proposed MIMO-UWB system deploying spatial multiplexing, we
first describe a low-complexity MMSE linear detection algorithm based on QR-decomposition (QRD)
of the extended channel matrix. Further, we propose two computationally efficient schemes for V-
BLAST architectures, based on successive interference cancellation with MMSE-based sorted QR-
decomposition (MMSE-SQRD). Finally, we propose an efficient differential algorithm for FFT-based
spectrum sensing and interference detection as well as simple DAA schemes to improve the co-

existence behaviour of the system.
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5.1 Deployment Scenarios and Performance Requirements

In Figure 5.1, we point out the envisioned deployment scenarios and briefly comment on the
appropriate MIMO schemes and potential gains that can help meet the performance requirements

of these applications.

* Heterogeneous Network ¢ Public Transport

/ Barsnes mmd w08
/' loctin owemms.

* Home Environment * Automotive

‘aﬂ

Figure 5.1: Deployment scenarios of the FP7 IP EUWB [39][40].
EHDR in Home Entertainment

e multiband/multimode (VHDR UWB and Dual Mode transmission) wireless streaming of
uncompressed high definition video content in a Home Theatre System. Here, multiple
independent antenna branches can linearly improve the spectral efficiency of the system

in order to reach data rates exceeding 2 Gbps

e cable replacement between the an ambisound system and the surrounding audio boxes.
Multi-user Support in Public Transportation

e wireless cabin management system (CMS) — aim is to enable wireless connectivity for
fixed installed or mobile devices within the cabin. Here, MIMO diversity schemes like
STFC or Dual Mode can provide improved coverage, robustness to interference and link
redundancy. SDMA techniques can further offer better power efficiency of the access

points and reduced multi-user or inter-cell interference

e passenger communication and in-flight entertainment (IFE) — spatial multiplexing
schemes can help meet the high demands on data distribution capacity by supporting

high-speed multiple A/V streams and multi-user enhancements

e mobile maintenance terminals — beamforming with multiple antennas can support
extended functions for the crew, by e.g. improved localization or interference

suppression.
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Enhanced Robustness in Automotive Environment

e |ocalization of dedicated tag inside and outside a car with different number of antennas

to improve the coverage and quality of detection

e intrusion sensing - invasion alarm, children/dog protection, marten detection, luggage

space sensor
® occupancy sensing - activating of seat belt pretension

e wireless data communication - remote connection of Ul elements to dashboard, sensor

to electronic control unit, CAN bus replacement.

In the following, we describe in detail the advanced MIMO schemes, which are capable of meeting
the above-mentioned requirements and of exploiting the various performance and capacity gains

provided by MIMO.

5.2 Linear MMSE Receiver with QR-Decomposition

Starting with the MIMO system model in Eq. (3.2), linear detection schemes try to solve the input-
output relation with respect to the least-squares (e.g. ZF receiver) or MMSE criterion to detect the
transmitted symbols S. While ZF aims to perfectly separate the data streams by trying to directly
revert the effect of the channel and force the interference streams to zero, it is known to suffer from

noise enhancement. The MMSE equalizer matrix G,z on the other hand takes the noise into
consideration by trying to minimize the post-processing error E{(S—GY)Z}. The Wiener solution

for Gy 1S known as
1 -1
G st :(H“H+—IN ] H", (5.1)
p T

where p:G: /(NTaj) stands for the SNR at the RX, Gsz and Gi are the signal- and noise power

respectively, and I, denotesan N, XN, identity matrix.

One computationally efficient scheme to revert the channel effect is QRD which decomposes the
channel H into a unitary matrix Q and an upper-triangular matrix R. To perform QR
decomposition with respect to the MMSE criterion, the channel matrix H and received vector Y

are extended as

_ H __ (Q )~ (QR _ (Y
H= [Nool =QR=(Q)R=[QRJ and Y:(Oj, (5.2)
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where Q, and Q, are both unitary matrices [41], [67]-[68]. The equivalent square-root formulation

of the MMSE-based solution thus allows for efficient calculation of the equalizer matrix

G — QZ(){JI
MMSE \/_ ’
NT o-n

as well as matrix-vector multiplication without the need of any matrix inversion.

(5.3)

In the following, we demonstrate the performance of the proposed linear MMSE receiver based on

QRD in both simulated and measured propagation environments.

A direct comparison of the measured uncoded vs. coded BER performance of VHDR MIMO MB-
OFDM with QR-based MMSE receiver is shown in Figure 5.2, in which the number of TX/RX antenna
elements is varied in 1m LOS environment. Starting with the worst case of a symmetric 2x2 MIMO
system, the uncoded system is unable to achieve reliably low error rates as the strong LOS
component in such a short range becomes dominant, leading to a bad-conditioned channel matrix of
lower rank. Furthermore, the reliability of the noise power estimates diminishes and thus degrades
the quality of MMSE QR decomposition. An immediate enhancement of the system performance is
obtained by deploying additional RX antennas, which not only introduce an intrinsic array gain, but
also increase the degree of freedom in estimating the noise power component and in determining

the equalizer matrix G, - Because of the frequency selective nature of the UWB channel, coding

across the frequency tones becomes inevitable in order to combat deep fades in the propagation
path. For OFDM based systems, this task is perfectly achieved by applying channel coding and
interleaving to the input binary stream, thus ensuring that strongly attenuated or zeroed signal
components can still be recovered at the RX. Moreover, as channel coding takes part before the
actual OFDM modulation, i.e. in the frequency domain, the information redundancy added directly
translates to extra frequency diversity of the system. This fact is visible in Figure 5.2b), where not
only a typical coding gain, but also a significant improvement of the slope of the BER curves is

achieved.
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Figure 5.2: Measured BER performance of VHDR MB-OFDM with 16-QAM for different MIMO

configurations and a) uncoded, and b) R, =1/2 coded transmission in 1m LOS.

Next, we illustrate the effect of spatial correlation on the coded BER performance of 3x4 MIMO
MMSE for both HDR and VHDR mode, see Figure 5.3a). Conforming to results in literature, adjusting
the antenna spacing to half the maximum wavelength of the MB-OFDM signal proves sufficient to
drive the spatial correlation coefficient below 0.5, and close the gap to the system performance with
widely separated antenna elements. The well reported performance gain of ca. 3 dB in required SNR

obtained by providing soft-decision inputs to the Viterbi decoding is further verified in Figure 5.3b).

Note that in the envisioned dominant LOS measurement scenario over rather short distance of 1 m,
the number of multipath components reduces to several strong paths (including the direct MPC) as
the angular spreads of TX and RX arrays are relatively narrow. In fact, this may be qualified as a
worst-case scenario for the deployment of MIMO, since multiple antennas are known to best benefit
from highly dispersive, frequency selective channels where the spatial signatures of the diverse

channel links can provide both multiplexing and diversity gains.
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Figure 5.3: Measured performance of 3x4 MIMO (V)HDR MB-OFDM as function of the a) antenna

spacing, and b) soft/hard decision metric in 1m LOS.

The proposed linear MMSE receiver can be directly applied to recover the transmitted signals during
SMUX or Dual Mode operation. Figure 5.4 shows the measured BER performance of 2X2 MIMO
with dual-polarized antennas as function of the vertical antenna orientation for different modulation
schemes. Finally, in Figure 5.5 we demonstrate the performance gains of Dual Mode parallel
transmission over Band Groups 1 and 6, in measured LOS/NLOS environment as compared to 2 X2
MIMO SMUX. For both HDR and VHDR transmission, orthogonalizing the independent signal paths in
either the polarisation or frequency domain can provide substantial gains in the BER performance of
symmetric MIMO systems. This important result is owed to the highly minimised cross-interference
of the TX-RX antenna links, which essentially diagonalizes the structure of the MIMO channel matrix
and significantly alleviates its inversion at the MMSE decoder. As shown in Figure 5.4a), optimal
vertical antenna orientation can improve the required SNR for a target BER by more than 9 dB as
compared to common SMUX schemes using single-polarised antenna arrays. Similar improvement
has been verified also for Dual Mode transmission with 2 RX antennas (see Figure 5.5) that further
simplifies MIMO decoding as discussed in Section 3.2.2, since the signal paths can be bandpass

filtered and processed in parallel RX branches, each featuring a single MMSE equalizer.
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Figure 5.4: Measured BER performance of 2 X2 MIMO in LOS with dual-polarized antennas as

function of the vertical antenna orientation for R, =3/4 and a) DCM, and b) 16-QAM mapping.
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Figure 5.5: Measured BER performance of Dual Mode in LOS/NLOS for different data rates.

5.3 Ordered SIC Receiver with MMSE-based Sorted QR-Decomposition

This section describes a computationally efficient algorithm for MIMO detection in V-BLAST
architectures with respect to the MMSE criterion. It utilizes a sorted QR decomposition of the
estimated channel matrix before applying successive interference cancellation. Unlike linear
receivers such as ZF and MMSE, the performance of a SIC receiver is strictly dominated by the stream
which is detected first and therefore error propagation has considerable impact on the detection
quality of the subsequent streams. An ordered SIC starts rearranging the columns of the channel
matrix by attempting to identify the stream which is most likely to yield no detection errors in the

first iterations. Although the ordering of the original V-BLAST algorithm in [19] is optimum with
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respect to BER performance, it still requires multiple calculations of the pseudo-inverse, becoming a
computationally expensive task. The sorted QR decomposition has been proposed in [41] to reduce
the overall complexity to the order of linear receivers while sacrificing on 1 dB in terms of BER as

compared to conventional V-BLAST schemes.
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Figure 5.6: Block diagram of MIMO detection with MMSE-based Sorted QR Decomposition

Figure 5.6 shows the block diagram of a MIMO receiver with MMSE-based sorted QR-decomposition
of the channel matrix. After channel estimation, a pre-processing block decomposes the MIMO
channel matrices for every sub-carrier and feeds the resulting matrices to the MIMO detection block,
which extracts the transmitted tones based on either matrix-multiplication (MM) in case of linear

MMSE detection, or Back-Substitution (BS) for SIC receivers.

5.3.1 Sorted MMSE-based QR Decomposition

As shown in the previous section, we extend the channel matrix H and the received vector Y in

order to perform QR decomposition with respect to the MMSE criterion as

i} __(Q). _ (Yj
H= =QR= R and Y=| | (5.4)

T n N, 2 O

With the relation QII{H+1/NTGnQ}; =R, the least-square solution of the extended input-output

relation Y =HS+W can be obtained by Back-Substitution (BS) from
Q'Y =RS+Q'W-,/N,c,Q"S. (5.5)

The last term in Eq. (5.5) constitutes the remaining interference that cannot be removed by
successive interference cancellation [41]. The optimum detection sequence now maximizes the SINR

on each layer, yielding minimum estimation error per iteration.
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The most computationally expensive part of the proposed algorithm is the QR decomposition of the
extended channel matrix H. It is well known that unitary transformations based methods (e.g.
Givens rotations) are more numerically stable than the Gram-Schmidt procedure. However, when
one considers an FPGA based implementation, multiplication-intensive algorithms such as the
modified Gram-Schmidt QR decomposition are usually more desirable that CORDIC-intensive Givens

rotations [23].

The sorted version of the MMSE detection is basically an extension of the modified Gram-Schmidt

procedure by reordering the columns of the channel matrix prior to each orthogonalization step. The

basic idea is that the diagonal elements of the extended N XN, upper triangular matrix R are
minimized in the order in which they are computed (1,...,N_). Starting with the norm of the first
column of ﬁ, the first row of R is determined. Next, the second diagonal element and
corresponding row of R is calculated in the same manner from the remaining N —1 orthogonalized
vectors and so forth until the extended channel matrix is transformed into an unitary ordered
(N, +N,)x N, matrix Q Note that the column norms have to be calculated only once in the
beginning and can be easily updated afterwards, resulting in less computational overhead due to

sorting. A description of the MMSE-based Sorted QR Decomposition (pseudo code), with Qi

denoting column i of Q and P a permutation matrix of the columns of H,is given below [41]:

(1) Initialize: R=0, Q=H, P=1I,

(2) fori=1,..,N,
(3) norm, = ”Quz
(4) end

(5) fori=1,...,N,

(6) k, = argmin,zimNT norm,

(7) exchange columns i and &, in R, P, norm, and in the first N, +i—1 rows of Q
(8) R, =\norm,

9  Q=Q/R,

(10)  form=i+1,.. N,

(11) R,=Q'Q,

(12) norm, =norm,, — R’

(13) end

(14)end
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Note that the MMSE-SQRD receiver does not necessarily lead to the optimum detection sequence,
but in many cases of interest the performance degradation is negligible (below 1 dB) as compared to

the reduced complexity.

5.3.2 Ordered SIC Detection with Back Substitution
The Back Substitution algorithm solves linear system of equations of the form

QY =RS, (5.6)
provided that R is an upper-triangular matrix. By setting Y:QY:QIHY and

R z{R”} zlv{—O'nQI; , the BS can be directly applied in the detection stage of the SIC detector. In
order to adapt the BS-based linear detection stage to perform SIC, a slicing operation Q(.) is

introduced to obtain the following iteration for i=N_,...,1:

=

(1) X.=Y /R

i i

(2) S, =0(X,)
(3) Y=Y -RS,

where the vectors SA((_’) and R. denote the first i—1 entries of Y and the corresponding entries of
1 i

the i-th column of R respectively. In fact, both the multiplication and division in (1) can be avoided
by absorbing the corresponding normalization in the slicing operation and simply changing the

decision boundaries [23].

In the following, the performance of the proposed MMSE-SQRD algorithm has been verified for a

MB-OFDM system with different number of multiple antennas and modulation schemes.
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16-QAM, TFC11) in 1m LOS for different antenna configurations.
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Figure 5.8: Measured BER performance of 3X4 MIMO MB-OFDM in 1m LOS for a) QRD-based

MMSE, and b) O-SIC with MMSE-based SQRD receiver.

In Figure 5.7, the measured performance of different MIMO configurations and modulation schemes

has been verified in 1m LOS for HDR and VHDR transmissions. Similar to the QRD-based linear MMSE

RX, the O-SIC with MMSE-based SQRD is able to achieve robust BER performance at the envisioned

operation point of 15 dB SNR. For bad-conditioned symmetric 2xX2 MIMO channels with strong LOS

component, the quality of decomposition of the channel matrix as well as of the noise power

estimates highly affects the performance of the system. An attractive way to circumvent this kind of

uncertainty could be the use of e.g. dual-polarised antennas or Dual Mode transmission, or, if

possible, of additional antennas at the RX. The direct comparison of both MMSE-based receivers with

(sorted-) QRD demonstrates their very similar performance, whereas the O-SIC outperforms the



Chapter 5 Advanced Deployment Schemes for MIMO MB-OFDM 76

linear MMSE RX only marginally. In fact, an optimal ordering of the columns in the decomposition
matrices R and Q turns out beneficial especially for frequency selective channels. This performance

gain almost vanishes when the channel coefficients become approximately equal, as is the case in

strong LOS short-range scenarios.

5.4 Orthogonal STF Decoder with Scaled LLR Demodulation

Besides the constantly increasing demand for higher throughputs, the requirements for improved
link robustness, reduced power consumption and extended coverage of emerging UWB devices call
for efficient and low-complexity system design able to exploit possibly all degrees for
communication. While spatial multiplexing schemes are not limited in the number of TX antennas
and typically require simple MMSE-based linear receivers or optimized V-BLAST decoders, the
minimum number of RX antennas is still bounded by the number of independent transmit streams.
Recall that ML decoding becomes prohibitively complex for modulation schemes higher than QPSK
and is unable to provide soft-decision reliability information to the succeeding channel decoding

stage.

Diversity schemes, as introduced in Section 3.2.3, are exempted from this constraint and thus allow
for MIMO transmission schemes and low-complexity receivers (such as mobile or hand-held devices)
to still exploit the diversity gains offered by the spatial, time- and/or frequency dimension, and to
improve the effective SNR at the input of the decoder. This concept is currently adopted by modern
standards like IEEE 802.11n, WiMAX, or LTE, in which the transmitting Base Stations are equipped
with multiple antennas and perform more complex diversity or beamforming algorithms in the
downlink, whereas end-user devices typically deploy no more than two RX antennas in order to keep
battery life long and their size/area low. Simple Alamouti- or orthogonal STF coding schemes bring
the advantage of full-diversity gain and full-rate (in case of Alamouti scheme) transmission, with
typically no CSl required at the TX, and of efficient linear ML-based combining at the RX. Prerequisite
for the latter is an orthogonal (or quasi-orthogonal) structure of the diversity code, as well as
constant channel characteristics for the duration of the code block. The orthogonality of the code
ensures that each transmitted symbol can be decoded independently of the other transmitted
symbols within the code word, thus providing viable options for deploying higher modulation

schemes and parallelization at the RX.

In fact, the receiver has to possess knowledge only of at least one channel estimate per TX-RX link in
order to extract the transmitted symbols. This requirement is met by the time-orthogonal preamble
design and the assumption of quasi-static channel during the transmission of a frame. Further, the

MIMO decoder has to be aware of the number of TX antennas (N, ) used in order to correctly

estimate the channel matrix and perform MIMO detection. This information is provided by setting

the corresponding TX_ANT bits in the PHY header, as shown in Section 4.1.2.1 (see Figure 4.5). Note
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that since the length of the PS/FS part of the PLCP preamble remains unchanged, synchronization at

the receiver can be performed without the knowledge of N_, just before the PHY header decoding.

In the following, we provide the framework for the deployment of STFC diversity encoding and
efficient combing in MIMO MB-OFDM, including some conceptual considerations on the calculation
of LLR and the succeeding channel decoding. Besides the full-rate Alamouti scheme, we propose
orthogonal 3/4-rate codes for three and four TX antennas based on [42] that have been applied in
the time domain. This implies that at least four consecutive MB-OFDM symbols have to be
transmitted over the same sub-band, i.e. the proposed schemes are applicable to FFl systems (TFC 5
to 7). Due to the frequency selective nature of the UWB channel, the encoded symbols (tones) within
the code word experience different channel fading for each MB-OFDM symbol period, thus
benefitting from frequency diversity. Note that for complex constellations and more than two TX
antennas, rate 3/4 has been proven in [43][44] as the maximum achievable rate for orthogonal

codes.

5.4.1 MIMO Coding Framework

Now we consider a MIMO MB-OFDM system equipped with 4 TX antennas and apply three

alternative STF codes: the Alamouti code, as well as the 3/4-rate orthogonal codes for three and four

active TX antennas. From Eq. (3.2), we rewrite the signal model as Y=HS, + W, where S, stands

for the code matrix, and the subscript K corresponds to the number of deployed (selected) TX

antennas. The modulated data tones within an OFDM symbols are denoted by S(k,m), where k is
the subcarrier and m the OFDM symbol index.

It is well known that the full-rate Alamouti code is feasible only for two TX antennas, but arbitrary
number of RX antennas. In case of more than two antennas at the TX, one may apply antenna
selection according to e.g. capacity maximization criterion, and leave the remaining antennas idle
depending on the availability of CSI. The symbol vector for the transmitting antenna pair during the

first MB-OFDM symbol period m is constructed as [S, S,]=[S(k,m) S(k,m+1)], and the

Alamouti code matrix is given as [20]

where the transmission on each TX antenna branch occurs row-wise at two OFDM symbol instants.

In the case of three active TX antennas, one of the four branches remains idle. The idle antenna can

be adaptively selected after transmitting four OFDM symbols depending on the availability of CSI.



Chapter 5 Advanced Deployment Schemes for MIMO MB-OFDM 78

The symbol vector is denoted by [S, S, S; O0]=[S(k,m) S(k,m+1) S(k,m+2) 0], and

the code matrix according to [45] is

S, =S, =S, 0
S,=| S, § 0 =-S5 |,
s, 0 S S

where three symbols are transmitted row-wise over four symbol instants.

When all four TX antennas are deployed, again only three symbols are transmitted over the four
symbol instants. Thus, with [S, S, S, O0]=[S(k,m) S(k,m+1) S(k,m+2) 0], the code

matrix according to [45] is given as

Nl
w“ |
SR,

|
e} mc,;
|

o =W
SN o
L &
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Note that the transmit power per antenna branch has been equally scaled down by 10log, (S, ) dB

to ensure same power constraint as for the SISO case.

5.4.2 MIMO Combining
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Figure 5.9: Block diagram of STF soft-decision combining with scaled LLR calculation.

As mentioned before, main advantage of the orthogonal STF coding is the low complexity of
combining at the receiver (as compared to pure ML solutions), which typically implies linear
processing similar to the Alamouti simple algebraic combining. Due to the orthogonality of the MIMO
code, decoding of a transmitted symbol can be performed independently of all other symbols within
the code word. It is further shown in [25],[46] that providing soft-decision information to the
succeeding channel decoding may improve the reliability of error correction. In fact, extracting the

Log-Likelihood Ratios (LLRs) out of the decoded symbols and scaling them by the channel energy
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ensures that the highest post-processing SNR is obtained and that the FEC decoder can find the ML
code word. This approach is illustrated in Figure 5.9, where the soft outputs é(k,m) of the MIMO
combing block are used to calculate the scaled LLRs A(k,m) and delivered to the deinterleaver and

FEC decoder. Further details on the calculation of the scaled LLRs are given in Section 5.4.3 and [46].
In the following, we provide the algebraic combining rules for the considered three coding schemes.

For Alamouti transmission, the MIMO combiner calculates the soft estimates over two successive
time instances [S’l Sz]:[g(k,m) S'(k,m+1)] out of the received symbols Yi(k,m) and

Yj(k,m+1) as

NR NR
Z}Yj(m)Hjl +21Yj (m+DH ,
— J= J=

Sl - Ny 2 4
> H.H
=1 i=1 ! g
v, ! v, , (5.7)
2‘,1@.(;41)11!]2 - ZYj (m+DH ,
Sv _ J=1 Jj=l1
2 Ny 2

Because of the assumption of a quasi-static channel during the transmission of a frame, the relation
Hﬁ(k) = H/.i(k,m) =H/.l,(k,m+l) holds true. Without losing generality, we have omitted the

subcarrier index k for brevity.

In the case of three TX antennas being deployed, and having received the symbols Yi(k,m)

Y].(k,m+3), the combined estimates of the transmitted symbols are

NR NR NR
Z; Y (mH ), + Z;Yj (m+DH ,+ Z;Yj (m+2)H ,
_J= J= Jj=

S = -

1
j=1 i=l

b

NR NR NR
) ZYj(m)sz - ZY/. (m+DH, + ZX/ (m+3)H ,
52 — J= J=1 T J=1 , (5.8)

3
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Finally, when MIMO coding with all four TX antennas is applied, the combined estimates of the

transmitted symbols are calculated from the received tones Yi(k,m) Y].(k,m+3) as

NR NR NR NR
DY (mH, +Y Y (m+)H ,+ > Y (m+2)H  + DY (m+3)H,,

S == j=1 j=l1 j=l1
1

=

4
*
H H .
JtooJt
=1

1 i

~.
I

Ny Ny Ny Ny
DY .(mH =YY (m+)H, =YY (m+2)H, + zlx/. (m+3)H
J=1 Jj=1 j=1 j=

S, = T : (5.9)
N H H,
Jio i
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NR NR NR NR
) Z{Y/. (mH’, + Z{Y/.(m +DH, - Z;Yj (m+2)H - Z{Yf (m+3)H ,
S3 —J J T J J
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As in Alamouti combining, also the estimators for three and four TX antenna MIMO are unbiased and
maximize the post-processing SNR of the estimates. The denominator term in (5.7), (5.8) and (5.9)
reflects the channel energy per subcarrier and will be used as scaling factor for the LLR calculation

described below.

5.4.3 Bitwise LLR Demodulation

The basic idea behind the bitwise LLR demodulation is to deliver the reliability information contained

in the soft outputs of the STF combining all the way down to the FEC decoder. The Log-Likelihood

Ratio /lq expresses the probability of a given transmitted bit on position g being equal to one versus

zero, and is defined as

With the assumption of Gaussian distributed noise of zero mean and variance Gj, the LLR becomes
the difference of two exponents that can be further approximated by taking into account only the
two closest constellation points with opposite bq. It has been shown in [46] that with separate bit
mapping onto the real and imaginary part of a Gray-mapped constellation, the approximate LLR

reduces to a linear function in the distance between the received symbol and the midpoint of those

two constellation points along the given (real or imaginary) dimension. Note that the noise variance

along a dimension reduces then to 0'12/2 = 6é/2 = Gi/Z.
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For QPSK with unity average power, the components of the LLR vector [ ll /10 J are given by

A :QSI and A :QS*Q, (5.10)

1 0_2 0 0_2

n n

where 51 is the I-coordinate, and SQ is the Q-coordinate of the estimated symbol.

For normalized 16-QAM, the approximations of the elements of the LLR vector [ Ay A A A J

are calculated as [46]

Lo 25, 2 [5_2}

* Ve 7 Ve (M Vio )
53 (5.11)
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This approximation tends to be very close to the true values and proves to have a negligibly small
impact on the error performance. Furthermore, as the noise samples are essentially divided by the
channel attenuation during signal equalization, their variance is called the channel energy. In order

to obtain the correct noise variance in each LLR estimate, we scale it back by first setting the noise

power to unity, and then multiplying it with the channel energy term E_, (k) :EZH;i(k)Hji(k)'
joi

Neglecting this scaling would lead to suboptimal soft decisions if the channel fluctuations become

large.

We next compare the measured BER performance of the proposed STF combing schemes at the
output of the channel decoder. The measurements have been performed in 1m LOS environment on
BG1 with TFC6, using linear patch antenna arrays and varying the number of TX and RX antennas. In

order to obtain fair comparison among the different STF coding schemes, we set the total code rate

to approximately 1/2, as for the full-rate Alamouti scheme with rate R =1/2 channel coding.

Therefore, for the 3/4-rate orthogonal schemes with QPSK and 16-QAM modulation, we select

modes with channel code rate R = 3/4 to achieve total code rate of 3/4RC =18/32, which is close

enough to 1/2.

The performance results in Figure 5.10a) indicate that the orthogonal STF codes for three or four TX
antennas are able to outperform the Alamouti code for equal total rate in the system. However, due
to imperfect channel estimation and the resulting error propagation in the decoding stages of the RX,
the diversity gain brought by using multiple antennas on both ends of the link diminishes. This
becomes evident especially for higher order modulations (e.g. 16-QAM) with shorter distance
between the constellation points, where using an erroneous channel estimate affects the correct

demapping of a higher number of bits, see Figure 5.10b).
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In Figure 5.11a), the measured performance of 4 X2 orthogonal STF decoding is depicted as function
of the decision type of the channel decoding block. As expected, soft decision input to the Viterbi
decoder provides an SNR improvement of ca. 2 to 2.5 dB to the system, whereas an additional 1 dB
due to the scaling of the LLR metric is observed. Finally, in Figure 5.11b), we investigate the
performance of the 4x2 STF decoder for different antenna spacing. It can be concluded that
separating the array elements by half the maximum wavelength of the signal results in lower values
of the spatial correlation and therefore less error propagation in the channel estimation and

equalization.
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Figure 5.10: Measured BER performance of orthogonal STFC (total rate R=18/32, TFC6) for different

antenna configurations and modulations: a) QPSK, and b) 16-QAM.
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Figure 5.11: Measured BER performance of 4x2 orthogonal STFC (total rate R=18/32, TFC6) for

different data rates as function of the a) decision type, and b) antenna spacing d .
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5.5 Differential Algorithm for Interference Detection and Mitigation

Due to its “underlay” nature, UWB technology has to ensure the coexistence with other services
operating in the same frequency range. This implies that the UWB system has to be able to detect
and potentially avoid such primary users, as well as to adjust its parameters respectively so that no
harmful interference is caused at victim receivers. Besides common co-existence techniques such as
Low Duty Cycle (LDC), Transmit Power Control (TPC) and lower TX emission masks, regulatory bodies
in Europe have imposed the use of the so-called Detect-And-Avoid (DAA) protection mechanism for
Band Group 1. According to it, a UWB device should immediately switch to another sub-band or
zero/null its corresponding tones of transmission, once an incumbent is detected in its band of
operation. In case the device is not capable of performing DAA, it shall reduce its EIRP power

emission to a rather prohibitive (in term of reliable communication) PSD level, see Figure 2.1.

Figure 5.12: Co-existing scenario between UWB and WiMAX.

To demonstrate the DAA capabilities of UWB technology, we consider the following interference
scenario: a primary user (e.g. WiMAX mobile terminal) operates in close proximity of a point-to-point
UWSB link, see Figure 5.12. During its start-up, the UWB communication system performs a spectrum
scan of the environment to possibly detect and mitigate its interference towards the WiMAX
terminal. The CEPT ECC TG3 have proposed a so-called flexible zone model for DAA, according to
which the space around the victim receiver is separated in different zones depending on the received
power of a primary user [47]. Depending on the detected interference level, the UWB device applies
a relevant mitigation technique, e.g. dropping of a sub-band, tone nulling or analogue/digital notch
filtering. Further, the presented DAA procedures can be elaborated to include coherent spectrum
sensing and monitoring phase to better estimate the isolation distance from the victim receiver as

well as to reduce the overhead for scanning the whole environment.

Table 5.1 summarizes the main set-up parameters for the proposed WiMAX interference test
scenario. Since the required WiMAX DL sensitivity (detection level) is -90 dBm (or -97 dBm/MHz), the

received WiMAX signal lies only 10.4 dB (= -97 - 6.6 + 114) above the WiMedia noise floor. The
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challenging task of detecting the victim signal in harsh multipath environment and shadowing effects
may be alleviated by increasing the integration period of the detection algorithm, using some a-priori
knowledge of the incumbent system or exploiting the intrinsic receive diversity via multiple

antennas.

Table 5.1: Parameters of the WiMAX interference scenario.

Parameter Value
WiMAX TX UL power 20 dBm
WiMAX Bandwidth 5 MHz
WiMAX min DL sensitivity -90 dBm
WiMAX Noise Figure (NF) 5dB
WiMAX carrier frequency 3.5GHz
SIR at WiMAX RX -6dB
Thermal noise -114 dBm/MHz
WiMedia signal level -41.3 dBm/MHz
WiMedia Noise Figure 6.6 dB
Protection level -60 dBm/MHz
-65 dBm/MHz
Channel availability check-time <=50ms

In this section we propose a differential algorithm for MB-OFDM receivers based on non-coherent
energy detection of interfering or primary user signals. As specified in the interference scenario (see
Table 5.1), the detection of a 5 MHz signal is considered, whereas the energy detector accumulates
the FFT bins over a multiple of MB-OFDM symbol instants. The output of the detector is differentially
compared with a detection threshold, and the bins that result in positive hypothesis tests indicate

the presence of WiMAX transmissions.

The UWB receiver can deploy the sensing function to scan the spectrum continuously for WiMAX
emissions during the start-up phase. A sensing phase of 30 up to 70 symbol slots is considered
sufficiently long to detect reliably the WiMAX UL/DL signal. In case the UWB device fails to detect the
victim device during this initial check, it will continue to monitor the environment on an on-going

base, e.g. during the beaconing phase or the transmission-free intervals between two data frames.

The flow chart of the proposed interference detection scheme is shown in Figure 5.13. The algorithm
takes as parallel input the averaged FFT bins over all RX antennas during a set number of slots.

Depending on the time-frequency hopping pattern, the symbol blocks are accumulated in a

normalized power array p = [p(l),p(2),.,.,p(k),..,,p(N)] , corresponding to up to three sub-bands
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within a band group. After initializing p__(1)= p,.(1)= p(1), each power bin is decremented by the
average of the preceding bins and then compared with a detection threshold. If the power of this
differential bin exceeds the threshold, its index is output, while its value is neglected for the
calculation of the supplementary moving sum array p__. In case a bin value lies below the
threshold, the moving sum is incremented by its value, after which the value is replaced by the

increment of the moving sum, see Figure 5.13.
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Figure 5.13: Flow diagram of per-bin differential interference detection.

In case of successful detection, the sub-band(s) corresponding to the detected interferer index is
determined and fed back to the TX in order to perform e.g. band dropping techniques. Further, a
binary tone-nulling (TN) mask for each sub-band is generated, containing 1’s for each sub-carrier to

be transmitted, and 0’s for the tones to be zeroed. Variable number of guard tones N are zeroed
on both sides of the detected bin in order to allow for deeper notching of the transmit UWB signal.
Finally, the power level of the detected interferer and Interference-to-Noise Ratio (INR) are

estimated, and a flag for successful detection is output. The power of the interferer may then be

used to determine the interference zone and required isolation to the victim device.
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Figure 5.14: Block diagram of interference detection.

In order to verify the performance of the per-bin interference detector, we consider a MIMO MB-
OFDM receiver deploying 4 antennas. The block diagram of the interference detection scheme
including multiple FFT-, tone demapping and symbol averaging blocks is shown in Figure 5.14. The

outputs of the N, FFT blocks are first averaged over the all RX antennas and then fed in parallel to

the interference detection block. The input Y(k,m) to the interference detector contains N x M
tones (frequency bins), where M stands for the number of slots/instants the detection is to be

carried over. The sequence {lm} specifies the time-frequency hopping pattern (TFC) of the receiver

and contains the BandID values over 6 consecutive time instants. The parameters 17, N, N, B,
and f; define the normalized detection threshold, FFT-size, number of TN guard tones, system
bandwidth and sampling frequency respectively. The interference detection block essentially

accumulates the power levels on each frequency bin and sub-band, and outputs a sequence {ldmp}

of the sub-band(s) to be dropped, as well as a binary TN mask with zeros at each subcarrier index
that has to be nulled during transmission of the next frame, see Figure 5.13. The succeeding block

calculates the average interferer power level P, and returns an estimate of the Interference-to-

Noise (INR) ratio.
The probability of interference detection ( P, ) of the proposed scheme is shown in Figure 5.15. One

can conclude that integrating over only 30 slots already provides sufficiently high levels of P (e.g.

above 90%), thus allowing for reliable and fast detection of a WiMAX uplink for very low levels of the
interference-to-noise ratio (INR). Deploying multiple antennas at the receiver side improves the
detection performance by up to 6 dB, owing to the intrinsic array gain and noise averaging, see

Figure 5.15b).
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Figure 5.15: Performance of WiMAX interference detection for a) 3x4 MIMO and different values of

the INR, and b) different antenna configurations for fixed threshold (7 =10.3) in CM1.

5.6 On the Implementation Complexity of MIMO MB-OFDM

5.6.1 Transceiver Architecture, Power Consumption and Silicon Area

As stated before, the proposed MIMO MB-OFDM system deploys spatial multiplexing with the goal
to achieve linear increase in capacity. Splitting the input binary stream into NT independent data

streams would imply significant replication in both the transmitter and receiver architectures, where
each sub-stream passes a separate antenna branch, as shown in Figure 4.1. Although the hardware
and complexity costs are proportional to the number of transmit antennas, this approach offers the
possibility to independently vary the parameters of the component blocks on each branch, and thus

introduces a high degree of flexibility in the overall design of the system.

Given the fact that during a time slot all antenna braches transmit in the same frequency band, a
common oscillator and frequency synthesis circuit can be shared. Besides reducing the complexity
and power consumption, this also alleviates the problem of center frequency offsets among the
separate TX RF front-ends. Further saving in area and power consumption can be achieved by a

common pipelined IFFT processing, as will be discussed in the following section.

A different area-saving approach is to use a common encoder, puncturing and interleaving block,
which output is then demultiplexed across the separate antenna branches. However, this implies
increased processing rate of the encoder, which may become unfeasible in terms of power

consumption for clock rates exceeding 1 GHz.

The receiver architecture of the proposed VHDR MIMO MB-OFDM system is based on a replicated
direct-conversion SISO RX featuring additional blocks for channel estimation and MIMO combining.

Similar to the TX architecture, it implies replicating most of the RF- and baseband processing blocks
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of the single antenna receiver. In the digital baseband, the pipelined FFT processing approach can
still reduce the HW costs of the MIMO RX. Further significant increase in complexity and power
consumption is caused by the MIMO combining block, which has to extract the independent streams
from the mixture of received signals. It is therefore essential to point out efficient schemes for MIMO

detection that could allow for reductions of the RX complexity and a feasible implementation.

5.6.2 RF Frontend

The receiver frontend of a V-BLAST architecture consists of replicated RF antenna branches, each
containing a pre-select BP filter, LNA, AGC, mixers and ADCs (one for each | and Q-component).
Depending on the implementation, the deployed antennas and BP filters may have to be designed to
operate either in the lower bands (3.1 GHz to 4.8 GHz) and/or the upper band of 6 GHz to 9 GHz.
Similar to the TX, the frequency synthesis circuit can be shared among the receive branches, reducing
the area, power consumption and mismatch between CFO offsets on different branches. To simplify
the overall complexity of the receiver, the system could operate only in FFI mode, which will
significantly alleviate the requirements for fast frequency switching, time and frequency
synchronization and tracking, channel estimation and MIMO combining, as these have to be

performed for a single sub-band only.

Regarding the area of the MIMO RX frontend, one may expect to end up with about 70% area
increase for each additional antenna. A practical approach to facilitate implementation could be to
develop a single antenna frontend-chip with appropriate interfaces so that one could easily connect
two or more of them together to come to a multiple MIMO-suited frontend. In this case it will not be
necessary to develop a separate chip for single, dual, triple, etc. number of antennas, but rather

merely combine the required number of chips in a single package.

5.6.3 Efficient Multichannel FFT Processing

The FFT processing in an OFDM-based system is one of the high complexity modules, which typically
account for a quarter of the power consumption of the system. In a spatially multiplexed VHDR
MIMO MB-OFDM system, separate (I-)FFT processing is required to modulate the independent data
streams on each TX branch. A straightforward approach of replicating the number of FFT processors
would imply a dramatic increase also in the complexity and area needed, with the only advantage of

using standard SISO FFT components, which do not have to be adjusted for MIMO transmission.

An alternative solution is offered by pipeline FFT processors, which feature multi-channel structure
optimized for MIMO communication. In the case of e.g. WLAN MIMO-OFDM systems, a multi-
channel mixed-radix pipeline FFT processor (MRMDC) is reported in [48], [49] to reduce the required
number of logic gates by up to 25% with respect to conventional MIMO FFT processors like RAMDC.

Compared to using typical SISO-OFDM FFT processors such as the R2SDF in parallel, these savings
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can reach up to 64% of the logic gates count for a 4 X4 MIMO-OFDM system. Table 5.2 summarizes

the hardware requirements of the mentioned FFT architectures.

Table 5.2: Comparison of FFT hardware requirements for K MIMO branches

Processor Number of Complex multipliers per P Complex adders per P | Memory size per P
description | processors (P)

R2SDC K log, N -1 2log, N N-1
R2’SDF K (2/3)log, N -2 (2+2T /3)log, N N-1
R4MDC [K/4] (3/2)log, N -3 4log, N 5N/2-4
MRMDC [K/ﬂ (4/3)log, N -4 (4+T)log, N 5N/2-4

* N = FFT size, T = Number of adders required for a trivial multiplication

Regarding efficient MIMO FFT processing for MB-OFDM UWB systems, a similar 8-path pipeline
approach is reported in [50] to enable 1-Gbps throughput at a clock frequency of 125 MHz in an
FPGA implementation. While these solutions argue on reduced power consumption and optimized
utilization of complex multipliers and FIFO registers as compared to SISO FFT-processing, exact
savings are still highly dependent on the actual implementation platform and need further

verification by system designers.

5.6.4 FPGA Implementation Complexity of the Proposed MIMO Algorithms

In order to obtain realistic estimates of the hardware resource utilization, the selected MIMO
decoders have been implemented by partner VTT of the FP7 IP EUWB on a Xilinx ML605 FPGA board
which has been connected in a HW-in-the-loop simulation to the MIMO-UWB test-bed. Besides the
SISO MMSE reference mode and the differential interference detector, the 2X2 QRD-based linear
MMSE receiver, the 3X4 MMSE-based SQRD SIC, as well as the 4 X2 STF decoder have been selected for
FPGA implementation.

Table 5.3 summarizes the findings on the FPGA resource consumption of the selected MIMO
algorithms in [26]. In this proof-of-concept implementation, the synthesis results demonstrate that
the FPGA implementation of the proposed MIMO algorithms is feasible for modern FPGA circuits.
The resource utilization and performance results may serve as reference basis for designers
considering a hardware implementation of MIMO decoders for next generation UWB devices. More
details on the FPGA implementation and e.g. scalability of the 3xX4 MMSE-based SQRD SIC can be

found in [26].
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Table 5.3: Synthesis of selected MIMO algorithms to XCVLX240T FPGA.

Resource Max. clock Max. PHY DSP48 slices LUTs Registers Block RAM
utilization frequency throughput*

SISO MMSE 180 MHz 540 Mbps 7 (0.9%) 1159 (0.7%) | 2139 (0.7%) 2 (0.5 %)

2X2 MMSE 210 MHz 1260 Mbps 137 (17%) 12551 (9%) 13653 (4%) 29 (6%)
with QRD

3x4 MMSE- 160 MHz 1440 Mbps 236 (30%) 48560 54908 (17%) | 185 (44%)

SQRD (31%)

4%2 STF 160 MHz 360 Mbps 122 (15%) 14318 (9%) | 11214 (3%) 20 (4%)
Decoder

Interference 100 MHz NA 11 (1%) 7785 (2%) 7897 (2%) 1(0.2%)
Detector

*The maximum achievable throughput at PHY is calculated for code rate 3/4 and 16-QAM modulation

70% .
60% Interference
[ Detector

50% |
K 4x2 STF Decoder
40%

30% = | 3x4 MMSE-SQRD
20%
10% _I _' i 2x2 MMSE-QRD

0%
KN SISO MMSE

Figure 5.16: Resource utilization of the implemented MIMO algorithms on XCVLX240T FPGA

platform.

5.7 Conclusions

In this chapter, multiple antenna approaches for very high data rates based on spatial multiplexing,
Dual Mode transmission and Space-Time-Frequency Coding have been investigated, developed and
verified. For V-BLAST architectures, efficient algorithms for matrix inversion with sorted QR
decomposition and ordered successive interference cancellation have been proposed. The algorithm
and overall system performance have been verified via simulations and the offline MIMO-UWB test-
bed, considering the impact of real-world propagation constraints, synchronization in time- and

frequency, as well as the estimation and compensation of imperfections in the receiver front-end.
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For coded 3x4 MIMO MB-OFDM with spatial multiplexing, the both MMSE-QRD and MMSE-based
O-SIC receiver performances of the VHDR mode are only slightly degraded as compared to that of an
exhaustive search ML decoder. Moreover, under strong LOS transmission over very short distances,
we have demonstrated that especially for symmetric MIMO systems the deployment of dual-
polarized antennas or Dual Mode transmission can significantly improve the system performance in

terms of error propagation.

For transmit diversity schemes, we have provided an orthogonal STF coding framework including
simple algebraic rules for reliable decoding in MIMO systems deploying up to 4 TX and arbitrary
number of RX antennas. Moreover, we propose an efficient approach of delivering soft-decision
inputs to the channel decoding stage, by scaling the LLR metric with the estimated channel energy.
The performance results indicate improvement of the minimum required SNR at the receiver that

allows for an overall coverage improvement of the system.

Finally, we propose a low-complexity approach for robust interference detection in order to enable

the deployment of flexible DAA mechanisms via Band-Dropping or Tone Nulling.
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Chapter 6

Performance Verification via the MIMO-UWB Test-bed

While UWB offers an additional degree of freedom for communications through its huge bandwidth,
the research and development on MIMO UWB and especially its implementation aspects is still in its
infancy compared to the numerous contributions and practical solutions for narrow-band and
wideband MIMO (as in e.g. IEEE 802.11n, 802.16e or 3GPP LTE). In particular, only few measurement
results exist to demonstrate and verify the theoretical achievements and algorithm solutions for
MIMO UWB systems [51]-[53]. This is mainly due to the fact that test equipment suitable for UWB
measurements is still expensive and often does not meet the requirements for flexible design and
investigation of sophisticated wireless transmissions like those in multiple antenna systems. Instead,
most research in the field of MIMO UWB is carried out through accurate but often simplified
MATLAB simulations, thus neglecting the effects of realistic imperfect channels or other real-world
phenomena like fixed-point computing, RF impairments and imperfect synchronization on the
performance and robustness of MIMO algorithms. In order to study and eventually overcome these
uncertainties, extensive testing and verification of these approaches under close-to realistic

conditions has to be performed.

Among the increasing number of experimental platforms developed over the recent years to
evaluate the performance gains of MIMO technology, one can distinguish three general systems

[54][55]:

e prototype — is an initial realization of a developed approach or a standard, intended to

serve as proof of concept or instrument for future research and improvements;

e demonstrator — typically serves to show the feasibility and functionality of a system

concept or development;

e test-bed — is a general research tool for further development and verification of
algorithms under real-world conditions. It is aimed to provide significantly more
exhaustive data under variable set of application scenarios and better knowledge about
the behaviour of the MIMO channel than pure simulations, which often rely on
numerous assumptions and simplified mathematical models. Therefore, a major
requirement for this experimental platform is its high scalability, modularity and

extendibility.

Regarding the real-time aspect of such an experimental system, it is classified as
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e offline — where signal generation, acquisition and processing are performed without
stringent timing constraints. This allows for the evaluation of highly scalable and modular
system designs, however providing little support of feedback loops and knowledge on

implementation complexity;

e real-time — featuring continuous, on-the-fly operation and processing of the algorithms
under test. Due to their stringent time and complexity constraints, UWB real-time
platforms are difficult to implement and highly rely on the availability of suitable RF and

baseband components.

6.1 Experimental MIMO-UWB Test-bed

As mentioned in the description of the system concept, the offline MIMO-UWB test-bed enables
performance verification of arbitrary system and algorithm designs by offering a real-air interface for
up to 4x4 MIMO single- and multi-user configurations. Depending on the application scenario and
selected MIMO scheme, the signal waveforms can be generated under the common MATLAB
environment and then easily transmitted via the MIMO-UWB test-bed. While this approach
preserves the flexibility and modularity of algorithm development, it allows for evaluation of the
achievable performance gains under the effects of real-world phenomena such as hardware specific

non-ideal behaviour, fixed-point implementations and channel propagation constraints.

Hereafter, we describe the general setup and capabilities of the developed offline MIMO-UWB test-
bed.

6.1.1 General Set-up and Verification Environment

The main hardware components of the 4X4 offline MIMO UWB test-bed are two arbitrary
waveform generators (AWGs) and a digital phosphor oscilloscope (DPO) available at the MIMO-UWB
Laboratory at IKT, as shown in Figure 6.1. Waveform generation, instrument control signalling and
data processing are performed on a Host PC, which is connected to the measurement devices via

Gigabit LAN.
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Arbitrary UWB signal source employing digital Arbitrary UWB signal sink
1Q or direct synthesis of IF/RF employing direct sampling of RF
B=5.8 GHz, f;=10 GHz (20 GHz by interleave) B=16 GHz, f;=50 GHz

Tektronix
DPO 71604

: | (master)

1
: Real Channel

| Tektronix
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Figure 6.1: General setup of the MIMO-UWB test-bed

6.1.2 Transmitter

On the transmitter side, each Tektronix AWG7102 supports two channels with up to 10 GSPS and 5.8
GHz analogue bandwidth (or one interleaved channel with up to 20 GSPS), as well as 32 Msample
waveform length per channel. The AWG enables the direct generation of RF signals, via the DAC, up
to the effective frequency of 5.8 GHz with the capability to add real-world signal imperfections. The
direct synthesis of IF or RF signals avoids 1/Q degradations and time-consuming adjustments
associated with traditional methods using I/Q modulators.

The main specifications of AWG7102 are summarized in Table 6.1. Each channel may be used either
for baseband 1/Q or direct IF/RF synthesis of arbitrary digital waveforms complying with the
maximum available bandwidth. This allows for high flexibility in generating and loading various
signals directly from a system-model simulator (e.g. one developed in MATLAB) without the need of
up-conversion circuits and expensive UWB RF front-ends. Filtering, calibration and MIMO
synchronization are therefore easily handled on a factory software basis while maintaining an

acceptable signal quality.

Table 6.1: Main specifications of Tektronix AWG7102

Characteristics Description

Waveform length 1 to 32,400,000 points (interleave is off)
1 to 64,800,000 points (interleave is on)

DAC resolution 10 bits or 8 bits (marker outputs are enabled)

Number of waveforms 1 to 16,000 waveforms
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Sequence length 1 to 4,000 steps

Sequence controls Repeat count, Wait-for-Trigger, Go-to-N, Jump
Number of analog outputs 2 (or 1 with interleaving)

Sampling rate control 10 MSPS to 10 GSPS (interleave is off)

(with option 06) 10 GSPS to 20 GSPS (interleave is on)

In the evolved 4x4 MIMO set-up, the two AWGs are synchronized by a 10 MHz reference clock
signal and jointly calibrated to minimize internal RF frontend mismatches. Further, a set of various
sequencing commands enables the transmission of repetitive portions of the waveform through
numerous program branches, jumps and loops. Therefore, it is possible to test and verify arbitrary
4 x4 MIMO configurations with an upper RF frequency of 5.8 GHz without additional up-conversion.
In Dual Mode operation, an external LO, band-pass pre-select filters and matched antennas are

required to cover the higher frequencies of Band Group 6, see Figure 6.2.

UWB RF TX
BG 6
MicroLambda LO Marki 4-way Marki BP
MLSL-0911IC LO Drive Amp Power LO/RF Mixer 5.5-8.5GHz
10.5 GHz A-120 splitter T3-10
X
X
= LP UWB RF TX
- DC-4.5GHz BG 1
UWB IF
1.524-3.108 GHz LP
DC -4.8 GHz
. X
Tektronix AWG7102 —~
UWB RF

3.168-4.752 GHz

Figure 6.2: Block diagram of Dual Mode transmission via the MIMO-UWB test-bed.

For test and measurements in BG1 and BG6 we typically use small-size omni-directional UWB patch
antennas, providing a maximum directive gain of 3dBi in the frequency range of 3 GHz - 4.8 GHz or
3.1 GHz -10 GHz respectively. The use of omni-directional antennas is guided by the fact that they
facilitate the dense multipath propagation, which is especially favourable for MIMO transmissions. In
addition, dual-polarized antennas [56], [57] developed by and courtesy of the High Frequency
Institute (HFT) at LUH have been deployed in both 2 X2 MIMO and Dual Mode operation (see Figure

6.11 in Section 6.3).
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6.1.3 Receiver

On the receiver side, a digital phosphor oscilloscope Tektronix DPO71604 provides 4 channels with
up to 50 GSPS per channel and 16 GHz analog bandwidth. The main specifications of the DPO71604
are summarized in Table 6.2. Among its time-, spectral and PSD testing capabilities, the DPO has
been mainly utilized to reliably capture the transmitted MIMO waveforms for further offline
processing and algorithm verification. The latter has been performed by the developed MIMO MB-

OFDM data-path simulator on a fast personal computer in MATLAB.

Table 6.2: Main specifications of Tektronix DPO71604

Characteristics Description
Input channels 4

Analog bandwidth (-3 dB) 16 GHz
Rise time 10% to 90% 27.5 ps

Input sensitivity

10mV/div to 1V/div

Vertical resolution

8 bit (11 bit with averaging)

Effective resolution

5.5 bit at 4 GHz

Max input voltage, 50 Ohm

< 1Vrms for < 1 V full scale settings

< 5.5 Vrms for > 1V full scale settings

Delay between any 2 channels

<100 ps

Max sample rate per channel

50 GSPS (real-time mode)

10 TSPS (ET/IT mode)

Max record length per channel 10,000,000 points

Real-time resolution 20 ps (50 GSPS)

Trigger types Edge, Glitch, Runt, Width, Transition Time,

Timeout, Pattern, State, Setup/Hold, Window

At the receiver frontend up to 4 UWB antennas are connected to the DPO through a bank of
bandpass filters (with e.g. 1.5 GHz bandwidth) to pre-select the desired signals. These are then fed to
up to 4 LNAs (MITEQ AMF-7D-00101800-30-10P) with 55 dB amplification (NF < 3 dB) for reliable
acquisition under harsh SNR conditions. The trigger signal of the DPO is applied to its auxiliary
output, which is connected to the trigger input of the AWG. This enables synchronous MIMO
transmission and reception by triggering the DPO manually by an internal command. Both AWGs and
the DPO are connected to the processing computer via Gigabit Ethernet. In combination with the
data and control interface described below the MIMO test-bed allows for the fully automatic,
reconfigurable and continuous generation, transmission, acquisition and processing of the MB-OFDM

signals.
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6.1.4 Data and Control Interfaces

The data and control interface between the AWGs, DPO and the processing computer is based on the
VISA protocol (over TCP/IP) via Gigabit Ethernet. The interface from MATLAB to VISA is provided by
the Instrument Control Toolbox, a versatile tool for device communication between MATLAB and
measurement equipment of various manufacturers. It offers a graphical as well as a programming
interface with specific functions for writing and reading data to/from, and setting up of the
measurement equipment. This programming interface has been used to encapsulate the Instrument
Control Toolbox within a custom GUI specialized for the MIMO test-bed requirements, as shown in
Figure 6.3.

Before calling the equipment GUI, it is necessary to split the pre-processed sequence into multiple
.mat-files as the AWGs and DPO have a limited record length (max 32,400,000 samples in the case of

AWG). The input to the GUI is a matrix with N columns containing the transmit RF digitized signals,

as well as a structure of predefined equipment settings. These include typical parameters such as
sampling rate, record length, data format, number of used channels, but also MIMO enabling
features like reference clock, triggering mode, channel coupling or sequencing commands. An
automatic validation of all input parameters and status inquiry of the equipment are performed
before this setup. After the Ethernet connection is established the user can select a list of .mat files
created as described above. The last step is to configure the input variable containing the waveforms
that should be transmitted and the output variable in which the received waveforms are to be
stored. In case needed, an attenuation factor for the signal power may be optionally set. Here, no

hardware knowledge or further settings are required from the user.
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Figure 6.3: MIMO MB-OFDM MATLAB Simulator and GUI for instrument control

The input data matrix itself contains floating-point entries, whereas the numeric values represent the
output voltage at each channel of the AWG. In this way, the transmit power can also be defined by

software, ensuring the total allowed maximum transmit power for WiMedia devices of ca. -10 dBm

has been equally allocated across all N outputs. This implies the same power constraint for MIMO
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UWB transmission as for the single-antenna case and enables fair comparison between both
systems. Since the generated transmit data is stored in files, the GUI provides additional degree of
flexibility as it may be deployed in stand-alone mode or in batch mode to perform multi-mode
measurements, e.g. with different number of antennas, modulation types and MIMO detectors.
Upon acquisition of the transmitted waveforms by the DPO, each receive channel is stored in a data
structure directly on the processing computer. The size and format of the acquired data files is
optimized to match the DPO record length, network resources and memory requirements of the
processing computer. However, this procedure is very memory- and network bandwidth consuming
since all sample points are internally stored in MATLAB as double precision and have to be properly
converted before being written/read to/from the AWGs/DPO.

An important aspect throughout the acquisition process is the extraction of the received MB-OFDM
frames from the acquired noisy sequence. In a very first stage, coarse frame synchronization is
performed based on a simple threshold comparison, which becomes unreliable for very low SNR. To
avoid missing part of the signal or locking at wrong portions of it, the cross-correlation coarse time-
synchronization approach proposed in Section 4.2.1 has been applied to ensure accurate detection of

the frame boundaries in the very low SNR regime.

6.1.5 Measurement and Verification Methodology

An important factor in carrying out the MIMO-UWB measurements is the definition and reliable
estimation of the SNR at each receive branch, as this directly influences the quality of MIMO
detection. In a coarse manner, we first estimate the received SNR on each antenna branch using the

PSD of the band-limited RF signal and then calculate the noise power necessary to achieve a desired

SNR value. Since the received signal on each antenna is the mixture of all N transmitted waveforms

and the thermal noise, we first estimate its PSD and then subtract the average PSD of the pure noise
signal between each two transmitted frames for the given frequency range. We then translate the

system performance in terms of BER or FER as function of the received SNR or energy-to-noise per

information bit E, /N,

6.2 Application-specific MIMO-UWB Channel Measurements

Besides the stochastic channel model described in Section 2.4.2, selected channel sounding data
from the measurement campaigns in [13] have been used to verify the performance of the overall
MIMO MB-OFDM system. In particular, we focus on the channel sounding performed in the A340
Mock-up at the premises of EUWB partner EADS, as well as the measurement campaign within a

typical HE environment that has been carried out by partners UIL and LUH.
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6.2.1 Enhancements in Spectral Efficiency

Recent studies and real channel measurements report the well-known linear increase in capacity of
narrowband and broadband MIMO systems also for UWB environments [58]-[61]. In the following,
we empirically calculate the ergodic MIMO-UWB channel capacity based on the estimated MIMO
UWB channel transfer function acquired through our MIMO-UWB test-bed measurements. Provided
that the measurement environment is fully isolated and there are no moving objects/persons in its
vicinity, the MIMO-UWB channel is considered quasi-static for the duration of a single MB-OFDM
frame. This ensures that the channel estimation sequence within the preamble of each frame is able
to reflect the characteristics of the propagation environment and provide reliable knowledge for
calculating the channel capacity. Given the sub-carrier spacing of MB-OFDM is greater than the
coherence bandwidth of the frequency-selective multipath channel, the latter can be decomposed in
a set of frequency-flat sub-channels. Similar to the measurement campaign reported in [60], we
derive the capacity of the frequency-selective channel as the expectation of the capacities of its
narrow-band components (MB-OFDM sub-carriers), resulting in N =128 discrete frequency points
over the frequency range of 528 MHz, i.e. with 4.125 MHz resolution. Each estimated MIMO sub-

channel matrix has been normalized across all frequency bins to unity power, i.e.

H,
Jji
H

Jt

1, =N

2

A A N
The composite MIMO channel matrix H= {Hﬁ(k)}k_1 e C"™Y comprises the estimated N, X N,

channel matrices over all frequency bins.

The ergodic capacity of the frequency-selective MIMO-UWB channel over the frequency range B is

therefore

1 & Pyt ;
C,, :E{Eglogzdet[I+N—H (k)H(k)]Af} [blt/S/HZ]' (6.1)

T

where p is the estimated SNR, B is the system bandwidth, and Af =4.125 MHz is the sub-carrier

spacing for both HDR and VHDR modes. Figure 6.4a) shows the ergodic capacity of 100 CM1
realisations averaged over all received frames. Note that the estimated MIMO transfer function per
sub-carrier incorporates the influence of spatial correlation for antenna spacing equal to the

maximum wavelength of the MB-OFDM signal (d=A__ ), antenna characteristics and RF non-

max

idealities on both sides of the transmission link.
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Figure 6.4: Ergodic capacity (a) and CDF thereof (b) of the MIMO-UWB channel for CM1.

As illustrated in Figure 6.4b), at estimated SNR of 20 dB the spectral efficiency of the measured
MIMO-UWB channel for outage probabilities of less than 10% is considerably higher than that of
SISO. As expected, each receive antenna provides additional capacity gain to the spatial multiplexing
system, that remains constant with increasing the SNR. In the case of equal number of transmit and
receive antennas, the capacity gain increases linearly with the size of the array. For comparison,
Figure 6.5 shows the measured spectral efficiency under 1m LOS conditions for different MIMO
configurations. The higher levels of the capacity as compared with the simulated results in Figure
6.4a) can be explained with the strong LOS characteristic of the environment and lower values of the

spatial correlation during measurements, where the antenna spacing of d =10 cm slightly exceeds

the maximum wavelength of the signal.
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Figure 6.5: Measured ergodic capacity of the MIMO-UWB channel under LOS for different antenna

configurations.
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Figure 6.6 illustrates the effect of antenna spatial correlation on the ergodic capacity of a spatially
multiplexed 3x4 MIMO system in CM1 as function of the antenna element spacing d . For low SNR
values, the capacity loss due to higher correlation continually increases. A degradation of about 2
bit/s/Hz in spectral efficiency remains nearly constant as the spatial correlation among the multiple

streams increases in the high SNR regime.
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Figure 6.6: Ergodic capacity of a 3x4 MIMO system in CM1 as function of the antenna spacing.

We further calculate the maximum theoretically achievable throughput of the system taking into
account the increase in overhead of the MIMO MB-OFDM transmission due to the increased total
preamble size. The superframe format is compliant with the ECMA-369 MAC specification, as
illustrated in Figure 6.7, including a Beaconing Period (BP), Data Transmission Period (DTP) and initial

spectrum sensing phase.

Beacon Slot = 1/3*"MAS
SIFS

Band dropping /

> DATA DATA DATA |
TX Tone nulling

| ¢ | |
PJ

RX Spectrum sensing Medium Access Slot (MAS) Data reception & Monitoring ACK time
= us

(zzs)

J[DEviDY
DEviD7 ]
=

5

Startup phase Beaconing period
=n*MAS Superframe = 256*MAS

Figure 6.7: Superframe format of MB-OFDM.

Assuming NO-ACK scheme and collision-free medium access according to the Distributed Reservation
Protocol (DRP) [3], we first plot the theoretical maximum throughput (TMT) for the different HDR
modes as function of the payload size, see Figure 6.8. As expected, for all data rate modes the
achievable throughput is maximized for the largest payload size caused by the reduced overhead in
the system. For payload sizes above 1 KB, the effective throughput gain remains nearly constant with
increasing modulation order, whereas for shorter frames it is largely independent of the payload

data rate.
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Figure 6.8: Theoretical maximum throughput for HDR modes as function of the PPDU length.

Here, the TMT is calculated as

8N L

_ %Vyrmspumspu
Sore = R, (6.2)

DRPcycle

where Ny sy Stands for the number of PPDU frames that fit in the maximum reserved time slots

for transmission, Ly, is the MSDU frame size in Byte, and T, . is the reservation duration in

case of DRP. The deduction factor R corresponds to the ratio of the actual data transmission period
to the superframe duration, and accounts for any packet losses or re-transmissions [62]. In the

calculation, we further adjust the total PPDU frame duration T, and PLCP preamble length

T

PLCPpream as
TPLCP,pream = (N ps T Nps + NpNeg ) Iy and Topou = Toicp pream T Torcpnar + NVopouLsym / Ny

to reflect the overhead due to time-orthogonal MIMO CE sequence and multiplexing gain (or
equivalently reduced payload duration). The frame-related parameters have been adopted from the

ECMA-368 specification in [3].
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Figure 6.9: Empirical maximum throughput for 160 Mbps (Rc = 1/2, QPSK, TDS) mode with different
MIMO configurations in 1m LOS.

Figure 6.9 illustrates the empirical maximum throughput with different antenna configurations for
1m LOS and fixed payload size of 1024 Byte. Depending on the number of correctly received frames,
the TMT of the DRP protocol is calculated as function of the E, /N, under the assumption of NO-
ACK policy, hard reservations and burst transmission. The MIMO system with SMUX operates in
mode 160 Mbps per antenna branch, resulting in linear increase in data rate over the air that is
proportional to min(N.,N;). As consequence of the higher overhead of the MIMO preamble, the
throughput gain decreases with higher number of the multiplexed streams. For fixed number of TX

antennas, the maximum theoretical throughput can be reached for lower values of E, /N, as the
diversity gain increases with each additional RX antenna. However, as the MIMO system requires
higher E, /N, for equivalent performance with respect to SISO (due to e.g. correlated channels,

imperfect CE or sub-optimal detection), reaching the maximum throughput levels for MIMO still

requires additional amount of the energy per bit.

6.3 Performance Verification in Indoor Environment

The test and verification of the MIMO algorithms selected for FPGA implementation were conducted
in both laboratory and typical office environment, including desks, metal cabinets, wooden
cupboards, computers and smaller scattering objects of different kind. In accordance with the
envisioned deployment scenarios, measurements were performed in short range LOS and obstructed
LOS environment based on the evolved set-up of the offline MIMO-UWB test-bed (Figure 6.10)
described before. The TX/RX antenna masts were positioned in 110 cm height and 1 m apart in LOS
scenarios. For measurements in BG1 (3168 MHz to 4752 MHz), we used small-size omni-directional

UWB patch antennas, providing a maximum directive gain of 3dBi in the abovementioned frequency
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range. The use of omni-directional antennas was guided by the fact that they facilitate the dense
multipath propagation, which is especially favourable for MIMO transmissions. The transmit and
receive antenna arrays were set in a linear configuration with 10 cm inter-antenna separation (Figure
6.11), corresponding to the largest wavelength of the transmitted signals. The temporal stationarity
of the channel was ensured by the absence of moving objects/persons, thus allowing us to assume a

quasi-static channel conditions during a singe MB-OFDM frame.

a) b)

Figure 6.10: Evolved set-up of the offline MIMO-UWB test-bed with a) linear omni-directional

antenna array, and b) dual-polarized antennas.

For the verification of Dual mode transmission with the implemented MMSE-SQRD receiver, we use
dual-polarized antenna elements (Figure 6.11) to exploit the polarization fading mitigation and
suppress miss-alignments of the TX/RX arrays [56][57]. This becomes advantageous especially in
symmetric e.g. 2X2 MIMO systems, as the self-interference among the sub-channels can be
effectively suppressed leading to diagonalization of the channel matrix and improved performance of

the MIMO detectors.
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e

Figure 6.11: Close view of the a) linear array of omni-directional patch antennas for BG1

measurements, and b) log.-per. dual-polarized antennas for Dual Mode in BG1&BG6.

Table 6.3 lists the MIMO configurations and data rates for HDR/VHDR transmission that have been

selected for FPGA implementation and algorithm verification.

Table 6.3: Selected MIMO HDR/VHDR modes for measurements and FPGA algorithm verification.

Mode ID N, Ny HDR (Mbps) VHDR (Mbps) | Remark
FPGA/MATLAB MATLAB

1 1 1 480 1920 Refe.rence mode, MMSE QRD-based
receiver

2 2 2 960 3840 Dual mode, MMSE QRD-based receiver

3 <4 <4 1920 7680 SMUX, MMSE-SQRD SIC

4 4 ) 480* 1920% Orthogonal STFC with soft decision
decoding

5 <4 <4 - - Per-bin interference detection

* Data rates are calculated for Alamouti coding, deduced by the factor 3/4 for orthogonal STFC with 3 or 4 TX antennas.

All measured performance results for up to 4X4 MIMO configurations of MB-OFDM HDR/VHDR
transmission imply multiples of the information bit rate as compared to SISO at no additional
increase in transmit signal power or required bandwidth. It is therefore aim of this performance
validation to demonstrate the ability of spatial multiplexing to linearly increase the system data rate
and to verify the possible SNR degradation that is to be traded-off for such an increase in capacity.
For spatial diversity schemes, we demonstrate the improvement in minimum SNR required to reach a
target BER/PER, which is directly translated to enhancements of the link quality and coverage of the
system. To ensure fair comparison among the different modulation schemes, the average power of
the signal constellation has been normalized to unity. The maximum allowed transmit power has
been equally divided over the antenna branches, ensuring pair comparison to the reference SISO

transmission.

We now consider the deployment scenarios described in Section 5.1. In the A340 Mock-up

environment, measured channel coverage data from Access Point Configuration (APC) 1 and 2 has
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been acquired, including both Horn-Biconical-Horn and Biconical-Biconical antenna options, see

Figure 6.12 and [13] for details.

AP1 | Sk J L J % AP2
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a) b)

Figure 6.12: Access point configurations of the channel coverage measurements within the A340

Mock-up in [13]: a) APC1, b) APC2.

For the HE environment, we first consider measurement constellations of the multi-speaker (MS)
scenario with a single user sitting on a sofa in the middle of a living room. Next, we verify the system
performance in the single-point (sound bar) and two-point ambisound scenario using both bi-conical

and Vivaldi antenna types, see Figure 6.13a-c).
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Figure 6.13: Antenna arrangement in the Home Entertainment Environment [13]: a) multi-speaker

scenario, b) single-point ambisound (sound bar), c) two-point ambisound system.

Figure 6.14 shows the measured Packet Error Rate (PER) performance of 1x2 SIMO MB-OFDM in an
A340 Mock-up at the premises of EWUB partner EADS, as well as in a Home Entertainment
environment set up at IKT, comprising a single-point ambisound system, couch, cupboards, table,
flowers, etc. within an emulated living room. In both scenarios, reliable performance is ensured for
SNR values below 16 dB in the HE SISO case, and approximately 10 to 11 dB in SIMO transmission for

a target PER of 8%.
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Figure 6.14: PER performance of 160 Mbps MB-OFDM in: a) A340 Mock-up APC1, and b) HE

environment with single-point ambisound system.

We next compare the BER performances of the selected multiplexing and diversity algorithms both

for fixed-point implementation on the FPGA platform, and offline floating-point processing of the

acquired measurement data in MATLAB.
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Figure 6.15: BER performance of MMSE-SQRD RX on FPGA with different antenna configurations: a)

R.=1/2, QPSK, TDS=2, and b) R, =3/4, DCM.
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Figure 6.16: Measured BER performance of 3x4 MMSE-SQRD RX on FPGA for different a) antenna

spacing, and b) decision type, R, =3/4, DCM.

Figure 6.15 shows the coded BER performances of the spatially multiplexed MIMO MB-OFDM system
with the implemented MMSE-SQRD RX for a) 160 Mbps, and b) 480 Mbps per TX antenna branch.
Comparing 1Xx3 SIMO with SISO, and 2x4 with 2x2 MIMO SMUX, each additional RX antenna is
able to provide both array and diversity gains to the system, amounting to a total improvement of
approximately 4.5 dB in the required SNR. Due to the strongly correlated channels in 1m LOS
environment, the system can exploit only marginal diversity gains, as the slope of the BER curves
remains nearly unchanged. The effect of spatial correlation (modelled by varying the antenna
element spacing) on the performance of 3x4 MMSE-SQRD RX is illustrated in Figure 6.16a). In the
high SNR regime, an antenna spacing close to half the maximum wavelength outperforms the cases
when then spacing equals or is twice the maximum signal wavelength. This could be explained by the
oscillating behaviour of the spatial correlation across the antenna element separation [84], and the
fact that closely spaced antennas at the RX collect a slightly higher amount of signal energy, thus
effectively improving the quality of detection due to higher SNR. It is further well known that
providing soft decision to the Viterbi decoder is able to deliver additional performance gains, which

account for nearly 3 dB as shown in Figure 6.16b).
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Figure 6.17: Measured BER performance of the orthogonal 4 x2 STFC decoder on FPGA for different

a) antenna spacing, and b) decision type, R, =3/4, DCM.

T T T T T L
- © - 2x2 MIMO, float - - £=0° float
— 8 — Dual LOS, float s = + - £=30°, float
— % — Dual NLOS, float ] - b - /=45° float
—e— 2x2 MIMO, fixed | 107 & —x— /=0°, fixed [§
—&— Dual LOS, fixed S —— /2300, fixed
—— Dual NLOS, fixed N : b— /=45°, fixed
& ]
@ @ 107F 3
K g
¢ €
g 8
= i 107 E
@ &
107 E
I I I i L L L L L L L
0 2 4 6 8 10 12 14 16 18 0 2 4 6 8 10 12 14 16 18 20
SNR [dB] SNR [dB]
a) b)

Figure 6.18: Measured BER performance of Dual Mode on FPGA with MMSE RX for a) R, =1/2, QPSK,

TDS=2, and b) different antenna orientation, R, =3/4, DCM.

In case of orthogonal 4x2 STFC, an antenna spacing close to or exceeding the maximum
wavelength of the MB-OFDM signal leads to nearly 2dB performance improvement as the decoder
benefits from the higher diversity offered by the less correlated channel coefficients. Comparing soft
with hard decision performance in Figure 6.17b), we observe an additional diversity gain of around
5dB by using soft outputs and the energy scaled LLR metric, as the STB decoder is able to minimize
the error propagation in the succeeding channel decoding. Finally, in Figure 6.18 we provide
measured performance results for Dual Mode transmission in BG1 and BG6 with a) 160 Mbps, and b)
480 Mbps per link as function of the antenna orientation. We observe in the left part of the figure
that Dual Mode can improve the BER of a 2Xx2 MIMO system by nearly 3dB. As the spatial streams
become orthogonal in the frequency domain, the channel matrix is effectively orthogonalized leading

to reduced self-interference between the links and enhanced performance of the MMSE detection.
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In Figure 6.18b) we notice that optimum orientation of the dual-polarized antennas is able to provide
additional 2 dB gain, since the isolation between the cross polarizations varies with the relative angle

of the antenna arms.

For all measurement modes and selected receivers, the implemented fixed-point FPGA processing
shows reliable and stable behaviour, with marginal to negligible deviations from the floating-point

performance in the SNR range of interest.

6.4 Conclusions

In this chapter, we have provided measured performance results for selected MIMO schemes. The
measurement set-ups and interfaces of the offline MIMO-UWB as well as deployment scenarios have
been defined. The comparison of floating-point processing and fixed-point FPGA implementation
results reveals only marginal deviations in performance, suggesting the feasibility of the proposed
solutions. Regarding Dual Mode operation, significant performance gains can by achieved as
compared to symmetric 2x2 MIMO systems due to the orthogonality of the signals paths and the

relaxed channel matrix decomposition.

Although the implementation of the proposed MIMO algorithms has been verified only with offline
hardware-in-the-loop simulations, it has been carried out in a way that the resource consumption
and performance results are valid also for a real-time system. There are some fixed-point losses
because of the high amount of consecutive fixed-point arithmetic operations, which each may cause
small inaccuracy to the results. In general, the performance and resource consumption show that the

implemented algorithms are feasible with the selected FPGA processing units.

In summary, we have provided validation results for an FPGA design platform, which contains parallel
implementations of SISO MMSE decoder, 2X2 MIMO MMSE decoder, up to 4X4 MIMO MMSE-

SQRD SIC decoder, 4 X2 STFC decoder, and a differential interference detector.
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Chapter 7

Summary and Conclusions

The main focus of this thesis has been the system design and validation of advanced multiple
antenna schemes aiming at highest data rates, extended coverage and robustness of UWB short-
range communications. We have demonstrated the inherent advantages of MIMO technology
combined with MB-OFDM transmission for selected deployment scenarios and application
requirements.

In particular, the capacity gains offered by spatial multiplexing have been validated both by means of
extensive simulations and real-world measurement campaigns. We have further deployed and
verified the performance of low-complexity sub-optimal MIMO decoding algorithms for V-BLAST
architectures, based on (sorted) QR-Decomposition and MMSE criterion. For coded 3x4 MIMO MB-
OFDM with spatial multiplexing, the receiver performance of the VHDR mode is only slightly
degraded as compared to that of an exhaustive search ML decoder. Moreover, under strong LOS
environments over very short distances, we have demonstrated that especially for symmetric MIMO
systems the deployment of e.g. dual-polarized antennas can significantly improve the system
performance in terms of error propagation. The result of this orthogonal transmission over separate
polarization dimensions is a diagonalization of the MIMO channel matrix, which can be easily
inverted or decomposed via QRD, especially in the case of bad-conditioned channels. The same
positive effect has been observed in Dual Mode operation, in which the transmit signals are placed
on different sub-bands, thus minimizing the cross-interference of the TX-RX signal paths. The
performance of the above orthogonal transmission schemes outperforms that of conventional
symmetric MIMO systems by several dB in the minimum required SNR and is much less influenced by
antenna spatial correlations due to increased isolation between the signal paths.

For transmit diversity schemes, we have provided an orthogonal STF coding framework including
simple algebraic rules for reliable decoding in MIMO systems deploying up to 4 TX and arbitrary
number of RX antennas. Moreover, we propose an efficient approach of delivering soft-decision
inputs to the channel decoding stage, by scaling the LLR metric with the estimated channel energy.
The performance results indicate improvement of the minimum required SNR at the receiver that
can be directly translated to enhancements of the system coverage or reduction of the TX power in
case power savings become of interest.

In addition to these multiplexing and diversity schemes, we propose a low-complexity differential
interference detector which scans the available spectrum for incumbent users and reacts accordingly
by dropping an interfered sub-band or generating TN mask for the subsequent transmit frame, as
envisioned by the DAA approach. Measurement and simulation results indicate sufficiently high
probabilities of interference detection at INR values well below 0 dB, whereas the inherent gains of
using multiple antennas improve the algorithm performance in terms of both lower probability of
false alarm and of missed detection.

For all considered MIMO schemes, the impact of RF frontend imperfections has been analyzed,
modelled and evaluated. Suitable approaches for the estimation and compensation of PN, 1/Q
imbalance and CFO been proposed and validated. The corresponding performance results prove their
suitability and robustness in the entire MB-OFDM RX operational range. Moreover, reliable timing
and TFC acquisition algorithms have been developed and verified under real-world constraints and
HW effects. The proposed synchronization block is able to perform fast frame- and hopping pattern
acquisition with sufficiently low probabilities of false alarm and missed detection, whereas the RMS
of the timing offset for worst-case CM4 simulations lies below 2 samples for SNR values exceeding 0
dB. As expected, the array and diversity gains offered by using multiple antennas at the RX relax the
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setup of the detection threshold as compared to SISO case, and further improve the synchronization
performance in terms of probability of detection.

Finally, notes on the resource consumption of the FPGA implementation of selected MIMO schemes
indicate that the performance results are valid also for a real-time system. Even with some fixed-
point losses, the performance degradation compared to floating-point simulations in MATLAB is only
marginal. In general, the resource evaluation and prediction have shown that the implemented
algorithms are feasible with the selected FPGA processing units. In summary, validation results for a
hardware-in-the-loop prototyping Virtex6é FPGA platform have been provided that comprises the
parallel implementations of a SISO MMSE, 2x2 MIMO MMSE with QRD, scalable up to 4x4
MMSE-SQRD SIC, and 4 x2 STF decoder, as well as of a differential interference detector.

This thesis has contributed to the field of high-speed, short-range UWB communications with
multiple antennas on both side of the link. The feasibility of the proposed system and algorithm
designs and achievable MIMO gains has been verified via real-world measurements, including the
estimation and compensation of RF frontend imperfections. The flexible and modular system design
enables both extensive algorithm development and test in the common programming environment,
as well as hardware-in-the-loop co-simulations and real-time transmissions over the air. The
developed offline MIMO-UWB test-bed and FPGA prototyping platform featuring several low-
complexity implementations of MIMO receivers provide ideal basis for further algorithm design,
measurement and verification in current and future research areas, including, but not limited to
UWB and MIMO.
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