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Zusammenfassung

Die wachsenden Bandbreitenanforderungen an moderne drahtlose Kommunikationsnetze
stellen eine Grofe Herausforderung dar, die durch die Einfithrung neueartiger Anwen-
dungen verscharft wird. Losungsansitze wurden in der letzten Zeit sowohl in Ingenieurs-
und Wirtschaftswissenschaften als auch durch Regulierungsbehorden vorgestellt. Dazu
gehort die Verwendung von White Spaces, d.h. spektrale Ressourcen, die einem lizen-
zierten Dienst zugeordnet sind, jedoch zu einem bestimmten Zeitpunkt in einem bes-
timmten Ort nicht eingesetzt werden sind. In diesem Zusammenhang hat Dynamic Spec-
trum Access (DSA) besondere Aufmerksamkeit erhalten. Der Grund dafiir ist dessen
Flexibilitat, die in das herkémmliche Spektrum-Management eingefiihrt werden kann.
Aufbauend auf neuer entstehenden Technologien wie Software Defined Radio (SDR) und
Cognitive Radio (CR) kann DSA den Einsatz innovativeren rekonfigurierbaren Systemen
erleichtern. Unter der Beriicksichtigung des Standortes oder auf Basis von Context Aware-
ness, d.h. Umgebungswahrnehmung, kénnen DSA-fihige Systeme ihre Betriebsfrequenzen
dynamisch wahlen.

White Space Devices (WSD) sind DSA-fiahige Systeme, die opportunistisch (moglicher-
weise lizenzfrei) im nicht ausgelasteten Spektrum betrieben werden kénnen. In den vergan-
genen Jahren haben WSD sowie die darauf basierenden Anwendungen einen Aufschwung
genommen. Zuerst hat die International Telecommunications Union (ITU) erklart das
Breitband-Internet als das wichtigste Werkzeug, um die Fortschritte in den Informations-
und Kommunikationstechnologien zu steigern. Zweitens haben einige entwickelte Lander
White Spaces als effektives Mittel zur Unterstiitzung des Breitband-Wachstums vorge-
sehen. Die Einfithrung von WSD weckte grofies Interesse, weil diese das Anbieten einer
Reihe von neuen Services ermoglicht. Beispielsweise konnen Breitband-Internet-Zugang
fiir unterversorgte Gebiete, Backhaul fiir drahtlose lokale Netzwerke, Datenverkehr Of-
fload aus anderen Netzen, Machine to Machine Communications (M2M) und Smart Grid
angeboten werden. Um von den oben genannten Chancen profitieren kénnen, miissen
WSD in der Lage sein, White Spaces effektiv auszunutzen und gleichzeitig lizenzierte
Dienste ausreichend zu schiitzen. Geolocation/Database Access (GDA) ist die Methode,
die zur Bestimmung von White Spaces im neuen freigewordenen Spektrum der bisherigen
TV-iibertragung in den USA genutzt wird. Trotz kleiner Unterschiede wird GDA auch
von den meisten europdischen Regulierungsbehdrden kurz- bis mittelfristig als die am
besten geeignete Methode betrachtet. In diesem Zusammenhang kooperieren entwickelte
Lander zusammen, um die regulatorische Arbeit zu minimieren sowie ein Mindestmafs an
Harmonisierung unter den gewéhlten Losungen zu gewéhrleisten. Trotz dieser Bemiihun-
gen stellt sich die Frage, ob die GDA-basierten Losungen, die mittlerweile in entwickelten
Landern angenommen sind, auch fiir den weltweiten Einsatz geeignet werden.

In der vorliegenden Dissertation werden alternative Losungen basierend auf Spectrum
Sensing dargestellt. Insbesondere werden Verfahren analysiert, die die Zusammenar-
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beit zwischen Sensorknoten ausnutzen, z.B. Cooperative Spectrum Sensing (CSS) und
Wireless Sensor Networks (WSN). Ein neues Verfahren wird eben auch vorgeschlagen,
welches eine Art von Context Awareness verwendet. Dieses stammt von einer Gruppe
von WSD, die in der Lage sind Signale zu detektieren und zu klassifizieren. Die Grun-
didee basiert sich auf einer Kombination von Signalverarbeitungsalgorithmen, die kom-
plementére Eigenschaften besitzen. Basierend auf seiner Robustheit gegen Mehrwegeaus-
breitung, Umgewissheit des Rauschens und Frequenzausgleiche wird jeder Stufe der Klas-
sifizierungskaskade der am besten passenden Algorithmus gewéhlt. Unter solchen unter-
schiedlichen Betriebsbedingungen sind mit einem kustomisierten Sensing-Plattform zwolf
Kandidaten untersucht worden. Das Plattform ist eine virtuelle Testumgebung, die sich
von herkémmlichen Matlab-Simulation unterscheidet indem alle Ziel-Signale in detail-
lierten geméf den entsprechenden Standards implementiert sind. Die dadurch entstehende
Klassifizierungskaskade ist in der Lage mit weltweit eingesetzten TV Standards zu koex-
istieren. Alternativ kann auch dieser Kaskadenklassifizierer verwendet werden, um Pro-
gram Making and Special Events (PMSE) in den TV Béndern proaktiv zu schiitzen. Ferner
kann der vorgestellte Klassifizierer die Koexistenz von WSD Systemen verschiedender Art
gewahrleisten. Die Herleitung eines Verfahrens fiir Multi-standard Context Awareness in
beliebigen wenig ausgelasteten Frequenzbander ist eine direkte Erweiterung der vorgestell-
ten Arbeit. Ausserdem unterstiitzt das in dieser Dissertation vorgestellte Konzept die
Realisierbarkeit von Sensing basierten Losungen in den Entwicklungsléndern.

Schlagworter: Cognitive Radio, Signaldetektion und -klassifizierung, Spectrum Sensing.



Abstract

The need to accommodate the increasing bandwidth demands for new applications is a big
issue in modern wireless communications. In order to circumvent this problem, substantial
effort has been undertaken by engineering, economics, and regulation communities to
exploit white spaces, i.e. spectral resources that are allocated to some incumbent service
but are not used in a particular time in a particular geographic area. Dynamic Spectrum
Access (DSA) has received particular attention in the context of white spaces due to its
potential to introduce flexibility into the static spectrum management model worldwide
adopted. Built on top of emerging technologies such as Software Defined Radio (SDR)
and Cognitive Radio (CR), DSA can leverage the deployment of innovative reconfigurable
systems that take into account their geographic location, or obtain context awareness by
other means, to dynamically select their operating frequencies.

White Space Devices (WSD) are DSA-capable systems that can operate opportunistically,
possibly on an unlicensed basis, wherever underutilized spectrum exists. WSD and appli-
cations based thereon have recently gained momentum after the International Telecom-
munications Union (ITU) declared broadband Internet access as the prime tool to boost
progress in the Information and Communication Technologies (ICT) domain. The fast-
paced introduction of WSD into the market is of great interest as it has potential to open
up a new world of opportunities, including broadband Internet access for underserved
areas, backhaul for wireless local area networks, offload data traffic from other networks,
machine to machine (M2M) communications, and smart grid to name a few. However,
ICT societies will only benefit from the aforementioned opportunities if WSD rely on
methods able to effectively exploit white spaces while affording sufficient protection to
incumbent services. Geolocation/Database Access (GDA) has been the method adopted
to allow WSD operation in the spectrum freed up by the TV switchover in the U.S. Inspite
of some minor differences, most European regulatory agencies also consider GDA as the
most feasible method in the short to medium term. However, notwithstanding the efforts
to harmonize the solutions adopted among developed countries, one aspect seems to have
been overlooked in the rule-making process for WSD: Do GDA-based solutions adopted
in developed countries fit developing countries too?

This dissertation deals with alternative solutions based on spectrum sensing, especially
those that enforce cooperation among multiple sensing nodes, e.g. Cooperative Spectrum
Sensing (CSS) and Wireless Sensor Networks (WSN). Instead of relying on geolocation,
the proposed approach takes advantage of a kind of context awareness that a set of coop-
erating WSD obtains by detecting and subsequently classifying the signals conveyed in its
cooperation footprint. The underlying idea of multi-standard context awareness is that, by
suitably combining different signal processing techniques offering complementary features,
one can design cascade classifiers able to deal with the coexistence situations raised by the
operation of WSD collocated with incumbent services. The technique that best suits each



VI

stage of the classifier is chosen on the basis of its robustness against issues raised by the
practical implementation of spectrum sensing, e.g. multipath fading, noise uncertainty,
and frequency offsets. Twelve candidate techniques are examined under such different op-
eration conditions using a custom-built virtual testbed, which differs from conventional
Matlab simulation in that all target signals are implemented in detailed accordance to
corresponding standards. The outcomes of this analysis are used to populate the stages
of a cascade signal classifier that is shown able to coexist with the TV broadcast stan-
dards most deployed worldwide. Alternatively, the proposed cascade signal classifier can
be employed to proactively protect Program Making and Special Events (PMSE) systems,
and to provide a contingency for self-coexistence between WSD whenever the standard
beacon-based methods fail. The derivation of extensions to obtain multi-standard context
awareness in whatever underutilized bands is straightforward along the lines above. In
addition to providing a deeper understanding on a number of aspects related to node
cooperation, the concept of multi-standard context-aware WSD introduced in this disser-
tation reinforces the suitability of sensing-based solutions for developing countries.

Keywords: Cognitive radio, signal detection and classification, spectrum sensing.
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Chapter 1

Introduction

In the modern society, the radio frequency (RF) spectrum constitutes a vital resource for
a number of applications that rely on wireless communications. One issue raised when
new wireless applications need to be accommodated is that, though the RF spectrum
spans from 3 kHz to 300 GHz, its useful portion lies below 15 GHz for most applications.
Eventually, higher frequencies can be used to accommodate larger bandwidth require-
ments but this results in shorter reach, i.e. transmitted signals are received over shorter
distances. Therefore, wireless communication systems for frequencies above 15 GHz are
more economically viable in dense urban areas or for fixed point-to-point communications.
Such technical and economical constraints become even more stringent when it comes to
mobile communications. In this case, the use of very low frequencies raises antenna size
issues so that the frequencies commercially feasible span only up to about 4 GHz. These
reasons render the useful RF spectrum to be regarded as a limited resource.

For more than one century, which dates back to the early days of the wireless telegraphy,
techniques for improving the efficiency of spectrum usage have been receiving attention
from both academy and industry. Thanks to this continued effort, tremendous progress
has been achieved on virtually all technological fields that may influence the way a wireless
communication system uses the spectrum. This includes, but is not limited to, antenna
characteristics, backhaul requirements, duplexing techniques, frequency reuse, interference
mitigation, modulation and multiple access schemes, polarization, power control, resource
allocation, and routing. However, notwithstanding the progress made thus far, there still
exist many reasons for spectrum underutilization.

In this chapter, we describe the causes of spectrum underutilization and review the state
of the art in regulatory and technical solutions to mitigate them. We begin in Section
1.1 with some ideas currently under discussion to flexibilize spectrum management. We
also overview some emerging technologies aimed at supporting these ideas. In Section 1.2,
we summarize the latest moves towards more flexible regulations and explain how they
exploit underutilized spectrum to support broadband growth. We continue in Section 1.3
with an in-depth overview about the underlying principles, advantages, and drawbacks
of the two methods currently regarded as the most promising to determine underutilized
spectrum. This puts in place the technical background for Section 1.4, where we carry out
a techno-economical analysis crucial to set out the motivation of this dissertation later on
in Section 1.5. Before closing the chapter, we highlight our key contributions in Section
1.6, outline the remainder of the dissertation in Section 1.7, and provide a record of the
own publications related to the dissertation in Section 1.8.



CHAPTER 1. INTRODUCTION 3

1.1 Background

This section is divided in three parts that are as follows. First, we look at some promising
spectrum management policies and techniques recently advanced as a means to tackle the
spectrum underutilization problem. Second, we introduce emerging technologies based on
which a number of methods have been proposed to facilitate the flexibilization discussed
in the first part. Basically, these methods are able to determine spectrum availability and,
in doing so, allow to accommodate future applications using underutilized spectrum. In
the third part, we give some figures on the bandwidth needs of such future applications.

1.1.1 Dynamic Spectrum Access

Regulatory agencies worldwide typically use allocation and assignment processes to man-
age the interaction between services in neighboring frequency bands and in different geo-
graphical areas. Though this two-step method keeps interference under acceptable levels,
its incentives for efficient spectrum utilization are limited because huge regions of spec-
trum are assigned on a static, long term basis [1]. Apart from this inherent underutilization
caused by current spectrum management policies, other sources of underutilization include
large peak-to-average power ratio (PAPR) of wireless systems that have dedicated spec-
trum, limited rejection of practical receivers to adjacent channel interference, and, not
surprisingly, the simple fact that population is non-uniformly distributed [2].

Frequency assignment data from regulatory agencies usually shows little or no unassigned
spectrum in most bands of interest. However, static frequency charts fail to reflect how well
a certain type of service (specific party) is making use of allocated (assigned) frequencies.
Monitoring tasks are therefore necessary to determine the actual degree of spectrum usage.
Several measurement campaigns carried out at in the recent years at different times and
places report similar findings that confirm spectrum underutilization. In (3|, utilization
levels between 15% and 85% were observed depending on the geographic location and
the time of the day. Low spectrum utilization was also perceived by [4], especially in the
bands between 3 GHz and 6 GHz. Constant use below 300 MHz and around 900 MHz
was reported in [5] but large amounts of “premium” spectral resources showed either any
or only sporadic activity in between these frequency bands. More recently, a study on the
spectrum occupancy of 11 European countries found that 49% to 56% of the TV channels
in the 470—790 MHz bands are unused [6]. Such spectral resources, which though allocated
and assigned are not being used at a particular time in a particular geographic area, are
referred to as white spaces.

To a certain extent, the notion of white space has been modifying the belief that spectrum
scarcity is created solely by inefficient regulatory policies. This paradigm change is moti-
vating engineering, economics, and regulation communities to search for novel spectrum
management policies and techniques that can allow wireless devices to improve the cur-
rent spectrum usage by exploiting white spaces. Among some ideas envisioned to tackle
this problem, dynamic spectrum access (DSA) has been receiving particular attention due
to its potential to introduce flexibility into a so far static way of managing spectrum
resources. In DSA networks, wireless devices need not be locked into a fixed set of operat-
ing frequencies. This flexibility can leverage the deployment of innovative reconfigurable
systems that are either context-aware or take into account their geographic location to
dynamically select operating frequencies.
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Various approaches to spectrum reform can be put under the umbrella of DSA. Among
these approaches, the one of interest in this dissertation is the overlay-based hierarchical
access model |7]. This model prioritizes access to spectrum, so that lower priority unli-
censed systems are allowed to share spectrum with higher priority licensed systems. As
long as unlicensed systems are capable of determining spectrum availability prior to initi-
ate transmissions, they can be sure they will not generate harmful interference to licensed
systems. Unlicensed systems can thus convey data opportunistically over the frequency
bands identified as white spaces. In this fashion, more flexible regulations based on the
overlay model can lead to more efficient wireless systems thus improving the current lev-
els of spectrum utilization. As an additional advantage, this model has been regarded in
the literature as the most compatible with existing allocation and assign policies |7][8].
Nevertheless, overlay operation brings about several challenges to the practical implemen-
tation of DSA, e.g. the need for frequency rendezvous that comes along with increased
flexibility [9]. Unlike traditional wireless systems, which operate using a fixed set of fre-
quencies known a priori, DSA-capable systems need to determine what frequencies to use
before commencing operation. Synchronization issues also arise as any two wireless de-
vices need to agree beforehand on what channel to use for establishing a communications
link between each other.

1.1.2 Emerging Technologies

Considerable research effort has been made over the past decade to meet the complex
reconfigurability needs raised by DSA. Software-defined radio (SDR) and cognitive ra-
dio (CR) are emerging technologies regarded as DSA enablers because of the following
reasons. With its baseband processing performed in software, SDR possesses the ability
to reconfigure operation frequency, modulation type, transmit power, and other physical
layer parameters according to the current conditions of the operation environment. This
is possible at run-time thanks to recent advances in digital signal processing and generic
hardware components used to implement communication functions in SDR, e.g. micro-
processors, field programmable gate arrays (FPGA) and other software reconfigurable
hardware. When built on top of SDR, CR provides wireless devices with the awareness
required to understand the context they find themselves in and autonomously configure
themselves in response to a predefined set of goals [1]. Simply put, the sinergy arising be-
tween SDR and CR consists of a software controlled communication vehicle whose control
and applications follow CR principles [8][10].

Under the overlay model, CR principles can be guided by any means able to determine
spectrum availability and, in doing so, identify white spaces. In this context, approaches
that can afford sufficient protection to license holders without posing excessive computa-
tional burdens on CR devices are of utmost importance to the commercial feasibility of
future DSA networks. A (non-exhaustive) list of methods that can be used to determine
spectrum availability include:

e Geo-location/database access (GDA) denotes a method for CR devices to ob-
tain from a database a list of permitted channels before initiating operation and
without sensing the spectrum for licensed signals [11]. Exemplary information avail-
able at the database includes the services granted protection, their locations, pro-
tection requirements, and operation channels.
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e In spectrum sensing, the problem to be solved at the CR device translates into
the estimation of a specific parameter of the licensed signal (to be detected) using a
test statistic. Decision on the channel availability is made via statistical hypothesis
testing, e.g. by constructing a test statistic and comparing it to a detection threshold
based on some test criterion [12].

e Disabling beacons are digitally modulated signals especially designed to convey
information to sensing-capable CR devices [13|. Within an area covered by disabling
beacons, CR devices can be instructed about what channels to avoid so as not to
interfere with other licensed systems operating nearby.

e Cyclostationary signatures are similar to beacons in the sense that they can be
intentionally embedded in digital signals for the sake of facilitating signal detec-
tion and classification. Additional uses of cyclostationary features include frequency
acquisition, network identification, and frequency rendezvous [14].

e The concept of cognitive pilot channel (CPC) refers to a dedicated RF link used
to convey information to CR devices. Including available frequency bands, services,
load situation, and network policies, CPC information allows CR devices to connect
to whatever service available on whatever frequency [15].

1.1.3 The Increasing Need for Bandwidth

The modern society is becoming increasingly mobile and more dependent of information
and communication technologies (ICT). An issue common in such ICT societies is the
increasing bandwidth needs of innovative features and applications. Typically, this growing
bandwidth demand is introduced along with new generations of smartphones, tablets, and
laptops, which are high-end mobile devices having potential to multiply the traffic created
by basic mobile phones in up to five hundred times [16]. Current estimates point out that
the mobile data traffic by 2015 will exhibit a 26-fold increase over 2010, corresponding to
a compound annual growth rate (CAGR) of 92%. Adding up the contributions of fixed
Internet and managed Internet protocol, expected to be about 32% and 24%, respectively,
results in an overall traffic growth of 32% in the same period [17].

Clearly, the success of future wireless services depends on the ability of ICT societies to
accommodate the growing demands for capacity and quality. Aiming at finding solutions,
regulatory and technical work is currently being undertaken through a number of authori-
ties. The International Telecommunications Union (ITU) is responsible for both global and
regional levels. At the regional level, further harmonization efforts are usually necessary
to adequate and implement the I'TU recommendations, e.g. the regulation activities car-
ried out by the European Conference of Postal and Telecommunications Administrations
(CEPT). Locally, the RF spectrum framework is set and managed by national regulatory
agencies such as the Federal Communications Commission (FCC) in the U.S., and the
Office of Communications (Ofcom) in the U.K.

In the next section, we summarize the latest moves towards more flexible regulations.
The first part of the section briefly overviews the arguments used by the FCC, Ofcom,
and CEPT to define a preferred method for determining white spaces. The second part
describes how some exemplary plans set out in both global, regional, and national levels
intend to exploit white spaces to support broadband growth.
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1.2 Towards White Space Use

1.2.1 Recent Advances in White Space Regulation

The practicality and efficiency of methods aimed at determining white spaces have been
largely discussed by regulatory agencies, both in country- and region-wide levels. Pioneer-
ing work has been carried out in the U.S., where the FCC will allow unlicensed operation
of CR~based TV band devices (TVBD) in the spectrum freed up by the digital switchover.
The TV bands were selected due to their superior propagation and penetration charac-
teristics (as compared to higher frequencies) and static behavior (changes in location
and frequency of TV transmitters occur unfrequently). In [18|, the FCC determines that
TVBD can use GDA as the sole means to identify white spaces. Subsequently, multiple
database administrators were selected for an initial period of 5 years [19] and the first
public trials were concluded without any report of critical nature [20]. The reasoning used
by the FCC to drop the sensing requirement, mandated to be combined with GDA in an
earlier Report & Order [21], is that license holders will be granted adequate protection
by means of GDA and other provisions of the rules. As such, mandatory sensing require-
ments would impose additional burdens to TVBD. According to the FCC, this could slow
down the introduction of TVBD to the market, thus making the uptake of unlicensed ap-
plications based on CR more difficult. In parallel, based on experience acquired through
extensive prototype testing [22], the FCC recognizes spectrum sensing as a promising
method and defines requirements for sensing-only TVBD. Device certification will occur
under a rigorous “proof-of-performance” standard in this case, meaning that sensing-only
TVBD have to pass laboratory and field tests prior to certification.

The Ofcom refers to GDA as the most important method in the short to medium term and
allows both GDA and spectrum sensing methods to be used independently [23]. Despite
of the similarities between the approaches ruled by the FCC and Ofcom, differences exist
under some aspects. The most distinguishing aspect is that the Ofcom intends to specify
algorithms for determining white spaces [24][25]|, whereas the FCC leaves the database
structure, administrative functions, and services up to the market [18]. While the focus
of the Ofcom seems to be on facilitating harmonization, a vital task within the European
regulatory framework, the FCC seems to be aiming at an optimized database design. With
respect to spectrum sensing, the Ofcom believes that there may be advantages in aligning
requirements for sensing-only TVBD on an international basis, i.e. through CEPT. So,
rule making activities for such devices are waiting for developments in Europe.

In [26], the CEPT points out GDA as the most feasible method and argues that spectrum
sensing is not required as long as GDA can provide sufficient protection to license holders.
The CEPT agrees that the combined use of GDA and sensing may be positive but its
benefits need to be further investigated. European countries that decide to adopt GDA
will have the flexibility to select the parameters and algorithms for the database according
to their own national circumstances. A certain degree of harmonization will be ensured

by providing exemplary algorithms and general guidelines for the exchange of information
between TVBD and the database.

Technical standards have recognized importance as their employment provides advantages,
such as economies of scale, interoperability, and efficient usage of spectrum and energy.
Aware of these advantages and driven by the latest regulatory decisions discussed above,
the Internet Engineering Task Force (IETF) has started working on a protocol to access
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white space databases (PAWS) [27]. In essence, PAWS consists of an effort to standardize
a data model for databases and a query method for TVBD to retrieve information from
databases. Both tasks are important for the development of end devices. At the time of
this writing, the IETF is determining use cases and requirements on top of which PAWS
will be defined. The use cases addressed in the first drafts include broadband Internet
access in rural and underserved areas, backhaul for wireless local area networks (WLAN),
and offload data traffic from other networks.

Though conceptually different, GDA, disabling beacons, and CPC are similar in the sense
that they require additional infrastructure from stakeholders and coordination efforts
from regulators. As disabling beacons and CPC compete with GDA as enabler of prior
knowledge, they have received less support in the context of DSA. The Ofcom addresses
disabling beacons in its studies but concludes that the method does not merit further
investigation [23]. The rationale behind this conclusion builds on top of the three main
drawbacks of the beacon approach. First, TVBD within an area covered by the disabling
beacon can be “shielded” from receiving beacon signals such that interference protection
cannot be ensured. Second, efficiency concerns arise as TVBD access to white spaces may
be unnecessarily prohibited if the area covered by beacons is larger than needed. Finally,
spectrum otherwise available for TVBD is required for the beacon transmission. Neither
disabling beacons nor CPC is considered by the FCC [18]. This makes of the ECC the
only regulatory agency that considers further investigating the use of disabling beacons.
This, however, seems to be conditioned to the standardization of the CPC along the lines
proposed in [28].

1.2.2 Using White Spaces to Support Broadband Growth

Due to its proven potential to create job opportunities, increase productivity, and boost
economies, broadband Internet access has been considered by the I'TU as the prime tool
to tackle today’s challenges. In what is intended to be the beginning of a series of re-
ports, the I'TU’s Broadband Commission for Digital Development presents an approach
to benefit healthcare, education, energy efficiency, environmental protection, public safety,
civic participation, and economic growth [29]. In a second report, the ITU provides some
facts and figures to help bringing recommendations into effect [30]. Also, related policy
challenges are addressed through a roadmap of regulatory issues that includes the estab-
lishment of consistent licensing frameworks for broadband deployment and optimization
of RF spectrum use.

So as not to lose the opportunities above, support for broadband growth should be coordi-
nated on a countrywide basis. In line with the goals set by the ITU, countries worldwide are
planning to release larger amounts of RF spectrum and reallocate them for new purposes.
In the U.S., the FCC will make available 500 MHz of spectrum for wireless broadband
until 2015, 300 MHz of which exclusively for mobile use [31]. Concerning white spaces, the
recommendation 5.13 of the American National Broadband Plan is of particular interest
as it promotes the development and deployment of opportunistic uses across more radio
spectrum. The first action proposed to meet this goal is to provide more technical room
for innovation by supporting the development of CR technologies, e.g. by allowing them
to use spectrum currently held by the FCC. In a second action, the FCC will investigate
ways to apply GDA to frequencies other than the TV bands. As license holders will be
protected by means of GDA, TVBD that are also capable of spectrum sensing can carry
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out parallel measurements to assess the actual spectrum usage in these bands. Reporting
these findings back to the database can help improve opportunistic uses.

Europe’s vision for the period 2010 — 2020 was set out in the first quarter of 2010. With
smart growth, sustainable growth, and inclusive growth as mutually reinforcing priorities,
Europe 2020 [32] defines seven initiatives to catalyze progress and support targets put for-
ward by the European Comission. One of these initiatives establishes a digital agenda [33|
aimed at accelerating the roll-out of broadband Internet in Europe. Thereby, broadband
access should be made available for all citizens by 2013. By 2020, the aim is to deliver
speeds of at least 30 Mbps for all citizens and reach 50% of the households subscribing
to speeds above 100 Mbps. Each member state should develop and make operational its
own national broadband plan by 2012, including the spectrum allocations needed to meet
the target of 100% coverage of 30 Mbps by 2020. As economies of scale can be leveraged
by using the same equipment and by offering the same services, the European Comission
will harmonize spectrum bands where necessary.

Targeting at having Europe’s best broadband network by 2015, the British government
also intends to release spectrum below 5 GHz over the next 10 years. Accordingly, 500 MHz
should be released for new mobile communication uses. To meet this ambitious target, a
first draft of plan was set out overviewing public sector holdings, market demand, as well
as the key next steps [34]. The draft classifies candidate bands as prioritized for release,
subject to immediate investigation, or subject to posterior investigation. Spectrum below
1 GHz was left to posterior investigation despite the wide range of possible applications for
these bands, e.g. business radio, terrestrial TV broadcasting, wireless broadband access,
cognitive white space use, machine to machine communications (M2M), and utilities like
smart metering and smart grid. The reason is that the U.K. government is expecting such
applications to be accommodated using TV white spaces [35].

1.3 Determining White Spaces

As seen in the previous section, substantial regulation effort is being undertaken to fa-
cilitate white space exploitation. In well developed ICT societies, such as the U.S. and
the U.K., white spaces are being already regarded as an effective means to accommodate
the increasing bandwidth needs bring about by future wireless applications. This, per se,
puts in place the motivation for the bigger picture goal of this dissertation, which involves
the study of methods to determine white spaces. Therefore, in the first two parts of this
section, we provide some background on the fundamental operation principles of GDA
and spectrum sensing. Our emphasis is solely on GDA and spectrum sensing because, as
seen in Section 1.2, the former is the method with the best chances of reaching the market
first and the latter comes as the second most preferred by regulators. In the third and
last part of this section, we present a high-level comparison between GDA and spectrum
sensing. Rather than in the related work, the comparison established here is “unbiased”
in the sense that we look at the detection capability and performance limiting factors of
each method regardless of regulatory trends and political /commercial reasons.

Recalling that the investigation of potential white space use in frequency bands other
than in the TV bands has been already directed in the U.S. [31], we denote CR-based
unlicensed devices hereafter as white space devices (WSD). Instead of mere TVBD, whose
operation is confined strictly to the TV bands, WSD can operate wherever underutilized
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spectrum exists. Therefore, we think the use of WSD is more appropriate than TVBD to
reflect the intrinsic flexibility of DSA devices and networks.

1.3.1 The GDA Method

GDA can be viewed as a kind of management system that assists WSD in selecting opera-
tional frequencies, thus eliminating the need for sensing the spectrum for licensed signals.
Frequency selection is carried out on the basis of information on available frequencies as-
sociated with locations in the database and location information received from WSD [26].
Approaches based on GDA use RF propagation models to estimate the electromagnetic
field strength received at a the geographical location of WSD. Through this process, it is
possible to determine a protected contour within which WSD are not allowed to transmit
co-channel with the licensed system that should be granted protection. Keep-out regions
determine the limits above which undesired field strengths at the protected contour exceed
acceptable levels. In practice, keep-out regions are obtained by adding safety margins to
the protected contour. So are specified the areas beyond which WSD can use white spaces
without causing harmful interference to those licensed receivers operating at the edge of
the protected contour [36].

A pictorial view of the GDA method is given in Figure 1.1, where the main tower in the
middle plays the role of a licensed transmitter registered in the database. The peripheral
systems placed outside the protected contour of radius dp are GDA-capable WSD sys-
tems, each composed of a base station (BS) and multiple customer premise equipments
(CPE). The margins dg and d¢ are added to protected contour dp so that the resulting
keep-out regions can accommodate specific transmission characteristics of BS and CPE,
respectively, e.g. antenna height, front-to-back ratio, and transmit power. It is clear from
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Fig. 1.1: The protected contour dp adopted in GDA delimits the area within which WSD
are prohibited to transmit co-channel with the licensed transmitter. Margins dp
and d¢ are further required to keep undesired field strengths at the edge of the
protected contour below acceptable levels.



CHAPTER 1. INTRODUCTION 10

the figure that protection to a given licensed system can only be granted as long as the op-
eration details of that system are registered in the database. If this information contains
errors, or cannot be known far in advance to be registered in the database, protection
against harmful interference from WSD cannot be guaranteed using GDA.

Advance registration in the database is particularly difficult for itinerant program making
and special events (PMSE) systems that are not at fixed locations and operate in in-
termittent, occasional, or one-time basis. To protect such use cases, the FCC and CEPT
adopt different strategies: the former will reserve safe harbor channels where WSD are not
allowed to operate [18|, whereas the latter will allow both stationary and temporary sites
to have their locations stored in the database [37]. However, if the number of transmitters
operating simultaneously is too large to be accommodated in the safe harbor channels,
PMSE will likely have to compete with WSD for unused frequencies. This will be the
case of major sport contests or live theatrical productions that fail to registrate in the
database. According to [38], this condition could be avoided by reserving more safe har-
bor channels in each location. The FCC decided not to reserve more spectrum to PMSE
usage but continues to pursue the issues above in a pending proceeding, targeted at more
efficient PMSE operation and improved immunity to interference.

Even in the case that the service to be protected has its operation details correctly and
timely stored in the database, there exist other reservations about the use of GDA. De-
pending on the accuracy of RF propagation modeling, determination of white spaces by
means of GDA may be imperfect. A false alarm occurs when a white space is overlooked,
i.e. a channel that is actually idle is deemed to be occupied by mistake. A missed detec-
tion occurs if a channel actually occupied is misperceived as idle. False alarms and missed
detections must be avoided to increase spectrum utilization and minimize harmful inter-
ference to (and from) licensed services, respectively. Since both errors are intrinsic to the
process of determining white spaces by any practical method, false alarm rate (FAR) and
missed detection rate (MDR) are the metrics typically used to characterize the accuracy
with which WSD are able to identify white spaces.

The accuracies of four well known propagation models used in GDA are quantified in
[39]. The FAR of the free space model, the simplest model analyzed, is higher than 90%.
More complex, the Longley-Rice model considers a large set of parameters in the estima-
tion of field strengths including climactic effects, soil conductivity, permittivity, Earth’s
curvature, and surface refractivity. Still, with FAR higher than 30%, the Longley-Rice
model results in an unacceptably large white spaces loss. A major finding provided in
[39] is that elevation data can greatly improve accuracy, e.g. the Longley-Rice model with
terrain loses only about 8% of the available channels and gives zero MDR. This matches
well the concerns about the complexity of GDA raised in [18| and [24], where the required
efficiency is expected to call for highly sophisticated and computationally expensive signal
propagation models.

In order to get instructed about white space availability, a WSD needs first to determine
its own location and report it to the database. The database then estimates the frequencies
available at that location and reports back to that WSD on which frequencies and with
which power levels it can transmit at the indicated location!. This process gives rise to
two issues discussed in the sequel: location determination and dissemination of location
information.

!'In the U.K., the Ofcom mandates the database to provide additional information, e.g. a notification
about whether complementary sensing should be performed too [25].
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1.3.1.1 Location Determination

The process of determining location of WSD has important implications in any GDA
system because it involves establishing system parameters such as resolution, accuracy,
and reliability. A possible approach to cope with resolution issues is to pick the BS location
instead of the individual locations of its served CPE. In this case, the GDA method will
allow WSD to use only those channels available in the BS’s coverage area. This rather
conservative approach avoids determining location on a too frequent basis (e.g. every time
a new WSD has joined the unlicensed network or has moved in between two database
updates) but results in a median white space loss above 80%. This means that GDA is
largely dependent of the accuracy of the position determination carried out by WSD. In
fact, it is shown in [39] that location errors ranging from 1.6 Km to 4 Km can yield white
space losses from 20% to 80%. So, to be efficient, the GDA method imposes the need of
CPE able to determine individual locations with error not larger than 800 m. However,
as observed by the Ofcom [25] and the ECC [26], the required accuracy depends on the
granularity used for coverage modeling, i.e. the size of the pizel used to represent a given
geographical location. Each pixel is associated with a list of available frequencies and the
pixel size depends on the planning decisions made when populating the database. Too
large pixels prevent WSD from using an area larger than actually necessary to protect
the licensed system, whereas too small pixels imply both larger number of computations
at the database and larger amount of data to be transferred to and stored at WSD.
Hence, depending on the pixel size and WSD location accuracy, the location uncertainty
region may cover several pixels. Such complexity issues can be tackled using the concept
of location uncertainty, whereby lower granularity grid points are assigned the minimum
allowed transmit power within the location uncertainty region [11]. The transmit powers,
to be minimized within this region, come from a higher granularity grid computed by
the database. Since only lower granularity grids are sent to WSD, the approach reduces
communication bandwidth and storage size at the expense of transmit power levels that
decrease as the amount of location uncertainty increases.

The dependency of GDA on the performances of each individual WSD can be illustrated
with an example. Assume that the database relies on a sophisticated propagation model
to estimate the field strengths received in a certain geographical area. Assume further
that this area is represented using a pixel size so small that the allowed transmit powers
can be mapped onto a highly granular grid. In this setting, the excessive burden imposed
on both database and individual WSD leads to efficient white space use only if each WSD
can determine its position with accuracy compatible with the pixel size. Solutions to this
problem are mostly based on over-the-air techniques, some of which have been assessed
in the context of WSD in [40]. Accordingly, enhanced observed time difference (E-OTD)
and methods based on the cell ID of a mobile phone caller need 4 s to 6 s to determine
a location. Beside capable of providing very low latencies, solutions that rely on the cell
ID are network-centric and, as such, impose no impact on the WSD design. As for the
disadvantages, the use of the cell ID can yield location errors as large as the cell area,
e.g. 150 m in a pico-cell or more than 30 Km in a large cell. E-OTD is fast too but,
with errors in the range 40 — 400 m, it is in most cases not accurate enough to meet
the £50 m requirement mandated by the FCC [18]. A position solution that is accurate
to 5 — 20 m is the global positioning system (GPS). However, the use of GPS for WSD
applications is made difficult due to its acquisition time of at least 30 s (up to 15 min),
high power consumption, and low availability. Other issues arise as GPS cannot detect the
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weak signals that result from small-sized antennas used in portable WSD and/or indoor
use cases where availability of satellite signals is difficult to guarantee. These limitations
can be overcome by using stronger signals from other networks to assist the GPS receiver
[41]. In such assisted GPS (A-GPS), signals from mobile phone networks are used to allow
accurate localization even in dense, urban, and indoor scenarios where plain GPS signals
are attenuated by 20 dB. In another approach, known as TV-GPS [42], TV signals are
used as an alternative to cellular signals. The higher transmit power, better penetration,
frequency diversity, and larger bandwidth of TV signals allows TV-GPS to provide power
margins up to 50 dB over plain GPS. Nevertheless, both A-GPS and TV-GPS introduce
extra costs to WSD design and are useful only if the required signals are available in the
area where the WSD of interest finds itself in.

1.3.1.2 Location Dissemination

It is evident from the discussion above that the performance of GDA is limited by the
ability of each individual WSD in determining its position. Even in the case that WSD
are accurate enough (relative to the pixel size), another performance limiting factor of
GDA relates to how actual is the information exchanged between the databased and
WSD. White space information made available via GDA to WSD suffers from two types
of delays. The first delay type is introduced by the estimation of available frequencies,
which may not reflect the current spectrum availability. Such delays are intrinsic to any
GDA approach because the signal propagation models used in the estimation process
do not measure the actual field strengths. The second delay type results from the time
interval required by each WSD to get instructed about eventual changes in the sets of
available frequencies and power levels allowed at its location. This may occur in a number
of situations, e.g. a WSD has been activated from power-off condition, the database has
been updated, or a WSD has moved from its last position reported to the database.

The frequency of database checks and re-checks raises concerns on database burden too,
particularly in case of portable WSD. The challenge here is to find an update frequency
that can balance between the different needs of licenced services and WSD. The FCC
mandates WSD to poll the database (for updates) at least on a daily basis and everytime
operation position changes by more than 100 m [18]. A second requirement implies adding
a mobility margin to the keep-out region. This latter approach contributes to increased
white space losses because it prohibits a WSD from using channels available at its current
position but blocked off within the extended keep-out region required to handle mobility.
This condition can be illustrated with an example, where a portable WSD is moving at,
say, 100 km /h. If this WSD accurately determines its location and re-checks the database
each and every minute, the required additional margin of 1.6 Km will result in a medium
white space loss of 20% [39]. To prevent such loss, the Ofcom follows a different approach
and requires the database to append an area of validity and a time-validity stamp to the
information provided to WSD [25]. Following this additional information, a WSD must
cease transmissions either if the time validity expires or if that WSD moves outside the
area of validity.

White space losses introduced by the aforementioned mobility margins can be mitigated by
programming WSD to poll the database at higher frequencies. Since this implies additional
burden both to database and WSD, an alternative approach is to let the database push
updates to WSD. Whether in poll- or push-based architectures, WSD need to provide
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information to the database before having received any information from the database.
Hence, a WSD that relies solely on GDA has no other means to determine spectrum
availability prior to report its location to the database. Such “uninformed” transmissions
have potential to generate harmful interference to licensed systems, so WSD should be
prohibited to transmit in this case. In turn, without WSD location (or at least a location
uncertainty region), GDA cannot feed the propagation model and the task of estimating
available frequencies becomes impossible. Considering that a common channel, e.g. some
sort of CPC, may not be available across the entire coverage area of the BS, beacon signals
can be advanced to avoid the bootstrapping problem above [39]. However, in addition to
the drawbacks of the beacon method discussed earlier in this section, this approach makes
use of the BS position and thus may lead to inneficient usage of white spaces.

1.3.2 The Sensing Method

Spectrum sensing denotes the process whereby WSD detect and/or classify RF signals
transmitted in a given channel or frequency band. The bottom line in the sensing process
is that the sensing receivers used in WSD, hereafter referred to simply as WSD, pick
up intended and unintended signals [1]. As unintended signals can drown out and mask
intended signals, approaches based on sensing must ensure that WSD can properly distin-
guish the signals transmitted by licensed systems from those due to the noise ground and
interference generated by other systems operating nearby. As we will see later in Chapter
2, such decision-making is accomplished via statistical hypothesis testing that basically
consists of using a test criterion to compare a test statistic to a detection threshold.
The test statistic depends on the signal processing technique used to sample the channel,
whereas the detection threshold determines a WSD sensitivity, i.e. the weakest signal that
WSD is able to detect. The test criteria applied to spectrum sensing are typically binary,
composite, or sequential [12]. Since each test criterion relies on different assumptions, it
is possible to optimize different aspects of the decision-making process, e.g. maximize
detection rate for a given constant FAR (CFAR), minimize prior knowledge of unknown
signal parameters, minimize number of samples required for detection, etc.

In constrast to GDA, spectrum sensing allows a WSD to determine white spaces by mea-
suring the actual field strength within its sensitivity region. Though capable of operating
without any reliance on propagation models, sensing-based WSD largely depend on the
signal processing technique used to collect the channel samples. The choice of the sig-
nal processing technique constitutes a crucial step in the design of sensing approaches
because it not only determines the test statistic but dictates the amount of prior infor-
mation required for detection, e.g. knowledge about the structure of the signals to be
detected, number of samples needed to produce a certain desired accuracy, computational
complexity, etc. Depending on the signal processing technique used, spectrum sensing also
can provide for signal classification ability, robustness against different RF impairments,
among other advanced features useful for WSD applications.

Signal processing techniques for spectrum sensing can be grouped as follows. Blind tech-
niques do not need to know anything about the signals to be detected. This minimum
amount of prior information required for detection allows for flexibility in the sense that
the same detector can be used to scan the spectrum for virtually any signal type. Blind
techniques carry out detection irrespective to the signal type, so they are particularly
suitable for operation scenarios where WSD operate collocated with multiple licensed
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systems based on different standards. This, of course, as long as the desired performance
levels can be met. Semi-blind techniques differ from their blind counterparts in the sense
that they need to known the noise power in order to work. However, it is generally hard
to distinguish between two different signals using techniques that are blind or semi-blind.
In this case, it is advisable to use signal specific techniques that rely on the underlying
features inherent to the structure of a certain signal type. Techniques that exploit specific
features may fail entirely for a signal type other than the intended one. Even for the in-
tended signal type, the performance obtained by using signal specific techniques may vary
significantly depending on the parameterization of the signal feature used for detection.
This is particularly true for licensed systems that dynamically select one among multiple
transmission modes, each assigning different values to the feature (in order to fit different
operation conditions) exploited in the detection process.

For a fixed operation bandwidth, it is straightforward that the agility of a signal processing
technique also can be assessed in terms of the number of samples required for detection.
Techniques that require less samples are thus faster than those that need more samples
to give the same accuracy. Such techniques, which offer low sensing time requirements,
are referred to as fast techniques. Blind and semi-blind techniques are usually classified
as fast because they typically work based on a reduced number of samples, e.g. collected
over a sensing time that corresponds to a single received symbol. Specific features may
be spread through several symbols, so signal specific techniques are frequently referred to
as fine techniques. In view of the fact that different signal processing techniques usually
require different amounts of information to work, alternative criteria to compare different
sensing techniques might be based on (i) the minimum amount of information that should
be available a priori or (ii) arbitrarily setting the sensing time so as to guarantee that the
number of samples collected is large enough.

In the sequel, we overview the state of art in spectrum sensing with respect to a number
of aspects including its categogies, the assumptions usually made and their corresponding
implications, the performance limiting factors, and the issues arising in practical imple-
mentation. Similarly to what we have done for GDA, our goal here is to provide subsidies
to the comparison that we will carry out later on in Section 1.4.

1.3.2.1 Single-band Spectrum Sensing

Sensing the spectrum for licensed signals is not always a hard task but it may become
challenging depending on some technical limitations and regulatory assumptions that can
be made during the rule making of WSD operation. In what follows, we will see that these
limitations include the number of dimensions used to represent white spaces, the type of
licensed device to be detected (receiver or transmitter), the bandwidth of the operation
environment (narrowband or wideband), and the degree of standardization of licensed
signals, to name some.

To begin with, we observe that the amount of underutilized spectrum that can be identi-
fied via sensing is largely affected by the signal dimensions used to represent white spaces.
Assuming a bidimensional signal space, we define a temporal white space as a channel that
is perceived as idle after a WSD has observed the channel for sufficient time, i.e. the signal
processing technique has collected enough channel samples. Following this definition, tem-
poral white spaces can be exploited regardless of WSD location. As shown in Figure 1.2,
this extremely simplifies the sensing task because WSD can operate inside the coverage
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Fig. 1.2: As temporal white spaces are defined over a bidimensional signal space (time
and frequency), the sensing task can be simplified by reducing the sensitivity
requirement imposed on WSD to that of ordinary licensed receivers.

area® of the licensed system. The licensed signals captured by WSD are strong enough
in this case, so temporal white spaces can be determined with sensitivity similar to that
of ordinary licensed receivers and without placing any unnecessary computational burden
on WSD [43]. Nevertheless, the notion of temporal white space fails to reflect the case of
a channel occupied in a certain area but idle outside that area.

Defined over a three-dimensional signal space, spatial white spaces can be exploited to
increase spectrum utilization, particularly when WSD operate outside the coverage area
of the licensed system. Because of the inherent uncertainty about the location of licensed
receivers, caused by their “passive” nature, it is commonly assumed that licensed receivers
are much harder to detect than licensed transmitters [7]. Under this assumption, there
is room for a condition to occur whereby WSD accurately detect the activity of a given
licensed transmitter but generate interference to licensed receivers which operate on the
coverage edge of that detected licensed transmitter. This worst-case condition, referred to
as the hidden terminal problem, is examined in Figure 1.3. Required to avoid interference
at licensed receivers, the protection margin dg increases with the transmit power of WSD
and decreases with the power margin factor of the licensed system. The power margin
factor gives minimum conditions for a licensed receiver to successfully receive licensed
signals under different RF impairments including path loss, shadowing, and multipath
fading [43]. Though able to alleviate the hidden terminal problem, the protection margin
ds implies the need of a detection threshold low enough to maintain a larger sensitivity
region with radius dp + ds. As with any method aimed at determining white spaces,
prohibiting access to underutilized spectral regions that are larger than actually needed
leads to increased white space losses.

2 We think it is more suitable not to use the terms protected contour and coverage area interchangeably
because (i) the corresponding radius of these areas need not necessarily be equal and (ii) the former is
defined in the context of GDA, whereas the latter is typically used in spectrum sensing.
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Fig. 1.3: Defined over a three-dimensional signal space (time, frequency, and space),
spatial white spaces reveal more underutilized spectrum but bring about new
challenges. For instance, by adding the margin dg we can tackle the hidden
terminal problem at the expense of increased sensitivity requirements.

Macroscopic white space is the term used to denote underutilized spectrum that implies
the absence of active licensed transmitters in a large sensitivity region. Exploitation of
macroscopic white spaces is characterized by a binary power mask that allows WSD to
transmit with maximum power in the absence of licensed transmissions or not to trans-
mit at all otherwise. In [44], a power /rate control and channel assignment optimization
problem is formulated to exploit microscopic white spaces even when licensed and WSD
systems are close to each other. The proposed algorithms rely on multi-level power masks
that are set according to spatial variations in white space availability. Thereby, sensitivity
regions can be made as small as the coverage area of the licensed transmitter. This elim-
inates potential white space losses caused by the introduction of the protection margins
required to alleviate the hidden terminal problem.

As an alternative to eliminate protection margins, WSD can “look” at the reverse RF
leakage emitted by heterodyne-type receivers. Present in both analog and digital receivers,
RF leakages are due to local oscillator (LO) power that inevitably couples back through
the input port and radiates out of the receiver antenna [45]. The received LO leakage is an
unmodulated frequency tone, so it can be detected by using narrowband techniques. Apart
from these benefits, one practical issue raised by receiver detection is the error introduced
by the variability of the LO leakage power level, e.g. —30 dBm to —90 dBm for analog
receivers [45] and —72 dBm to —90 dBm for digital receivers [46]. In either case, these high
variable power levels make it difficult for practical WSD to detect LO leakages. Also, the
approaches in [45] and [46] have limited applicability (short-range communications only)
and need prior knowledge of the receiver’s intermediate frequency (IF). Specifically, the
approach in [46] is based on a sophisticated signal processing technique that is onerous
to WSD implementation.

Sensing algorithms are tailored to detect the presence of licensed signals over a pre-
determined signal space. Though the utilization of other signal dimensions, such as the
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code dimension, may not be straightforward, multi-dimensional awareness has potential to
allow more efficient spectrum utilization [47]. This, however, may come at the expense of
larger sensitivity regions that require more sophisticated signal processing and additional
computational complexity.

1.3.2.2 Multi-band, Multi-resolution, and Wideband Spectrum Sensing

One may believe at this point that all the “pains” of the sensing process are caused by the
number of dimensions over which white spaces are defined, and by the need to transform
the problem of detecting licensed receivers in that of detecting licensed transmitters [7].
In fact, this is not the case as the hidden terminal problem can be caused by other factors
that include severe multipath fading and shadowing [47]. To protect potential hidden
terminals, regulators mandate stringent protection margins that typically translate into
sensitivities below the noise floor [18][23][26]. Along with such physical limitations and
regulatory requirements, the opportunistic nature of DSA networks may require sensing-
based WSD to scan several GHz of spectrum to find white spaces.

The simplest way to tackle the latter problem is to break wide operation bandwidths into
multiple non-overlapping subbands. Known as multi-band spectrum sensing (MBSS), this
method allows WSD to sense the resulting subbands using more simple narrowband signal
processing techniques. Subbands are sensed one at a time, so some degradation in agility is
expected when determing white spaces via MBSS. To minimize the detection delay, which
is a performance-critical factor in DSA, it is preferable to sense multiple bands in parallel
[48]. At the RF front-end, MBSS can rely on either tunable narrowband bandpass filters
(BPF) or digital windowing techniques, e.g. based on the fast Fourier transform (FFT).
Analog solutions lack on flexibility because they require bulky filter banks [52], whereas
digital solutions imply extremely high rates that are difficult to implement in practice. The
Nyquist sampling theorem can be satisfied by high-resolution high-speed analog-to-digital
converters (ADC), but the cost and power consumption burdens on a hardware design
having such requirements are likely prohibitive for most WSD applications [53|. As another
drawback, the finite length of the FFT window may cause digital domain filtering to suffer
from energy leakages that lead to degraded FAR [54]. Whether implemented in analog
or digital domain, MBSS usually assumes independent and identically distributed (i.i.d.)
noise samples that require ideal filter design [49]. This is difficult to achieve in practice,
so the required robustness against narrowband noise is usually provided at the expense of
additional filters. See, e.g. [50] and [51] for applications of interference alleviating filters
and prewhitening filters in the context of WSD.

Recent advances in information theory demonstrate that signal sparsity allows the exact
recovery of signals sampled at sub-Nyquist rates [55][56]. Such compressive sensing sets
a fixed sampling rate according to the maximum sparsity order of the underutilized spec-
trum. As this information is subject to temporal and spatial variations, better reduction
of acquisition costs can be achieved with techniques that estimate the actual sparsity
order and are thus able to adaptively minimize the sampling rates used [57]. Algorithms
based on matrix completion and joint sparsity recovery seem also capable of providing
effective solutions [58|. However, concerning the practical implementation of compressive
sensing, efforts are still underway to catch up experimentation with theory. An example
of what is being done in this sense can be found in [59], which presents a new compressive
sensor that does not require a high-speed clock anywhere in the sensing path.
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Multi-resolution spectrum sensing (MRSS) is similar to compressive sensing in the sense
that it can be implemented using low-power hardware. MRSS is a digitally-assisted analog
technique that needs no analog filter in the RF signal path [60]. In MRSS, the received sig-
nals are correlated with a window signal generated in the digital domain and subsequently
sampled using a low-bandwidth ADC. This allows to flexibility in bandwidth adjustment
(not available in purelly analog approaches) and relaxed requirements on power consump-
tion (not available in purelly digital approaches). As for the shortcomings of MRSS, all of
which are common to MBSS, joint decisions over multiple frequency bands are not con-
sidered and the frequency allocation plan of the licensed system is required for detection.
The first disadvantage is specially critical when the available white spaces are spread over
several non-contiguous bands. Joint decisions on the spectrum availability made across
these bands could maximize the aggregate opportunistic throughput [52|[61]. The second
disadvantage relates to the need of using other means to obtain additional information
about the operation center frequencies and bandwidths (in some cases not available in
practice) prior to the application of MBSS or MRSS.

In fact, MBSS and MRSS are special cases of a more abrangent concept denoted wideband
spectrum sensing (WSS). In contrast to single-band, multi-band, and multi-resolution
methods, whose performance can be characterized in terms of FAR and MDR only, WSS
approaches depend on other types of errors. These errors may include the notions of sub-
carrier occupancy error rate, band occupancy error, and wideband spectral error discussed
in [62]. Notwithstanding its channel bonding ability, i.e. to transmit over non-contiguous
white spaces, WSS still needs substantial research to become practical. For a survey on
WSS and its open research issues, see, e.g. [49] and the references therein.

1.3.2.3 Cooperative Spectrum Sensing

So far in this section, we have discussed spectrum sensing from the perspective of an
individual WSD. Thereby, white spaces are determined locally in a standalone fashion.
Type and color of the noise process, shadowing, fading, location of the licensed system, and
limited detection capability constitute some sources of uncertainty that make it difficult
for a single WSD to detect weak licensed signals attenuated by bad channel conditions.
A well investigated remedy to this fundamental problem is diversity. If copies of a signal
are conveyed (or received) over multiple physical channels, the risk that all channels
simultaneously experience shadowing or fading can be dramatically reduced [63|. The
higher the number of channels the more probable will be the accurate detection of at least
one of the copies. Reception at different locations makes independently faded copies of
the signal available at WSD, thus generating a kind of spatial diversity. Whether obtained
on the transmitter or receiver side, diversity usually requires devices equipped with more
than one antenna. Multi-antenna techniques are power-hungry, costly, and complex, so
that they are more advantageous for some applications than for others. In particular, the
distance among antennas required to guarantee channel independence may make the use
of multiple antennas impractical for mobile devices, e.g. in case of portable WSD that are
limited by size and/or hardware complexity.

Techniques that “mimic” antenna arrays can be employed to obtain diversity under the
above restrictions. One such technique is cooperative spectrum sensing (CSS), whereby
multiple spatially distributed WSD share their individual antennas to form a virtual multi-
antenna array. The increase in reliability obtained by instructing multiple WSD, referred
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to as nodes in the context of CSS, to scan the same channel can significantly mitigate the
hidden terminal problem [64]. When directed to scan different channels, multiple nodes
can alternatively “team up” to reduce detection delays or to scan wideband operation
enviroments without the need of WSS [52]. In either case, CSS has been regarded in the
literature as a promising approach to maintain a high global performance with relaxed
requirements on individual nodes. Most of the issues arising in local spectrum sensing
can be thus resolved through cooperation. However, to obtain a more accurate picture
of the current spectrum occupancy, CSS needs to exchange and posteriorly combine the
sensing information acquired locally by each WSD engaged in cooperation. While the
processes of information acquisition, information exchange, and information fusion are
essential to any CSS scheme, each of them is composed of elements for which different
design options can be selected. A pictorial description of CSS is provided in Figure 1.4,
where each information process is represented as a “folder” containing several “boxes”.
Each box accounts to an element for which design options, shown in the figure as floating
text, can be selected to address different system needs. The boxes inside the information
acquisition folder have already been described earlier in this section. Hence, in what follows
our emphasis is put on the processes of information exchange and information fusion.

In the information exchange process, the cooperation scheme dictates how node interaction
takes place [12][43]. As this has implications in agility, power consumption, and robustness,
the scheme used exerts preponderant influence in the performance achievable in CSS.
Centralized architectures are managed by some kind of master node, which is usually
the only entity able to make decisions. When implementing centralized CSS in centralized
networks, it is natural to let the BS act as master node. In this case, besides typical control
tasks, the BS sends enabling signals to instruct its served CPE about which channel to
sense, when to sense, and for how long to sense. Distributed architectures are characterized
by the lack of a central entity. All nodes communicate among themselves and decisions are
made on a local basis. As long as some consensus can be ensured by using algorithms that
avoid selfish node behavior, it seems natural to implement distributed CSS in distributed
networks. Alternatively, at the expense of increased node complexity, centralized CSS
lends itself also to distributed networks. In this case, any ordinary node playing the role
of the master node can coordinate the tasks of sensing and information fusion.
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Fig. 1.4: A pictorial description of CSS. “Folders” depict information processes common
to any CSS scheme. “Boxes” correspond to elements for which design options,
shown as floating text, can be selected to address different system needs.
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Both centralized and distributed architectures require a bidirectional control channel. The
master node broadcasts control signals in the downlink whereas ordinary nodes send local
information back to the master in the uplink. On the one hand, we have seen in Section 1.2
that approaches requiring licensed (or at least harmonized) spectrum for signalling and
control tasks are typically less supported by regulators. On the other hand, establishing a
point-to-point link between each ordinary node and the master node becomes challenging
on an unlicensed basis [12]. In this context, dedicated solutions are not applicable because
control channels have to be dynamically allocated according to the white space availability.
Also, like any wireless channel, control channels over white spaces will also be susceptible
to RF impairments. Hence, the gains achieved via CSS will be limited in practice by errors
that occur when local information is exchanged over imperfect control channels [65].

Originally proposed to increase transmission rates, maximize spatial reusability, and en-
large coverage range in various types of networks (see [66] and references therein), relay
nodes are used in CSS to increase the reliability of the information exchange process. The
bottom line in relaying is to let those nodes assigned a bad control channel forward their
local information to their neighbors. Among the neighbors, the node with the best path
towards the master node serves as relay node. Increased accuracy can be obtained by
pairing the nodes such that the “stronger” node in each pair acts as relay for the “weaker”
one. In case of amplify-and-forward relaying, CSS is known to reduce detection delays but
this agility gain largely depends on the power level received at the relay nodes, and on
the power they use to retransmit the received signals [67]. As another advantage, spatial
white spaces can be exploited also in the direction dimension by forming a distributed
zero-forcing beamformer of relay nodes. If combined with rateless coding, such cooperative
beamforming can efficiently exploit discontinuous white spaces while keeping complexity
at acceptably low levels [68]. Reliable exchange of information can also be achieved in CSS
by grouping cooperating nodes in clusters. A node selected to act as cluster head (CH) can
play the role of relay node or accumulate functions of both relay node and master node.
In relay mode, cluster-based CSS can reduce errors introduced by the report of local infor-
mation over faded control channels [69]. As in relay-assisted CSS, the premise for this to
work is that CH have control channel gains larger than the ordinary nodes in the cluster.
A CH operating in master mode is responsible for combining local information collected
in its cluster and for forwarding these findings to other CH, so network-wide decisions on
white space availability can be made. In general, regardless of how the control channel is
implemented, practical channels used to this end typically have limited bandwidth. This
constitutes a problem in the implementation of CSS, particularly when the number of
nodes is large.

While being an optional element in the information exchange process, node selection can
address the above issues by censoring unreliable nodes. A simple censoring approach for
narrowband CSS schemes that rely on binary hypothesis testing and hard combining
consists of using two detection thresholds. Reliable nodes, allowed to report their local
information to the master node, are those nodes whose test statistics lie below the smallest
threshold and above the largest threshold. If the test statistic lies in the region between
the two thresholds, the node is classified as unreliable and prohibited to report its findings
to the master node. This approach decreases the average number of bits sent to the master
node, over both perfect and imperfect reporting channels, with little performance loss in
comparison to the case where any censoring scheme is employed [70]. One aspect to keep
in mind is that the optimization of individual thresholds (not necessarily equal) is a hard
task [71] that becomes harder when multiple thresholds need to be set for each single
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node. Provided that the nodes are well synchronized, censoring can also be performed by
allowing a node to gain (or lose) confidence whenever its decision matches (or not) the
global consensus and prohibiting low-confidence nodes to report [72]. Another alternative,
suitable for performance critical applications where concerns about the bandwidth of the
control channel may be milder, is to distinguish reliable nodes from unreliable nodes
by assigning different weights to the summary statistics. If the weight coefficients are
selected so as to represent the impact of each individual contribution to the global decision,
the aggregate opportunistic throughput of the unlicensed network can be maximized.
Optimum weight assignments can be obtained along the lines used in [52|, where a linear
combination of summary statistics is proposed for narrowband CSS and then extended to
more sophisticated MBSS and WSS cases.

It is evident from the discussion above that CSS can achieve different levels of performance
depending on the format (data or decision), precision (infinite or finite), and size (raw sens-
ing data, multi-bit decisions, or one-bit decisions) of the local information available at the
master node. In soft combining, each node reports with infinite precision by sending either
its entire set of collected samples or a summary of test statistics. Though larger amounts
of sensing information allow to achieve a certain detection performance using less nodes
[73], this imposes large sensing overheads to the information exchange process. Therefore,
practical implementation of CSS requires a balance between amount of information ex-
changed and number of nodes. The motivation for quantized soft combining, where raw
sensing data is represented with less precision, is that simple messages are better suitable
for energy-constrained systems. Despite of the additional noise introduced by quantiza-
tion, two or three bits can be employed in most cases without noticeable performance loss.
Though this makes it easier to convey local information over practical bandwidth-limited
report channels, the performance of quantized soft combining still requires tight synchro-
nization among nodes. If frequency offsets cannot be avoided, sensing overheads can be
cut down by using one-bit decisions. As this minimum bandwidth requirement is achieved
at the expense of virtually any performance degradation [64|, hard combining becomes an
interesting solution under bandwidth and synchronization constraints. In contrast to the
complex algorithms required in soft combining, hard combining is simple to implement
using sub-optimum fusion rules. One well known example of such rules is the k-out-of-IV
rule, which has AND logic (k = 1), majority logic (kK > N/2), and OR logic (k = N) as
special cases.

Other performance limiting factors of CSS relate to the operation environment where all
information processes in Figure 1.4 take place. For CSS to obtain diversity, the nodes must
be spread throughout a cooperation footprint |64]. Otherwise, correlated shadowing will
hinder the contributions of nodes placed physically close to one another from improving
the global performance achievable through cooperation [74]. The master node could drop
those contributions found to be correlated before fusion but this is not efficient in the
sense that energy would have already been wasted to report “useless” information. Node
mobility constitutes another big issue because it makes the required node density more
difficult to maintain. For instance, allowing the nodes to move in a cluster-based setting
may cause the node density to vary over time inside each cluster. In this case, each CH
has to be concerned about minimizing the probability of assigning sensing tasks to nodes
that are not currently associated with its cluster [75]. In fact, ensuring detection within
a certain cooperation footprint depends not only on the number of nodes but also on
their sensitivity and position. These are well-known issues in wireless sensor networks
(WSN), where the nodes have small batteries of finite energy and follow some wake-up
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cycle to extend the network lifetime. If wake-up cycles are scheduled so as to minimize the
areas covered by multiple active nodes, the number of nodes required by a deterministic
node placement is one order of magnitude lower than by scattering them randomly [76].
While this gain is a decreasing function of the fraction of time during which the nodes are
powered on, the distribution of active and sleeping times does not affect detection delays
significantly. In fixed WSN, the node density required to assist a set of “passive” WSD, i.e.
neither sensing capable nor allowed to engage in CSS, is known to be reasonable [77]. Also,
at the expense of additional control signalling and tighter synchronization requirements,
some room for improvement can be envisioned by allowing sensing-capable WSD within
the coverage range of the WSN to contribute their local findings.

1.4 Comparing Coexistence Methods

In this two-part section, we establish a high-level comparison between GDA and spectrum
sensing. The first part of the section capitalizes on the previous section to compare GDA
and spectrum sensing from a purely technical perspective, whereas the second one intro-
duces non-technical concerns that are important to allow white space use in developing
countries too. Ensuring universal access to white spaces constitutes a task of utmost im-
portance to optimize usage of RF spectrum, particularly in the developing world where
WSD and applications based thereon can hopefully leverage the ITU’s broadband strate-
gies aimed at speeding up ICT progress.

1.4.1 Technical Aspects

GDA and spectrum sensing rely on different principles to determine white spaces. Each
principle has its advantages but also drawbacks that give rise to different implementa-
tion issues. Hence, even when we look at one of these methods in isolation, the perfor-
mance achievable by a certain implementation can largely vary depending on a number
of performance limiting factors. For the discussion that follows, we provide in Table 1.1 a
“quick-reference” guide that summarizes the major issues and performance limiting factors
discussed in Section 1.3.

As seen in Table 1.1, the resulting performance achieved by using either method depends
on a series of parameters and settings that are implementation dependent. This makes it
difficult to draw conclusions without making assumptions on the underlying specifications
related to how each method is implemented. One possible way to establish a high-level
comparison, perhaps the only one available in the literature at the time of this writing,
is to represent the sensitivity requirements adopted in spectrum sensing in terms of the
keep-out regions used in GDA [11]. In this fashion, both methods can be analyzed on
the basis of field strengths as illustrated in Table 1.2 [78]. On the one hand, considering
that GDA and spectrum sensing require keep-out regions 12% and 74% larger than the
protected contour, respectively, it seems natural to argue that this discrepancy reflects
the extent to which the former is more efficient than the latter [11]. On the other hand,
the received power level may fall down far below the mandatory sensitivity level before
the pictures observed at a TV receiver start to degrade [23|. Thus, TV receivers operating
well beyond the protected contour can be protected by spectrum sensing but not by GDA.
The FCC seems to misinterpret this fact in [22], where it classifies any detection outside
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Table 1.1: Performance limiting factors of GDA and spectrum sensing.

Method Issue Limited/dictated by Ref.
. - e Signal propagation model 6][39
Information acquisition e Tocation dimonsion [ []3[9] |
e Resolution (pixel size) [6]]25][26]
GDA Location determination | e Location accuracy [40][41][42]
e Location reliability 11
e Update frequency 18
Location dissemination | e Mobility margins [25][39]
e Bootstrapping [39]
e Signal space dimension [43](44][47]
Narrowband | Information acquisition | e Signal processing technique [12][43]
e Hypothesis testing [12]
e BPF design [48][49]
Subband division e Windowing technique [54]
.| Wideband P e Prewhitening filter [50][51]
5 e ADC resolution [53]
C}g’) Sampling rates e Sparsity order estimation [57][58][59]
g e Cooperation footprint [12][64]
é Operation environment | e Node spread (diversity) 64|76
5 e Node density (mobility) 75|77
o e Cooperation scheme [43][67][69]
Cooperative Information exchange | e Control channel [65]
e Node selection [70]]72]
° Dec%s%on form.aju [12][73]
Information fusion ° De(:}s%on precision
o Decision size [12][64]
e Fusion rule

the protected contour as a false alarm. As observed in [78|, some of these detections may
have been true detections as long as the prototype testing was conducted outside the
protected contour but inside the keep-out region.

Though capable of providing a rough picture of how efficiently GDA and spectrum sensing
can protect licensed services, the above approach entirely fails to capture the performance
dependencies shown in Table 1.1. The methodology used to set the field strengths, taken
as basis in the comparison, raises fairness concerns too. The field strengths of GDA are
predicted using the statistical ITU model [79], whereas those reflecting the sensitivity of
spectrum sensing are computed in terms of mandatory protection requirements. Recently,
a comparison between the Longley-Rice model with terrain and the I'TU model has re-
vealed that the former leads to larger local variability than the latter but the amount of
white spaces detected is in average similar for both models [6]. This means that both [11]
and [78] consider a GDA approach relying on one of the most efficient propagation models
available. In contrast, they evaluate spectrum sensing based on the mandatory sensitivity
rather than on its actual capabilities.

Other evidences that there has always been some inclination in favouring GDA can be
found in the literature, e.g. the issues raised by the processes of determining location and
of disseminating such information are usually ignored. In contrast, spectrum sensing is
analyzed from a perspective that highlights all those issues that a standalone WSD might
experience. As seen in Section 1.3, such local issues can be solved (or at least largely
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Table 1.2: Exemplary keep-out regions of GDA and spectrum sensing [78].

Tvpe Minimum field | Distance
P strength (dBu) (Km)
Protected contour 41 125
GDA keep-out region 36 131
Sensing keep-out region 19 218

alleviated) by enforcing node cooperation. An attempt to address this gap for the case of
distributed CSS is provided in [80]. The message left is that even high-level conclusions
are hard to draw without picking a specific implementation of each method.

At the time we started working on coexistence methods for WSD applications, a question
that arose was whether we should go with GDA or spectrum sensing in this dissertation.
The trivial answer to this fundamental question could be “pick the method that can best
determine white spaces”. However, as seen above, the notion of best is implementation
dependent in this case, so none of the contributions available in the literature could provide
us with a clear path to follow. To overcome this limitation, we recall that the amount of
available white spaces is likely as dependent of the cardinality of the signal space as on
the method used to determine white spaces. So, if high-level comparisons are unavoidable,
it seems more appropriate to compare GDA and spectrum sensing on the basis of the
same number of signal space dimensions. In Table 1.3, we classify a GDA approach as
“typical” or “advanced” according to its ability to process additional location information,
e.g. terrain information. Spectrum sensing approaches are classified according to their
capabilities of achieving reliable detection over a given signal space. “Local” sensing can
exploit temporal white spaces only, while “cooperative” approaches additionally exploit
spatial and microscopic white spaces. Approaches that rely on cooperative beamforming
to exploit directional white spaces are denoted as “advanced” sensing. Using Table 1.3 it
is possible to perform high-level comparisons where GDA and spectrum sensing are more
likely to stand on equal footing. Low-level assessment is of course more laborious but it
has the advantage of taking into account the actual capabilities of each method. In either
case, the most important aspect here is that there is not any fair baseline based on which
GDA and local sensing can be compared.

In general, any method aimed at efficiently determining white spaces will have its advan-
tages but will also bring about practical implementation challenges. This is due to the
fact that coexistence in DSA networks encompasses non trivial tasks that need to be im-
plemented to simultaneously commit to antagonistic goals. Of utmost importance among
these goals are the maximization of the overall system performance (accuracy, agility, reli-

Table 1.3: White space detection capabilities of GDA and spectrum sensing.

Signal GDA Spectrum Sensing

Space | Typical | Advanced | Local | Cooperative | Advanced
2D ° ° °

3D °

4D
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ability, and robustness) and the minimization of system costs (computational complexity,
bandwidth requirements, and power consumption). CSS solves some local detection prob-
lems but the processes of information exchange and information fusion introduced thereby
impose additional requirements. Nevertheless, most issues arising in CSS can be tackled
at the network level thus reducing cost, power, and computational burdens imposed to
individual WSD. In contrast, the treatment of two out of three systemic issues associated
to the implementation of GDA is limited by the way individual WSD are designed.

1.4.2 Non-technical Aspects

It turns out from Section 1.2 that the regulatory efforts to promote DSA are being led
virtually by developed countries only. To minimize unnecessary work, the FCC and CEPT
have been collaborating, an effort that has its value as it allows to some harmonization be-
tween the solutions adopted in the U.S. and Europe. In this process, one aspect that seems
to have been overlooked is whether such solutions fit developing markets too. Precarious
infrastructure, low household income, and low education are typical issues of developing
markets that impose additional requirements on the adoption of new technologies. At a
first glance, the goals of spectrum management should be broadly the same in both de-
veloped and developing countries — regardless of the existence of differentiating factors
between these environments [81].

1.4.2.1 The Digital Divide

Before ellaborating on the statement made in [81], let us look at some recent trends that
are shaping ICT market developments. We begin examining the latest values of the ICT
development index (IDI). IDI accounts to a composite indicator used by the ITU to track
ICT progress with respect to readiness (level of networked infrastructure and access),
intensity (level of use), and impact (resulting from efficient use) [82][83]. The current in-
dicators embedded in the IDI are fixed telephony, mobile telephony, international Internet
bandwidth, households with computers, and households with Internet (for readiness); In-
ternet users, fixed broadband, and mobile broadband (for intensity); adult literacy and
gross secondary and tertiary enrolment (for impact).

Notwithstanding the overall improvement in the IDI observed in the recent years, Table
1.4 reveals disparities in both intra- and inter-regional levels. In the intra-regional level,
we represent such disparities as gaps resulting from the deduction of the lowest IDI from
the highest one. The increasing gaps, exhibited from 2002 to 2010 in Africa, Asia & Pa-
cific, and Commonwealth of Independent States (CIS), suggest that high ranked countries
are improving more than low ranked countries in these regions. This is a global tendency
until the Arab States, Europe, and the Americas showed gap decreases of 0.05, 0.12, and
0.41, respectively, from 2008 to 2010. In the inter-regional level, Europe is the benchmark
because it is the world’s leading region in ICT infrastructure and services uptake. Consid-
ering the best ranked country in each region, we see that Asia & Pacific, the Arab States,
and CIS improved 0.32, 0.60, and 0.43 more than Europe, while Africa and the Americas
improved 0.81 and 0.33 less than Europe. With gaps as large as 0.35 in the Americas and
1.30 in Africa, all regions improved less than Europe in terms of the worst ranked country
in each region. Digital divide is the term used to denote these gaps [84].
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Table 1.4: Evolution of the IDI by Region (adapted from [82] and [83]).

IDI A B C D E F

max | 2.57 | 5.84 | 3.36 | 2.71 | 5.99 | 5.18
2002 | min | 0.52 | 0.99 | 1.07 | 1.77 | 2.00 | 1.05
gap | 2.05 | 4.85 | 2.29 | 0.94 | 3.99 | 4.13
max | 3.44 | 7.23 | 5.20 | 4.13 | 7.27 | 6.33
2007 [ min | 0.73 | 1.06 | 1.41 | 2.11 | 2.74 | 1.29
gap | 2.71 | 6.18 | 3.80 | 2.02 | 4.54 | 5.04
max | 3.64 | 7.68 | 6.11 | 4.54 | 7.85 | 6.54
2008 | min | 0.79 | 1.08 | 1.46 | 2.25 | 3.12 | 1.35
gap | 2.85 | 6.60 | 4.66 | 2.29 | 4.73 | 5.19
max | 4.00 | 8.40 | 6.19 | 5.38 | 8.23 | 7.09
2010 | min | 0.83 | 1.38 | 1.58 | 2.50 | 3.61 | 2.31
gap | 3.16 | 7.02 | 4.61 | 2.88 | 4.61 | 4.78

A: Africa, B: Asia & Pacific, C: Arab States,
D: CIS, E: Europe, F: The Americas.

Whether between developed and developing countries or within a single region or country,
digital divides are typically characterized in terms of aspects such as penetration rates,
mobile cellular subscritions, Internet users, and personal computers. Table 1.5 illustrates
the digital divide observed in 2010 in terms of service penetration per 100 Inhabitants.
Taken in isolation, any of these indicators fails to reflect the big picture of the digital
divide. This explains why the IDI has been advanced as a more powerful tool. Revisiting
Table 1.4 from this perspective suggests that the digital divide between developed and
developing countries is increasing on a global basis and, in some cases, on a regional basis
too. The ITU adds that the cost of ICT services constitutes a main barrier to their uptake
because it influences or even determines their use. Between 2008 and 2009, an average
price fall of 42% was verified for fixed broadband services, the largest one if compared to
mobile cellular (25%) and fixed telephony (20%) [82]. However, as shown in Table 1.6 as a
percentage of the average monthly gross national income (GNI) per capita, mobile cellular
prices increased on a global basis from 2009 to 2010. This condition is particularly alarming
in Africa, where penetration rates are still quite low in some countries. Also, substantial
variations in the average broadband prices still exist across regions. These disparities in
relative costs per region indicate that much more of the household income has to be spent
in developing countries (unaffordable 112%) than in developed countries (1.5%) [83].

In view of these facts, we partially agree with the statement in [81] that developed and
developing countries have the same spectrum management goals. On the one hand, the
underlying principles used to establish, leverage, and maintain flexible and efficient spec-
trum management systems may eventually be the same in both environments. On the

Table 1.5: Service penetration per 100 inhabitants in 2010 (adapted from [83]).

. Developing | Developed
Service Countries Countries
Mobile Cellular 70.1 114.2
Internet 21.1 68.8
Fixed Broadband 4.2 23.6
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Table 1.6: Evolution of the service affordability by region (adapted from [82] and [83]).

Service A B C D E F G H

2009 | 174 | 3.6 | 4.0 13 | 13] 29 |12 ] 7.7
2010 | 17.0 | 3.8 | 44 1.1 | 1.1} 3.1 | 1.1 7.8
2009 | 17.7 | 3.0 | 47 | 2.7 | 11| 3.0 | 12| 7.5
2010 | 246 | 4.6 74 | 41 | 16| 5.1 | 20| 114
2009 | 482.8 | 46.0 | 71.0 | 104 | 1.8 | 10.1 | 2.0 | 173.9
2010 | 291.3 | 273 | 526 | 7.3 | 1.4 | 224 | 1.5 | 112.2

Fixed Telephony

Mobile Cellular

Fixed Broadband

A: Africa, B: Asia & Pacific, C: Arab States, D: CIS, E: Europe,
F: The Americas, G: Developed Countries, H: Developing Countries.

other hand, from Tables 1.4-1.6, it is evident that the rule making for white spaces should
not neglect the business implications of technically feasible methods, e.g. with respect
to specific social and economical factors. In this regard, it is necessary to provide stake-
holders with estimatives of what consumers are willing/able to pay for before introducing
white space services into the market. Some questions arising in this techno-economical
context might include:

1. What is the preferred method among GDA, CSS, and WSN?
2. What aspects make one method preferred over the other?

3. Are these preferences equal for developed and developing countries?

Answers for the above questions can be formulated along the lines in [85] and [86]. Based
on simple expressions for transmission efficiency and incremental cost, i.e. the additional
capital expenditure (CAPEX) over a simple SDR arrangement, these contributions suggest
that the selection of a given coexistence method depends on aspects that are closely related
to the perspective taken in the analysis. In what follows, we use this framework to examine
the business models discussed in [80] and [87] as potential candidates to introduce WSD
into the market and then draw our replies to questions 1 to 3 above.

1.4.2.2 Techno-economical Analysis

From Table 1.1, we can infer that the minimum implementation costs of GDA involve
constructing a database (Cpg), embedding location-aware components in WSD (CY,), and
establishing a bidirectional control channel to provide connectivity between the database
and WSD (C¢). The incremental cost of GDA is then given by

Capa = Cpg + N x (CS+CL—|—Cc), (1.1)

where the number of nodes (N) and the cost of the sensor equipping each individual node
(Cs) reflect the assumption in [85] that WSD do not register in the database but are able
to perform spectrum sensing. Under this assumption, the transmission efficiency of GDA
can be expressed as the ratio of the amount of time available for transmission (¢r1) to the
total amount of time corresponding to tasks other than data transmission

tr
_ d , 1.2
MDA = ks + f + to/ Fo (12)
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where tg is the sensing time per frame, ty; is the average medium access time per frame,
tq is the time to enquire the database, and F{ is the number of frames per query.

As seen in the Section 1.3, WSN can alleviate requirements on node spread/density thus
addressing diversity and mobility issues that arise in CSS. In an alternative implemen-
tation, information about the channel availability can be received from some CPC and
forwarded to those WSD within the coverage area of the WSN [85]. The incremental cost
of this approach can be written as

Cwsny = Csy + N x (CL + Cc), (13)

where Csy is the cost of constructing the WSN and NV, with some slight abuse of notation,
represents the number of nodes in the WSN (though they do not possess sensing capabil-
ities here). The transmission efficiency of this approach has the same form of (1.2) and
is therefore omitted. It is worth noting, however, that (1.3) eliminates sensing costs but
introduces other costs associated with location-aware hardware (as each node needs to
know its location). Also, it does not model the costs of coordination and regulatory efforts
required to harmonize spectrum for CPC. Hence, it is clear that the actual incremental
cost of such CPC-WSN combined approach is higher than that derived in [85].

The infrastructure costs Cpg and Csy in (1.1) and (1.3) pose high CAPEX to stakehold-
ers, so that GDA and WSN may make less economic sense in countries where minimum
telecommunications infrastructure lacks. Even if stakeholders and governments agree to
share CAPEX and prioritize such deployments, high operational expenses (OPEX) to
maintain both database and WSN will still exist. According to the business models pro-
posed in [80], CAPEX and OPEX of GDA can be funded by charging database admin-
istrators with license fees and consumers with subscription or per-query fees. In [87],
stakeholders that already hold licensed spectrum form a kind of joint venture to coop-
eratively exploit white spaces in the spectrum resulting from the sum of their licensed
frequency bands. It is then shown through cash flow analysis that WSN-aided operation
of WSD can be profitable in urban and suburban areas but, as in conventional infrastruc-
ture telecommunication projects, stakeholders have to think long-term. In a well devel-
oped telecommunication market, where the average revenue per user (ARPU) comes from
subscription fees, the minimum pay-back period is about five years.

While the business models in [80] and [87] may work fine in well developed countries, Table
1.6 suggests that any additional burden on consumers, even if minimum, will discourage
white space use in the developing world. In contrast to GDA and WSN, CSS does require
neither infrastructure nor location awareness, so its CAPEX is limited to the development
and implementation of sensing-based WSD that are of lower cost. Also, depending on the
regulatory framework and business model adopted, consumers may operate WSD free of
license and subscription fees in a fashion that could be similar to typical WLAN devices
broadly deployed today. The corresponding OPEX in this case is almost exclusively limited
to WSD power consumption, which should be low. The incremental cost and transmission
efficiency of CSS are then [85]:

Ccogs = N x (CS + Cc) (14)
tr

E R — 1.5

eSS = 4 s + I (1.5)

Another aspect that is relevant to the present discussion is connectivity. Loss of connec-
tivity between WSD-database, WSD-WSD, or WSD-WSN constitute concerns that are
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common to all methods under analysis here. In the developed world, connectivity between
WSD and the database will be over the Internet. According to Table 1.5, this is hard to
provide in the developing world where around 80% of the people are still excluded from
using the Internet. Even in the event that WSD could access the database over mobile
cellular networks, the opportunities unleashed by white space would be limited to about
70% of the people living in developing countries. In either case, we know from Table
1.6 that the corresponding cost C¢ is certain to be much higher in developing countries
than in developed countries. As for CSS and WSN, connectivity issues are milder because
these methods do not necessarily require access to the Internet. The control channel can
be implemented by other means, e.g. in-band coexistence beacons can be used to convey
control signalling over white spaces at the expense of some throughput loss. Hence, since
Cc can be reduced to a minimum, the use of CSS and WSN seems particularly appealing
in areas where the Internet is not available or for service connectivity applications such
as video streaming that do not require Internet access [88]. Finally, it can be seen from
(1.2) and (1.5) that GDA performs at most as efficient as CSS (for Fg arbitrarily large)
so its use in the developing world seems thus far hard to justify.

This impression finds support in [85], where preference relations are shown to depend
also on the operation environment where candidate methods are to be deployed in. Such
operational contexts are given along with some exemplary applications in Table 1.7, where
the symbol “—" stands for the lack of either feasible combinations or known applications.
As seen in Table 1.8, GDA is the most preferred method by regulators for environments
where the occurrence of white spaces remains static in both time and space, e.g. in the TV
bands. For environments where this is not the case, and white space availability may follow
stochastic processes in time, space, or both, the solutions based on CSS or WSD dominate
as the most preferred by regulators. The aforementioned study is further extended in
[86] to show that different stakeholders are prone to assign different weights to different
aspects. This makes it possible for different preference relations to arise when we rank the
same set of methods yet from different perspectives. Licensed users are granted the right
to use spectrum on a primary basis, so the preferences given in Table 1.9 are exactly the
same as those of regulators as long as white spaces do not exhibit stochastic behavior.
Otherwise, the symbol “x” stands for the fact that licensed users do not care about the
method used so that no preference arises. However, when we look at the preferences of
unlicensed users, shown in Table 1.10, we see that WSN dominates as the most preferred
coexistence method.

Our analysis of non-technical issues suggests that developing countries need to minimize
CAPEX and OPEX related to infrastructure. In contrast, developed countries will likely

Table 1.7: Characteristics & Applications of DSA Operational Contexts (adapted from [85]).
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Table 1.8: Most preferred DSA methods from the regulator perspective (adapted from [85]).

INTRODUCTION

Spatial
Static Periodic | Stochastic
= Static GDA WSN CSS/WSN
% Periodic GDA WSN CSS/WSN
e Stochastic | CSS/WSN | CSS/WSN | CSS/WSN

Table 1.9: Most preferred DSA methods from the licensed user perspective (adapted

from [86]).
Spatial
Static | Periodic | Stochastic
= Static GDA WSN X
S
2 | Periodic | GDA | WsN x
5
& | Stochastic X X X

capitalize on existent infrastructure to create new business opportunities. That being said,
our answers to the questions posed earlier in this section are as follows:

1. What is the preferred method among GDA, CSS, and WSN?
A: In general, GDA and CSS are the preferred methods for static and stochastic

environments, respectively, but a specific preference relation cannot be established
without knowledge of the stakeholder assuming the implementation costs.

2. What aspects make one method preferred over the other?

A': Stakeholders account to a major aspect here because they largely influence the
analysis outcomes. Other aspects include but are not limited to: cost-effectiveness,

Table 1.10: Most preferred DSA methods from the unlicensed user perspective (adapted

from [86]).
Spatial
Static | Periodic | Stochastic
= Static X WSN WSN
§ Periodic | Trading WSN WSN
F Stochastic | WSN WSN WSN
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transmission efficiency, accuracy, and ability to deal with broader (regulatory and
institutional) contexts.

3. Are these preferences the same for developed and developing countries?

A: Provided that the stakeholders are aware of what consumers can pay for,
we rank GDA > CSS > WSN and GDA > WSN > CSS as the preference relations
more likely to arise in developed countries. In such markets, large infrastructure
projects are typically less budged contrained due to the higher ARPU and shorter
pay-back period. Developing countries are characterized by the need of minimizing
both CAPEX and OPEX, so the stakeholders need to make the most out of their
choice, e.g. by choosing the method that is the most preferred for the majority of
potential operation environments. Depending on the budged limitations, we expect

either CSS = WSN > GDA or WSN > CSS = GDA to arise.

1.5 Chapter Summary and Thesis Objectives

1.5.1 Chapter Summary

Make use of white spaces is a natural path towards increased spectrum efficiency. Whether
in the TV bands or in whatever bands where the spectrum is underutilized, DSA can
help meet the increasing bandwidth needs that new wireless devices and services bring
about. This is particularly important to boost the growth of broadband Internet, regarded
by the ITU as the prime tool to tackle a number of global issues and leverage ICT
progress. Innovative policies and plans are currently being set out to accelerate both DSA
development and the roll-out of broadband Internet.

In our opinion, the benefits envisioned by the ITU are doable provided that DSA policies
and broadband plans to be implemented do not contribute to an increase in the (currently
increasing) digital divide. White spaces access needs to be granted on a universal basis. In
this context, we define a universal solution as a set of policies, plans, and methods intended
at leveraging white space use — also in the developing world. As defined here, the notion of
universal solution calls for methods capable of determining white spaces in most operation
environments, while posing low CAPEX, low OPEX, and keeping computational burdens
as low as they can possibly be.

GDA cannot compose a universal solution because its use suits spatially static environ-
ments only and is limited to developed markets where the Internet has large penetration.
Another intrinsic drawback of GDA is that most issues arising in its practical implementa-
tion are not solvable at the database side, thus imposing higher costs, power consumption,
and computational burdens to WSD.

Approaches that enforce cooperation among nodes, such as CSS and WSN, are better
suitable to take part in a universal solution because of their broader scope of application
and the fact that most of their practical implementation issues can be tackled at the
network level. Indeed, provided that individual nodes are made of low complexity and low
cost, both CSS and WSN can compose a universal solution. In either method, the overall
computational complexity depends on the design options used to implement the processes
of acquisition, exchange, and fusion of information shown in Figure 1.4. Nevertheless, when
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fabrication costs come into consideration, we have to consider not only the complexity of
such network-centric schemes but also their ability to achieve economies of scale.

1.5.2 Thesis Objectives

The observations made in the previous section have motivated us to rewrite our bigger
picture goal as the study of spectrum sensing methods that determine white spaces by
enforcing cooperation among nodes. We have seen in Section 1.3 that most work available
in the CSS literature focusses on the processes of exchange and fusion of information,
whereas the information acquisition process has received less attention to date. The liter-
ature also has analyzed local spectrum sensing in terms of blind and semi-blind techniques
only, so there are practically no counterparts of these analyses for the case where indi-
vidual nodes rely on signal specific techniques. Low complexity and low, or possibly any,
requirements of prior knowledge of the structure of the signals to detect are interesting
for more general applications. However, lack of signal classification ability is one limita-
tion of blind and semi-blind techniques that may difficult operation in different markets,
thus hindering future WSD from achieving economies of scale. Analyses that extend the
related work on CSS with signal specific techniques are therefore desirable, both for a
better understanding of the information acquisition process as well as a design guide for
future WSD.

This sets out the specific goal of the present dissertation, which is to develop an approach
to leverage economies of scale in the information acquisition process, ¢.e. in terms of signal
processing tasks carried out at the local level. The proposed approach takes advantage of
the context awareness that a set of cooperating WSD obtains when it is capable of detect-
ing, and subsequently classifying, the RF signals conveyed in its cooperation footprint.
The underlying idea is that, by suitably combining different signal processing techniques
offering complementary features, we can define a unique design that is able to deal with a
number of coexistence situations raised by the introduction of WSD into practical markets
where multiple standards are deployed. The design of multi-standard context-aware WSD
is worth research because it allows universal white space exploitation and, in doing so,
has potential to contribute to the decrease of digital divides in both regional and global
levels.

For the specific case of the TV bands, we propose a three-stage cascade signal classifier that
allows WSD to coexist with the TV broadcast standards most deployed worldwide. Beside
the requirements on context awareness and universality mentioned above, the other design
directives of the proposed cascade classifier are commited to complexity, reliability, agility,
robustness, and ability to cope with most challenges raised by practical multi-standard
environments. Alternatively, the proposed cascade classifier can be employed to protect
PMSE systems on a proactive fashion or to provide a contingency for self-coexistence
among future TVBD standards in case other methods fail, e.¢g. IEEE 802.22 CBP, IEEE
802.22.1 disabling beacons, or ECMA-392 alien beacons. While we illustrate our approach
for multi-standard context-aware WSD in the context of the TV bands, the construction
of cascade classifiers aimed at facilitating coexistence in whatever underutilized bands
should be straightforward along the lines discussed in this dissertation.
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1.6 Key Contributions

This section lists our key contributions. The first contribution, perhaps the most important
made in this dissertation, is the introduction of the concept of multi-standard context-
aware WSD. By exploiting the distinguishing features of this novel concept, we provide
a deeper understanding on CSS using signal specific techniques. On top of these two
contributions, we design a cascade classifier that allows to coexistence in the TV bands
while mitigating digital divides and leveraging economies of scale. We also substantialize
our performance assessments through extensive simulation work. This is realized using
MESS, a spectrum sensing platform that we developed using Matlab.

In the sequel, we briefly describe each of these contributions.

e Multi-standard context-aware WSD: At the time of this writing, the majority
of publications available in the literature evaluated detection performance having
only digital TV broadcast in mind. In a few very rare exceptions, the literature
addressed the detection of TV broadcast signals in both digital and analog formats.
Even in those cases, the study was always restricted to a single market, e.g. North
America or Europe. Our concept of multi-standard context-aware WSD can be dis-
tinguished from the related work, as well as from the literature on spectrum sensing
in general, in the sense that it considers multiple markets where a larger number of
different incumbent systems may operate in. Built on top of this broader scope of
application, our analysis of CSS reveals nuances of signal specific techniques that are
less understood from the perspective of the traditional single-target single-market
approach. As nuances we mean those signal type dependencies that, though negligi-
ble in case of blind or semi-blind techniques, yield significant performance variations
in case of signal specific techniques. Also, in most cases of interest, the literature has
not managed yet to perform standard classification. Multi-standard context-aware
WSD exploit explicit signal features that, in contrast to implicit signal features, can
be extracted without going into the “internal details” of the signal. This reduces the
signal processing needs placed on the classification process.

e Cooperation based on signal specific techniques: One interesting open ques-
tion in the context of CSS is how the use of different signal processing techniques af-
fects the performance improvement derived via cooperation. This dissertation largely
contributes to a better understading on this aspect as it shows that: (i) the achiev-
able cooperation gain depends on the signal processing technique used at the local
level, (ii) the extent to which CSS can be beneficial depends on several aspects other
than the number of cooperating nodes, (iii) these performance limiting aspects in-
clude both type and amount of uncertainty present in the operation environment,
(iv) there may be some advantages in using node selection algorithms when only im-
perfect knowledge of the noise power is available, (v) noise uncertainty affects most
techniques equally, regardless of target signal type, but detrimental sinergies may
occur when the feature used for detection oscillates, and (vi) CSS can compensate
for performance degradations introduced by sampling frequency offsets.

e A cascade classifier for coexistence in the TV bands: Recalling the current
levels of spectrum underutilization and the typically static behavior of TV band
incumbents, a WSD will likely spend much of its operation time on channel mon-
itoring tasks. Therefore, it is desirable to implement the first stage of our cascade
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classifier using blind or semi-blind techniques. They are fast, so detection delays can
be kept low. With respect to signal classification, we exploit in the second stage the
fact that most standards deployed today adopt multi-carrier transmission schemes.
In this case, a natural way to obtain classification ability is to use a classifier that
exploits the periodicities introduced by the cyclic prefix. This is relatively efficient,
of low complexity, and agile too. Those less numerous cases that cannot be resolved
on the basis of the cyclic prefix are treated at the third stage. There, our focus
is on achieving advanced classification abilities even if, in doing so, some detection
delay is introduced. The highlight of the proposed cascade classifier is that its stages
are carefully designed to possess complementary features. In addition to the desired
multi-standard classification ability, this allows to a level of robustness hard to be
obtained using individual signal processing technques.

e The MESS platform: Originally envisioned as a standardized evaluation scenario
to comparing approaches proposed by different research groups on a fair basis, the
MESS platform ended up becoming much more than we had ever thought it could be.
It was based on what we call virtual testbed, a concept that differs from conventional
Matlab simulation in the sense that all target signals are implemented in detailed
accordance to corresponding standards. This allows to visualize (and gain insight on)
issues that cannot be captured by other means. Beside of accomplishing its major
goal of allowing our thorough assessment of several signal processing techniques
(not available in the literature at the time of this writing), MESS has its value
as integrating research platform, enabler of own algorithm development, baseline
for future research, and, particularly, as a promising commercial product to support
the assessment, development, and implementation of signal processing techniques for
WSD. To the best of our knowledge, such a product is currently available neither
in the academy nor in the industry.

1.7 Chapter Outline

This dissertation is organized as follows. In Chapter 2, we review the related work that has
served as the basis for the contributions provided in this dissertation. We start with the
essential steps that any digital receiver follows when performing signal detection. Having
the basics in place, we introduce the underlying elements composing the spectrum sensing
problem and discuss the assumptions usually made to formulate it as a decision problem.
We survey selected publications, which contribute to the signal processing techniques
currently regarded as the most promising for WSD. We close the chapter with a list of
gaps identified in the related work.

Chapter 3 is mostly devoted to MESS, the simulation tool that we developed to evaluate
the signal processing techniques surveyed in the related work. Written in Matlab, MESS
consists of four major functional blocks: signal generation, channel generation, signal de-
tection, and signal classification. Along with careful descriptions of each of these functional
blocks, we explain what sources of uncertainty of the operation environment are taken into
account and how these uncertainties are modeled in MESS. Our approaches to generalize
the results in the related work and obtain context-awareness via signal classification are
also discussed in this chapter.
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In chapter 4, we present a thorough performance assessment of virtually all signal process-
ing techniques surveyed in the related work. The chapter begins presenting our simulation
results obtained under ideal operation conditions. Taking this ideal performance as base-
line for comparisons, we then extend our assessment to the case where different sources of
uncertainty are considered. This includes multipath fading, noise uncertainty, frequency
offsets, and joint impacts observed in the presence of two (or more) of these sources. From
this simulation work, we identify the pros & cons of each candidate method, draw our
conclusions and, based on them, determine the signal processing techniques required by
the concept of multi-standard context-aware WSD introduced in this dissertation.

Chapter 5 summarizes the contributions made in this dissertation. Here, we make our final
remarks and highlight the insights gained during the long process of studying, implement-
ing, assessing, and selecting signal processing techniques for multi-standard context-aware
WSD. We also list some key issues in which we believe promising future research can be
carried out. This includes extensions for two different scenarios, studied in our previous
work, where the results presented in this dissertation may find application.

1.8 Publications Record

From May 2010 to June 2012 we contributed with the European Cooperation in Science
and Technology (COST) within the scope of the IC0902 Action. Entitled “Cognitive Ra-
dio and Networking for Cooperative Coexistence of Heterogeneous Wireless Networks”,
IC0902 aims at integrating the CR concept across all layers of a communication system.
The IC0902’s deliverables will be used to define an European platform for CR and CR
networks by December 2013. Specifically, we worked with the IC0902’s working group 2
on the definition of cognitive mechanisms that take advantage of cooperation of devices
in spatial proximity. This work resulted in the following first-author papers:

1. J. P. Miranda, M. D. Pérez Guirao, A. Lambertucci, and L. A. DaSilva, “Worst Case
Analysis of Single-stage Sensing in WRANs", 1st Workshop of the COST Action
IC0902, Bologna, Italy, Nov. 2010.

2. J. P. Miranda, J. Kibilda, and L. A. DaSilva, “Spectrum Sensing by Program Making
and Special Events in the Post-switchover Era: Achievements of a Short Term Scien-
tific Mission”, 2nd Workshop of the COST Action IC0902, Barcelona & Castelldefels,
Spain, Oct. 2011.

Particularly, part of the results in 2. was obtained during a one-week short-term scientific
mission (STSM) carried out in April 2011 at CTVR, the telecommunications research
centre headquartered in Trinity College Dublin, Ireland.

The work in 1. and 2. consists of smaller sets of results, which were subsequently extended
and published in the following first-author papers:

3. J. P. Miranda, H. Tchouankem, J. Kibilda, and L. A. DaSilva, “Return Path for
iTV using Whitespaces: A Novel Application for 802.22 WRAN”, In Proc. of IEEE
Wireless Advanced, pp. 95-100, London, U.K., June 2011.
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4. J. P. Miranda, J. Kibitda, and L. A. DaSilva, “Semi-blind Channel Monitoring Mech-
anisms for Post-switchover Wireless Microphones”, In Proc. of IEEE Globecom, pp.
1-6, Houston, U.S., Dec. 2011.

The papers 1. to 4. contain preliminary ideas and results that relate directly to the two
applications described in the Chapter 5 of this dissertation. In 3., we introduce the idea of
providing the return path for interactive TV (iTV) over white spaces. The advantages of
this approach over other access technologies currently used in iTV are multi-fold: interac-
tive data can be transmitted in overlay with higher priority broadcast data, the fact that
home users are not likely to interact all the time can be exploited to set the return path on
an on-demand basis, and broadcasters are not required to cooperate (and share revenues)
with telecommunications or Internet service providers. A second idea, introduced in 4.,
aims at improving immunity to interference in future CR-based PMSE systems. Unlike in
the usual overlay-based hierarchical access model, where TVBD should detect and avoid
licensed services and PMSE, the proposed approach is concerned about spectrum sensing
carried out by PMSE rather than for PMSE. Within this framework, we provide in-band
and out-of-band channel monitoring mechanisms to ensure quality of service of future
PMSE. We then show via simulation that the proposed mechanisms are capable of ex-
ploiting complementary features of multiple signal processing techniques while incurring
no performance loss in comparison to their use in isolation.

In parallel to the above, we worked from February 2010 to June 2012 as a teaching assistant
supporting the course “Cognitive Wireless Networks”. Our main task was to design, test,
operationalize, and supervise laboratory experiments for undergraduate students. This
work was documented in the following handouts:

5. J. P. Miranda, C. Konig, and M. D. Pérez Guirao, “Implementation of a Simple
Air-interface for Overlay-based Cognitive Radio”, Skriptum zum Laboratorium fiir
Netze und Protokolle (NUP), chapter 4, pp. 59-86, Apr. 2010.

6. J. P. Miranda and H. Tchouankem, “Simple Air-interface for Energy-based Coop-
erative Spectrum Sensing”, Skriptum zum Laboratorium fiir Netze und Protokolle

(NUP), chapter 5, pp. 55-75, Apr. 2011.

7. J. P. Miranda and H. Tchouankem, “Simple Air-Interface for Energy-based Coop-
erative Spectrum Sensing”, Skriptum zum Laboratorium fiir Netze und Protokolle

(NUP), chapter 5, pp. 53-73, June 2012.

The testbed consists of a single licensed user following a cyclic hopping pattern and
operating collocated with a network of CR devices. In order to avoid collisions, the CR
network monitors a shared RF environment defined by five non-overlapping channels in the
5.745—5.845 GHz range. Our major contribution here was the continuous improvement of
the single-node setting initially used in 5. The modifications introduced in 6. and further
improved in 7. made the CR network capable of operating also in multi-node mode, and
were of utmost importance for the measurement campaigns that generated the real-world
CSS results in 3.
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Finally, some joint work with the colleague H. Cao (discussed in his own Ph.D dissertation)
was performed on cyclostationary signatures:

8.

10.

H. Cao, Q. Cai, J. P. Miranda, and T. Kaiser, “Cyclostationary Multitone Beacon
Signal for Opportunistic Spectrum Access”’, In Proc. of the 4th ICST Crowncom,
pp. 1-6, Hannover, Germany, June 2009.

H. Cao, Q. Cai, J. P. Miranda, and T. Kaiser, “Cyclostationary Beacon for Assisting
Spectrum Sensing in Opportunistic Spectrum Access”, Majlesi Journal of Electrical
Engineering, vol. 5, No. 1, pp. 65-72, Mar. 2011.

H. Cao, J. P. Miranda, and J. Peissig, “Enhanced Spectrum Awareness with Ex-
tended Information Carried on Embedded Cyclostationary Signatures for Cognitive
Radio”, In Proc. of IEEE Globecom, pp. 1506-1512, Anaheim, U.S., Dec. 2012.






Chapter 2

Related Work

This chapter reviews the related work that has served as the basis for the contributions
presented later on in this dissertation. We start in Section 2.1 with a brief review of
the essential steps that digital receivers follow when performing signal detection. We
then introduce the underlying elements composing the detection problem and, as these
are introduced, discuss the assumptions available to formulate the sensing problem as
a decision problem. After these basics are put in place, we arrive at the core of this
chapter, Section 2.2, where we review some selected publications in a summary of the
signal processing techniques currently regarded as the most promising for WSD. Section
2.3 closes the chapter with a list of gaps identified in the related work, whose subsequent
investigation has provided the backbone of the present dissertation.

2.1 Tests, Rules & Optimality Criteria

Consider the continuous-time received signal
r(t) = s(t) * h(t) + w(t), (2.1)

where s(t) denotes the target signals, i.e. the signals that WSD need to detect for coex-
istence reasons, h(t) is the channel impulse response, w(t) is a zero-mean additive white
Gaussian noise (AWGN) process introduced by the channel, and “x” stands for the con-
volution operation. As shown in Figure 2.1, the task of any digital receiver encompasses
three basic processes: demodulation, sampling, and detection. Usually placed at the re-
ceiver front-end, the demodulator is composed of a frequency down-conversion block and
a receiving filter. After the demodulator, r(t) is recovered to a baseband pulse z(t) that
is made available to the sampler. The baseband pulse is then sampled at sampling fre-
quency fs = 1/T; so that a test statistic z(nTy) can be constructed at the end of each
sampling period T§. At the detector, decision-making is performed to determine the mean-
ing of z(nTy). If the receiving filter used in the demodulator is linear, its output is also a
Gaussian process and z(nTy) is a continuous-valued random variable [91].

Unlike typical digital receivers, WSD need not necessarily demodulate the received signals.
This means that the sensing task reduces to signal detection, eventually followed by signal
classification depending on the application needs. Viewed this way, the detection process
can be formulated as a statistical decision problem that consists of a set of hypotheses, a
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Fig. 2.1: Simplified block diagram of a typical digital receiver (adapted from [91]).

test statistic, a decision rule, and a criterion of optimality. Different performance levels can
be achieved depending on how the signal detection process is modeled. In what follows,
we discuss the fundamental assumptions that may be used to formulate the detection
process as a decision problem. Specifically, according to the type of hypotheses used to
represent the true states of nature, we overview the rules and optimality criteria usually
applied to support the decision-making in spectrum sensing.

2.1.1 Binary Hypotheses

In the context of spectrum sensing, the true states of nature correspond to two possible
channel statuses. Idle channels, where s(n) is absent, are interpreted as white spaces and
thus perceived by WSD as available to use. Occupied channels, where s(n) is deemed to
be present, should be avoided by WSD. Let a channel be declared idle under the null
hypothesis and occupied otherwise. The detection problem can be represented in discrete-
time domain by using the following binary hypotheses set

Hy:r(n) =w(n)
L-1 (2.2)
Hy:r(n) =Y, _yh(m)s(n —m) +w(n),
where n = 1,2, ..., M are the samples collected and L is th