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ABSTRACT

Document understanding requires discovery of meaningful patterns in text, which in turn in-
volves analyzing documents and extracting useful information for a certain purpose. There is a
multitude of problems that need to be dealt with to solve this task. With the goal of improving
document understanding, we identify three main problems to study within the scope of this thesis.
The first problem is about learning text representation, which is considered as starting point to gain
understanding of documents. The representation enables us to build applications around the seman-
tics or meaning of the documents, rather than just around the keywords presented in the texts. The
second problem is about acquiring document context. A document cannot be fully understood in
isolation since it may refer to knowledge that is not explicitly included in its textual content. To
obtain a full understanding of the meaning of the document, that prior knowledge, therefore, has to
be retrieved to supplement the text in the document. The last problem we address is about recom-
mending related information to textual documents. When consuming text especially in applications
such as e-readers and Web browsers, users often get attracted by the topics or entities appeared in
the text. Gaining comprehension of these aspects, therefore, can help users not only further explore
those topics but also better understand the text.

In this thesis, we tackle the aforementioned problems and propose automated approaches that
improve document representation, and suggest relevant as well as missing information for supporting
interpretations of documents. To this end, we make the following contributions as part of this thesis:

e Representation learning — the first contribution is to improve document representation which
serves as input to document understanding algorithms. Firstly, we adopt probabilistic meth-
ods to represent documents as a mixture of topics and propose a generalizable framework for
improving the quality of topics learned from small collections. The proposed method can be
well adapted to different application domains. Secondly, we focus on learning the distributed
representation of documents. We introduce multiplicative tree-structured Long Short-Term
Memory (LSTM) networks which are capable of integrating syntactic and semantic infor-
mation from text into the standard LSTM architecture for improved representation learning.
Finally, we investigate the usefulness of attention mechanism for enhancing distributed repre-
sentations. In particular, we propose Multihop Attention Networks which can learn effective
representations and illustrate its usefulness in the application of question answering.

o Time-aware contextualization — the second contribution is to formalize the novel and chal-
lenging task of time-aware contextualization, where explicit context information is required
for bridging the gap between the situation at the time of content creation and the situation
at the time of content digestion. To solve this task, we propose a novel approach which
automatically formulates queries for retrieving adequate contextualization candidates from
an underlying knowledge source such as Wikipedia, and then ranks the candidates using
learning-to-rank algorithms.

o Context-aware entity recommendation — the third contribution is to give assistance to doc-
ument exploration by recommending related entities to the entities mentioned in the docu-
ments. For this purpose, we first introduce the idea of a contextual relatedness of entities
and formalize the problem of context-aware entity recommendation. Then, we approach
the problem by a statistically sound probabilistic model incorporating temporal and topical
context via embedding methods.

Keywords: document understanding, representation learning, time-aware contextualization,
context-aware entity recommendation



ZUSAMMENFASSUNG

Es ist beim Dokumentverstindnis erforderlich, sinnvolle Textbausteine im Dokument zu entdecken.
Dies umfasst die Analyse des Dokuments und das Extrahieren von niitzlichen Informationen fiir
bestimmte Zwecke. Mit dem Ziel, das Dokumentverstiandnis zu verbessern, haben wir uns im Rah-
men dieser Abschlussarbeit mit drei wesentlichen Aufgabenstellungen auseinandergesetzt. Die erste
Aufgabenstellung bezieht sich auf das Lernen von Textreprisentation, die als Startpunkt zum Gewin-
nen vom Dokumentverstindnis gilt. Die Textreprasentation ermoglicht uns, Anwendungen rund um
die Semantik bzw. Bedeutung des Dokuments anstatt lediglich rund um die im Text enthaltenen
Stichwortern zu entwickeln. Die zweite Aufgabenstellung betrifft die Bereitstellung vom Doku-
mentkontext. Man kann ein Dokument bei isolierter Verarbeitung nicht vollstindig nachvollziehen,
denn es konnte sich auf (Vor-)Kenntnisse, die nicht explizit im Text enthalten sind, beziehen. Um
das Dokument vollstindig zu verstehen, miissen derartige Vorkenntnisse zur Ergdnzung des Textes
im Dokument abgerufen werden. Die dritte Aufgabenstellung geht auf die Empfehlung von relevan-
ten Informationen zum Dokument ein. Bei Verarbeitung von Texten in Anwendungen wie E-readers
und Webbrowsers lassen sich die Benutzer haufig von den im Text aufgetauchten Themen und En-
tities anziehen. Mithilfe der Verschaffung vom Verstdndnis dieser Aspekte werden die Benutzer in
der Lage sein, nicht nur die erwidhnten Themen weiter zu untersuchen, sondern auch den Text besser
zu verstehen.

In dieser Abschlussarbeit befassen wir uns mit den obengenannten Aufgabenstellungen und
schlagen automatisierte Ansitze zur Verbesserung der Textreprisentation sowie zur Empfehlung
fehlender und relevanter Kontexte, die die Interpretation von Dokumenten unterstiitzen, vor. Zu
diesem Zweck leisten wir folgende Beitrige, die als Teil dieser Abschlussarbeit dargestellt werden:

e Lernen von Textrepriisentation — der erste Beitrag geht auf die Verbesserung der Textreprésen-
tation ein, die als Input fiir Dokumentenverstiandnis-Algorithmen dient. Zum Ersten wen-
den wir probabilistische Methoden an, um Dokumente als eine Mischung von Themen zu
reprisentieren, und schlagen ein generalisierbares Framework zur Steigerung der Themen-
qualitidt beim Lernen auf kleinen Datensitzen vor. Die vorgeschlagene Methode kann gut
geeignet fiir verschiedene Anwendungsdomaine sein. Zum Zweiten legen wir den Fokus auf
das Lernen von der vektorisierten Reprisentation von Dokumenten. Wir stellen die multip-
likativen baumstrukturierten Long Short-Term Memory (LSTM) Networks vor, die syntak-
tische und semantische Informationen aus dem Text in die LSTM-Standardarchitektur inte-
grieren konnen, um das Lernen von Représentation verbessern. Zuletzt untersuchen wir die
Niitzlichkeit von Attention Mechanism, um die vektorisierte Dokumentreprésentation zu ver-
starken. Wir stellen insbesondere die Multihop Attention Networks vor, die dazu fahig sind,
effektive Reprisentationen zu lernen und die Effektivitit in Question Answering-Anwendung
nachzuweisen.

o Zeitbewusste Kontextualisierung — der zweite Beitrag fokussiert sich auf die Formalisierung
der neuen und herausfordernden Aufgabe der Time-aware contextualization (zeitbewussten
Kontextualisierung), wobei explizite Kontextinformationen erforderlich sind, um die Liicke
zwischen der Situation im Zeitpunkt der Inhaltserstellung und der Situation im Zeitpunkt
der Inhaltsverarbeitung zu iiberbriicken. Als Losung zu dieser Aufgabe schlagen wir einen
neuen Ansatz vor, der automatisch Abfragen nach angemessenen Kandidaten zur Kontextual-
isierung aus einer grundlegenden Wissensbasis, z.B. Wikipedia, generiert, und im Anschluss
die Kandidaten anhand von learning-to-rank-Algorithmen einstuft.

o Kontextbewusste Entitdtsempfehlung — der dritte Beitrag bezieht sich auf die Unterstiitzung
von Dokumentuntersuchung durch Empfehlung von Entities, die relevant zu den im Doku-



ment enthaltenen Entities sind. Hierzu stellen wir die Idee eines kontextuellen Zusammen-
hangs zwischen Entities vor und formalisieren die Aufgabestellung der Context-aware en-
tity recommendation (kontextbewussten Entitdtsempfehlung). Als Losungsvorschlag prisen-
tieren wir ein statistisch fundiertes probabilistisches Modell, das sich zeitlicher und thema-
tischer Kontexte anhand von Embedding methods (Einbettungsmethoden) bedient.

Schlagworter: Dokumentverstdndnis, Lernen von Textreprdsentation, zeitbewusste Kontextual-
isierung, kontextbewusste Entitdtsempfehlung



ACKNOWLEDGMENTS

During my doctoral program, I have had the opportunities to work with and
learn from many great mentors, colleagues, and friends.

First and foremost, I would like to thank my advisor Prof. Dr. techn. Wolfgang
Nejdl. He provided the perfect environment and invaluable guidance throughout
these years. I especially enjoyed the freedom he gave me to pursue my research
interests, helping me shape as a researcher and successfully conduct the work pub-
lished in this thesis. I also thank Prof. Dr. Yannis Velegrakis and Prof. Dr. Kurt
Schneider for agreeing to consider and evaluate my PhD thesis.

Special thanks to Dr. Claudia Niederée, for her close collaboration, the count-
less discussions and invaluable suggestions which helped me learn and develop as
a researcher. I am also very grateful to Prof. Dr. Nattiya Kanhabua and Dr. Sergej
Zerr for their guidance and introducing me to many exciting topics, projects, and
providing helpful feedback and discussions.

I am indebted to Andrea Ceroni, Tuan Tran, Dat Nguyen, Giang Tran and Tuan-
Anh Hoang for their contribution to my work. A very special thank to them and all
the exceptional researchers with whom I had chance to collaborate. Many thanks
to my officemates and to all my colleagues and staff at L3S Research Center for
making the workplace an exciting atmosphere.

I learned a lot during the internship I did at Amazon Core Machine Learning,
Berlin. I want to thank everyone in the NLP team, especially Weiwei Cheng and
Alexandre Klementiev for their very helpful feedback and discussions.

A special note of thanks to Cam Tu, for her unconditional support and being
there for me during the most important part of my PhD. She was the safe haven and
the escape from the hectic period of countless experiments, late working hours that
came along with the PhD.

Last but not least, I would like to thank my family for their unconditional love,
support and tremendous patience. This was all possible because of you, and I dedi-
cate this to you all.



FOREWORD

The methods and algorithms presented in this thesis have been published at
various conferences, as follows:

Chapter 3 addresses the problem of deriving semantic representation of docu-
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Krestel. Topic Cropping: Leveraging Latent Topics for the Analysis of Small
Corpora. In Proceedings of the International Conference on Theory and Prac-
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e Nam Khanh Tran, Claudia Niederée. Multihop Attention Networks for Ques-
tion Answer Matching. The 41st International ACM SIGIR Conference on
Research and Development in Information Retrieval, SIGIR 2018, pages
325-334. [TN18b]

Chapter 4 focuses on bridging temporal context gaps for supporting interpreta-
tions of documents and builds upon the work published in:

e Nam Khanh Tran, Andrea Ceroni, Nattiya Kanhabua, Claudia Niederée.
Back to the Past: Supporting Interpretations of Forgotten Stories by Time-
aware Re-Contextualization. In Proceedings of the Eighth ACM International
Conference on Web Search and Data Mining, WSDM 2015, pages 339-348.
[TCKNI15a]

e Nam Khanh Tran, Andrea Ceroni, Nattiya Kanhabua, Claudia Niederée.
Time-travel Translator: Automatically Contextualizing News Articles. In Pro-
ceedings of the 24th International Conference on World Wide Web, WWW
2015 Companion, pages 247-250. [TCKN15b]
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e Andrea Ceroni, Nam Khanh Tran, Nattiya Kanhabua, Claudia Niederée.
Bridging Temporal Context Gaps Using Time-aware Re-contextualization.
In Proceedings of the 37th international ACM SIGIR conference on Re-
search & development in information retrieval, SIGIR 2014, pages 1127-
1130. [CTKN14]

Chapter 5 addresses the problem of supporting document exploration via con-
textual entity relatedness and entity recommendation and includes the contribution
published in:

e Nam Khanh Tran, Tuan Tran, Claudia Niederée. Beyond Time: Dynamic
Context-Aware Entity Recommendation. The Semantic Web - 14th Interna-
tional Conference, ESWC 2017, pages 353-368. [TTN17] (Nomination for
best paper award)

During the course of the doctoral studies I have also published and co-authored
a number of papers touching different aspects of content analytics, information re-
trieval and machine learning. Not all aspects are discussed in this thesis due to
space limitation. The complete list of publications is as follows:

Published journal articles

e Elia Bruni, Nam Khanh Tran, Marco Baroni. Multimodal Distributional Se-
mantics. In Journal of Artificial Intelligence Research, Volume 49 Issue 1,
January 2014, pages 1-47. [BTB14] (2017 IJCAI-JAIR best paper prize)
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[NAT*17]

Papers published in conference proceedings

e Nam Khanh Tran, Claudia Niederée. Multihop Attention Networks for Ques-
tion Answer Matching. The 41st International ACM SIGIR Conference on

Research and Development in Information Retrieval, SIGIR 2018, pages
325-334. [TN18b]

e Nam Khanh Tran, Weiwei Cheng. Multiplicative Tree-Structured Long
Short-Term Memory Networks for Semantic Representations. In Proceedings
of the Seventh Joint Conference on Lexical and Computational Semantics,
*SEM 2018, pages 276-286. [TC18]

e Nam Khanh Tran, Claudia Niederée. A Neural Network-based Framework

for Non-factoid Question Answering. In Companion Proceedings of the The
Web Conference, WWW 2018, pages 1979-1983. [TN18a]
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Introduction

“One morning I shot an elephant in my pajamas. How he got in my pajamas,
I don’t know.”
— Groucho Marx

1.1 Motivation

Every day, a huge amount of data is produced in a variety of forms of text, such as books,
news articles, social media posts and more. In fact, we are now overwhelmed with textual
data, which keep increasing day by day. Between the birth of the Internet and 2003, year
of birth of social networks such as Delicious, LinkedIn, and Facebook, just a few dozen
exabytes of text were created on the Web. Today, this same amount of textual content is
created weekly. It is estimated that the data volume will grow to 40 zettabytes by 2020
[GR12]. With the explosive growth in the number of such textual documents, it is an acute
mission to assist users in exploring, analyzing and discovering knowledge from documents
with automated text mining methods and systems. These methods require a deep under-
standing of natural languages by machines.

The field of text understanding, which studies automatic means of capturing the se-
mantics of textual content, plays a central part in the long-term goal of artificial intel-
ligence (AIl) research. The task encompasses many subtasks, including text matching
[HLLCI14, YAGC16, WJ17], question answering [WBC*16, XMS16, CFWB17], doc-
ument summarization [RCW15, PXS18], contextualization [CTKN14, TCKN15a], and
machine translation [KOMO3, BCB15, SVL14]. To solve these tasks, most approaches
rely on some forms of text representation such as bag of words and distributed vector
representation. Early approaches relied on the former representation of documents, i.e.
word counts and human input in the form of heuristics and sometimes hand-made rules
[MDMO7, 1108]. While these hand-crafted features are well motivated and carefully de-
signed, they often require prior knowledge of the application domains. Moreover, their
performance is limited by the incompleteness of the hand-crafted features. Recent text un-
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2 Chapter 1 Introduction

derstanding algorithms advance towards capturing the semantics of textual content from
scratch with more advanced text representations [HKG*15, XMS16]. Such representa-
tions have achieved some improvements in various tasks while not requiring much domain
knowledge [CWB™11, BCV13]. Efficient methods for the representation learning have
therefore become increasingly important for Al applications. Hence, the question central
to the first part of this thesis is how to further improve representation learning for document
understanding tasks.

Text understanding or comprehension, from a human perspective, is not just the by-
product of accurate word recognition. Instead, text comprehension can be viewed as a
complex process which requires active and intentional cognitive effort on the part of the
reader [BRVB12]. It involves the incremental construction and updating of a mental repre-
sentation of the situation described in the text [Kin98]. However, when the context under
which the texts are constructed is missing, the reader might construct wrong or uncom-
pleted interpretations. More specifically, many textual documents are generated in certain
context and time periods, and can be best understood with the models of this information
in mind. When the context and time changes, the content can be inconsistent if digested in
isolation, making it hard for users to fully construct the meanings from the words as well
as the whole documents. A good example of this is the word “computer”, which used to
refer to a person employed to do computations, a meaning which many people today are
unaware of. Another example is the advertisement poster of cigarette companies from the
1950s “More Doctors Smokes CAMELS than any other cigarette!”. From today’s perspec-
tive, it is more than surprising that doctors would recommend smoking. It can, however,
be understood with the context information of that time which has been extracted from
the Wikipedia article on tobacco advertising “Prior to 1964, many of the cigarette com-
panies advertised their brand by claiming that their product did not have serious health
risks. Such claims were made both to increase the sales of their product...”. Therefore, the
question we want to address in the second part of this thesis is about how we can retrieve
the original context under which documents were created by automated methods to support
interpretations of textual documents.

Furthermore, when consuming a textual document, in many cases users are attracted by
specific concepts or entities mentioned in the document instead of the document in general.
In consequence, they wish to see related information to those entities. For example, when
users are reading an article about the movie “World War Z” starring Brad Pitt, they likely
want to see either other movies acted by Brad Pitt or other co-starring actors in the movie.
In order to accomplish this goal, we need to answer several questions such as how such
related entities can be retrieved; whether or not they are dependent on the content of the
document. In the last part of this thesis, we aim to tackle these questions by introducing the
notion of contextual entity relatedness and proposing different approaches to context-aware
entity recommendation, where a list of related entities is presented to the entity of interest
under a given context. The related entities, as consequence, can not only provide increased
user experience in document exploration, but also help users better understand the text in
the document.



1.2 Research Outline and Questions 3

To sum up, despite the fact that computer science and computational linguistics scien-
tists have been working on document understanding tasks for years, there is still a multitude
of issues that need to be dealt with. Three main of them - which focus on representation
learning, re-contextualization, and related entity recommendation - are addressed in this
work.

1.2 Research Outline and Questions

In the following, we elaborate the three main problems addressed in this thesis for support-
ing the interpretations of documents: (1) document representation, (ii) document contextu-
alization, and (iii) document exploration via entity recommendation.

(I) Text understanding starts with the challenge of learning machine-understandable repre-
sentation that captures the semantics of texts. Bag-of-words (BoW) and its N-gram exten-
sions are arguably the most commonly used document representations. Despite its simplic-
ity, BoW works considerably well for many tasks [WM12]. However, by treating words
and phrases as unique and discrete symbols, BoW often fails to capture the similarity be-
tween words or phrases and also suffers from sparsity and high dimensionality. Various
dimension reduction techniques including Latent Semantic Indexing (LSI) [DDF90] was
proposed to tackle these problems. LSI represents the semantics of text documents through
the linear combination of terms, which is computed by the Singular Value Decomposition
(SVD) [KL80]. However, the high complexity of SVD [ABB00O] makes LSI rarely used
in real-world applications. In addition, LSI and other similar techniques also lose the in-
nate interpretability of the bag-of-words approach. Moreover, such representations neglect
potential semantic links between words. In order to overcome the limitations of the bag-of-
words approach, many models have been proposed recently including Probabilistic Latent
Semantic Indexing (PLSI) [Hof99] or Latent Dirichlet Allocation [BNJ03] and distributed
representation learning approaches [LM14].

Motivated by the LSI, the Probabilistic Latent Semantic Indexing (PLSI) [Hof99] and
its extension - Latent Dirichlet Allocation [BNJO3] are proposed for representing the se-
mantics of text documents, in which documents are represented as a mixture of topics,
where a topic is a probability distribution over words. In contrast to LSI, the latent di-
mensions in PLSI and LDA are topics which are much more interpretable. However, a
key weakness of topic modeling is that it needs a large amount of data (e.g., thousands of
documents) to provide reliable statistics to generate coherent topics. In practice, many doc-
ument collections do not have so many documents. Given a small number of documents,
classic topic modeling algorithms often generate very poor topics [CL14]. Hence, in this
thesis, we want to address this problem for improving the topic quality for small collections
of documents. In particular, we aim to study the following research question:

RQ1.1. How to improve the topic quality in terms of coherence and diversity when applying
topic modeling algorithms to small collections of documents?
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Recent works on using neural networks to learn distributed vector representations of
words have gained great popularity. The well-known Word2Vec [MCCD13], by learning
to predict the target word using its neighboring words, maps words of similar meanings
to nearby points in the continuous vector space. To generalize the idea for learning vector
representations for long spans of text such as sentences and documents, various approaches
have been proposed recently [LM14, TSM15, KGB14]. In [LM14], Le and Mikolov pro-
posed to learn paragraph vectors in which a target word is predicted by the word embed-
dings of its neighbors together with a unique document vector learned for each document.
The approach outperforms established document representations such as BoW and LDA
[BNJO3] on various text understanding tasks [DOL15]. In addition, there is another line of
work for learning task-specific document representation with deep neural networks, which
are typically based on Convolutional Neural Networks (CNN) [KGB14] or Long Short-
Term Memory (LSTM) networks [HS97]. However, these approaches often ignore the lin-
guistic knowledge such as syntactic information of text documents, which has been shown
leading to better representations [TSM15]. We formalize the research question addressing
this problem as follows:

RQ1.2. How to improve representation learning by exploiting syntactic and semantic in-
formation in neural network models?

The general idea of applying neural networks based approaches to text understanding
tasks is that input sequences are first encoded into fixed-length internal representations by
employing CNNs or LSTMs. These representations are then utilized as input features in
the downstream tasks. Though LSTM or CNN based models outperform other represen-
tation learning approaches (e.g. LDA), they still suffer from an important issue. They are
limited on the length of input sequences that can be reasonably learned and results in worse
performance for very long input sequences [TdSXZ16]. Therefore, in this thesis we seek
to overcome this limitation with the help of attention mechanism [BCB15] and investigate
its effectiveness in the application of question answering. In particular, we aim to tackle
the following research question:

RQ1.3. How to improve distributed representation learning by using attention mechanism?

(IT) A broad model of text comprehension should not only simulate how information is ex-
tracted from the text itself, but also how this information is interpreted in light of the read-
ers’ knowledge [FKNVO7]. The interpretation might require context knowledge from the
time of document creation. Indeed, without context words have no meaning and the same
is true for documents, in that often a wider context is required to fully interpret the informa-
tion they contain. Hence, with the aim of supporting interpretations of text documents, in
the second part of this thesis we introduce the problem of time-aware re-contextualization,
where explicit context information is required for bridging the gap between the situation
at the time of content creation and the situation at the time of content digestion. This in-
cludes changes in background knowledge, the societal and political situation, language,
technology, and simply the forgetting of the original knowledge about the context. Text
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contextualization differs from text expansion in that it aims at helping a human to under-
stand a text rather than a system to better perform its tasks. For example, in the case of
query expansion in information retrieval, the idea is to add terms to the initial query that
will help the system to better select the documents to be retrieved. Text contextualization
on the contrary can be viewed as a way to provide more information on the correspond-
ing text to make it understandable and to relate this text to information that explains it.
Specifically, we formalize the research question addressing this problem as follows:

RQ2. How to bridge temporal context gaps for supporting interpretations of documents by
time-aware re-contextualization?

For this question, several subgoals of the information search process have to be com-
bined with each other. First, the context information has to be relevant and complement the
information already available in the document. Second, it has to consider the time of cre-
ation (or reference) of the document. Furthermore, the set of collected context information
should be concise to avoid overloading the user.

(IIT) As we briefly discussed in the previous section, when consuming content in applica-
tions such as e-readers, word processors, and Web browsers, users often get attracted by
the topics or concepts mentioned in the content. As an additional example, consider an
user who is reading a news article on President Obama’s address to the nation on the Syr-
ian crisis. At some point, the user may highlight the entity Russia and ask the system for
contextual insights. The notion of contextual insights is to provide users with additional in-
formation (“insights”) that is contextually relevant to the content that they are consuming.
In this example, good insights for the entity Russia are clearly dependent on the context of
document that the user is reading. It is close to the problem in (II), however unlike previ-
ous approaches which aim to gain overall understanding of documents, here we focus on a
fine-grained but important aspect of documents, i.e., entities. The goal is to recommend a
list of related entities to the entity of interest when users are consuming texts. In particular,
we aim to answer the following research question:

RQ3. How to support document exploration and comprehension by recommending contex-
tually related entities?

For this question, several tasks have to be considered. The first task is to find an appro-
priate representation for context and to model the notion of contextual relatedness. Then,
the next task will be to leverage this notion for suggesting related entities. Furthermore,
how to effectively present and visualize suggested information to users is another challeng-
ing task to work on.
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1.3

Main Contributions

In this thesis, we study the research questions formalized in the previous section and make
three principal contributions to the field of document understanding. The first is to pro-
pose different approaches to enhance document representations, which then serve as inputs

to doc

ument understanding algorithms. The second is to frame the novel and challenging

problem of re-contextualization and propose a novel approach for retrieving contextualiz-
ing information to support the understanding of documents in presence of wide temporal
and contextual gaps. The third contribution is to recommend contextual related entities to
support document exploration. Figure 1.1 shows an outline of our contributions and the
proposed solutions for the problems listed in Section 1.2.
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arning Representation for Document Understanding: In the first part of this the-
e propose approaches for improving document representations. In particular, we

address the three research questions in problem (I).

RQ1.1 Firstly, we propose a method to improve the probabilistic representation of
documents where each document is represented by a mixture of topics learned by
topic modeling algorithms. The topic modeling has gained a lot of popularity as a
means of identifying and representing the topical structure of textual documents and
whole corpora. There are, however, many document collections such as qualitative
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studies in the digital humanities that cannot easily benefit from this technology. The
limited size of those corpora leads to poor quality topic models. For solving this
problem, we propose a fully automated adaptable process of topic cropping. For
learning topics, this process automatically tailors a domain-specific Cropping corpus
from a general corpus such as Wikipedia. The learned topic model is then mapped to
the working corpus via topic inference. We analyze the learned topics with respect
to coherence, diversity, and relevance, and show that they are of higher quality than
those learned from the working corpus alone.

e RQ1.2 Secondly, we propose multiplicative tree-structured Long Short-Term Mem-
ory networks to learn distributed vectors for document representations. The model is
an extension of the TreeLSTM model [TSM15]. Unlike TreeLSTM, instead of using
only word information, we also make use of relation information between words.
Hence, the model is more expressive, as different combination functions can be ap-
plied for each word. Furthermore, in addition to syntactic trees, we investigate the
use of Abstract Meaning Representation, a scheme for semantic knowledge repre-
sentation, in tree-structured LSTM models, in order to incorporate both syntactic
and semantic information for learning distributed representations.

e RQ1.3 Finally, we present an approach to improve distributed representation learning
with attention mechanism and investigate its usefulness in the application of ques-
tion answering. More specifically, we propose Multihop Attention Networks (MAN)
which aim to uncover the complex relations that can be observed between questions
and answers for ranking question and answer pairs. Unlike previous models, we
do not collapse the question into a single vector, instead we use multiple vectors
which focus on different parts of the question for its overall semantic representa-
tion and apply multiple steps of attention to learn representations for the candidate
answers. For each attention step, in addition to common attention mechanisms, we
adopt sequential attention mechanism which utilizes context information for comput-
ing context-aware attention weights. We provide extensive experimental evidence of
the effectiveness of our model on both factoid question answering and community-
based question answering on different domains.

The contributions from this chapter are published in:

e Nam Khanh Tran, Sergej Zerr, Kerstin Bischoff, Claudia Niederée, Ralf Krestel.
Topic Cropping: Leveraging Latent Topics for the Analysis of Small Corpora. In
Proceedings of the International Conference on Theory and Practice of Digital Li-
braries, TPDL 2013, volume 8092 of Lecture Notes in Computer Science, pages
297-308. [TZB"13b]

e Nam Khanh Tran, Weiwei Cheng. Multiplicative Tree-Structured Long Short-Term
Memory Networks for Semantic Representations. The Seventh Joint Conference on
Lexical and Computational Semantics, *SEM 2018, pages 276-286. [TC18]
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e Nam Khanh Tran, Claudia Niederée. Multihop Attention Networks for Question An-
swer Matching. The 41st International ACM SIGIR Conference on Research and
Development in Information Retrieval, SIGIR 2018, pages 325-334. [TN18b]

(II) Bridging Temporal Context Gaps for Supporting Document Interpretations: Fully
understanding documents requires context knowledge from the time of document creation.
Finding information about such context is a tedious and time-consuming task. In this case,
just adding information, which is related to the entities and concepts mentioned in the text,
as it is done in Wikification approaches, is not sufficient. The retrieved context information
has to be time-aware, concise (not full Wikipedia pages) and focused on the coherence of
the article topic. In the second part of this thesis, we first frame the novel problem of time-
aware re-contextualization for supporting the interpretations of documents and then present
an approach which takes those requirements into account in order to improve reading ex-
perience. For this purpose, we propose different query formulation methods for retrieving
contextualization candidates and ranking methods taking into account topical and temporal
relevance as well as complementarity with respect to the original document text.

The contributions in this chapter are published in:

e Nam Khanh Tran, Andrea Ceroni, Nattiya Kanhabua, Claudia Niederée. Back to the
Past: Supporting Interpretations of Forgotten Stories by Time-aware Re-Contextualization.
In Proceedings of the Eighth ACM International Conference on Web Search and Data
Mining, WSDM 20135, pages 339-348. [TCKN15a]

e Nam Khanh Tran, Andrea Ceroni, Nattiya Kanhabua, Claudia Niederée. Time-travel
Translator: Automatically Contextualizing News Articles. In Proceedings of the 24th
International Conference on World Wide Web, WWW 2015 Companion, pages 247-
250. [TCKN15b]

e Andrea Ceroni, Nam Khanh Tran, Nattiya Kanhabua, Claudia Niederée. Bridging
Temporal Context Gaps Using Time-aware Re-contextualization. In Proceedings of
the 37th international ACM SIGIR conference on Research & development in infor-
mation retrieval, SIGIR 2014, pages 1127-1130. [CTKN14]

(IIT) Dynamic Context-aware Entity Recommendation: Entities and their relatedness
are useful information in various tasks such as entity disambiguation, entity recommenda-
tion or exploratory search. In many cases, entity relatedness is highly affected by dynamic
contexts, which can be reflected in the outcome of different applications. However, the role
of context is largely unexplored in existing entity relatedness measures. In the last part of
this thesis, we introduce the notion of contextual entity relatedness, and show its usefulness
in the new yet important problem of context-aware entity recommendation. We propose a
novel method of computing the contextual relatedness with integrated time and topic mod-
els. By exploiting an entity graph and enriching it with an entity embedding method, we
show that our proposed relatedness can effectively recommend entities, taking contexts into
account.
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The contribution in this chapter has been published in:

e Nam Khanh Tran, Tuan Tran, Claudia Niederée. Beyond Time: Dynamic Context-
Aware Entity Recommendation. The Semantic Web - 14th International Conference,
ESWC 2017, pages 353-368. [TTN17] (Nomination for best paper award)

1.4 Thesis Structure

We organize the remainder of this thesis as follows. In Chapter 2, we discuss selected
general background techniques and algorithms that build a basis to achieve the goals con-
ducted in this thesis. In particular, we focus on selected techniques from the areas of
Machine Learning, Natural Language Processing and Information Retrieval. Following
that, in Chapter 3, we discuss the problem of learning representations of documents by
exploiting document content and structure. We first study the probabilistic representation
with topic modeling and then the distributed vector representation using neural network
models. In addition, we illustrate the usefulness of representation learning with attention
mechanism in the application of question answering. In Chapter 4, we introduce the task
of time-aware contextualization and describe a novel approach to bridge temporal context
gaps for supporting interpretations of documents. Subsequently, in Chapter 5, we introduce
the notion of contextual entity relatedness and present a probabilistic approach to tackle the
problem of dynamic context-aware related entity recommendation. Finally, we discuss the
contributions of this thesis again and point out directions for future research in Chapter 6.

To aid readers of this thesis, each chapter has been written to serve as a self-contained
reflection that highlights the challenges being tackled in the chapter, the related literature in
that context, the proposed approach, experimental setup and methodology, our consequent
findings and their implications.






Foundations and Technical Background

In this chapter, we discuss the technical background necessary to understand the work car-
ried in this thesis. In particular, we first introduce the notion of word representation which
then serves as a basic unit for learning document representation. Next, we provide a thor-
ough analysis of information retrieval techniques. Finally, we describe machine learning
algorithms, with a special focus on topic modeling and recurrent neural networks.

2.1 Semantic Representations

2.1.1 Word Representations

Words are typically the smallest units of representation, which can then be used to derive
representations for larger units of information such as passages and documents. In a basic
(local) representation, every word in a fixed size vocabulary V' is represented by a binary
vector v € {0, 1}V, where only one of the values in the vector is one and all the others are
set to zero. Latent feature representations are another choice for the word representations,
which have been widely used in many tasks in recent years [Man15, Got16]. Many methods
have been proposed for learning such real-valued latent feature word vectors [MCCD13,
Gol16]. The general hypothesis behind those methods is that words which occur in similar
contexts share semantic relatedness or similarity [Har54]. Traditional count-based methods
typically rely on word co-occurrence counts in a context window, e.g., methods, which are
based on Pointwise Mutual Information or matrix factorization, use context windows of 5 or
10 words [TP10]. Recent prediction-based models maximize the probability of predicting
contexts where a target word occurs, or vice versa, predicting the target word given its
contexts [MCCD13, MSC"13].

In the following, we describe two recent widely used models for learning word vector
representation. We utilize the pretrained word vectors produced by these models in Chapter
3 and Chapter 5.

11
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Word2Vec Skip-gram model. Given a sequence of training words D = {wy, wy, ..., wr},
the Word2Vec skip-gram model [MSC™ 13] minimizes the following negative log-likelihood
objective function:

T
1
L=-7 > Z log p(wy+j|wy) @D
t=1 —c<j<c;5#0

where w,, ; is a context word given the target word w,, with c to be the context size. The
basic skip-gram formulation defines p(w, ;|w;) using the softmax function as follows:

;T
exp (vw o Uw,)
S exp (v, "o,

where v,, and v/, are the input and output vector representations of w, and V" is the number
of words in the vocabulary V.

p(wolwy) = 2.2)

Computing log p(woe|wy) is expensive for each training target word, hence the Word2Vec
skip-gram model approximates log p(we|w;) with a negative-sampling objective:

k
O =logo (v;ovaI> + Z Eo;m Py (w) [logo (—vaival)] (2.3)
i=1
. Lo . 1
where o is the sigmoid function: o(x) = i and words w; are randomly sampled from
e*l’

the vocabulary W using a noise distribution P, (w), where there are k negative samples for
each data sample. The model is then trained to learn word vectors using vanilla stochastic
gradient descent (SGD).

In Chapter 5, we utilize the Word2Vec skip-gram model to learn entity and word vectors
simultaneously and use these vector representations for the task of entity recommendation.

GloVe model. The GloVe model [PSM14] is another widely used model for learning word
vectors, by combining advantages of both count-based and prediction-based methods. Let
X be the word context co-occurrence matrix where X;; denotes the number of times the i*"
word type occurs near the ;% word type in a corpus. The GloVe model learns word vectors
from X by minimizing the following objective function:

”
L= f(Xy) (wiTuvj + b +b; —log Xij)2 (2.4)

ij=1

where V' is the size of the vocabulary, b; and l;j are unknown target and context bias terms
associated with the i*" and j™ word types, respectively. In addition, f(X;;) is defined as
the weighting function:

X\ 34
F(Xy) = (ﬁ)) if X;; < 100

1 otherwise
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The GloVe model is trained to learn word vectors using SGD with AdaGrad adaptive learn-
ing [DHS11].

In Chapter 3, we make use of pretrained GloVe word vectors to derive the representa-
tions of documents, which are then used in various downstream applications.

2.1.2 Document Representations

The most currently used method of document representation is Vector Space Model (VSM).
In VSM, a document is represented by the terms occurring in the document, and for each
term we can assign boolean indicator values or some forms of weight reflecting the im-
portance in the document. The most widely used weighting scheme is based on the #f-
idf [MRSO08]. That is, the term frequency or t f measures the frequency of a term v € W
in a document d € D, whereas the idf or inverse document frequency counts the number
of documents in which the term v occurs. While ¢ f indicates the importance of term for a
document, 7df measures how well such a term distinguishes a document from others. Their
combination yields the trade-off between the two, and its simplest variation is defined by:

: Dl
tfidf =tf(v,d) - —— (2.5)
D 4 )
——
idf
where, df (v) = |d € D : v € d|, representing the number of documents in D containing
term v.

However, such representation neglects potential semantic links between words. To take
them into account, several more recent models have been proposed in the literature, mostly
based on a probabilistic approach. The n-grams statistical language models [MRS08] were
proposed to capture term correlation within document. However, the exponentially increas-
ing data dimension with the increase of n limits the application of n-gram models.

The probabilistic topic models were also proposed for representing the semantics of
text documents. They in general factor the joint or conditional probability of words and
documents by assuming that the choice of a word during the generation of a document
is independent of the document given some hidden variable, often called fopic or aspect.
Probabilistic Latent Semantic Indexing (PLSI) and Latent Dirichlet allocation (LDA) are
the two well known topic modeling methods (see Section 2.3.2 for more details).

2.2 Information Retrieval

Information Retrieval (IR) deals with the means on accessing and satisfying user infor-
mation needs through querying of large collections, mostly of unstructured documents.
Though its foundations being on unstructured documents, IR has become a multi-modal
field, providing techniques for access of multimedia objects. In addition, recent IR ap-
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proaches have considered not only textual information but also taken into account other
aspects such as temporal and geographical dimensions.

In this thesis, we mainly discuss relevant query models, which can be formally defined
as follows:

For a document collection D which is projected into a vocabulary space of terms V,
and a query q € V, the task is to find relevant documents from D such that they satisfy the
information need in q.

In the following sections, we first present two traditional IR models, i.e. Okapi BM25
and query-likelihood language model, and then describe several temporal IR models which
take temporal dimension into consideration.

2.2.1 Traditional IR Models

Okapi BM25.  One of the most widely used retrieval models is BM25 [RWJ*95]. In
contrast to the #fidf model, which is based purely on the #fidf scores, BM25 requires pa-
rameter tuning that are dependent on the given document collection D). Furthermore, the
document length is taken into account in the query-document scoring function. In particu-
lar, the BM25 scoring model is computed as follows:

r(q.d) = wip(v,d) - wig(v) (2.6)

veq

where the term frequency score w; (v, d) is defined by:

(k1 +1)-tf(v,d)
m-«1_m+b-w)+¢ﬂu@

avgdl

wip(v, d) = 2.7

where the parameters & (k; > 1) and b (0 < b < 1) are tunable, and are usually set
to values k; = 1.2 and b = 0.75, respectively. |d| is the length of document d in words
whereas avgdl stands for the average document length in D. Here, b controls how much
we normalize the term frequency scores according to the document length and its ratio to
the average document length in D.

The inverse document frequency score w;qs for a query term is computed as follows:

N —df(v) + 0.5

df (v) + 0.5 28)

wiqr(v) = log

where N represents the number of documents in D, and df (v) represents the number of
documents containing term v.

Query-likelihood Language Model. The query-likelihood language modeling approach
was first introduced by Ponte and Croft [PC98]. The basic idea behind the approach is
simple: first estimate a language model for each document, and then rank documents by
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the likelihood of the query according to the estimated language model of each document.

Formally, the goal is to rank documents by P(d|q), where the probability of a document

is interpreted as the likelihood that it is relevant to the query. Using Bayes rule, P(d|q) is

estimated as follows:

P(gld)P(d)
P(q)

P(q) is the same for all documents, and so can be ignored. The prior probability of a doc-
ument P(d) is often treated as uniform across all d, and thus it can also be ignored, but we
could implement a genuine prior which could include criteria like authority, length, genre
and freshness. Given these simplifications, we return results ranked by simply P(¢|d), the
probability of the query ¢ under the language model derived from d. With the assumption
that query terms are independent, P(¢|d) can be estimated as:

P(d]q) = (2.9)

P(q|d) = [ [ P(w|d)" (2.10)

weq

where w is a query term in ¢, n(w, q) is the term frequency of w in ¢, and P(w|d) is the
probability of w estimated using Dirichlet smoothing as follows:

n(w,d) + pP(w)
p+ > n(w,d)

where n(w, d) is the term frequency of w in d, p is the smoothing parameter and P(w) is
the probability of term w in the collection.

P(w|d) = (2.11)

2.2.2 Temporal IR Models

In practice, many information needs have a temporal dimension which is expressed by
temporal phrases mentioned in the users’ queries. To handle such temporal information
needs, several temporal retrieval models have been proposed [BBAW 10, KN10].

Formally, let ¢;c.: and ¢ denote keywords and temporal expressions of a temporal
query q. Let dye¢ and dy;e be textual parts and temporal parts of a document d. In [KN10],
Kanhabua et al. proposed a mixture model to combine textual similarity and temporal
similarity for ranking time-sensitive queries, in which the similarity between question ¢
and document d is defined by:

S(Qa d) - (]- - Oé) : S,(Qtemta dtemt) + - Sl/(qm'mm dtime) (212)

where 1 — « and « indicates the importance of textual similarity and temporal similarity,
respectively.

In [BBAW10], Berberich et al. proposed an alternative approach to combine these
textual and temporal similarities:

S(Qa d) = S/(qtext7 dtext) . Sl,(qnmea dtime) (213)
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In both Equation 2.12 and Equation 2.13, while S’(qsest, diest) can be measured using
any of existing text-based weighting functions, S”(Gsime, dime) 1S computed by assuming
that a temporal expression ¢, € g me 18 generated independently from each other.

SN(Qtim& dtime) = H P(tq|dtime)

tqE€Eqtime

1 (2.14)
. (,dm‘ 5 P(tq\m)

tq Eqtime tdedtime

In Equation 2.14, Jelinek-Mercer smoothing is applied to avoid the zero-probability prob-
lem and P(t,|t4) can be estimated using different temporal ranking methods namely LmT
and LmtU [BBAW10], TS and TSU [KN10].

In Chapter 4, we demonstrate the usefulness of temporal IR models in the task of time-
aware re-contextualization, where time is an important dimension.

2.3 Machine Learning

In this section, we describe machine learning algorithms which are used in the thesis. We
first introduce some supervised learning algorithms, and then concentrate on probabilistic
topic models. Following that, we discuss neural network models, with a special focus on
recurrent neural networks and attention mechanism.

2.3.1 Supervised Learning

In supervised learning, given a training dataset of inputs X and outputs Y, the task is to
learn an association function f : X — Y mapping each input z € X to an outputy € Y.
The outputs Y can be collected automatically but in some cases Y must be provided by
a human supervisor. In the following paragraphs, we briefly describe Logistic Regression
and Support Vector Machines algorithms.

Logistic Regression - LR. It is one of the most simplistic and widely used supervised
learning algorithms [Bis06]. For a set of training examples X = {z! 27, ..., xk} where
each item z° is a n-dimensional feature vector, LR estimates the probability distribution
P(Y = y|2*) by using maximum likelihood estimation to find the best parameter vector 6
for a parametric family of distributions P(y|z; #). If we have two classes, class 0 and class
1, we can use the logistic sigmoid function to squash the output of the linear function into
the interval (0, 1) and interpret that value as a probability:

Ply =1|z;0) = o(0 ) (2.15)

While logistic regression has found wide adaptation for many classification tasks, one main
disadvantage is its linearity, that is, it can classify accurately instances that are only linearly
separable.
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Support Vector Machines. SVMs [CV95] are widely used supervised learning models
with associated learning algorithms that analyze data used for classification and regression
analysis, especially in a high- or infinite-dimensional space. The basic idea is to find a
hyperplane which linearly separates the d-dimensional data. An optimal hyperplane is
constructed based on so called support vectors, which determines the maximal margin
between support vectors of different classes. Figure 2.1 shows an example of support
vectors for an optimal hyperplane.

XZ‘

A
.
58 1

Figure 2.1 Maximum-margin hyperplane and margins for an SVM trained with
samples from two classes. The support vectors are the ones which are on the
margin.

The model is similar to logistic regression in that it is driven by a linear function " z+b.
Unlike logistic regression, the SVM does not provide probabilities, but only outputs a class
identity. The SVM predicts that the positive class is present when 6"z + b is positive.
Likewise, it predicts that the negative class is present when 6'x + b is negative. The
optimal weights are estimated subject to the support vectors and are discussed in details in
[CVO5, Bis06]. In Chapter 4, we make use of SVMs for approaching the problem of query
performance prediction.

2.3.2 Probabilistic Topic Models

Topic models [Hof99, BNJ03, GS04] are based upon the idea that documents are mix-
tures of topics, where a topic is a probability distribution over words. A topic model is a
generative model for documents that specifies a simple probabilistic procedure by which
document can be generated. Let P(z) or #(Y) denote the distribution over topics z in a
particular document d and P(w|z) denote the probability distribution over words w given
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topic z. Each word w; in a document is generated by first sampling a topic from the topic
distribution, then choosing a word from the topic-word distribution. Let P(z; = j) be the
probability that the jth topic was sampled for the ith word and P(w;|z; = j) as the proba-
bility of word w; under topic j. The model specifies the following distribution over words

within a document.
T

P(w;) =Y P(wi|z; = j)P(z = j) (2.16)
j=1
where 7' is the number of topics.

Hofmann [Hof99] introduced Probabilistic Latent Semantic Indexing method (pLSI)
to document modeling. The pLSI model does not make any assumptions about how the
mixture weights 6 are generated, making it difficult to test the generalizability of the model
to new documents. Blei et al. [BNJO3] extended this model by introducing a Dirichlet
prior « on 6, calling the resulting generative model Latent Dirichlet Allocation (LDA). As
a conjugate prior for the multinomial, the Dirichlet distribution is a convenient choice as
prior, simplifying the problem of statistical inference.

Griffiths and Steyvers [GS04] explored a variant of this model, discussed by Blei et
al. [BNJ03], by placing a symmetric Dirichlet (/) prior on P(w|z) as shown in Figure 2.2.
The hyperparameter [ can be interpreted as the prior observation count on the number of
times words are sampled from a topic before any word from the corpus is observed. This
smoothes the word distribution in every topic, with the amount of smoothing determined
by 5 . Good choices for the hyperparameters « and 5 will depend on number of topics and
vocabulary size. Previous studies showed that & = 50/7" and 8 = 0.01 often work well

with many different text collections.
O
O—O—O—®

Na

D

Figure 2.2 The graphical model for topic model using plate notation.

Since topic modeling was developed in the context of large document collections such
as scientific articles and news collections, it has obtained poor results in terms of topic
coherence and diversity with small corpora [CL14].

In Chapter 3, we discuss how to improve the quality of learned topics when applying
topic modeling algorithms to small document collections through Topic Cropping.
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2.3.3 Neural Network Models

Neural network models consist of chains of tensor operations. The tensor operations can
range from parameterized linear transformations (e.g., multiplication with a weight ma-
trix, addition of a bias vector) to element-wise application of non-linear functions such
as tanh or rectified linear units (ReLU). For example, given an input vector z, a simple
feed-forward neural network with fully-connected layers produces the output y as follows:

Yy = tanh (W2 tanh (W1 x -+ bl) -+ bg) (217)

The model training involves tuning the parameters Wy, b1, W5 and b, to minimize an ex-
pected loss.

Recently, people get more interested in neural networks with a lot of layers, i.e. deep
architectures or deep learning, in which convolutional [KSH17, LKF10] and recurrent
[EIm90, HS97, MKB™10] architectures are commonplace in most deep learning applica-
tions. In the scope of this thesis, we focus more on recurrent neural networks.

Recurrent Neural Networks (RNNs). RNNs [EIm90] are a family of neural networks
for processing sequential data. RNNs are called recurrent because they perform the same
task for every element of a sequence, with the output being depended on the previous
computations. In theory RNNs can make use of information in arbitrarily long sequences,
but in practice they are limited to looking back only a few steps.

0
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Figure 2.3 A recurrent neural network and the unfolding in time of the computa-
tion involved in its forward computation. [LBH15]

Figure 2.3 shows a RNN being unrolled (or unfolded) into a full network. Given a
sequence r = (x1, Ta, ..., o7 ), the RNN updates its current hidden state s; by:

{ 0 t=0
S¢ = (2.18)

(8121, x¢) otherwise

where ¢ is a nonlinear function such as composition of a logistic sigmoid with an affine
transformation. Traditionally, the update of the recurrent hidden state in Equation 2.18 is
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Figure 2.4 LSTM memory block with one cell. [Gral2]

implemented as:
St = g(Ul’t + WSt_1> (219)

where ¢ is a smooth, bounded function such as a logistic sigmoid function or a hyperbolic
tangent function. In addition, the output o; at step ¢, for example if we want to predict
the next word in a sentence, would be a vector of probabilities across our vocabulary, i.e.
o; = softmax(V's,).

In practice, the range of context that can be assessed in standard RNN architectures
is quite limited. This issue is often referred to as the vanishing gradient problem [HS97].
Long Short Term Memory networks, or LSTMs which are a special kind of RNN have been
shown effectively in handling this problem. LSTMs were introduced by Hochreiter and
Schmidhuber [HS97], and were refined and popularized by many people in the following
work. LSTMs are capable of learning long-term dependencies and work tremendously well
on a large variety of problems.

Figure 2.4 provides an illustration of an LSTM memory block with a single cell. An
LSTM network is the same as a standard RNN, except that the summation units in the
hidden layer are replaced by memory blocks. The same output layers can be used for
LSTM networks as for standard RNNs. The multiplicative gates allow LSTM memory cells
to store and access information over long periods of time, thereby mitigating the vanishing
gradient problem.

The first step in LSTM is to decide what information is going to be thrown away from
the cell state. This decision is made by a sigmoid layer called the forget gate layer. It looks
at h;_, and x;, and outputs a number between 0 and 1 for each number in the cell state C;_;

ft = O'(tht,1 + Ufl't -+ bf) (220)

The next step is to decide what new information is going to be stored in the cell state.
A sigmoid layer called the input gate layer decides which values will be updated. A tanh
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layer creates a vector of new candidate values C’t, that could be added to the state.

it = O'(I/Vihtfl -+ Uixt -+ bz)

N (2.21)
Ct = tanh(WCht_l + UCIt + bC)

These two values are combined to create an update for the state. The old state C;
is multiplied by f;, forgetting the things which are decided to forget earlier and then add
it - Ch. )

Co=fi-Cion +1 - Gy (2.22)

Finally, the output will be based on the cell state, but will be a filtered version. A
sigmoid layer is first used to decide which parts of the cell state are going to output. Then,
the cell state is put through tanh and multiply it by the output of the sigmoid gate.

Oy = O'(Wohtfl + Uol’t + bo)

2.23
hy = oy - tanh(Cy) (2.23)

Recently, tree-structured LSTMs [TSM15, ZSG15], TreeLSTMs for short, have been
studied to extend the standard LSTM by exploiting syntactic information. The key idea of
TreeLSTMs is to extend the LSTM structure from linear chains to trees. While the conven-
tional LSTM forms its hidden state from the current input and the previous hidden state,
TreeLSTM forms it with an input and the hidden states of arbitrarily many child units. It
therefore includes the conventional LSTM as a special case and is not limited to sequential
information propagation. Such extensions outperform competitive LSTM baselines on sev-
eral tasks such as sentiment classification and semantic relatedness prediction [TSM15]. Li
et al. [LLJH15] further investigated the effectiveness of TreeLSTMs on various tasks and
discussed when tree structures are necessary.

In Chapter 3, we propose multiplicative tree-structured LSTMs which further extend
the TreeLSTM models by incorporating richer linguistic information.

Attention Mechanism. Neural processes involving attention have been largely studied in
Neuroscience and Computational Neuroscience [IKN98, DD95]. A particularly studied
aspect is visual attention: many animals focus on specific parts of their visual inputs to
compute the adequate responses. This principle has a large impact on neural computation
as we need to select the most relevant piece of information, rather than using all available
information, a large part of it being irrelevant to compute the neural response. A similar
idea - focusing on specific parts of the input - has been applied in different tasks such as
speech recognition, machine translation, and visual identification of objects.

In principle, an attention model is a method that takes n arguments {yi, ..., y,} and a
context c. It returns a vector z which is supposed to be the summary of the y;, focusing
on information linked to the context c. More specifically, it returns a weighted arithmetic
mean of the y;, and the weights are chosen according the relevance of each y; given the
context ¢ as shown in Figure 2.5. One interesting feature of attention model is that the
weights of the arithmetic means are accessible and can be plotted.
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Figure 2.5 Attention Mechanism.

Additive attention [BCB15] and multiplicative attention [RCW15] are the two most
commonly used attention mechanisms. The additive attention mechanism uses a multi-
layer perceptron network with tanh activation to compute attention weights as follows:

m; = tanh (W_.y; + U.c)

a; = softmax (W, m;)
Z = Z QY

where W, U, and W, are attention parameters.

(2.24)

The multiplicative attention mechanism makes use of a billinear term instead of tanh
layer for the weight estimations:

a; = softmax;c’ W,y;

=Y o (2.25)

where W, is used in a bilinear term which allows us to compute a similarity between c
and y; more flexibly than with just a dot product. Some other attention mechanisms can be
found in [LFdS*17, BYB17, XZS16].

In Chapter 3, we investigate the usefulness of representation learning with attention
mechanism in the application of question answering.



Learning Representation for Document
Understanding

In this chapter, we study the problem of learning document representation, which is be-
coming an important step in many document understanding tasks. Firstly, we describe a
topic cropping approach which aims to improve the quality of learned topics using Latent
Dirichlet Allocation on small collections. In this case, documents are represented by a mix-
ture of topics where each topic is a distribution over words. Following that, we describe a
neural network based approach aiming to learn the continuous low-dimensional vector rep-
resentation for documents. Finally, we illustrate the usefulness of representation learning
by focusing on the problem of question answering.

3.1 Introduction

As briefly discussed in the introductory chapter, most popular document representation
methods have relied on the bag-of-words based approaches [MS99], through which a doc-
ument is fundamentally represented by counts of word occurrences within the document.
Yet, this approach can be problematic when a number of documents being represented
are enormous. As the number of documents increase, a number of words in vocabu-
lary will also increase. Consequently, not only will the generated document vectors be
sparse, but also their dimensions will be huge. Though various dimension reduction tech-
niques [DDF90] do exist, these techniques lose the innate interpretability of the bag-
of-words approach. Moreover, such representation neglects potential semantic links be-
tween words. To overcome such limitations of the bag-of-words approach, many models
have been proposed in recent years, including the Probabilistic Latent Semantic Analysis
(PLSA) [Hof99] or Latent Dirichlet allocation (LDA) [BNJ03] and distributed representa-
tion learning approaches [LM14].

The PLSA or LDA, factors the joint or conditional probability of words and documents
by assuming that the choice of a word during the generation of a document is independent

23
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of the document given some hidden variables called topics or aspects. Documents are
then represented by a mixture of topics where each topic is a distribution over words. The
topic-based representation has outperformed the bag-of-words approaches in many tasks
[BNJO3, GS04]. However, a key weakness of topic modeling is that it needs a large amount
of data (e.g, thousands of documents) to provide reliable statistics to generate coherent
topics. In practice, many document collections such as qualitative studies do not have
so many documents. Given a small number of documents, the classic topic model LDA
generates very poor topics [CL14]. In the first part of this chapter, we fill this gap by
proposing a topic cropping approach which automatically tailors a bigger related dataset to
generate more coherent topics for a given document collection.

Learning the distributed representation for long spans of text (e.g, passages, documents)
has recently obtained significant popularity [LM14, TSM15, KGB14]. The basic idea is to
utilize contextual information of each word and document to embed document vectors with
a manageable dimension into a continuous vector space. This has become an important step
in various NLP tasks such as text classification, semantic matching and machine translation.
Seminal work is based on recurrent neural networks (RNN) [EIm90], convolutional neural
networks [KGB14], and tree-structured neural networks [SLNM11, TSM15]. Previous ap-
proaches, however, often ignore the linguistic knowledge such as syntactic information of
textual documents. To address this issue, in the second part of this chapter, we present mul-
tiplicative tree-structured Long Short-Term Memory networks, which are able to integrate
the linguistic knowledge into neural network models for enhancing the distributed semantic
representation of documents, and show their effectiveness in various applications.

Though LSTM or CNN based models outperform other representation learning ap-
proaches (e.g. LDA), they still suffer from an important issue. They are limited on the
length of input sequences that can be reasonably learned and results in worse performance
for very long input sequences [TdSXZ16]. Therefore, in the last part of this chapter we
seek to overcome this limitation with the help of attention mechanism. The basic idea of
attention mechanism is that given an input sequence the segments with a stronger focus
are treated more important and have more influence on the resulting representation. We
illustrate the usefulness of representation learning with attention mechanism in the task of
question answer selection.

3.2 Leveraging Latent Topics for the Analysis of Small
Corpora

In this section, we study the problem of improving the quality of topics when applying
topic modeling algorithms to small collections of documents such as qualitative studies.
For social sciences, sharing qualitative primary data like interviews and re-using it for sec-
ondary analysis is very promising as data collection is very time consuming. Moreover,
some qualitative data sources capture valuable information about attitudes, beliefs and so
on, as people had them at other times — “realities” that cannot be captured anymore. En-
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abling secondary analysis of data not collected by oneself, analyzing it with new research
questions in mind, imposes a lot of challenges though. Here, we focus on the aspect of
advanced techniques for facilitating exploration of such data and for improving findability
in digital data archives.

By exploiting information retrieval and topic modeling techniques we can mine addi-
tional knowledge about themes discussed in primary qualitative data. This way, interview
contents can be visualized by means of extracted topics to give a quick overview. For ex-
ample, topics extracted from a collection of studies, or samples show the commonalities of
themes while comparing topics of individual studies, or samples sheds light on the specifics.
Interview topics as well aid an enhanced (automatic) content analysis and retrieval of sim-
ilar documents. This is especially interesting as qualitative documents are often long, and
thus it is hard to grasp their thematic coverage — let alone to manually analyze them.

Due to the enormous resources required for conducting qualitative research by means
of interviews (holding the interview, transcription, document coding/analysis), the primary
data resulting from such qualitative studies is usually limited to a small number of around
20 to 50, rarely around 100 interviews per study case or sample. Topic models, however,
are based on statistics and thus perform better on big data sets [NBB11].

In this work, we present a generalizable framework for using topic modeling given
such corpora restrictions as they occur in qualitative social science research. Our fully
automated adaptable process tailors a domain-specific Cropping corpus by collecting rel-
evant documents from a general corpus or knowledge base, here Wikipedia. The topic
model learned on this substitute corpus is then applied to the original collection. Hence,
we exploit state-of-the-art IT-methods adapting and integrating them for usage as research
tools for the digital humanities. In detail, the contributions of this work are presented as
follows:

e We propose a process for topic cropping and proof its improved performance for
small corpora by analyzing diversity, coherence, and relevance.

e By integrating the automatic evaluation of topic quality we take a first step towards
a self-optimizing process of selecting parameters for topic cropping in different set-
tings.

3.2.1 Related Literature

Topic modeling is a generative process that introduces latent variables to explain co-occurrence
of data points. Latent Dirichlet allocation (LDA) [BNJO03] is a further development of prob-
abilistic latent semantic analysis (PLSA) [Hof99]. LDA was developed in the context of
large document collections, such as scientific articles, news collections, etc. The success
of LDA led to the application in other domains, such as image processing, as well as other
types of documents, e.g. tweets [HD10] or tags [KFN09]. Some work applies topic mod-
eling to transcribed text. In [PGKTO06], the standard LDA model is extended to identify
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not only topics but also topic boundaries within longer meeting transcripts. The authors
show that topic modeling can be used to detect segments in heterogeneous text. Howes et
al. [HPM13] investigate the use of topic models for therapy dialog analysis. More specifi-
cally, LDA is applied to 138 transcribed therapy sessions to then predict patient symptoms,
satisfaction, and future adherence to treatment using latent topics detected vs. hand coded
topics. The authors find only the manually assigned topics to be indicative. Human as-
sessment of the interpretability of the automatically learned topics showed high variance of
topic coherence.

Using topic models where there is only limited data, e.g., very short documents or very
few documents, has been studied as well. Micro-blogging services, such as Twitter, limit
single documents to 140 tokens. Hong and Davison [HD10] study different ways to over-
come this limitation when training topic models by aggregating these short messages based
on users or terms. The resulting longer documents yield better topic models compared to
training on short, individual messages. Unfortunately, this method only works if the num-
ber of short texts is sufficiently large. Using additional long documents to improve topics
used for classification was proposed in various approaches: Learning a topic model from
long texts and then applying it to short text [PNHO8] improves significantly over learning
and applying it on short texts only. Learning it on both [XDYYO08] and applying it on short
texts improves performance further. Jin et al. [JLZ" 11] present their Dual LDA model to
model short texts and additional long text explicitly, which outperforms standard LDA on
long and short texts for classification. Our focus is not on classification of short documents
but we use topic modeling to analyze (long) individual documents and focus more on a
careful selection of the corresponding training corpus. Incorporating domain knowledge
for topic transition detection using LDA as described in [ZHMPOS8] addresses this prob-
lem using manual selection of training corpora. A topic model is trained using auxiliary
textbook chapters and is used to compare slide content and transcripts of lectures. Because
of sparse text on slides and possible speech recognition errors in the transcripts training a
topic model on long, related documents improves alignment of slides and transcript sig-
nificantly. In contrast, our method does not rely on a manual selection of a training set as
cropping is performed as an automated process.

3.2.2 A General Approach for Topic Cropping

The goal of our approach is to enable the exploitation of the advantages of topic models,
e.g., with respect to capturing latent semantics, even if the considered corpus is too small for
their direct application. Smaller corpora such as qualitative studies in the humanities result
in topic models of restricted quality. The approach we are following in this work is to use
another larger corpus (the Cropping corpus) for learning the topic model. Subsequently,
the learned topic model is applied to the study under consideration via topic inference.
Qualitative studies are often very focused, which makes finding a good Cropping corpus
a difficult task. Since we are looking for an approach, which is applicable in different
settings (i.e., for studies in different application domains), there are two requirements to
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Figure 3.1 Workflow for Topic Modeling on a Cropping corpus

be satisfied: (1) having a Cropping corpus that is specific enough to produce a good and
useful coverage of the topics in the study under consideration (2) while avoiding the effort
of searching for an adequate Cropping corpus whenever working with studies in a new
application domain.

For this purpose, we decided to include into the automated process of topic cropping a
phase for analyzing the working corpus coverage and a phase of automatic corpus tailoring.
The tailoring phase creates a tailored domain-specific corpus from a large corpus with a
very wide coverage such as Wikipedia. This implies a four step process for topic cropping
(see also Figure 3.1):

1. Analyzing working corpus coverage by selecting characteristic terms
2. Tailoring a Cropping corpus by collecting relevant documents
3. Learning a topic model from the Cropping corpus

4. Applying topic inference to the working corpus

This process is embedded into a generalizable framework, which can be adapted to
different settings via parameters. The final aim is to learn those parameters of the process
steps in a self-optimizing loop.

Analyzing Working Corpus Coverage: For tailoring the Cropping corpus, we first
have to understand the topical coverage of the corpus under consideration. At first glance,
this might look like a hen-egg problem: we need to know the main topics of the corpus for
building a corpus for learning those topics. For overcoming this, we relied on a method
for determining the most relevant terms by using a counter corpus. Starting from a par-
ticular case in the study under consideration and a random subset of pages selected from
Wikipedia, we used the metric of Mutual Information (MI) [MRSO08], which measures how
much the joint distribution of terms deviates from a hypothetical distribution in which fea-
tures and categories (working corpus and Wikipedia corpus in our case) are independent of
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each other. The measure ranks higher terms which are frequent in the working corpus but
not in general. They are used as representative terms for corpus coverage.

Tailoring a Cropping Corpus: The top-ranked subset of those terms is used for tailor-
ing the Cropping corpus. In our approach, we used a general Web search engine to identify
the set of highest ranked Wikipedia pages for each of the terms. The Cropping corpus is
created from the set union of all those pages. Wikipedia has been selected as the starting
point for Cropping corpus creation because of its broad coverage providing information on
seemingly every possible topic. Of course it is also possible to use large domain specific
corpora or combinations of several corpora.

Learning the Topic Model: For learning the topic model, we made use of the Mal-
let topic modeling toolkit [McCO02], namely the class ParallelTopicModel. This class of-
fers a simple parallel threaded implementation of LDA (see [NASWO09]) together with
SparseLDA sampling scheme and data structure from [YMMO09]. LDA models documents
as probabilistic combinations of topics P(z|d), with each topic described by terms follow-
ing another probability distribution i.e. P(w|z).

T

P(w;) =Y P(wi|z; = j)P(z; = j) (3.1)

=1

where P(w;) is the probability of the ith word for a given document and z; is the latent
topic. P(w;|z; = j) is the probability of w; within topic j. P(z; = j) is the probability of
picking a word from topic j in the document. These probability distributions are specified
by LDA using Dirichlet distributions. The number of latent topics 7" has to be defined in
advance and allows to adjust the degree of specialization of the latent topics. For inference
and parameter estimation, Gibbs sampling iterates multiple times over each word w; in
document d;, and samples a new topic j for the word based on the probability P(z; =
Jlw;, d;, z_;) until the LDA model parameters converge.

Applying the Topic Model: In this step, the topic model learned from the Cropping
corpus is applied to the working corpus using topic inference as offered by the Mallet
toolkit. It is not expected that the set of topics learned from the Cropping corpus is exactly
the set of topics inherently included in the working corpus. Rather, the set of topics learned
from the Cropping corpus is roughly a superset of the working corpus topics. Learned
topics that are not available in the working corpus will however have no major impact
on the topic inference process as long as the “real” working corpus topics are also in the
learned topic model. Topic inference will assign to each of the topics in the topic model a
probability of it being relevant for a study document under consideration.

3.2.3 Experimental Setup

Dataset. For our experiments, we re-used qualitative data shared via the ESDS Quali-
data / the UK Data Service. We selected four out of the eight cases from the case study
on “Changing Organizational Forms and the Re-shaping of Work” [MRWO04]. Each case
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has verbatim transcriptions or summaries of in-depth Face-to-face interviews conducted
in England and Scotland between 1999 and 2002. The study surveyed employees from
inter-organisational networks as new organisational forms, analysing how they operate in
practice and focusing on the aspect of employment relationship.

1. Airport case: four airlines, engineering department, airport security, baggage han-
dling, full handling, cleaning company, fire service (30 files)

2. Ceramics case: five ceramics manufacturers (32 files)

3. Chemicals case: a pigment manufacturing plant, two Suppliers, two Transportation
specialists, two Business Service Contractors (28 files)

4. PFI case: Hotel Services Company, Facilities Design Company, Special Purpose
Vehicle, NHS Trust Monitoring Team (41 files)

Interviews were held in semi-structured form given guidelines for questions along the
main research themes of managing, learning and knowledge development, experience of
work, and performance — particularly investigating the links between these topics and
changing organizational forms!. Participants were managers and employees at all levels,
sometimes also union representatives. The number of pages per document varies between
two and 32 for verbatim transcriptsand summaries are usually of two to ten pages in length.
These interview documents consist of transcribed spoken, natural language with answers
being usually short, often elliptic, and requiring co-text and context for interpretation.

Experimental Settings. For tailoring the Cropping corpus we used the top 20 most repre-
sentative terms as identified in the working corpus analysis phase. The Bing Search engine
was queried for each of those terms individually to retrieve relevant Wikipedia pages. This
resulted in a Cropping corpus of about 10,000 documents.

An important parameter in learning the topic model is the number of topics to be
learned. With an increasing number of topics — a parameter of the topic model learning
process — the topics get more fine-grained. The challenge here is to find a number, which
results in good topic coverage for the study (all relevant topics are in) and in sufficiently
fine-grained topics to help exploring unknown qualitative material while still being useful
for human understanding and for spotting areas with similar topics. There is no general
notion of a “good” number of topics since this strongly depends on the corpus and the ap-
plication. We decided to take topic diversity as a measure for an appropriate number of
topics, more precisely the diversity of the topics assigned to the study based on the topics
learned from the Cropping corpus. The intuition behind this is that we need a sufficiently
large topic model to cover all aspects of the study. Once the diversity stops increasing sub-
stantially the newly added topics are either not relevant for the study or they just provide
subtopics by splitting topics, which does not substantially add to the diversity. Figure 3.2

"For more details see: http://discover.ukdataservice.ac.uk/catalogue?sn=5041


http://discover.ukdataservice.ac.uk/catalogue?sn=5041

30 Chapter 3 Learning Representation for Document Understanding

0.010 ITop|c DllverS|tyl

e—e Airport case
0.009} & Ceramics case ||
e—e PF| case

e—o Chemicals case| |

0.008}

o
=]
o
J

0.006}

Jaccard similarity

0.005f

0.004

0.003f

0.002

0 100 200 300 400 500 600 700 800
Number of topics learned from wikipedia

Figure 3.2 Topic diversity, measured via Jaccard similarity for various number of
topics learned from the Cropping corpus

shows the increase in topic diversity for various numbers of topics learned from the Crop-
ping corpus. For this topic inference we used a threshold of 0.01 to cut out “noisy” topics
with very low probabilities. Figure 3.2 is discussed in more detail in the next section.

3.2.4 Results and Discussions

We judge the quality of the automatically detected topics exploiting both, internal (intrin-
sic) and external (extrinsic) evaluation [MRSO08, NLGB10]. In topic analysis, an internal
evaluation prefers low similarity between topics whilst within a topic high similarity is
favored. We adopt this idea by measuring fopic diversity capturing variance between the
different topics in a model and topic coherence within the single topics respectively. We ad-
ditionally measure topic relevance externally by comparing with human annotators. In this
section, we evaluate both the topics learned directly from the working corpus and those
from the Cropping corpus with the same setting and analyze them with respect to these
quality dimensions.

Topic Diversity. It is an important criterion for judging the quality of a learned model.
The more diverse, i.e. dissimilar, the resulting topics are, the higher will be the coverage
regarding the various aspects talked about in our interview data. It has been shown in
earlier work that the Jaccard Index is an adequate proxy for diversity [DSZ12] and its
output value correlates with a number of clusters (topics in our case) within the dataset.
Thus, to estimate the average similarity between produced clusters, we employ the popular
Jaccard coefficient [MRS08]. Given two topic models 7; and 7T); where each topic is a set of
terms {w}, w}, ..., wi} and {w], w}, ..., w]} respectively, their Jaccard similarity JS(T;, T})
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Figure 3.3 Topic diversity, measured via Jaccard similarity, and its variance for
different numbers of topics learned during topic modeling.

is defined as follows:

T N T
JS(T;,T;) = = 3.2
Given a collection of topic models 71, .. ., T}, the refined (excluding self-similar pairs)
average Jaccard similarity [DSZ12] is defined as follows (1 <7 < 7 < n):
2
Sim= —— JS(T;,T; 33
avgSim n(n—l);j (T;,T;) (3.3)

For all available cases, Figure 3.2 plots topic diversity with respect to the number of
inferred topics. We observe that similarity values sharply decrease until the number of top-
ics reaches the range 80-100. They do not substantially change in the tail. This may be an
indicator for a reasonable number of topics for our datasets. Similarly, Figure 3.3 shows the
change of the average Jaccard similarity, comparing the diversity of topics learned from the
working and the Cropping dataset. We observe that topics learned from the Cropping cor-
pus are generally more diverse in the beginning of the curve, indicating that our approach
covers more aspects of the data even for smaller number of topics.

Topic Coherence. We tackle the task of topic coherence evaluation by rating coherence or
interpretability based on an adaptation of the Google similarity distance, which performs
effectively in measuring similarity between words [CV07]. The more similar, i.e less dis-
tant, the representative words within a topic, the higher or easier is its interpretability.
Cilibrasi and Vitanyi’s normalized Google distance (NGD) function measures how close
word z is to word y on a zero to infinity scale using the formula:

max{log f(z),log f(y)} — log f(z,y)
log M — min{log f(x),log f(y)}
where f(x) and f(y) are the number of hits of words = and y, respectively, f(z,y) is the
page-counts for the query z AN D y and M is the total number of web pages that Google

NGD(z,y) =

3.4)
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Corpus | Topics NGD
W ‘ bag day company baggage ramp 0.44
‘ airline service issue baggage handling 0.38

C ‘ workers labor work employment workforce  0.19

\ employee employees tax employer pay 0.19

Table 3.1 Example topics with coherence measured via normalized Google dis-
tance, topics inferred from the working corpus (W) or the Cropping corpus (C).

Case AvgNGDy, SDy  AvgNGD. SD¢
Airport 0.34 0.07 0.21 0.08
Ceramics 0.32 0.08 0.25 0.09
Pfi 0.35 0.1 0.22 0.08

Table 3.2 Average (Avg) and standard deviation (SD) of topic coherence of three
cases, measured via normalized Google distance (NGD). Topics are inferred from
the working corpus (W) or the Cropping corpus (C).

indexes. A NGD of zero indicates that word = and word y are practically the same. They
are independent when their distance reaches approximately one.

Given a topic 7; which is represented by its top-m words (we set m=5 in this experi-
ment) denoted by w = (wy, ..., wy, ), its normalized Google distance is:

2
oy > NGD(w;,w)) (3.5)

NGD(T) =

W;,WjEW

To estimate overall topic coherence, we randomly choose a list of 30 learned topics per
case, i.e.T = (11, ..., T,), compute NGD for each 7}, and then take the average of the list

1
AvgNGD(T) = —NGD(T;).
n

Table 3.2 reports the average normalized Google distances and their deviations for top-
ics inferred for three cases. For all cases evaluated, we obtain consistent improvement.
Specifically, evaluating over the 90 topics of these three cases, we improve 32% in terms
of normalized Google distance. This indicates that the topics inferred from the Cropping
corpus are significantly more coherent than those learned directly from the working corpus
(significance of a t-test p < 0.001).

Topic Relevance. While topic diversity and topic coherence can help to estimate the quality
of the topics with respect to information-theoretic considerations, validity of our results,
i.e., the usefulness of the derived topics for the working corpus, needs to be assessed by
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human evaluation of topic relevance. Here, we decided to compare our inferred topics
with topics assigned by human annotators. For this evaluation, we randomly selected 16
documents from the study to be manually annotated by four users. Each document was
split into smaller units — typically question and answer pairs — resulting in about 60 units
per document. Thus, a total of 1000 units was annotated. We asked users to define topics
discussed in each given unit. Each unit could have one or more topics and there were no
restrictions on how topics are to be phrased. Typically the topics assigned were single
words or short phrases.

Topic relevance is then assessed by automatically matching user defined topics with the
learned ones. For this, the terms used by the user for a topic are matched with the top terms
learned for a topic by the topic model. We consider it a match if the term used by the user
appears in the top terms of the respective topic. By design, this evaluation gives preference
to the topic model learned directly from the working corpus since the users tend to use terms
that appear in the text. Similarly, the topic models learned directly on the working corpus
use exactly those terms for their topics. In order to even out this terminology disadvantage,
we made use of word synonyms from WordNet [Mil95] to extend sets of topic words before
matching.

A learned topic 7; is considered to be relevant if its representative words and their
synonyms w = (wq, ..., wy,) share one or more terms with user defined topics t = (¢4, ..., t,.)

1 ifwnt]>0

Rel(T) = { 0 otherwise (3.6)

There are two reasons to use this type of evaluation in spite of its weakness: First, the
alternative solution of showing the user the learned topic together with the text for relevance
assessment puts a high burden on the user since it is not trivial to judge automatically
learned topics. In addition, there is the risk that the user also unintentionally assesses topic
quality in terms of coherence at the same time. Second, we are aiming for a self-optimizing
loop, where parameters of the process are adapted iteratively through learning based on
quality assessment. In this context, the evaluation of topic relevance chosen here only has
to be done once and can be re-used in every iteration. The alternative manual evaluation of
the relevance of each learned topic as a whole would have to be repeated in every loop to
assess the newly learned topics.

For two example documents, Figure 3.4 compares topics learned from the working
and Cropping corpus with respect to the number of relevant topic at rank k, RQk =
Zle Rel(7;), where the rank is determined by the probability of the topic assignment
(resulting from topic inference). We achieve similar results for other documents. On aver-
age, at rank 10 we obtain 9.8 relevant topics with a deviation of 0.35 for the working topics
and 9.2 with a deviation of 1.0 for the Cropping topics. It can be seen from the results that
the topics learned from Wikipedia reach a comparable level of relevance as those learned
directly from the corpus, while being more coherent and diverse.

To sum up, in this work, we propose a method for a fully automated and adaptable
process of tailoring a domain-specific sub-corpus from a general corpus such as Wikipedia
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Figure 3.4 Topic relevance as the number of relevant topics at rank k, for two
documents

and exploiting it to increase the topic model quality for limited size corpora such as studies
in sociology and other qualitative material in the digital humanities. Our experiments show
substantial improvements in diversity as well as in internal coherence of inferred topics
compared to a naive approach using the limited size corpora exclusively. At the same
time our method keeps the topic relevance high as confirmed by human annotators. We
believe that our approach can be further improved by exploiting the automatic evaluation
for adjusting the input parameters of the algorithm.

3.3 Multiplicative Tree-Structured LSTMs for Semantic
Representations

In the previous section, documents are represented by a distribution of topics, in which
each topic is a list of related words. In this section, we focus on another representation of
documents, i.e., distributed vector representation. Learning such distributed representation
has drawn great attention recently, and become a crucial step of various natural language
processing (NLP) tasks such as text classification [ZLP15, Kim14], semantic matching
[LQZ™16], and machine translation [CvMG™14]. Seminal work uses recurrent neural net-
works (RNN) [EIm90], convolutional neural networks [KGB14], and tree-structured neural
networks [SLNM11, TSM15] for sequence and tree modeling. Long Short-Term Mem-
ory (LSTM) [HS97] networks are a type of recurrent neural network that are capable of
learning long-term dependencies across sequences and have achieved significant improve-
ments in a variety of sequence tasks. LSTM has been extended to model tree structures
(e.g., TreeLSTM) and produced promising results in tasks such as sentiment classification
[TSM15, ZSG15] and relation extraction [MB16b].

Figure 3.5 shows the topologies of the conventional chain-structured LSTM [HS97] and
the TreeLSTM [TSM 5], illustrating the input (z), cell (¢) and hidden node (k) at a time
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Figure 3.5 Topology of sequential LSTM and TreeLSTM: (a) nodes in sequential
LSTM and (b) nodes in tree-structured LSTM

step t. The key difference between Figure 3.5 (a) and (b) is the branching factor. While a
cell in the sequential LSTM only depends on the single previous hidden node, a cell in the
tree-structured LSTM depends on the hidden states of child nodes.

Despite their success, the tree-structured models have a limitation in their inability to
fully capture the richness of compositionality [SBMAY 13]. The same combination func-
tion is used for all kinds of semantic compositions, though the compositions have different
characteristics in nature. For example, the composition of the adjective and the noun differs
significantly from the composition of the verb and the noun.

To alleviate this problem, some researchers propose to use multiple compositional func-
tions, which are predefined according to some partition criterion [SHMN12, SBMAY 13,
DWT*14]. Socher et al. [SBMAY 13] defined different compositional functions in terms
of syntactic categories, and a suitable compositional function is selected based on the syn-
tactic categories. Dong et al. [DWT™ 14] introduced multiple compositional functions and
a proper one is selected based on the input information. These models accomplished their
objective to a certain extent but they still face critical challenges. The predefined composi-
tional functions cannot cover all the compositional rules and they add much more learnable
parameters, bearing the risk of overfitting.

In this work, we propose multiplicative TreeLSTM, an extension to the TreeLSTM
model, which injects relation information into every node in the tree. It therefore allows
the model to have different semantic composition matrices to combine child nodes. To re-
duce the model complexity and keep the number of parameters manageable, we define the
composition matrices using the product of two dense matrices shared across relations, with
an intermediate diagonal matrix that is relation dependent.

Though the syntactic-based models have shown to be promising for compositional se-
mantics, they do not make full use of the linguistic information. For example, semantic
nodes are often the argument of more than one predicate (e.g., coreference) and it is gen-
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erally useful to exclude semantically vacuous words like articles or complementizers, i.e.,
leave nodes unattached that do not add further meaning to the resulting representations. Re-
cently, Banarescu et al. [BBC™13] introduced Abstract Meaning Representation (AMR),
single rooted, directed, acyclic graphs that incorporate semantic roles, correference, nega-
tion, and other linguistic phenomena. In this work, we investigate a combination of the
semantic process provided by TreeLSTM model with the lexical semantic representation
of the AMR formalism. This differs from most of existing work in this area, where syntac-
tic rather than semantic information is incorporated to the tree-structured models. We seek
to answer the question: 7o what extent can we do better with AMR as opposed to syntactic
representations, such as constituent and dependency trees, in tree-structured models?

We evaluate the proposed models on three common tasks: sentiment classification, sen-
tence relatedness, and natural language inference. The results show that the multiplicative
TreeLSTM models outperform TreeLSTM models on the same tree structures. The results
further suggest that using AMR as the backbone for tree-structured models is helpful in the
complex task, e.g., sentence inference but not in the sentiment classification task, where
lexical information alone suffices.

In short, the contributions of this work can be summed up as follows:

e We propose the new multiplicative TreeLSTM model that effectively learns dis-
tributed representation of a given sentence from its constituents, utilizing not only the
lexical information of words, but also the relation information between the words.

e We conduct an extensive investigation on the usefulness of lexical semantic repre-
sentation induced by AMR formalism in tree-structured models.

3.3.1 Related Literature

There is a line of research that extends the standard LSTM [HS97] in order to model
more complex structures. Tai et al.[TSM15] and Zhu et al. [ZSG15] extended sequential
LSTMs to tree-structured LSTMs by adding branching factors. They showed such exten-
sions outperform competitive LSTM baselines on several tasks such as sentiment classifi-
cation and semantic relatedness prediction (which is also confirmed in this work). Li et al.
[LLJH15] further investigated the effectiveness of TreeLSTMs on various tasks and dis-
cussed when tree structures are necessary. Chen et al. [CZL"17] combined sequential and
tree-structured LSTM for NLI and has achieved state-of-the-art results on the benchmark
dataset. Their approach uses n-ary TreeLSTM based on syntactic constituency parsers. In
contrast, we focus more on child-sum TreeLSTM which is better suited for trees with high
branching factor.

Previous works have studied the use of relation information. Dyer et al. [DBL*"15]
considered each syntactic relation as an additional node and included its embedding to their
composition function for dependency parsing. Peng et al. [PPQ™17] introduced a different
set of parameters for each edge-type in their LSTM-based approach for relation extraction.
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In contrast to these works, our mTreeLSTM model incorporates relation information via a
multiplicative mechanism, which we have shown is more effective and uses less parameters.

AMR has been successfully applied to a number of NLP tasks, besides the ones we
considered in this work. For example, Bitra et al. [MB16a] made use of AMR to im-
prove question answering; Liu et al. [LFT"15] utilized AMR to produce promising results
toward abstractive summarization. Using AMR as the backbone in TreeLSTM has been
investigated in Takase et al. [TSO"16]. They incorporated AMR information by a neural
encoder to the attention-based summarization method [RCW15] and it performed well on
headline generation. Our work differs from these studies in that we aim to investigate how
semantic information induced by AMR formalism can be incorporated to tree-structured
LSTM models, and study which properties introduced by AMR turn out to be useful in
various tasks. In this work, we use the start-of-the-art AMR parser provided by Flanigan
et al.[FDSC16] which additionally provides the alignment between words and nodes in the
parsed tree.

Though we have considered AMR in this work, we believe the conclusions we drew
here largely apply to other semantic schemes, such as GMB and UCCA, as well. Abend et
al. [AR17] has recently noted that the differences between these schemes are not critical,
and the main distinguishing factors between them are their relation to syntax, their degree
of universality, and the expertise they require from annotators.

3.3.2 Tree-Structured LSTMs

A standard LSTM processes a sentence in a sequential order, e.g., from left to right. It esti-
mates a sequence of hidden vectors given a sequence of input vectors, through the calcula-
tion of a sequence of hidden cell vectors using a gate mechanism. Extending the standard
LSTM from linear chains to tree structures leads to TreeLSTM. Unlike the standard LSTM,
TreeLSTM allows richer network topologies, where each LSTM unit is able to incorporate
information from multiple child units.

As in standard LSTM units, each TreeLSTM unit contains input gate 7;, output gate o;,
amemory cell ¢;, and hidden state ; for node j. Unlike the standard LSTM, in TreeLSTM
the gating vectors and the memory cell updates are dependent on the states of one or more
child units. In addition, the TreeLSTM unit contains one forget gate f;;, for each child k&
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instead of having a single forget gate. The transition equations of node j are as follows:

ij=0 (W@xj +UDh, + b@) :

0 = o (Wa; + UDhy; 40 |
fir=o0 (W(f):vj + UDp, + b(f)) : 3.7
u; = tanh (W(“)xj +UWh; + b(“)> ,

¢ =1; ©uj + Z fix © ek,
keC(j)
hj = Oj ® tanh(cj) s

where C'(7) is the set of children of node j, k € C(j) in fjx, o is the sigmoid function,
and © is element-wise (Hadamard) product. W U® p®) are model parameters with

x € {u,o0,i, f}.2

3.3.3 Multiplicative Tree-Structured LSTMs

Encoding rich linguistic analysis introduces many distinct edge types or relations between
nodes, such as syntactic dependencies and semantic roles. This opens up many possibilities
for parametrization, but was not considered in prior syntax-aware LSTM approaches, which
only make use of input node information.

In this work, we fill this gap by proposing multiplicative TreeLSTM, an extension to
the TreeLSTM model, injecting relation information into every node in the tree. The multi-
plicative TreeLSTM model, mTreeLSTM for short, introduces more fined-grained parame-
ters based on the edge types. As inspired by the multiplicative RNN [SMH11], the hidden-
to-hidden propagation in mTreeLSTM contains a separately learned transition matrix W,
for each possible edge type and is given by

hy= Y Wi, (3.8)
keC(j)

where 7(j, k) signifies the connection type between node k and its parent node j. This
parametrization is straightforward, but requires a large number of parameters when there
are many edge types. For instance, there are dozens of syntactic edge types, each corre-
sponding to a Stanford dependency label.

To reduce the number of parameters, as well as leverage potential correlation among
fine-grained edge types, we learned an embedding of the edge types and factorized the

2 In Tai et al. [TSM15], the TreeLSTM defined in Equation (3.7) was referred to as child-sum TreeLSTM,
which is a good choice for trees with high branching factor.
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transition matrix W,:,(LJ k) by using the product of two dense matrices shared across edge
types, with an intermediate diagonal matrix that is edge-type dependent:

Wi:}(zmk) - Whmdiag(erejk)Wmha (39)

where ejy, is the edge-type embedding and is jointly trained with other parameters. The
mapping from Ay, to h; is then given by

mjr = (erejk) © (Wmhhk) )

];'j = Z Whmm]‘k. (310)
keC(j)

The gating units — input gate ¢, output gate o, and forget gate f — are computed in the same
way as in the TreeLSTM with Eq. (3.7).}

Multiplicative tree LSTM can be applied to any tree where connection types between
nodes are given. For example, in dependency trees, the semantic relations r(j, k) between
nodes are provided by a dependency parser.

3.3.4 Tree-Structured LSTMs with Abstract Meaning Representation

Tree-structured LSTMs have been applied successfully to syntactic parse trees [TSM15,
MB16b]. In this work, we look beyond synfactic properties of the text and incorporate
semantic properties to the tree-structured LSTM model. Specifically, we utilize the network
topology offered by a tree-structured LSTM and incorporate semantic features induced by
AMR formalism. We aim to address the following questions: In which tasks using AMR
structures as the backbone for the tree-structured LSTM is useful? Furthermore, which
semantic properties are useful for the given task?

AMR is a semantic formalism where the meaning of a sentence is encoded as a single
rooted, directed and acyclic graph [BBC™13]. For example, the sentence “A young girl is
playing on the edge of a fountain and an older woman is not watching her" is represented
as

(a / and
:opl (p / play-01
:ARGO (g / girl
:mod (y / young))
:ARGl (e / edge-01
:ARG1 (f / fountain)))
:op2 (w / watch-01
:ARGO (w2 / woman
:mod (o / old))
:ARG1 g
:polarity -))

3In the rest of the work, we use the term TreeLSTM in a narrow sense to refer to the model
corresponding to Equation (3.7) and the term tree-structured LSTM to include both TreeLSTM and
mTreeLSTM, unless specified otherwise.
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Figure 3.6 An AMR representing the sentence “A young girl is playing on the
edge of a fountain and an older woman is not watching her".

The same AMR can be represented as in Figure 3.6, in which the nodes in the graph
(also called concepts) map to words in the sentence and the edges represent the relations
between words. AMR concepts consist of predicate senses, named entity annotations, and
in some cases, simply lemmas of English words. AMR relations consist of core semantic
roles drawn from the Propbank [PGKOS5] as well as fine-grained semantic relations de-
fined specifically for AMR. Since AMR provides a whole-sentence semantic representa-
tion, it captures long-range dependencies among constituent words in a sentence. Similar
to other semantic schemes, such as UCCA [AR13], GMB [BBEV12], UDS [WRS"16],
AMR abstracts away from morphological and syntactic variability and generalize cross-
linguistically.

To use AMR structures in a tree-structured LSTM, we first parse sentences to AMR
graphs and transform the graphs to tree structures. The transformation follows the proce-
dure used by Takase et al. [TSOT16], splits the nodes with an indegree larger than one,
which mainly present coreferential concepts, to a set of separate nodes, whose indegrees
exactly equal one. We use JAMR [FTC™ 14, FDSC16], a statistical semantic parser trained
on AMR bank, for AMR parsing.

On one hand, the AMR tree structure can be used directly with the TreeLSTM archi-
tecture described in Section 3.3.2, in which only node information is utilized to encode
sentences into certain fixed-length embedding vectors. On the other hand, since AMR
provides rich information about semantic relations between nodes, the mTreeLSTM archi-
tecture is more applicable due to its capability of modeling edges in the tree. We evaluate
both encoded vectors produced by TreeLSTM and mTreeLSTM on AMR trees in Section
3.3.6.
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3.3.5 Applications

In this section, we describe three specific models that apply the mTreeLSTM architecture
and the AMR tree structures described in the previous sections.

Sentiment Classification: In this task, we wish to predict the sentiment of sentences, in
which two sub-tasks are considered: binary classification and fine-grained multiclass clas-
sification. In the former, sentences are classified into two classes (positive and negative),
while in the latter they are categorized into five classes (very positive, positive, neutral,
negative, and very negative).

Given a sentence x, we first compute the distributed representation A, of the sentence
at the root node r of the tree. A softmax classifier is then used to predict the label 3 of the
sentence:

Do (v | r) = softmax (W(S)h7,) ,
J G.11)

= argmax py (y | x) ,
y

where 0 is the set of model parameters. The cost function is the negative log-likelihood of
the true sentiment class of the sentence

1 & R Ao
JO) =—=— Jlogp,m + 101, (3.12)

k=1

where m is the number of labeled sentences in the training set, A is a regularization param-
(k)

eter, and y, ~ is the ground-truth label of the £th training sentence.

Semantic Relatedness: The goal of this task is to estimate the similarity between two
sentences. Given a sentence pair, we aim to predict an integer-valued similarity score in
{1,2, ..., K'}, where higher scores indicate greater degrees of similarity.

Following the procedure described in [TSM15], we first produce semantic representa-
tion hy, and hp for each sentence in the pair using the described models over each sentence’s
parse trees. Then, we predict the similarity score ¢ using a neural network that considers
both distance and angle between the pair (hy, hg):

S |hp, — hg]
S hL @ hR )
hs = sigmoid (W¥z,) | (3.13)
o = softmax (W®h,)
g=r"ps,
where r" = [1,2,..., K] and the absolute value function is applied element-wise. Similar

to Tai et al. [TSM15], we define a sparse target distribution p such that the ground-truth
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rating y € [1, K] equals r"p and use the regularized KL-divergence between p and py as

the cost function:
1 m
J(O) = — > KL (p ’
(0) m}; p

where m is the number of training pairs.

. A
)+ 517 (3.14)

Natural Language Inference: In this task, the model reads two sentences (a premise and a
hypothesis), and outputs a judgment of entailment, contradiction, or neutral, reflecting the
relationship between the meanings of the two sentences. The aim of this task is to evaluate
a model’s ability to extract broadly informative representations of sentence meaning.

Following Bowman et al. [BGR"16], we frame the inference task as a sentence pair
classification. First we produce representations hp and hy for the premise and hypothesis,
respectively, and then construct a feature vector x. for the pair that consists of the concate-
nation of these two vectors, their difference, and their element-wise product. This feature
vector is then passed to a neural network with a softmax layer to yield a distribution over
the three labels:

hp
hy
hp —hy| "’
hp ® hy (3.15)
h. = sigmoid (W(C)xc) ,

po = softmax (W®h,) .

Te =

The negative log-likelihood of the true class labels for sentence pairs is used as the cost
function:

1 & Ao
= —— E log p — 1
J(0) m 0 Dy (k) + 5 oN- (3.16)

where m is the number of sentence pairs in the training set.

3.3.6 Experimental Setup

The model parameters are optimized using AdaGrad [DHS11] with a learning rate of 0.05
for the first two tasks, and Adam [KB15] with a learning rate of 0.001 for the NLI task.
The batch size of 25 was used for all tasks and the model parameters were regularized with
a per-minibatch L2 regularization strength of 10~%. The sentiment and inference classifiers
were additionally regularized using dropout with a dropout rate of 0.5.

Following Tai et al. [TSM15] and Zhu et al. [ZSG15], we initialized the word em-
beddings with 300-dimensional Glove vectors [PSM14]. In addition, we use the aligner
provided by JAMR parser to align the sentences with the AMR trees and then generate the
embedding by using the Glove vectors. The relation embeddings were randomly sampled
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Model Phrase-level training Root-level training

Fine-grained Binary Fine-grained Binary
LSTM 48.0 (1.0) 86.7 (0.7) 45.6 (1.1) 85.6 (0.5)

TreeLSTM (C) 49.8 (0.8) 87.9 (0.9) 46.3 (0.7) 85.8 (0.5)
TreeLSTM (D) 46.9 (0.2) 85.5(0.4) 46.0 (0.3) 85.0(0.4)
TreeLSTM (A) n/a n/a 44.4 (0.2) 82.9 (0.6)

mTreeLSTM (A) n/a n/a 45.2 (0.5) 83.2(0.5)
mTreeLSTM (D) 47.5(0.7) 85.7(0.1) 46.7 (0.8) 85.7 (0.8)

Table 3.3 Accuracy on the Stanford Sentiment Treebank dataset with standard
deviation in parentheses (numbers in percentage).

from an uniform distribution in [—0.05,0.05] with a size of 100. The word and relation
embeddings were updated during training with a learning rate of 0.1.

We use one hidden layer and the same dimensionality settings for sequential LSTM
and tree-structured LSTMs. LSTM hidden states are of size 150. The output hidden size is
50 for the relatedness task and the NLI task. Each model is trained for 10 iterations. The
same training procedure repeats 5 times with parameters being evaluated at the end of every
iteration on the development set. The model having the best results on the development set
is used for final tests.

For all sentences in the datasets, we parse them with constituency parser [KMO03], de-
pendency parser [CM14], and AMR parser [FTC" 14, FDSCI16] to obtain the tree struc-
tures. We compare our mTreeLSTM model with two baselines: LSTM and TreeLSTM.
We use the notation (C), (D), and (A) to denote the tree structures that the models are based
on, where they stand for constituency trees, dependency trees, and AMR trees, respec-
tively. The code to reproduce the results is available at https://github.com/namkhanhtran/
m-treelstm.*

3.3.7 Results and Discussions

Sentiment Classification: For this task, we use the Stanford Sentiment Treebank [SPW*13]
with the standard train/dev/test splits of 6920/872/1821 for the binary classification sub-
task, and 8544/1101/2210 for the fine-grained classification sub-task. We used two differ-
ent settings for training: root-level and phrase-level. In the root-level setting, we use each
sentence as a data point, while in the phrase-level setting, each phrase is reconstructed from
nodes in the parse tree and treated as a separate data point. It is noted that in the phrase-
level setting we obtain much more data for training, but the root-level setting is closer to
real-world applications. In addition, since it is too expensive to have labeled data for AMR

4The correctness of our implementation is also suggested by the fact that we have reproduced the results
of LSTM and TreeLSTM by Tai et al. [TSM15], up to small variations.
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trees in the phrase-level setting, we only report the results on the root-level setting. We
evaluate our models and baseline models at the sentence level.

Table 3.3 shows the main results for the sentiment classification task. While LSTM
model obtains quite good performance in both settings, TreeLSTM model on constituency
tree obtains better results, especially in the phrase level setting, which has more supervi-
sion. It confirms the conclusion from Tai et al. [TSM15] that combining linguistic knowl-
edge with LSTM leads to better performance than sequence models in this task. Table 3.3
also shows mTreeLSTM consistently outperform TreeLSTM on the same tree structures in
both settings. It demonstrates the effectiveness of the relation multiplication mechanism
and the importance of modeling relation information. The TreeLSTM and mTreeLSTM
models with AMR trees do not perform well on this task. Synthetic information along goes
a long way in determining the sentiment of a sentence. Moreover, the noisy sentences in
this task impact the accuracy of the AMR parser. Parse errors confuse the LSTM learner,
limiting the potential gain. The performance may be improved with future, better AMR
parsers.

We dive deep into what the models learn by listing the composition matrices W;L}(Lj k)
with the largest Frobenius norms. Intuitively, these matrices have learned larger weights,
which are in turn being multiplied with the child hidden states. That child will therefore
have more weight in the composed parent vector. In decreasing order of Frobenius norm,
the relationship matrices for mTreeLSTM on dependency trees are: conjunction, adjecti-
val modifier, object of a preposition, negation modifier, verbal modifier. The relationship
matrices for mTreeLSTM on AMR trees are: negation (:polarity), attribute (: ARG3,
: ARG2), modifier (: mod), conjunction (: opN). The model learns that verbal and adjective
modifiers are more important than nouns, as they tend to affect the sentiment of sentences.

Sentence Relatedness: For this task, we use the Sentences Involving Compositional Knowl-
edge (SICK) dataset, consisting of 9927 sentence pairs with the standard train/dev/test split

of 4500/500/4927. Each pair is annotated with a relatedness score y € [1, 5], with 1 indi-

cating the two sentences are completely unrelated, and 5 indicating they are very related.

Each label is the average of 10 ratings assigned by different human annotators. Following

Tai et al. [TSM15], we use Pearson, Spearman correlations, and mean squared error (MSE)

as evaluation metrics.

Our results are summarized in Table 3.4. The tree-structured LSTMs, both TreeLSTM
and mTreeLSTM, reach better performance than the standard LSTM. The model using
dependency tree as the backbone achieves best results. The mTreeLSTM with AMR trees
obtain slightly better results than the TreeLSTM with constituency trees. The multiplicative
TreeLSTM models outperform the TreeLSTM models on the same parse trees, illustrating
again the usefulness of incorporating relation information into the model.

Similar to the previous experiment, we list the composition matrices WZ}(LJ *) with the
largest Frobenius norms. The relationship matrices for dependency trees include: indi-
rect object, marker for introducing a finite clause subordinate to another clause, negation
modifier, adjectival modifier, phrasal verb particle, conjunction. The relationship ma-
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Model

Pearson

Spearman

MSE

LSTM

0.8409 (0.0036)

0.7782 (0.0058)

0.3035 (0.0033)

TreeLSTM (C)
TreeLSTM (D)
TreeLSTM (A)

0.8497 (0.0049)
0.8631 (0.0026)
0.8415 (0.0027)

0.7904 (0.0040)
0.8034 (0.0024)
0.7742 (0.0012)

0.2861 (0.0101)
0.2600 (0.0045)
0.2986 (0.0045)

mTreeLSTM (A)
mTreeLSTM (D)

0.8527 (0.0006)
0.8717 (0.0037)

0.7884 (0.0006)
0.8141 (0.0048)

0.2788 (0.0015)
0.2443 (0.0069)

Table 3.4 Results on the SICK dataset for semantic relatedness task with standard
deviation in parentheses

Model All LS Negation
LSTM 77.3(0.5) 74.6(1.4) 77.5(04)
TreeLSTM (C) 79.0(1.4) 78.1(2.9) 853(1.2)
TreeLSTM (D) 82.9(0.3) 81.0(2.6) 84.3(1.2)
TreeLSTM (A) 82.6(0.2) 84.0(1.5) 88.2(0.4)
mTreeLSTM (A) 83.3(0.2) 85.3(0.4) 88.5(0.8)
mTreeLSTM (D) 84.0 (0.5) 81.6(1.3) 87.8(0.8)

Table 3.5 Accuracy on the SICK dataset for the natural language inference task
with standard deviation in parentheses (numbers in percentage)

trices for AMR trees are: patient (: ARG1), comparatives and superlatives (:degree),
agent (:ARGO), attribute (:ARG3), medium (:medium), possession (:poss), manner
(:manner).

Natural Language Inference: In this task, we first look at the SICK dataset described
in the previous section. In this setting each sentence pair is classified into three labels,
entailment, contradiction, and neutral.

In addition to the standard test set, we also report performances of our models on two
different subsets. The first subset, Long Sentence (LS), consists of sentence pairs in the test
set where the premise sentence contains at least 18 words. We hypothesize that long sen-
tences are more difficult to handle by sequential models as well as tree-structured models.
The second subset, Negation, is a set of sentence pairs where negation words (not, n’t or
no) do not appear in the premise but appear in the hypothesis. In the test set, 58.7% of these
examples are labeled as contradiction.

Table 3.5 summarizes the results of our models on different test sets. The mTreeL-
STM models obtain highest results, followed by TreeLSTM models. The standard LSTM
model does not work well on this task. The results reconfirm the benefit of using the
structure information of sentences in learning semantic representations. In addition, Ta-
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Model Acc (%)
LSTM [BAPM15] 77.6
Syntax TreeLSTM [YBD*17] 80.5
CYK TreeLSTM [MCY17] * 81.6
Gumbel TreeLSTM [CYgL18] 81.8
Gumbel TreeLSTM + leaf LSTM [CYgL18] 82.6
TreeLSTM (D) 81.0
mTreeLSTM (D) 81.9

Table 3.6 Results on the SNLI dataset. The first group contains results of some
best-performing tree-structured LSTM models on this data. (*: a preprint)

ble 3.5 shows that TreeLSTM on dependency trees and AMR trees outperform the models
with constituency trees. The dependency trees provide some semantic information, i.e., se-
mantic relations between words at some degrees, while AMR trees present more semantic
information. The multiplicative TreeLSTM on AMR trees perform much better than other
models on the LS and Negation subsets. The results on the LS subset shows that mTreel-
STM on AMR trees can handle long-range dependencies in a sentence more effectively.
For example, only mTreeLSTM (A) is able to predict the following example correctly:

Premise: The grotto with a pink interior is being climbed by four middle eastern children,
three girls and one boy.

Hypothesis: A group of kids is playing on a colorful structure.

Label: entailment

Similar to previous experiments, we list the composition matrices with the largest
Frobenius norms to get some insights into what the models learn. The relationship matrices
for mTreeLSTM on dependency trees are: negation modifier, nominal subject, adjectival
modifier, direct object, passive auxiliary, adverb modifier. These matrices for mTreeLSTM
on AMR trees are: attribute (: ARG2), patient (: ARG1), conjunction (:opN), location,
negation (:polarity), domain. In contrast to the sentiment classification task, where
adjectives are crucial, the model learns that subjects and objects are important to determine
the meaning of sentences.

Furthermore, we evaluate our mTreeLSTM model with SNLI (Stanford Natural Lan-
guage Inference), a larger NLI dataset [BAPM15]. It is composed of about 550K/10K/10K
sentence pairs in train/dev/test sets. We use dependency tree as the backbone for tree-
structured LSTMs. All models in Table 3.6 use a hidden size of 100 for a fair comparison.
The table shows that mTreeLSTM (D) outperforms many other syntax-based TreeLSTM
models including TreeLSTM (D), reconfirming our conclusion drawn with SICK.

Incorporating relation information in the tree-structured LSTM increases model com-
plexity. In this experiment, we analyze the impact of the dimensionality of relation em-
bedding on the model size and accuracy. Table 3.7 shows the model with the relation
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Model rDim #Params Acc (%)
TreeLSTM (A) n/a 301K 82.6
mTreeLSTM (A) 50 354K 82.7
mTreeLSTM (A) 75 358K 83.1
mTreeLSTM (A) 100 361K 83.6
mTreeLSTM (A) 200 376K 83.0

Table 3.7 Effects of the relation embedding size on SICK dataset for the NLI task

Model #Params Acc (%)
TreeLSTM (D) 301K 82.9
addTreeLSTM (D) 361K 83.4
fullTreeLSTM (D) 1.1M 83.5
mTreeLSTM (D) 361K 84.0

Table 3.8 Comparison between different methods using relation information on
the SICK dataset for the NLI task

embedding size of 100 achieves the best accuracy, while the overall impact of the embed-
ding size is mild. The multiplicative TreeLSTM has only 1.2 times the number of weights
in TreeLSTM (with the same number of hidden units). We did not count the number of
parameters in the embedding models since these parameters are the same for all models.

Table 3.8 shows a comparison between mTreeLSTM and two other plausible methods
for integrating relation information with TreeLSTM. In addTreeLSTM, a relation is treated
as an additional node input in the TreeLSTM model; In fullTreeLSTM, the model corre-
sponds to Equation 3.8, where each edge type has a separate transition matrix. Both mod-
els achieve better results than TreeLSTM, indicating the usefulness of relation information.
While addTreeLSTM and fullTreeLSTM obtain comparable performances, mTreeLSTM
outperforms both of them. It is also to note that the number of parameters of mTreeLSTM
is much less than those of fullTree LSTM.

To sum up, in this work, we present multiplicative TreeLSTM, an extension of existing
tree-structured LSTMs to incorporate relation information between nodes in the parsed tree.
Multiplicative TreeLSTM allows different compositional functions for child nodes, which
makes it more expressive. In addition, we investigate how lexical semantic representation
can be used with tree-structured LSTMs. Experiments on three common NLP tasks showed
that multiplicative TreeLSTMs outperform conventional TreeLSTMs, illustrating the use-
fulness of relation information. Moreover, with AMR as backbone, tree-structured models
can effectively handle long-range dependencies.
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3.4 Improved Representation Learning for Question
Answer Matching

Question answering (QA) is an important end-user task at the intersection of natural lan-
guage processing and information retrieval. QA itself can be divided into factoid QA,
which enables the retrieval of facts, and non-factoid QA, which enables finding of com-
plex answer texts such as descriptions, opinions, or explanations as shown in Table 3.9. A
typical architecture of QA systems is composed of two high level major components: 1)
question analysis and retrieval of candidate answers; ii) ranking and selecting of the most
suitable answer. In this work, we focus on the latter component, i.e. answer selection (AS),
and demonstrate the usefulness of representation learning for tackling this task. Formally,
the AS task can be defined as follows: Given a question and a pool of candidate answers,
the goal is to select the positive answer.

One main challenge of this task lies in the complex and versatile semantic relations
that can be observed between questions and answers. While for factoid QA the task of
answer selection may be largely cast as a textual entailment problem, for non-factoid QA
what makes an answer better than another often depends on many factors. Different from
many other matching tasks, the linguistic similarities between questions and answers may
or may not be indicative for the good answers; depending on what the question is looking
for, a good answer may come in different forms. Sometimes a correct answer completes the
question precisely with the missing information, and in other scenarios, good answers need
to elaborate part of the question to rationalize it, and so on. In other cases, the best answers
can also be noisy and include extraneous information irrelevant to the question. In addition,
while a good answer must relate to the question, they might not share common lexical units.
For example, in the question in Table 3.9, the word “companies” is not directly mentioned
in the answer. This issue may confuse simple word-matching systems.

Question: Are companies in California obliged to ?

Ground-truth answer: We run into this all the time with our EU clients. As far as |
can tell, ,
which is determined at the state level, and only in the case that items are taxable. It
seems that the service provided to you is not taxable and so there is no obligation
under Californian law to provide what you need.

Table 3.9 An example of a question with a correct answer. The segments in the
answer are related to the segments in the question by the same color.

These challenges consequently make the traditional models which are commonly based
on lexical features [YCMP13, WM10, WSMO7] less effective compared to deep learning
based methods [FXG™ 15, WN15]. The neural models often follow the two step procedure:
Firstly, representations of questions and answers are learned via a neural encoder such
as long short-term memory (LSTM) networks or convolutional neural networks (CNN);
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Secondly, these representations of questions and answers are composed by an interaction
function to produce an overall matching score. In the first step, each word in a question or
an answer sequence is first represented with a hidden vector and then all the hidden vectors
are aggregated for sequence representations. These models have shown very successful
results in the AS task, however they still suffer from an important issue. The answers can
be very long and contain lots of words that are not related to the question at hand, especially
in non-factoid QA; consequently, the resulting representation might be distracted by non-
useful information.

Recent years, attention-based models are proposed to deal with this challenge and have
shown great success in many tasks such as machine translation [BCB15, SVL14], machine
reading comprehension [HKG™15] and textual entailments [RGH'15]. In the AS task,
attention-based approaches aim to focus on segments within the candidate answer that are
most related to the question [TdSXZ16, WLZ16]. The segments with a stronger focus are
treated as more important and have more influence on the resulting representations. For
example, in attention-based LSTM models [TdSXZ16] as shown in Figure 3.8, a weight is
automatically generated for each word in the answer via an attention model, and the answer
is represented as the weighted sum of the hidden vectors. Various attention mechanisms
have been proposed in previous studies in which additive attention [BCB15] and multi-
plicative attention [RCW15] are the two most commonly used. While additive attention is
associated with a multi-layer perceptron for computing attention weights, multiplicative at-
tention uses inner product for the weight estimations. Though these attention mechanisms
have shown promising results in answer selection, they do not make use of surrounding
word context when calculating attention weights, which has been proved to enhance the
performance of LSTM based QA [CHH™17]. To address this issue, we adopt another at-
tention mechanism, i.e. sequential attention [BYRB17] in which an additional LSTM is
added to compute a context-aware weight for each hidden vector. This mechanism helps
generate more accurate answer representation regarding to the question.

A common characteristic of the previous attention-based approaches is that the question
is represented by one feature vector and a round of attention is applied for learning the
representation of the answer. However, in many cases different segments of the answer
can be related to different parts of the question [PKVM17]. For example, in Table 3.9
the segment “the only requirements when it comes to invoicing have to do with sales tax”
is relevant to “provide invoices” mentioned in the question, while “there is no obligation
under Californian law” answers “California obliged” stated in the question. Consequently,
using one feature vector pair for question answer matching may be not capable of capturing
the complex semantic relations between questions and answers. This can lead to suboptimal
results. Clearly, it is expected that the more aspects an answer covers the better the answer
is. A good system should reflect this expectation.

In this work, we propose Multihop Attention Networks (MANSs) to deal with this prob-
lem. MANSs locate, via multiple steps of attention, answer segments that are relevant to
different aspects of the question. As illustrated in Figure 3.7(b), the MAN first uses the
question vector to deduce the answer vector in the first attention layer, then the question
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vector is refined in the next step to learn the answer vector in the second attention layer.
Each attention step gives a different attention distribution focusing on the segments that are
relevant to one aspect of the question. Finally, we sum up the matching score in each step
for scoring the answer. We perform experiments on both factoid QA and non-factoid QA
datasets. Experimental results show that our proposed models obtain highly competitive
results and outperform state-of-the-art approaches.

The main contributions of this work can be summarized as follows:

o We are the first to investigate the effectiveness of sequential attention mechanism for
answers’ attentive representations in answer selection.

e We propose Multihop Attention Networks which represent questions by multiple vec-
tors and use multiple steps of attention for learning the representation of answers. By
doing this, MANs can capture different semantic relations between questions and
answers.

e We provide extensive experimental evidence of the effectiveness of our model on
both factoid question answering and community-based question answering on differ-
ent domains. Our proposed approach outperforms many other neural architectures
on these datasets.

3.4.1 Related Literature

Our work is concerned with ranking question and answer pairs to select the most relevant
answer for each question. Previous work on this task have primarily used feature engineer-
ing, linguistic tools, or external resources [YCMP13, WM10, WSMO07]. In [YCMP13],
Yih et al. constructed semantic features based on WordNet and paired semantically related
words based on word semantic relations. In [WM10, WSMO07], the answer selection prob-
lem was transformed to a syntactical matching between the question and answer parse trees.
Some work tried to fulfill the matching using minimal edit sequences between dependency
parse trees [HS10, YVDCBC13, SM13]. However, apart from relying on the availability of
additional resources, the effort of feature engineering and the systematic complexity intro-
duced by the linguistic tools, such models have limited performance and are outperformed
by modern deep learning approaches [YHBP14, SM15].

Yu et al. [YHBPI14] employed a convolutional neural network (CNN) for feature
learning of QA pairs and subsequently applied logistic regression for prediction. De-
spite its simplicity, the approach outperforms all traditional approaches [YCMP13, SM13,
YVDCBCI13]. Another attractive quality of deep learning architectures is that features can
be learned in an end-to-end fashion. Severyn et al. [SM15] presented a unified architecture
that trains a convolutional neural network together with a multi-layer perceptron, in which
features are learned while the parameters of the network are optimized for the task at hand.
In addition to CNN, recurrent neural networks such as the long short-term memory (LSTM)
networks are also very popular for learning sequence representation and have been widely
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adopted in QA [WN15, TXZ15, TdSXZ16]. In [WN15], Wang and Nyberg incorporate
stacked LSTMs to learn a joint feature vector of question and answer for classification. In
[TXZ15], Tan et al. combined CNN and LSTM into a hybrid architecture which utilizes the
advantages of both architectures. However, these approaches are outperformed by models
with attention mechanism.

Recently, attention-based systems have shown very promising results on a variety of
NLP tasks, such as machine translation [BCB15, SVL14], machine reading comprehension
[HKG™15], text summarization [RCW15] and textual entailment [RGH™15]. Such models
learn to focus their attention to specific parts of their input and most of them are based on a
one-way attention, in which the attention is basically applied over one type of input based
on another input (e.g. over target languages based on the source languages for machine
translation, or over documents according to queries for reading comprehension). Most re-
cently, several two-way attention mechanisms are proposed, where the information from
two input items can influence the computation of each others representations. Rocktaschel
et al. [RGH™"15] develop a two-way attention mechanism including another one-way atten-
tion over the premise conditioned on the hypothesis, in addition to the one over hypothesis
conditioned on premise. Santos et al. [dSTXZ16] and Yin et al. [YSXZ16] generate in-
teractive attention weights on both inputs by assignment matrices. Yin et al. [YSXZ16]
use a simple Euclidean distance to compute the interdependence between the two input
texts, while Santos et al. [dSTXZ16] resort to attentive parameter matrices. Both types of
attention show similar performances on AS [dSTXZ16, TXZ15], thus in this work we only
use the one-way attention. However, unlike the previous work, our proposed models use
multiple steps of attention instead of one attention step only.

Additive attention [BCB15] and multiplicative attention [RCW15] are the two most
commonly used attention mechanisms. Self-attention or intra-attention is a special case of
the additive attention mechanism. It relates elements at different positions from a single
sequence by computing attention between each pair of tokens. In recent works, it has been
shown effective in natural language inference [LSLW 16], reading comprehension [HPQ17]
and neural machine translation [VSP*17]. Sequential attention [BYRB17] is another type
of attention mechanisms which uses an additional bi-directional RNN layer. This additional
layer allows local alignment information to be used when computing the attentional score
for each token. It has shown promissing results on reading comprehension [BYRB17]. In
this work, we show that sequential attention can be well adopted for the AS task and obtain
highly competitive results.

Our proposed MANS are also related to Dynamic Memory Networks (DMNs) [KIO T 16]
in the sense that we both use an iterative attention process instead of only one round of at-
tention. However, each memory in DMNs depends on the memory in the previous step,
aiming to narrow down their focus on individual facts or sentences in regard to the single
question representation, while in MANs each attention step is applied independently for
selecting the informative parts of answers relating to different aspects of the question.
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3.4.2 Multihop Attention Networks

Although CNNs can be used for representation learning in the AS task, LSTMs have been
shown to obtain better performances [TdSXZ16, dSTXZ16]. Hence, in this work we base
our attention-based models on a variation of the LSTM model. We first describe the basic
framework for answer selection based on LSTMs, called QA-LSTM [TdSXZ16]. Next
we describe in detail different attention-based models that build on top of the QA-LSTM
framework. After that, we present our Multihop Attention Networks.

Long Short-Term Memory (LSTM). LSTM networks [HS97] are a type of recurrent neu-
ral network that are capable of learning long term dependencies across sequences. Given
an input sequence X = (w1,s,...,x,), Where each z; is an E-dimension word vector
(v, € RF), the LSTM returns a sequence embedding or hidden vector h; with a size d
(h: € R?) at every time step ¢ defined as follows:

iy =0 (Wixy + Uihy_1 + b;)

op =0 (Wozy + Uphy—1 + b,)
fi=0 Wxy + Ushi_q + by)
w, = tanh (Wyx, + Uyhy_1 + by)
Ci=10u+ [; ©Cyy

hy = o; @ tanh(C})

(3.17)

where W,,b,, U, are the parameters of the LSTM network (W, € R¥>F U, € R4,
b, € R% and * = {i, 0, f,u} in which the input 4, forget f and output o are three gates, and
C is the cell state. o is the sigmoid function and ® denotes element-wise multiplication.
Here, we omit the technical details of LSTM which can be found in many related works.

Single-direction LSTMs suffer from the weakness of not making use of the contextual
information provided by future tokens. Bidirectional LSTMs (biLSTMs) use both the pre-
vious and future context by processing the sequence in two directions, and generate two
sequences of output vectors. The output for each token is the concatenation of the two
vectors from both directions, i.e. h; = h; || h;. The output of biLSTM layer is a se-
quence of hidden vectors H € RX*2? where L is the maximum sequence length and d is
the dimensional size of LSTM.

LSTM for Answer Selection. The basic LSTM-based framework for answer selection
(QA-LSTM) introduced by Tan et al. [TdSXZ16] is shown as in Figure 3.7(c) (without the
attention layer). Given an input pair (¢, @), where ¢ = (qu, ..., ¢;) is a sequence of word in-
dices for question and a = (ay, ..., a,,) is a sequence of word indices for candidate answer,
the word embeddings (WEs) of both ¢ and a are first retrieved by passing the sequences
of word indices through a look-up layer. The parameters of this layer are W € RV*¥
where V' is the size of vocabulary and £ is the dimensionality of the word embeddings.
We initialize W with pretrained word embeddings which is inline with previous works
[YHBP14, TdSXZ16].
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Figure 3.7 Traditional attention-based networks: (a) Interactive attention network;
(c) Self-attention network; and our proposed MANSs: (b) Multihop interactive at-
tention network; (d) Multihop self-attention network. P: pooling layer, A: atten-
tion layer

A biLSTM is then applied separately over the two sequences of WEs creating hidden
vectors for the question and answer, i.e. h,(t) = LSTM(E)(t —1),q) | LSTM(E(t +
1), ¢:) and ha(t) = LSTM(ha(t — 1),a7) || LSTM(ha(t + 1),a;). Subsequently, the
final representations o, and o, for question and answer, respectively, can be taken by max
or mean pooling over all the hidden vectors or the last hidden vector. As discussed in
[FXGT15, TXZ15], sharing the same network parameters is significantly better than using
separate question and answer parameters, and converges much faster. Therefore, we follow
the same procedure by using the same network parameters for processing questions and
candidate answers.

Finally, a cosine similarity sim(q, a) is defined to score the input pair (¢,a) and the
hinge loss function is used as training objective.

L = max{0, M — sim(q,a,) + sim(q,a_)} (3.18)

where a, is a ground truth answer, a_ is an incorrect answer randomly chosen from the
entire answer space, and M is the margin which controls the extent of discrimination be-
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Figure 3.8 (a) The question vector representation and (b) The attention mecha-
nism for answer vector generation

tween positive QA pairs and corrupted QA pairs. We treat any question with more than
one ground truth as multiple training examples. During training, for each question we ran-
domly sample N negative answers, but only use the one with the highest £ to update the
model similar to [TdASXZ16, RHL16].

Attention Mechanisms. The aforementioned QA-LSTM is basically a siamese network
[CHLOS] which might fail to notice a potential issue. The answers might be extremely
long and contain lots of words that are not related to the question at hand, especially in
non-factoid question answering. For example, in Table 3.9 the first sentence “we run into
this all the time with our EU clients” does not relate directly to the question. Even if ad-
vanced neural networks are exploited, the resulting representation might still be distracted
by non-useful information. Thus, a number of attention-based models for the answer vector
generation have been proposed in order to alleviate this weakness by dynamically aligning
the more informative parts of answers to the question. Conceptually, attention mechanisms
give more weight to certain words which have more influence on the resulting represen-
tation. In the AS task the expectation is that words in the candidate answer that are more
important with regard to the input question should receive larger weights. Most previous
works such as [TdSXZ16, RHL16] proceed as follows: the input question is represented
by a vector o, using last, max or average pooling and an attention model is used over a
sequence of hidden vectors to learn the representation of the answer o, as shown in Figure
3.8. An attention mechanism which takes into account the question vector for computing
the attention weights in learning the answer representation, is called as an interactive at-
tention mechanism. In contrast, an attention mechanism which is employed only on the
candidate answer, is considered as a self-attention or intra-attention mechanism. One of
the advantages of the intra-attention mechanism is that questions and answers can be em-
bedded into a joint vector space without being paired, so that arbitrary question and answer
vectors in that space are directly comparable.

Let H, = {ho(1), ha(2), ..., ho(m)} denote the hidden vectors of the answer after pass-
ing through the biLSTM layer. To produce the final representation of the answer, instead
of using the last hidden vector or average or max pooling, an additional attention layer is
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used as follows:

Qp X fattention (Of7 ha(t))
ou = S ashalt) (3.19)
t

where h,(t) is the hidden vector of the answer at time £. When the interactive attention
mechanism is used, oy is often equal to the question representation o, as shown in Figure
3.7(a). When the intra-attention mechanism is used, fuention Only depends on h,(t) as
in Figure 3.7(c). Next, we describe in detail the different implementations of f,;ention
function.

MLP Attention: Additive attention (or multi-layer perceptron attention) [BCB15] is one
of the most commonly used attention mechanisms. It is first used for answer selection by
Tan et al. [TdSXZ16]. In [TdSXZ16], the attention function f,yention 1S computed by a
multi-layer perceptron network as follows:

m(t) = tanh (W, h,(t) + W,0,)

fattention (0, ha(t)) = softmax (w;m(t)) (3.20)

where W,,, W, are attentive weight matrices and w,, are attentive weight vector. The size
of the matrices and vector are often equal to the size of input vectors h,(t) and o,.

Bilinear Attention: This is another commonly used attention mechanism. For example,
Chen et al. [CBM16] found it effective in machine reading comprehension, Rush et al.
[RCW15] used it in abstractive summarization. Santos et al. [dSTXZ16] used this attention
mechanism for AS task. In contrast to the additive attention, this attention mechanism
makes use of a bilinear term instead of using a tanh layer to estimate the attention function

fattention:
Jattention (0, ha(t)) = softmax, (o, Wha(t)) (3.21)

where W is a network parameter.

Sequential Attention: The previous approaches to attention select words with only very
indirect consideration of their context, Brarda et al. [BYRB17] address this issue by tak-
ing into account explicit context sensitivity for computing the attention scoring function
fattention- Specifically, instead of producing a single value of f,;ension for each word in the
answer by using a bilinear term as the bilinear attention, a vector -y, is defined as

Ve = 04 @ ha(t) (3.22)

where © is element-wise multiplication. The vector +; is then fed into a new biLSTM layer
to get the hidden attention 7, vector representation: 7, = LSTM(7/,_1,7:) || LSTM(% 141, 7)-
Finally, the attention function fustension 1S computed as

fattention (6f> ha(t)) = SOftmaXt (1T77t) (323)
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Chen et al. [CHH"17] showed that utilizing context information can enhance the perfor-
mance of LSTM based QA. Therefore, in this work we aim to investigate the effectiveness
of sequential attention in answer selection. Experimental results show that sequential at-
tention can be well adapted for the AS task and outperform other attention mechanisms on
different QA datasets.

Self-Attention: In contrast to aforementioned attention mechanisms where the question
vector o4 1s used to learn the representation of the answer, in this attention mechanism the
answer is autonomously embedded into the embedding space without being paired with the
question, so that arbitrary question and answer vectors in the space are directly comparable.
Generally, self-attention relates different positions of a single sequence in order to compute
the final representation of the sequence. This has been successfully employed in a variety
of tasks including reading comprehension, abstractive summarization and textual entail-
ment [LFdST17]. In the context of answer selection, fuiention (07, ha(t)) can be estimated
merely based on h,(t) as follows:

s(t) = tanh (Wihg(t) + bs)

24
fattention (6f7 ha (t)) = SOftmaX (”LUJS(t)) (3 )

where W, by and wy are attention parameters.

Multihop Attention Networks. In many cases, the semantic relations between a question
and an answer can be very complex. Similar to [PKVMI17], we observe that different
parts of the answer can relate to different aspects or intentions addressed by the question.
For example, in Table 3.9, the question “are companies in California obliged to provide
invoices” refers to two aspects invoices and California law and each aspect is covered
by different parts of the answer. Consequently, using single vectors for the question and
answer representations might not be able to uncover their complex semantic relations. This
can lead to suboptimal results.

In this work, we propose Multihop Attention Networks (MANSs) to tackle this problem.
Our models are represented in Figure 3.7(b) and 3.7(d). Unlike existing models [TdSXZ16,
dSTXZ16], we do not compress the question to a single representation, but instead use
multiple vectors for the question representation. Each question vector is then used to match
with the answer representation which is learned via an attention layer. Specifically, given
a question and a candidate answer, the model first reads the question and the answer using
a biLSTM layer. Then, it deploys an iterative matching process to uncover the semantic
relations between the question and the answer. In this phase, it first attends to some parts of
the question, then finds their corresponding matches by attending to the answer. In the next
step, it gives more attention to other parts of the question and searches for their matching
parts in the answer. After a fixed number of iterations, the model uses the sum of the
matching scores of each step to rank the question-answer pair.

Let H, = {hy(1),...,hy(1)} denote the hidden vectors of the question after passing
through the biLSTM layer. To obtain the representation of the question, one of three fol-
lowing mechanisms is usually used: last, mean, or max pooling. Last pooling takes the last
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vector h,(l), mean pooling averages all vectors and max pooling takes the element-wise
maximum of H,. In [LFdST17], Lin et al. proposed self-attention mechanism to replace
the max pooling or averaging step. In this work, we adapt this mechanism with some mod-
ifications for creating different question vector representations. Specifically, in each step £,
the question representation oflk) is computed as follows:

s = tanh (WP he(t)) © tanh (W FmED)

ozl(tk) = softmax (wgk)ngk)> (3.25)

k
o) =" ain,(t)
t

where Wq(k), W and w® are network parameters, mgk) is a separate memory vector for

guiding the next attention step. It is recursively updated by

m((lk;) _ m«(zk_l) + O((Ik) (3.26)

The initial memory vector méo) is defined based on the context vector 0510) where

1
@=7§mw

In each step, the question is represented by a vector ogk) which focuses specifically on

some aspects of the question. The vector ogk) is then used as input for the attention models
described in the previous section to extract the answer representation o). After that, we
compute the similarity between question and answer vectors by their cosine similarity. This
similarity score reflects on how the answer relates to the corresponding parts of the ques-
tion. After performing K matching steps, the final similarity between the given question

and answer becomes

K
sim(q,a) = Z cos(oék), ol (3.27)
k

The overall architecture of this model when K = 2 is shown in Figure 3.7(b). Figure 3.7(d)
presents MAN with using self-attention mechanism for the answer vector generation. In
this case, we use two separate attention models described in Equation 3.25, one model
for questions and another for answers. After each step, the same procedure is applied as
implied by Equation 3.27. It is important to note that separate attention models are applied
to questions and answers but the same attention parameters are used for questions (answers)
in different steps. Therefore, our network parameters are comparable to the models with
a single attention layer [TdSXZ16, dSTXZ16] but we outperform the latter models on the
datasets tested.
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3.4.3 Experimental Setup

Datasets: To evaluate the proposed approaches, we conduct an empirical evaluation based
on three popular and well-studied benchmark datasets for both factoid and non-factoid
question answering. In addition, we use another newly released dataset for the financial
domain. These four datasets cover different domains and exhibit different characteristics:

e TREC-QA - This is a benchmark dataset created by Wang et al. [WSMO07] based
on Text REtrieval Conference (TREC) QA track (8-13) data. The dataset contains a
set of factoid questions, where candidate answers are limited to a single sentence. To
enable direct comparison with the previous work, we follow the approach of train/de-
v/test questions selection from [WN15], in which all questions with only positive or
negative answers are removed. In total, we have 1162 training questions, 65 de-
velopment questions and 68 test questions. The maximum number of tokens for
questions and answers are set to 11 and 60, respectively, the length of the vocabulary
|V|=55060 and for each question there are 38 candidate answers on average.

e WikiQA - This is a recent popular benchmark dataset for open-domain question an-
swering, based on factual questions from Wikipedia and Bing search logs. For each
question, Yang et al. [YYM15] selected Wikipedia pages and used sentences in the
summary paragraph as candidates, which are then annotated on a crowdsourcing plat-
form. We follow the same preprocessing steps as Yang et al., where questions with
no correct candidate answers are excluded and answer sentences are truncated to 40
tokens. In total, we end up with 873 training questions, 126 development questions
and 243 test questions. Since there are only few negative answers for each question
in WikiQA, we extend it by randomly selecting a bunch of negative candidates from
the answer pool.

e InsuranceQA - This is a recently released large-scale non-factoid QA dataset from
the insurance domain created by Feng et al. [FXGT15]. In this work we use the
first version of the dataset. The dataset is already divided into a training set, a vali-
dation set, and two test sets, in which a question may have multiple correct answers
and normally the questions are much shorter than the answers. The average length
of questions and answers in tokens are 7 and 95, respectively. Such difference im-
poses additional challenges for the answer selection task. For each question in the
development and test sets, there is a set of 500 candidate answers, which include the
ground-truth answers and randomly selected negative answers.

e FiQA - This is a new non-factoid QA dataset from the financial domain which has
been recently released for WWW 2018 Challenges.” The dataset is built by crawl-
ing Stackexchange, Reddit and StockTwits in which part of the questions are opin-
ionated, targeting mined opinions and their respective entities, aspects, sentiment

Shttps:/sites.google.com/view/figa/home
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Dataset Train Dev Test Avg. Q Avg. A Avg. Cand
TREC-QA 1162 65 68 8 28 38
WikiQA 873 126 243 6 25 9
InsuranceQA 12887 1000 1800x2 7 95 500
FiQA 5999 323 324 11 135 500

Table 3.10 The statistics of the four employed answer selection datasets. For
WikiQA and TREC-QA we remove all questions that have no right or wrong
answers.

polarity and opinion holder. We minimally preprocess the data only performing to-
kenization and lowercasing all words. To reduce the size of resulting vocabulary,
we remove all rare words which occur less than 5 times. In this dataset questions
and answers are longer than in other datasets, which will consequently bring extra
challenges. The maximum number of tokens for questions and answers are set to 20
and 150 respectively. Following the setup for other datasets, we split this dataset into
training, development and test sets as shown in Table 3.10. For each question in the
development and test sets, we construct the answer pools by including the correct an-
swer(s) and randomly selected candidates from the complete set of unique answers.
Finally we have 500 candidate answers for each question.

Table 3.10 presents some statistics about the datasets, including the number of questions in
each set, average length of questions and answers as well as average number of candidate
answers in the development and test sets.

Employed Baselines: For all datasets, we report performances of the basic matching model
QA-LSTM and the models with a single attention layer described in Section 3.4.2 including
MLP-LSTM, Bilinear-LSTM, Self-LSTM and Sequential-LSTM. Furthermore, we also
introduce other baselines for each dataset separately.

e TREC-QA - The key competitors of this dataset are the CNN model of Severyn and
Moschitti [SM15], the Attention-based Neural Matching model [TdSXZ16, dSTXZ16]
and the RNN with Positional Attention proposed by Chen et al. [CHH"17]. In ad-
dition, due to the long standing nature of this dataset, we also report works based on
traditional feature engineering approaches [WSMO07, HS10].

e WikiQA - The competitors of this dataset include the Paragraph Vector (PV) and PV
+ Cnt models [YCMP13], CNN + Cnt model [YHBP14] which are reported in the
original WikiQA paper [YYM15]. Furthermore, we report additional strong base-
lines including AP-CNN and AP-LSTM [dSTXZ16], ABCNN [YSXZ16] and RNN-
POA [CHHT17]. We also report the Pairwise Ranking MP-CNN model [RHL16].

o InsuranceQA - The key competitors of this dataset are the CNN-based ARC-I/II ar-
chitecture by Feng et al. [FXG'15], QA-LSTM from [TdSXZ16] along with AP-
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LSTM which are attentive pooling improvements of the former and Inner attention-
based RNN [WLZ16].

e FiQA - For this dataset, we reimplemented QA-LSTM [TdSXZ16] and different at-
tention mechanisms on top of QA-LSTM for comparison.

We denote our proposed models as Multihop-MLP-LSTM, Multihop-Bilinear-LSTM, Multihop-
Sequential-LSTM and Multihop-Self-LSTM which are MANs based on additive attention,
bilinear attention, sequential attention and self-attention, respectively, for learning answers’
attentive representations.

Hyperparameters and Training: Here we describe the key evaluation protocol and met-
rics as well as implementation details of our experiments.

Evaluation Metrics: For the evaluation protocols we follow the prior work. Specifically,
in TREC-QA and WikiQA we use the Mean Reciprocal Rank (MRR) and Mean Average
Precision (MAP) metrics which are commonplace in IR and QA research. On the other
hand, InsuranceQA and FiQA evaluate on Precision@1 (P@1) which is determined based
on whether the top predicted answer is the ground truth. For all competitor methods, we
report the performance results from the original paper.

Implementation Details and Hyperparameters: The models are implemented in Py-
torch. The model parameters are optimized using Adam [BK15] optimizer with a learning
rate of 0.001. A batch size of 100 are used for all datasets. The parameters are regularized
with a per-minibatch L2 regularization strength of 1075 and a dropout of d = 0.3 is also
applied to prevent overfitting. The hidden layer size of LSTM models are the same as in
previous works for a fair comparison. Specifically, for TREC-QA and InsuranceQA the
sizes are set to 300 and 141 respectively as in [TdSXZ16]; the number for WikiQA is 141
as in [dSTXZ16]. For FiQA, we tried different numbers and found out that the size of 512
yields the best results. We tried different margins M in the hinge loss function and finally
fixed the margin to M = 0.2. A number of negative answers /N = 50 was used during train-
ing. The number of attention steps K is tuned amongst {1, 2, 3} and we also experimented
with the set of three vectors by using last, max and average pooling as different represen-
tations for the questions. We initialized the word embeddings with 300-dimensional Glove
vectors [PSM14] trained on 840 billion words. Embeddings for words not present in the
Glove vectors are randomly initialized with each component sampled from the uniform
distribution over [—0.25, 0.25]. The word embeddings are also part of the parameters and
are optimized during training. Since sequences within a mini-batch have different lengths,
we use a mask matrix to indicate the real length of each sequence. We trained all models
for a maximum of 40 epochs. We take MAP scores for TREC-QA and WikiQA and P@1
scores for InsuranceQA and FiQA on the development set at every epoch and save the pa-
rameters of the network for the top three models. We report the best test score from the
saved models. All experiments were conducted on a Linux machine with Nvidia GTX Ti
1080 GPU (12GB RAM). The code to reproduce the reported results and FiQA splits are
publicly available at https://github.com/namkhanhtran/nn4nqa.
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Model TREC-QA WikiQA
MAP MRR MAP MRR
PV + Cnt (Yih et al. [YCMP13]) - - 0.599 0.609
CNN + Cnt (Yu et al. [YHBP14]) - - 0.652 0.665
AP-LSTM (Santos et al. [dSTXZ16]) - - 0.670 0.684
ABCNN (Yin et al. [YSXZ16]) - - 0.692 0.710
Rank MP-CNN (Rao et al. [RHL16]) - - 0.701 0.718
Wang et al. [WSMO07] 0.603 0.685 - -
Heilman & Smith [HS10] 0.609 0.692 - -
Wang & Nyberg [WN15] 0.713 0.791 - -

CNN (Severyn & Moschitti) [SM15]  0.746  0.808 - -
AP-LSTM (Tan et al.) [TdSXZ16] 0.753 0.830 - -
AP-CNN (Santos et al.) [dSTXZ16] 0.753 0.851 0.689 0.696
RNN-POA (Chen et al. [CHH"17])  0.781 0.851 0.721 0.731

QA-LSTM 0.737 0.810 0.654 0.665
MLP-LSTM 0.764 0.839 0.686 0.695
Bilinear-LSTM 0.755 0.832 0.677 0.686
Self-LSTM 0.759 0.830 0.693 0.704
Sequential-LSTM 0.797 0.865 0.702 0.715
Multihop-MLP-LSTM 0.768 0.849 0.703 0.712
Multihop-Bilinear-LSTM 0.788 0.864 0.715 0.725
Multihop-Self-LSTM 0.771 0.864 0.702 0.710
Multihop-Sequential-LSTM 0.813 0.893 0.722 0.738

Table 3.11 Experimental results on TREC-QA and WikiQA. Baselines for TREC-
QA and WikiQA are reported in the first group. The second group shows the
performance of models with a single attention layer. We report the performance
of MAN:Ss in the last group.

3.4.4 Experimental Results

In this section, we present our empirical results on all datasets. For all reported results the
best result is in boldface.

TREC-QA: Our results on TREC-QA dataset is summarized in Table 3.11. Firstly, we
observe that all attention-based models outperform the basic matching model QA-LSTM
by large margins. Second, the model based on sequential attention mechanism obtains
a clear performance gain of around 3% on MAP/MRR against the model with additive
or multiplicative attention mechanism. Compared to these models, Self-LSTM achieves
comparable results though it does not use any query information for extracting answer
representation. It also performs better than QA-LSTM, which indicates that self-attention
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mechanism can give better representations than simply max or average pooling method.

Furthermore, Table 3.11 shows that MANs outperform all models with only one at-
tention layer. When using the same attention mechanism, the averages increase over
the baselines with a single attention layer are 2% — 3% in terms of MAP/MRR. Specif-
ically, Multihop-Sequential-LSTM gains an improvement of 1.6% on MAP and 2.8% on
MRR compared to Sequential-LSTM. Similarly, Multihop-Bilinear-LSTM obtains 3.3%
and 3.2% improvements in terms of MAP and MRR respectively. Multihop-MLP-LSTM
also shows some degree of improvement compared to MLP-LSTM. Based on self-attention
mechanism, MAN outperforms the model with one attention layer by 1.2% on MAP and
3.4% on MRR. Overall, Multihop-Sequential-LSTM obtains the best results on TREC-QA
dataset and surpasses the strong baseline RNN-POA [CHH ™ 17] by 3.2% on MAP and 4.2%
on MRR.

WikiQA: Table 3.11 reports the experimental results on WikiQA. First, we observe that
MAN-based models outperform the models with a single attention layer. Multihop-Sequential-
LSTM outperforms Sequential-LSTM by 2% in terms of MAP and 2.3% in terms of
MRR. Multihop-Bilinear-LSTM shows improvements of 3.8% on MAP and 3.9% on MRR
compared to Bilinear-LSTM. Multihop-MLP-LSTM and Multihop-Self-LSTM also per-
form slightly better than MLP-LSTM and Self-LSTM, respectively. Overall, Multihop-
Sequential-LSTM achieves the best results on WikiQA and shows some degree of im-
provement compared to the strongest baseline RNN-POA [CHH " 17].

InsuranceQA: Table 3.12 reports the experimental results on InsuranceQA. Our proposed
approaches achieve highly competitive performances on this dataset, where Multihop-
Sequential-LSTM obtains the best P@ 1 performance overall. Our best model surpasses the
strong baseline IARNN-Gate on both test sets. Although most MAN-based models show
some degree of improvement compared to the models with a single attention layer, apply-
ing one step of attention seems to be sufficient on this dataset. Interestingly, Self-LSTM
performs quite well on InsuranceQA dataset even outperforms some interactive attention-
based models. Multihop-Self-LSTM does not show any improvement against Self-LSTM.
In addition, Sequential-LSTM again shows better results than MLP-LSTM and Bilinear-
LSTM on this dataset.

FiQA: The results of the proposed models are shown in Table 3.13. On this new dataset
we observe similar behaviours to other datasets. Firstly, attention-based models outper-
form the basic matching model QA-LSTM. MAN-based models perform better than the
models with a single attention layer, in which Multihop-Sequential-LSTM obtains the best
performance overall. More specifically, Multihop-Sequential-LSTM improves Sequential-
LSTM by 4.5% in terms of P@1 while Multihop-Bilinear-LSTM shows an improvement of
2.8% on P@1 against Bilinear-LSTM. Multihop-MLP-LSTM indicates 1% enhancement
on P@1 compared to MLP-LSTM whereas Multihop-Self-LSTM also increases over Self-
LSTM by 1.3% in terms of P@1. Amongst interactive attention-based models Sequential-
LSTM outperforms MLP-LSTM and Bilinear-LSTM. Compared to these models, Self-
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Model Testl Test2
CNN (Feng et al. [FXGT15]) 0.628 0.592
CNN with GESD (Feng et al. [FXG™15]) 0.653 0.610
AP-LSTM (Tan et al. [TdSXZ16]) 0.690 0.648
IARNN-Gate (Wang et al [WLZ16]) 0.701 0.628
QA-LSTM 0.643 0.617
MLP-LSTM 0.693 0.648
Bilinear-LSTM 0.689 0.658
Self-LSTM 0.699 0.653
Sequential-LSTM 0.702 0.665
Multihop-MLP-LSTM 0.695 0.655
Multihop-Bilinear-LSTM 0.694 0.662
Multihop-Self-LSTM 0.682 0.648
Multihop-Sequential-LSTM 0.705 0.669

Table 3.12 Experimental results on InsuranceQA. Baselines for InsuranceQA are
reported in the first group. The second group shows the performance of models
with a single attention layer. We report the performance of MANs in the last

group.

LSTM shows highly competitive results.

Overall, we summarize the key findings of our experiments:

e Similar to previous work, we observe that attention-based models perform signifi-
cantly better than the basic matching model.

e Multihop Attention Networks are better in capturing the complex semantic relations
between questions and answers and outperform the models with only one attention
layer.

e Sequential attention can be well adopted for the AS task and gains considerably im-
provements compared to traditional attention mechanisms.

e Self-attention can produce better representations than simply max or average pooling
method and obtain competitive results on the AS task.

Effect of Attention Steps

Table 3.14 shows the influence of the number of steps on performance on FiQA dataset.
Multihop-Sequential-LSTM* is the model where we consider the vectors returned by us-
ing max, mean and last pooling as different representations for the questions. Overall,
Multihop-Sequential-LSTM performs better than Sequential-LSTM in which with K = 2
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Model MAP MRR Pe@l1
QA-LSTM 0.433 0.566 0.469
MLP-LSTM 0.497 0.616 0.509
Bilinear-LSTM 0.492 0.606 0.506
Self-LSTM 0.493 0.608 0.509
Sequential-LSTM 0.504 0.621 0.522
Multihop-MLP-LSTM 0.498 0.613 0.519
Multihop-Bilinear-LSTM 0.507 0.631 0.534
Multihop-Self-LSTM 0.488 0.619 0.522

Multihop-Sequential-LSTM  0.529 0.655 0.567

Table 3.13 Experimental results on FiIQA. The first group shows the performance
of models with a single attention layer. We report the performance of MANSs in
the second group.

Model MAP MRR P@1
Sequential-LSTM 0.504 0.621 0.522
Multihop-Sequential-LSTM* 0.514 0.636 0.543

Multihop-Sequential-LSTM (K=1) 0.527 0.649 0.561
Multihop-Sequential-LSTM (K=2) 0.529 0.655 0.567
Multihop-Sequential-LSTM (K=3) 0.523 0.644 0.546

Table 3.14 Effect of different number of attention steps on FiQA

Multihop-Sequential-LSTM obtains the best performance. This might be due to the fact
that the questions are rather short and often express two different aspects at most.

A Case Study

Figure 3.9 depicts the heat map of a test question from FiQA that was correctly answered
by Multihop-Sequential-LSTM. The stronger the color of a word in the question (answer),
the larger the attention weight of that word. As we can see in the figure, in the first step
Multihop-Sequential-LSTM puts more focus on some segments of the question and the
parts of the answer that have some interactions with the question segments. In the second
step, the multihop attention network gives more attention to other segments of the question
and consequently some other parts of the answer get more attention.

To sum up, in this work, we present Multihop Attention Networks for question answer
selection. Our proposed MANs use multiple vectors which focus on different parts of a
question to represent the overall semantics of the question and then apply multiple steps of
attention to learn representations for the candidate answers. In addition, we also show that
sequential attention mechanism can be well adapted for this task.
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Question Question
why are on Bavingraccounts so why are interest rates on saving accounts so

Iowlin usa and europe
Answer

the united states federal reserve has decided
that should be low they think it
may help the economy the details matter little
here though it will enforce this low rate by
buying treasury bonds at this very low interest
[fatelbonds are future money so this means they
pay a lot of money up front for very little
interest in the future the fed will pay more
than anyone who offers less money up front so
they can set the price as long as they 're
willing to buy at the end of the day treasury
bonds pay nearly no interest

low in @S&lland Elrope
Answer

the reserve has decided
that interest rates should be low they think it
may help the economy the details matter little
here though it will enforce this low rate by
buying treasury bonds at this very low interest
rate bonds are future money so this means they
pay a lot of money up front for very little
interest in the future the fed will pay more
than anyone who offers less money up front so
they can set the price as long as they 're
willing to buy at the end of the day treasury
bonds pay nearly no interest

Figure 3.9 Attention heat map from Multihop-Sequential-LSTM (K=2) for a cor-
rectly selected answer.

3.5 Chapter Summary

In this chapter, we addressed the problem of document representation learning and pro-
posed different approaches for tackling the research questions which were discussed in the
previous chapter.

Firstly, to improve learned topics in the topic-based representation of documents in
small collections (RQ1.1), we described a topic cropping approach which automatically
tailors additional domain-specific documents with similar topical content and then map
topics learned from this larger collection to the working collection. By integrating the
automatic evaluation of topic quality we took a first step towards a self-optimizing process
of selecting parameters for topic cropping in different settings.

Secondly, to improve the distributed representation of documents (RQ1.2), we pre-
sented multiplicative tree-structured LSTMs, which are capable of incorporating both syn-
tactic and semantic information from text to tree-structured LSTM models and proved the
usefulness of the proposed models in various downstream applications. In contrast to tradi-
tional approaches, the proposed models employ not only word information but also relation
information between words. Hence, it is more expressive as different combination func-
tions can be applied for each word.

Finally, we demonstrated that the distributed representation of documents can be further
improved by using attention mechanisms (RQ1.3). We illustrated the usefulness of such
representation in the application of question answering by proposing Multihop Attention
Networks. Unlike previous approaches, the proposed MANs use multiple vectors which
focus on different aspects of a question to represent the overall semantics of the question
and apply multiple steps of attention to learn representations for candidate answers.






Bridging Temporal Context Gaps for Supporting
Document Interpretation

“You shall know a word by the company it keeps.” J. R. Firth, 1957

Without context words have no meaning and the same is true for documents, in that of-
ten a wider context is required to fully interpret the information they contain. For example,
a photo is practically useless if you do not know who the people portrayed in it are, and
likewise a document that refers to the president of the US is of little use without knowing
who held the job at the time the document was written. This becomes even more important
when considering the long term preservation of documents as not only is human memory
faliable, but over long periods the people accessing the documents will change as will their
understanding and knowledge of the world.

In the simplest form, context is external information which is either required or aids
in understanding an “items”. This extra information may just be a few words to help
disambiguate a single word [Fir57] or it might be large quantities of extra information
[TCKN15a]. Time also plays an important factor in what context is needed. Terms that
are unambiguous in todays world can easily fall out of use or their use change over time.
A good example of this is the word “computer” which used to refer to a person employed
to do computations, a meaning which many people today are unaware of. This means
that while many concepts might not need to be explained now, their meaning would need
to be captured as context information and preserved so that they could be unambiguously
interpreted in the future.

As with any complex task there are many ways in which solving the contextualization
problem can be approached. For example, approaches will clearly differ depending upon
the type of document being processed; text versus images, long documents versus short
documents. It is also possible, of course, to have multiple competing and/or complimentary
approaches that can be tried on the same set of documents. This chapter is devoted to the
approaches to contextualization focusing on text documents.

Understanding document, which was written some time ago, can be compared to trans-
67
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Time-aware Contextualization

According fo repea’ad nationwide surveys,
Prior to 1964, many of the cigarette

MOTe DOO"OTS r : ' companies advertised their brand by claiming
smoke GAME&% \j ' Y| that their product did not have serious health
: ;’ ! risks. A couple of examples would be "Play
'I'han anv oiher < "/‘ safe with Philip Morris" and "More doctors

e “ smoke Camels". Such claims were made both
cigarefte! c;x AN
ST A

to increase the sales of their product and to
combat the increasing public knowledge of
smoking's negative health effects.

Figure 4.1 Camel advertisement and its context.

lating a text from another language. Complete interpretation requires a mapping, in this
case, a kind of time-travel translation between present context knowledge and context
knowledge at time of text creation. In this chapter, we look in detail at challenges al-
lowing us to develop a framework in which context information can be collected for the
later interpretation of documents.

4.1 Introduction

Reading a current news article about your own country is typically straightforward as your
own world knowledge allows you to unambiguously understand the text. Things are dif-
ferent if you read an article, for example, from the 60s or the 70s as can be found in news
archives such as the New York Times Archive.! In this chapter, we are especially interested
in time-aware re-contextualization, where explicit context information is required to bridge
the gap between our current understanding of the world and the situation at the time of con-
tent creation. This includes changes in background knowledge, the societal and political
situation, language, technology, or simply the passage of time leading readers to forget.

The importance of time-aware re-contextualization is well illustrated by the advertise-
ment poster from the 1950s in Figure 4.1. From today’s perspective it is more than surpris-
ing that doctors would be recommending smoking. It can, however, be understood from
the context information at the right side of Figure 4.1, which has been extracted from the
Wikipedia article on tobacco advertising.

As another example, if we see the 1950’s advertisement shown in Figure 4.2, we might
find trouble in understanding the point it makes, or we are outraged about the (not so)
implicit message given that women are too weak or too stupid to open a ketchup bottle. At
first glance, it seems difficult to imagine how this can be used for advertising a household
product. However, if we look into the context information on the right side of the figure,
we might understand that the advertisement follows the gender stereotype of a housewife

Thttp://catalog.ldc.upenn.edu/LDC2008T19
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Time-aware Contextualization

In 1960s, the world of American women was limited in
almost every respect, from family life to the workplace.
A woman was expected to follow one path: to marry in
her early 20s, start a family quickly, and devote her life
to homemaking. [...] They were legally subject to their
husbands via head and master laws, and they had no
legal right to any of their husbands’ earnings or
property, aside from a limited right to proper support;
husbands, however, would control their wives’ property
and earnings.

s n .

You mean a woman en open it ?

Figure 4.2 Ketchup advertisement and its context.

at that time.

The research challenge addressed in this chapter is how such context can be computed
for helping in the interpretation of past or forgotten stories, e.g., from a news archive. We
call this process time-aware re-contextualization [CTKN14, TCKN15a] or contextualiza-
tion, for short. The process automatically provides complementing information to a textual
document, which reflects required but not expressed context for fully understanding it. Al-
though contextualization might also be necessary due to differences in cultural background
or domain expertise, we focus on supporting time-aware interpretation, where a large time-
gap between creation and reading time has to be bridged.

The need for dealing with content from the past is not restricted to expert users, such
as, journalists, historians or researchers. Due to the growing age of the Web, general Web
users are increasingly confronted with the content of different age assuming knowledge of
the context at the respective time for its interpretation.

Just adding information, which is related to the entities and concepts mentioned in the
text, as it is done in Wikification approaches, for example, [MC07, MWO08b] or for a do-
main specific case [HARS*11], is not sufficient for many reasons. First, we require a kind
of a virtual time-travel, in which - by the information about the past - we are mentally
transported into the time of content creation, in our example the US of the 50s. Second,
the context information should be digestible in a short time with minimal disruption from
the main reading. Therefore, we aim for a contextualization unit granularity, which is con-
siderably smaller than a full Wikipedia page. Finally, contextualization has to coherently
consider the specific aspects about entities, concepts or terms, which are relevant in the text
under consideration.

Therefore, time-aware re-contextualization, which aims to associate an information
item d (such as, a paragraph in a text) with time-aware, concise and coherent context in-
formation ¢ for easing its understanding, is a challenging task. Several subgoals of the
information search process have to be combined with each other [CTKN14, TCKN15a]:
(1) c has to be relevant for d, (2) ¢ has to complement the information already available in
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d and the surrounding document, (3) ¢ has to consider the time of creation (or reference) of
d, and (4) the set of collected context information should be concise to avoid overloading
the user.

In this chapter, we first define the problem and present the process of time-aware re-
contextualization and provide advanced approaches for retrieval of contextualization can-
didates and ranking them by taking into consideration complementarity. In more detail,
we follow a two-step process. In the first step, we identify contextualization candidates
based on contextualization hooks, i.e., the parts of document that require contextualiza-
tion.? For this purpose, we explore and analyze different methods for formulating (gener-
ating) queries, which are used for retrieving adequate contextualization candidates from
an underlying knowledge source. In the second step, we rank the candidates. Similarly
to diversification approaches, (e.g., [ZCMO02]), this requires balancing two goals: high
content-based and temporal relevance for the text to be contextualized, on one hand, and
complementarity for providing information that cannot already be found in the text, on the
other hand. In this work, we use Wikipedia as the knowledge source (because of its world-
wide topical and temporal coverage) for contextualizing old stories from news articles.

Our main contributions in this chapter can be summarized as follows:

1. We are the first to frame the problem of time-aware re-contextualization for support-
ing the interpretation of documents.

2. We propose effective query formulation methods that take into account the contextu-
alization hooks as well as recall-oriented query performance prediction using a set of
novel features for adaptivity to the difficulty of the documents to be contextualized.

3. We present a time-aware ranking method based on learning-to-rank techniques using
a novel feature set, and we propose a complementarity computation, which exploits
ideas from search result diversification in ranking.

4. Using real-world datasets, we conduct extensive experiments to evaluate our time-
aware re-contextualization approach, which achieves high precision and gains con-
siderable improvement over the baselines. For fostering further research on this chal-
lenging task, a manually annotated ground-truth is made available.

4.2 Related Literature

Basic forms of contextualization have already been suggested in early works (such as [MCO07,
MWO08b]). The Wikify! system [MCO07], for example, enables an automated linkage of en-
tity and concept mentions with Wikipedia pages. Meanwhile, a lot of progress has been
made in further developing the entity disambiguation step (see e.g. [HYB'11]), which is

ZPossible contextualization hooks are, for example, entity or concept mentions, and other
phrases.
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crucial for robust linking of entity mentions to Wikipedia entity pages or entity represen-
tations in other knowledge bases, such as, Yago, DBPedia or Freebase. Entity linking, or
Entity Disambiguation, detects entity name mentions within text and links them to the cor-
responding entities in a knowledge base. In contrast to our approach, both Wikification and
entity linkage approaches lack two ingredients of time-aware contextualization, (a) they do
not take into account the temporal aspect of the text to be enriched and (b) the additional
information provided is rather general (e.g., Wikipedia articles about an entity) and not
focused to the topical information need resulting from the text under consideration.

In the area of time-aware information retrieval (IR), it has been shown that explic-
itly modeling the time dimension in ranking can improve the retrieval effectiveness for
time-sensitive queries. There are two types of temporal information particularly useful for
time-aware information retrieval: (1) the publication or creation time of a document [JDO7,
KN10], and (2) temporal expressions mentioned in a document or a query [BBAW10].
Aforementioned works address one of two main aspects for temporal relevance, i.e., re-
cency ranking [DSD11, DCZ*10] or time-dependent ranking [BBAW 10, KN10]. The first
aspect takes into account the freshness of web documents, whereas the second aspect con-
siders temporal information needs and the temporal profiles of documents.

Retrieving and processing external information to be added to documents gain increas-
ing interest in the recent years. In [KBM11], for example, news articles are enriched with
related predictions — sentences containing temporal references to the future — retrieved from
other documents in the same collection. Other works [GLD12, TdARW11, vTP" 13] exploit
social media (e.g., Twitter) as external sources when processing news articles. In [vTP*13],
the most interesting tweets regarding a given news are selected by formulating the tweet se-
lection as an optimization problem. The objective function, representing how much a tweet
set is interesting with respect to a news, takes into account diversity, popularity, authority,
and opinions of tweets within the set.

The work in [TdARW11] discovers social media utterances that discuss a given news
article. Multiple query models are generated from a news article by considering its internal
structure, term selection strategies, as well as utterances which explicitly contain links to
the article. The different resulting ranked list are then merged through data—fusion tech-
niques. In [GLDI12], the authors present a topic modeling approach which jointly exploits
news articles and Twitter for event summarization. In order to generate a representative
but not redundant summary of an event, complementarity between tweets and news article
sentences is assessed by considering both their similarity and their difference. In con-
trast to those approaches, our work adds the time dimension to the contextualization task.
Moreover, we are not looking for more information on the current context, but we try to
re-construct the original context of a document.

The contextualization task is also related to the diversification problem in IR [CKC™08,
ZCMO02, ZLG " 14]. In [ZCMO02], different metrics are proposed to measure redundancy in
order to investigate the novelty and redundancy of relevant documents in filtering systems.
In [CKCT08], Clarke et. al. presented a framework for evaluation that systematically
rewards novelty and diversity, whereas Zhu et. al. [ZLG"14] addressed diversification as
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a learning problem and proposed a novel relational learning-to-rank approach to formulate
the task.

In contrast to these studies on analyzing the relation between results to select diverse
outcomes for a given query, we mainly focus on the relation between queries (documents in
our case) and results (contexts) for finding the ones that are not only topical and temporal
relevant, but also complement information already available in the documents.

Automatically formulating queries from text [HCMBO3] can be done by using tf—idf,
mutual information, natural language processing, or machine learning [Tur00, WPF99,
YBD'09]. Assuming the presence of basic metadata and structure for documents, as in
[TdRW11], some of methods in this work build queries by exploiting the title and lead
paragraph of documents. Similarly to [GPS99], we also explore approaches that assume
the availability of manual annotations as seeds for query formulation. The advantage of
having such additional information is that the information needs of the users are made
explicit, possibly driving to more effective queries. We formulate queries by combining
annotations via Query Performance Prediction (QPP) [CTZCO02], using both pre—retrieval
[HHAJO8] and post—retrieval [CYT10] features. The formers are based only on the query
and corpus-based statistics, while the latter also analyze the retrieved list of results. In
line with the previous work on time—aware performance predictor [KN11], we investigate
novel features for QPP that explicitly take the temporal dimension into account. Differently
from the previously mentioned approaches, which focus on precision metrics, we consider
the performances of queries in terms of recall, which have been recently remarked and
considered in different information retrieval scenarios [CG14, LWRM14].

4.3 Problem Definition and Approach Outline

Given a document d with creation date ¢, and a source of background information C' (or
a contextualization source), we define time-aware re-contextualization as the process of
reconstructing the relevant part of the original context of document d at time ¢, by retrieving
information from C' that helps in interpreting d.

In the general contextualization model underlying our approach, we distinguish the
information items d to be contextualized and the contextualization source, where the in-
formation for the contextualization comes from. Within d a contextualization hook & is
an aspect or part of d that requires further information for its time-aware interpretation.
The contextualization source is organized into contextualization units cu. More specifi-
cally, we have pre-processed a Wikipedia dump as the contextualization source resulting
in annotated and indexed Wikipedia paragraphs as contextualization units (see Figure 4.3).
For information items d to be contextualized, we use articles from the New York Times
Archive® with manually annotated contextualization hooks, i.e., we assume that a reader
has marked the places he/she finds difficult to understand.

3http://catalog.ldc.upenn.edu/LDC2008T19
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Figure 4.3 Time-aware re-contextualization approach.

Starting from the contextualization hooks, the next process is to retrieve a ranked list
of contextualization units from the context source. In time-aware re-contextualization, the
time gap between the creation and reading time of d imposes additional challenges. In our
approach, the contextualization process consists of two main steps: (1) formulating queries
that are able to retrieve contextualization units, which are good candidates for contextual-
ization; (2) retrieving and ranking the candidates from the context source using the queries
from step (1). For step (1), we explore document-based and hook-based query formula-
tion methods and present a procedure that selects good queries based on recall-oriented
query performance prediction. For step (2), we employ a retrieval method based on lan-
guage modeling and re-rank the retrieved contextualization candidates based on a variety
of features and a learning to rank approach for ensuring complementarity. The methods
developed for steps (1) and (2) are described in more detail in the following sections.

4.4 Query Formulation

The goal of the query formulation phase consists of generating a set of queries (), for a
given document d to retrieve contextualization candidates as input for re-ranking. We ex-
plore two families of query formulation methods, one using the document to be contextual-
ized itself as a “‘generator" of queries (Section 4.4.1), and the other using contextualization
hooks as generators (Sections 4.4.2 and 4.4.3). Since some of these methods can generate
more than one query from an input document, we will discuss two procedures to merge the
ranked result lists in Section 4.5.1.
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4.4.1 Document-based Query Formulation

The first family of query formulation methods exploits the document content and structure.
Similarly to [TARW11], we use three methods to formulate queries from documents: ftitle,
lead, and title+lead. Title formulates a query consisting of the document title, which is
indicative of the main topic of the article. Lead uses the lead paragraph of a document,
representing a concise summary of the article and including its main actors. Title+lead, as
a combination of the previous two methods, formulates a query consisting of both the title
and the lead paragraph of the document.

Before being performed, all the queries are pre—processed by tokenization, stop-word
removal, and stemming. We did not investigate further information extraction approaches
for query formulation, since it has been already proven in [TdARW11] that the methods
described above perform comparably or even better than more complex information ex-
traction techniques, e.g., keyphrase extraction.

4.4.2 Basic Hook-based Query Formulation

As already introduced in Section 4.3, documents in our model are assumed to contain
a set of hooks explicitly representing the information needs of the reader or, more pre-
cisely, what requires contextualization to be understood and interpreted. The analysis done
in [CTKN14] showed that contextualization hooks are not only entity mentions, concept
mentions, but also general terms and even short phrases.

We consider two basic hook—based query formulation methods: all_hooks and each_hook.
All_hooks includes all the hooks for a document in a single query, representing a tailored
perspective of the user’s combined information needs for the document. Each_hook queries
each hook separately, focusing on specific information about single actors, aspects, or sub—
topics of the document. The queries generated by these methods are augmented with the
title of the document, under the assumption that it is a good representative of the docu-
ment’s topic.

We also experimented with more advanced methods based on identifying hook rela-
tionships, for instance considering their co—occurrence in a document collection. However,
since these approaches did not perform better than the all_hooks method described before,
we will not discuss them further.

4.4.3 Learning to Select Hook-based Queries

Different methods based on ranking and selection of query terms from an initial query
might be employed [BC08, LCKC09, MC13], considering the entire set of hooks for a
document as the initial query. We explore an adaptive method which formulates queries
based on the characteristics of the input document and hooks. Our approach consists of
predicting the performances of candidate queries representing subsets of hooks for a given
document, ranking them according to the predicted performance, and selecting the top-m
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of them to be actually performed for the document. The value of m is identified through
experiments. In contrast to previous works in query performance prediction, the prediction
model is trained on recall instead of precision. Furthermore, we define novel features for
query performance prediction that explicitly take the temporal dimension into account. Fi-
nally, our method assesses performances of subsets of query terms (hooks) and can generate
more than one query (subsets of hooks).

Candidate Queries. Given a document d and the set of its hooks H;, we compute its power
set P(Hy) and create a candidate query for each set of hooks p € P (H,). Again, candidate
queries are augmented with the title of the document.

The effort of the computation of features for each element in the power set is not critical
in our scenario for two reasons. First, working with short text like news articles limits
the number of hooks within the text. Second, the features employed to predict the query
performances are either pre-retrieval measures, which can be computed off-line, or do not
require heavy post-retrieval computation.

Learning Features. We measure the performances of each candidate query in terms of
its recall because, as already explained, at retrieval phase we are interested in retrieving as
many contextualization candidates as possible. In this work we predict query performances
with a regression model learned via Support Vector Regression (SVR) [DBK*97]. In this
model, each learning sample s = ( Iy rq) consists in a feature vector f, describing query
q (as well as the document it refers to) and its recall r,, i.e., the label to be predicted. Note
that different numbers of top—{ results can be used to compute the recall, i.e., the labels,
and the choice is discussed in Section 4.7.

The feature set that we use to represent queries and the document they belong to are
described in the rest of this section. It is composed of novel temporal features for query
performance prediction, along with more standard features [CK12, HO04, MTO5].

Linguistic Features. We compute a family of linguistic features [MTOS5] for a query
by considering its text and the document it refers to. This results in a set of features both
at query and document level: the length of the query, in words; the number of duplicate
terms in the query; the number of entities (people, locations, organization, artifacts) in the
query; the number of nouns in the query; the number of verbs in the query; the number of
hooks in the query; the length of the document’s title; the length of the document’s lead
paragraph; the number of entities in the document (title and lead paragraph); the number
of nouns in the documents; the number of verbs in the document; the number of hooks for
the document; the number of duplicates in the document.

Document Frequency. The Document Frequency of a hook A represents the percentage
of contextualization units in the corpus containing h and it is computed as:

df (h) = log ~ 4.1)

where NV}, is the number of contextualization units in the corpus containing h and N is the
size of the corpus. At document level, we compute the document frequency for every hook
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of the document the query belongs to, i.e., df (h) Yh € H,, and then we derive aggregate
statistics like average, standard deviation, maximum value, minimum value. Similarly,
at query level, we compute df (h) for every hook in the query and we derive the same
aggregate statistics as before. In the following, we will refer to average, standard deviation,
maximum value, and minimum value simply as aggregate statistics.

Temporal Document Frequency. In order to restrict the popularity of a term to a par-
ticular time period 7' = [ty — w; tg + w], we compute Equation 4.1 only for those contex-
tualization units having at least one temporal reference contained in 7'. This can be done
efficiently since contextualization units in our corpus have been annotated with the tempo-
ral references mentioned in them. The time period we are interested in is centered around
the publication date of the document, i.e., g = pg4, and the parameter w determines the
width of the interval. After experimenting different values of w, we set w = 2years for our
study.

Scope. The scope of a query has been defined in [HO04] as the percentage of documents
(contextualization units in our case) in the corpus that contain at least one query term.
Besides the scope of the query itself, we also compute the scope of the document title and
the scope of the document hooks H; when queried together.

Temporal Scope. We define the temporal scope of a query as the percentage of contex-
tualization units in the corpus that contain at least one query term and at least one temporal
expression within a given time period. The time period that we consider is the same as
the one considered for the computation of temporal document frequency, i.e., a period cen-
tered around the publication date of the document and with a temporal window equal to w.
Again, we experimented different values of w and we set w = 2years.

Relevance. For a given query ¢, we retrieve the top-k contextualization units and we
compute aggregated statistics of their relevance scores given by the underlying retrieval
model. The value of k£ has been empirically set to 100 after experimenting different candi-
date values. We also computed relevance features at document level, using both document’s
title and document’s hooks as queries.

Temporal Similarity. For a given query ¢ generated from a document d and every re-
trieved contextualization unit c¢ in its top-k result set (again, £ = 100), we compute the
temporal similarity between ¢ and ¢ and we derive aggregated statistics over the elements
in the result set. Temporal similarity between time points ¢; and ¢, is computed through the
time-decay function [KN10]:

lt1—to]

TSU(ty, ty) = o™ = (4.2)
where « and A are constants, 0 < o < 1 and A > 0, and y is a unit of time distance. The
temporal similarity between a query ¢ and a result ¢ is computed as max;er, {T'SU (¢, pa) },
where 7. is the set of temporal references mentioned in ¢ and p, is the publication date

of the document where ¢ refers to. This can be done efficiently since temporal references
mentioned in contextualization units have been extracted and stored at indexing time.

We also computed temporal similarity features at document level, using both docu-
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ment’s title and document’s hooks as queries. The computation of the features is the same
as the one described above.

4.5 Context Ranking

In this section, we describe the methods used to address the second part of the contextual-
ization process outlined in Section 4.3: retrieving and re-ranking context. For the retrieval
step, given the queries generated from different query formulation methods described in
previous section, we use a retrieval model based on language modeling to create a ranked
list of contextualization candidates. Later, learning to select relevant context items is ap-
plied to this ranked list.

4.5.1 Retrieval Model

For the retrieval step, we use query-likelihood language modeling [PC98] to determine
the similarity of a query with the context. In particular, given a query ¢ generated by
using one of the methods described in Section 4.4 for the document d, we compute the
likelihood of generating the query ¢ from a language model estimated from a context ¢
with the assumption that query terms are independent.

P(clg) o< P(c) [ | P(w]e)y"? (4.3)
weq

where w is a query term in ¢, n(w, ¢) is the term frequency of w in ¢, and P(w|c) is the
probability of w estimated using Dirichlet smoothing:

_ n(w, c) + pP(w)
L ED Swre

where 4 is the smoothing parameter, P(w) is the probability of each term w in the collec-
tion.

4.4)

To combine the rankings produced by each query of a document, we exploited two
combining methods namely round-robin, which chooses one result from each ranked list,
skipping any result if it has occurred before, and CombSUM, which sums up a result’s
scores from all ranked lists where it was retrieved. In the experiment, we observed that
round-robin method achieves better performance than CombSUM especially in terms of
recall, which also reported in [TdARW11]. Therefore, we decided to use round-robin method
for combining different ranked lists.

4.5.2 Learning to Rank Context

Once we have obtained a ranked list of contextualization candidates for each document, we
turn to context selection (re-ranking) where we need to decide which of the context items
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are most viable. Our ranking algorithm needs to balance two goals, i.e., high topical and
temporal relevance for the document, as well as complementarity for providing additional
information. In this work, we use supervised machine learning, that takes as input a set of
labeled examples (context to document mappings) and various complementarity features
of these examples similar to diversity features [ZCMO02].

Topic Diversity. This class of features is aimed to compare the dissimilarity between
document d and context ¢ on a higher level by representing them using topics. We use
latent Dirichlet allocation (LDA) [BNJ0O3] to model a set of implicit topics distribution of
the document and context. We define this feature as follows.

m

Ru(e,d) = | Y (p(zld) — p(zx]e)?

k=1

where m is the number of topics and z;, is the topic index.

Text Difference. In this case, we represent the document and context as a set of words.
The novelty of context ¢ is measured by the number of new words in the smoothed set
representation of c. If a word w occurred frequently in context c but less frequently in
document d, it is likely that new information not covered by d is covered by c. For compu-
tation, a document and its context are represented by a set of informative words (removing
stop words and stemming) denoted by Set(d) and Set(c), respectively. We compute the
text difference feature as follows.

Ry(c,d) = ||Set(c) N Set(d)]]

Entity Difference. The way of computing entity difference is similar to the one for text
difference, with the difference that a document and its context are represented by a set of
entities. The feature is denoted as R3(c, d).

Anchor Text Difference. Anchor texts can be regarded as a short summary (i.e., a few
words) of the target document and captures what the document is about. This feature can
be computed similarly as text and entity features, which is denoted as R4(c, d). We extract
anchor texts using WikiMiner [MWO08b] with a confidence threshold ~.

Distributional Similarity. The next feature we use is distribution similarity, which is
denoted as Rs(c,d).

Rs(c,d) = —KL(6,,0;) = Z P(wi|6.) log ((wzlleed)))

where 0, and 6, are the language models for a document d and its context ¢, respectively,
and are multinomial distributions. We compute ¢, (and similarly for 6.) using maximum
likelihood estimation (MLE) given as:

tf(wia d)

PO = S g, )
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The problem with using MLE is that if a word never occurs in the document d, the
probability P(w;|d) will be zero; P(w;|d) = 0. Thus, a word in the context ¢ but not in the
document d will make K L(0.|0;) = oo. In order to solve this problem, we make use of the
Dirichlet smoothing method.

tf(wi, d) + Ap(w;)
>, (Ef (Wi, d) + Ap(wy))
Geometric Distance. There are several ways to compute geometric distance measure,

such as, Manhattan distance and Cosine distance. We leverage Cosine distance because of
its robustness to document length.

Py(wi|d) =

B _ anl wk(C)wk(d>
Ro(c, ) = cos(e,d) = ==

In our experiment, we used each unique word as one dimension and the #f.idf score as
the weight of each dimension.

Relevance and Temporal Features. In order to retrieve high topical and temporal rel-
evant contextualization candidates for the document, we consider also relevance and tem-
poral features. For the former one, we exploit the retrieval scores of context returned by
our retrieval model. For the later one, we apply temporal similarity measurement, i.e., TSU
which is described in the previous section.

4.6 Experimental Setup

4.6.1 Document Collections

In our experiments, we used the New York Times Annotated Corpus, which contains 1.8
million documents from January 1987 to June 2007, as the document collection to be con-
textualized. For context source, we employed Wikipedia because it is considered the largest
and most up-to-date online encyclopedia covering a wide temporal range of general and
specific knowledge. We obtained the Wikipedia dump of February 4, 2013 and considered
paragraphs as contextualization units. In this particular snapshot, we obtain 4,414,920
Wikipedia articles that contain 25,708,539 paragraphs. For each paragraph, we used Stan-
ford CoreNLP [MSB*14] for tokenization, entity annotation and temporal expression ex-
traction. In addition, anchor texts found in the paragraph hyperlinks are also extracted. We
used Apache Solr* to index the annotated paragraphs.

4.6.2 Ground-Truth Dataset

In order to obtain ground-truth dataset (both for training and evaluation), we manually
selected a set of 51 articles that spanned a wide range of topics (business, technology,

“https://lucene.apache.org/solr/
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education, science, politics, and sports) focusing on the older ones (29 articles published
in 1987, 2 articles in 1988, 6 articles in 1990, 7 articles in 1991, and 7 articles in 1992)
and recruited six human annotators to manually annotate those articles. The annotators
were presented with an annotation interface with which they can evaluate article/context
pairs (relevant or non-relevant). The annotation guidelines specified that the annotators
should assign relevance to the context that contains additional information which comple-
ments the information in the article and does provide a good answer to (at least) one of the
questions they think up when reading the article. For each article, we retrieved up to 20
contextualization candidates with each query formulation method and removed duplicates
afterwards. In total, our annotation dataset consists of 9,464 article/context pairs, where the
annotators evaluated 26.9 relevant context per article on average. To foster further research
on this challenging task, our ground-truth dataset is publicly available.” We measured the
inter-annotator agreement using Cohen’s kappa statistic. We averaged the pairwise kappa
values of all possible combinations of annotators that had overlapping candidates they had
annotated and we obtained a fair agreement of . = 0.37 given the high complexity of this
contextualization task, which includes objectivity and subjectivity.

Parameter Settings. For query performance prediction, the regression model described
in Section 4.4.3 was built by using the Support Vector Regression implementation of Lib-
SVM®. In particular, we trained a n—-SVR model with Gaussian Kernel through 10-fold
cross validation. The open parameters were tuned via grid search to C' = 3, v = 0.5 and
v = 0.75. Linguistic features were extracted using Stanford CoreNLP [MSB™ 14].

For re-ranking context, we performed 5-fold cross validation at document level. We re-
ported scores averaged over all testing folds. We conducted experiments using several ma-
chine learning algorithms to confirm the robustness of our approach, i.e., it does not depend
on any specific algorithm. In this work, we employed Random Forests (RF), RankBoost
(RB) and AdaRank that are implemented in RankLib.” In order to compute topic-based
feature, we employed the topic modeling tool Mallet® by specifying the number of topics
to 100, for this task. In addition, we set the confidence threshold to v = 0.3 for extracting
anchor texts using WikiMiner. For smoothing, we set . = 2000 and Ap(w;) = 0.5.

For computing temporal similarity feature, we set A = 0.25, a = 0.5, and p = 2years
in our experiments. We also observed that changing those parameters did not affect the
correlation capabilities of the feature.

4.6.3 Evaluation Metrics

The evaluation metrics, we considered precision at rank 1, 3, 10 (P@1, P@3, P@10 re-
spectively), recall, and mean average precision (MAP). These measures provide a short
summary of quality of the retrieved context. In our experiment, a context is considered rel-

3 http://www.13s.de/~ntran/contextualization/
®http://www.csie.ntu.edu.tw/~cjlin/libsvm/
"http://sourceforge.net/p/lemur/wiki/RankLib/
8http://mallet.cs.umass.edu/topics.php
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evant if it is marked as relevance by an annotator, otherwise we consider it as non-relevance.
We used the top-20 returned context for evaluation because it is not expected that readers
consider more than 20 contextualization units. Statistical significance was performed using
a two-tailed paired t-test and is marked as * and * for a significant improvement (with p <
0.01 and p < 0.05, respectively), and significant decrease with Y and v (for p < 0.01 and p
< 0.05, respectively).

4.6.4 Baselines

For comparing to our approach, we considered three following competitive baselines.

Milne and Witten (M&W). The method proposed by Milne and Witten [MWO08b] which
represents the state-of-the-art in automatic linking approaches. We use the algorithm and
best-performing settings as described in [MWO08b]. In order to apply this method for our
task, we consider all paragraphs of all linked pages as a candidate set.

Language Model (LM). The standard query-likelihood language model is used for the
initial retrieval as described in Section 4.5 which provides the top retrieved documents as a
candidate set for the contextualization task.

Time-aware Language Model (LM-T). Since we aimed at adding context to past stories,
the temporal dimension is important. We selected a state-of-the-art time-aware ranking
method, which has been shown very effective for answering temporal queries, as our third
baseline. It assumes the textual and temporal part of the document d are generated inde-
pendently from the corresponding parts of the context c, yielding

P(dlC) = P<dt€l“t‘ctext) X P(dtimeyctime) (45)

where d;;,. 1s the document’s publication date, c;;,. is the set of temporal expressions in
the context c.

The first factor P(dyeqt|Cert) can be computed by Equation 4.3 and Equation 4.4. The
second factor in (4.5) is estimated, based on a simplified variant of [BBAW10], as

1
P<dtime|ctime) = T

| Ctime |

> P(dimelt) (4.6)

tECtime

If the document has zero probability of being generated from the context, Jelinek-Mercer
smoothing is employed, and we estimate probability of generating the document’s publica-
tion date from context c as

P(dtime|ctime) - (1 - )\) Z P(dtime|t)

| Ctime ’

+ A ST P(dumelt) 47

| Ctime | tE€Ctime
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where A € [0, 1] is a tunable mixing parameter which is set to A = 0.5 in our experiment
(changing this parameter does not affect our results), and Cy;,,. refers the temporal part
of the context collection treated as a single context and P(dy;,.|t) is estimated by using
time-decay function, i.e., TSU computed as in Equation 4.2.

4.7 Results and Discussion

4.7.1 Query Formulation

We evaluate and compare the performances of the different query formulation methods
described in Section 4.4, focusing on recall metric. The results reported in the rest of this
section are averaged over the 51 documents in our dataset.

In order to fairly evaluate and compare the recall capabilities of the different methods,
which can generate different numbers of queries, we allow each method to retrieve the
same number of results k. The choice of the method that we used to create a single result
set of k£ elements from different ranked lists have been discussed in Section 4.5.1.

Prediction Performances. The query formulation method described in Section 4.4.3 is
based on predicting the performances (recall in our case) of candidate queries, ranking
them according to the prediction, and then using the top-m queries to retrieve results. Thus,
the quality of the query performance prediction itself has to be evaluated before assessing
and comparing the performances of the whole query formulation method.

The regression model has been trained via 10—fold cross validation, and the results
reported hereafter have been averaged over the 10 folds. The Correlation Coefficient is
equal to 0.973, the Root Mean Squared Error equals to 0.056, and the Mean Absolute
Error equals to 0.037. The low error values and high correlation value, if compared with
the performances in predicting query precision reported in previous works (e.g. [CYT10,
RK14]), show that the recall of queries in our task can be predicted quite accurately by
using the features described in Section 4.4.3.

Feature Analysis. In order to analyze which are the most important features in our
model, we identified the top—10 features according to their absolute correlation coefficient.
Referring to Section 4.4.3, these are: max query relevance, number of hooks in document,
min document’s hooks df, max document’s hooks temporal df, document’s hooks scope,
avg query temporal similarity, document’s title temporal scope, std query relevance, avg
document’s title temporal similarity, and std query temporal similarity. The presence of
temporal document frequency, temporal similarity, and temporal scope shows that the tem-
poral features that we defined play an important role in the model. We can also note that
both query—level and document-level features are important, since the set is made of 4
features from the former and 6 features from the latter class. Finally, there is only one
linguistic feature in the set, namely the number of hooks in the document, confirming that
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Figure 4.4 Recall curves of document-based and hook-based methods.

this class of features alone does not correlate well with query performances [CK12].

Comparison of Query Formulation Methods. In the following, we compare recall values
for the document—based methods (title, lead, title+lead), the basic hook—based methods
(each_hook, all_hooks), as well as the method based on query performance prediction,
hereafter called gpp. For the latter method, we report the performances achieved when
using prediction models trained with different labels: we experimented with different [
values, namely [ = 50, 100 and 200, for the computation of the recall at [ to be used as label.
These three methods will be called gpp_r@50, gpp_r@ 100 and gpp_r @200, respectively,
in the rest of the experiments. Note that each gpp method considered here uses the top-2
queries, according to their predicted performances, to retrieve the results. The choice of
selecting m = 2 queries will be explained in more detail in the following paragraph.

The recall curves of the different methods, for different values of top—k results, are
shown in Figure 4.4. The curves of title and [ead are the lowest ones, while their combina-
tion (title 4 lead) becomes comparable with each_hook. Querying using all the hooks of a
document together, i.e., all_hooks, exposes higher recall values than all the aforementioned
methods, showing that performing hook—based queries does lead to better performances in
terms of recall with respect to document—based methods. The difference in performances
between each_hook and all_hooks is due to the fact that querying all the hooks together
prefers contextualization candidates that contain many hooks. These are potentially more
relevant, as they refer to different aspects (hooks) of the same document. Regarding the
gpp methods, for k£ > 20 — 30, the recall values achieved are between 3% and 7% higher
than the ones obtained by all_hooks. For larger values of k, e.g. k > 400, the difference
between the gpp methods and all_hooks reduces because the prediction models used by
the gpp methods have been optimized for lower values of £ (recall that [ = 50, 100, 200).
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R@50 R@100 R@200
qpp all_hooks gpp all_hooks gpp all_hooks

easy 0.6208 0.5666 0.7361  0.6969 0.7951 0.7686
hard 0.3837 0.3094 0.4606 0.3892 0.5391  0.4550

Table 4.1 Recall of all_hooks and gpp methods over different classes of docu-
ments grouped by their retrieval difficulty.

This means that, if the number of k results to be retrieved for the re-ranking phase is known
and fixed in advance, this information can be exploited early in the training of the query
performance prediction model by setting [ = k, leading to higher recall values for that
particular k.

Another comparative analysis between ¢gpp methods and all_hooks can be done by
categorizing the documents according to their difficulty, which we define in terms of the
amount of relevant context that can be retrieved for a given document. This means that
difficult documents are those for which few relevant context can be retrieved, before the re-
ranking phase. We categorize documents in easy and hard with respect to the all_hooks
method, since it represents a baseline in this comparative analysis with gpp methods.

The splitting of the documents in easy and hard was performed by considering the re-
call at £ = 200 achieved by all_hooks for the different documents. Since the recall values
associated to the different documents exhibited a uniform distribution, we split the docu-
ment set in two equal parts, one representing easy documents and the other representing
hard documents.

Table 4.1 shows the performances of gpp_r@>50, gpp_r@100, and gpp_r@200 com-
pared to the ones of all_hooks for the different categories of difficulty. The comparison
between each ¢pp method and all_hooks is done considering the recall at those k values
used to train the prediction model (i.e. & = [, [ = 50,100,200). Besides gqpp_r@>50,
qpp_r@100, and gpp_r@200 are on average better than all_hooks both for easy and hard
documents, their improvements are greater for hard documents. In case of gpp_r@100, for
instance, the relative improvement with respect to the recall value achieved by all_hooks is
5.6% for easy documents and 18.3% for hard documents. We believe that the capability of
getting higher recall improvements for documents whose relevant context units are difficult
to retrieve is a considerable characteristic for the ¢pp methods.

As a conclusion, in this section we proved that exploiting hooks in query formulation
is more effective, in terms of recall, than document—based query formulation methods.
Moreover, we showed that learning to select candidate hook-based queries can be better,
again in terms of recall, than the basic hook—based query formulation methods.

Number of Queries. The number of top ranked queries that gpp methods perform is
an open parameter, which we tuned via an empirical analysis observing the recall perfor-
mances when selecting different numbers of top—m ranked queries. Recall that, for sake
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Figure 4.5 Recall values of gpp_r@>50, gpp_r@100, and ¢gpp_r@200 by varying
the number of top—m queries.

of fair comparison, we allow each method to pick the same number of results £ from the
result lists retrieved by the queries that it generated for a given document. This means that
increasing the number of queries to be selected and performed does not necessarily lead to
higher recall.

Figure 4.5 shows the recall values achieved by gpp_r@50, gpp_r@100 and gpp_r@200
(computed at top—50, top—100 and top—200 results, respectively) for different numbers of
top—m selected queries. A common trend over the different curves can be observed that
they stay quite stable for small values of m, exhibiting a little peak for m = 2, and then
they decrease for increasing values of m. After observing this behavior, we decided to fix
the number of performed queries to m = 2.

4.7.2 Context Ranking

In this section, we report the retrieval performances of different query formulation meth-
ods and analyze the effectiveness of our context ranking methods trained by using differ-
ent machine learning algorithms. Firstly, we investigate the performance of the standard,
well-known Wikification technique, i.e., the M&W method, in retrieving contextualization
candidates. Our experiment considers all paragraphs of all linked pages as candidates. This
method achieves the low recall value of 0.229, which indicates that current semantic linking
approaches are not appropriate for the contextualization task.

Table 4.2 shows the results of different query formulation methods. The first group
(top) reports results for candidate retrieval based on document-based query models in which
the best performing model is title+lead that uses content from the article’s title and lead



86 Chapter 4 Bridging Temporal Context Gaps for Supporting Document Interpretation

P@l P@3 P@10 MAP Recall
Document-based query models

title 0.2156  0.1895 0.1745 0.2446  0.1211
lead 0.4902% 0.4641* 0.3333%4 0.4908* 0.2603*
title + lead  0.5294% 0.4705* 0.3901* 0.5161% 0.27234
Basic hook-based query models

each_hook 0.3333  0.3464 0.2745 0.4003  0.1969
all_hooks 0.5490 0.5098 0.4137 0.5640 0.2979

Query performance prediction model

qpp_r@100 0.5882  0.5490* 0.4529* 0.5802* 0.3097*

Table 4.2 Retrieval performance of document-based and hook-based query mod-
els. The significance test is compared with Row 1 (within the first group) and Row
3 (for the second and third groups).

P@l1 P@3 P@10 MAP Recall

all_hooks 0.5000 0.3462  0.2885  0.4487 0.2217
qpp_r@100 0.5000 0.4743* 0.3730* 0.5048" 0.2357

Table 4.3 Retrieval performance of all_hooks and gpp_@ 100 on a set of difficult
documents.

paragraph. Turning into models derived from contextualization hooks, Table 4.2 shows
that the gpp_r@ 100 model performs the best among all hook-based query models and
significantly improves over title+lead on all metrics.

Similar to the previous experiment, Table 4.3 reports the results of gpp_r@ 100 and
all_hooks retrieval baselines on a subset of difficult documents (here recall is computed on
top-20 candidates). On this subset, gpp_r@ 100 also shows significant improvement over
all_hooks in terms of precision. In short, the results on different query formulation methods
indicate that using hook-based approaches outperforms the document-based approach that
based on merely article internal structure. Using the query performance prediction method
obtains the highest performance on all metrics, followed by all_hooks.

We now present the results of our re-ranking approach when using a set of innovative
complementarity features to further improve performances of the context ranking step, es-
pecially in terms of precision. We select title+lead for the document-based approach and
all_hooks, gpp_r@ 100 for the hook-based approach.

The first (top) group in Table 4.4 shows the results when applying machine learning to
title + lead retrieval baseline. All three algorithms are able to improve precision at rank
k, MAP and Recall. Random forest (RF) and RankBoost (RB) obtain significant improve-
ment where RF achieves the highest scores on most metrics, except precision at rank 3
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P@l1 P@3 P@10 MAP Recall

title + lead
LM 0.5294 04705 0.3901 0.5161 0.2723

RandomForest 0.7672% 0.5757% 0.4909* 0.6170* (.35224
RankBoost 0.6036 0.5945> 0.4694% 0.5945 0.34174

AdaRank 0.6254 0.5406 0.4143 0.5457  0.3249
all_hooks
LM 0.5490 0.5098 0.4137 0.5640 0.2979

RandomForest 0.8272% 0.6630* 0.5014 * 0.6427* 0.36114
RankBoost 0.7855%4 0.6593% 0.5009* 0.6475* 0.3637*

AdaRank 0.6472 0.5836 0.4687  0.6034 0.3372°
qpp_r@100
LM 0.5882  0.5490 0.4529  0.5802  0.3097

RandomForest 0.80544 0.6993% 0.5140* 0.6498% 0.39514
RankBoost 0.7218 0.6915%4 0.5300% 0.6632% (0.37924
AdaRank 0.6072 0.6139 0.4895 0.6109 0.34794

Table 4.4 Retrieval performance of different machine-learned ranking methods
compared to the best performing retrieval baselines.

where RB is the best. The second (middle) group reports the results of all_hooks retrieval
baseline, augmented by the re-ranking step. In this case, RF and RB are again able to
significantly improve over all_hooks on all metrics while AdaRank is also performing sig-
nificantly better than all_hooks in terms of recall. Among three algorithms, RF achieves the
highest results, except for recall. Similarly, all three machine learning algorithms perform
significantly better than the gpp_r@ 100 retrieval baseline. Again, in this case RF obtain
the highest performances, closely followed by RB.

In order to compare our approach to time-aware language model which takes into ac-
count temporal information, we use the queries derived from query performance prediction
method, i.e., gpp_r@ 100 that obtain the highest results among our query formulation meth-
ods. Table 4.5 shows that using time-aware language models is not efficient in our case.
This is possibly due to that lots of relevant context (paragraphs in our case) do not have any
temporal information. Consequently, these candidates are ranked low (e.g., higher than 20)
in the ranked list returned by LM-T. This result indicates that purely using the time dimen-
sion in context retrieval is not sufficient in the contextualization task. It also confirms the
importance of complementarity that is used in our re-ranking step.
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qpp_@100 P@l1 P@3 P@10 MAP Recall

LM-T 0.5882  0.4967 04176 0.5446  0.2796
LM 0.5882  0.5490 0.4529 0.5802 0.30974
RandomForest 0.8054% 0.6993* 0.5140* 0.6498* 0.3951*

Table 4.5 Retrieval performance of our proposed ranking method and the state-
of-the-art time-aware language modeling approach. The significance test is com-
pared against LM-T.

4.8 Chapter Summary

As we already discussed in Chapter 1, fully understanding documents requires context
knowledge from the time of document creation and finding information about such context
is a tedious and time-consuming task. To study this, we introduced the task of time-aware
re-contextualization of context with a gap between creation and reading time. In particu-
lar, we aimed to answer the research question: How to bridge temporal context gaps for
supporting interpretations of documents by time-aware re-contextualization? (RQ2).

For this purpose, we presented (1) different query formulation methods for retrieving
contextualization candidates and (2) ranking methods taking into account topical and tem-
poral relevance as well as complementarity with respect to the original text. Our results
showed that our approach can compute relevant and complementing contextualization in-
formation with high precision. In addition, hook-based query formulation methods have
outperformed document-based ones supporting the validity of our contextualization model,
and the predominance of query formulation methods relying on several hooks shows the im-
portance of comprehensive contextualization approaches that go beyond the consideration
of individual hooks. Furthermore, our experiments have confirmed that complementarity,
which is used in the re-ranking step, plays an important role in contextualization.



Dynamic Context-Aware Entity Recommendation

In the previous chapters, we described approaches to gain overall understanding of doc-
uments based on the document content and structure and additional context retrieved via
re-contextualization. In this chapter, we turn our attention to a more fine-grained but im-
portant aspect of documents, i.e. entities. In particular, we present a novel approach which
takes into account contextual information to suggest related entities to an entity of interest.

5.1 Introduction

Entities are characterized not only by their intrinsic properties, but also by the manifold
relationships between them. Quantifying these entity relationships, which is the idea of en-
tity relatedness [SP06, MWO08a, HSN™12], is crucial in several tasks such as entity disam-
biguation [HYB* 11, BOM15], contextualization of search results, and improved content
analysis [TCKN15a].

Relationships between entities are not always static. While some relationships are ro-
bust and static, e.g. the relationship between a country and its cities, others change fre-
quently, driven by dynamic contexts. In these contexts, time is just one dimension, and
alone not sufficient to adequately structure the entity relationship texture. This is illus-
trated for the entity Brad Pitt in Figure 5.1. While time is sufficient to structure the realm
of his private relationships, there are other groups of related entities with overlapping time-
lines, such as the persons he co-acted with in films, which relate to other contexts of his
life. Such more fine granular, contextual understanding of the entity relationship texture
can be used to refine methods such as entity disambiguation and entity recommendation.

In this work, we introduce the novel notion of contextual entity relatedness, with time
and topic as two main ingredients, and show its usefulness in a new yet important problem:
Context-aware entity recommendation. We propose to estimate the contextual relatedness
using both entity graph extracted from knowledge sources such as Wikipedia, and also to
exploit annotated text data using entity embedding methods. Furthermore, while existing

&9
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Figure 5.1 Related entities with Brad Pitt in different topics and time periods

work adds temporal aspects into entity relationships [WZQ™110, ZRZ16], we go a step
beyond by incorporating topic and proposing to enrich the relationships to form a novel
contextual entity graph: Each entity relation is enriched with the time span and topics
indicating when and under which circumstances it exists.

From the application perspective, entity recommendation is one of the directed ap-
plications of entity semantic relatedness. It assumes the input entities encode some user
activities or information needs, and suggests a list of entities, normally ordered, that are
most relevant. Blanco et al. [BCMT13] introduced Spark that links a user search query
to an entity in a knowledge base and suggests a ranked list of related entities for further
exploration. Similarly, Yu et al. [YMHHI14] and Bi et al. [BMH™ 15] proposed person-
alized entity recommendation which uses several features extracted from user click logs.
Our work is distinguished from these methods in that we take into account context as an
additional information need, not just input entities.

In short, the main contributions of this chapter are summarized as follows:

e We introduce the idea of a contextual relatedness of entities and define the problem
of context-aware entity recommendation for validating the usefulness of contextual
relatedness.

e We propose a novel method for tackling the defined problem based on a statistically
sound probabilistic model incorporating temporal and topical context via embedding
methods.

e We evaluate the context-aware recommendation method with large-scale experiments
on a real-world data set. The results of the evaluation show the usefulness of con-
textual entity relatedness as well as the effectiveness of our recommendation method
compared to other approaches.
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5.2 Related Literature

Estimation of entity semantic relatedness is an important task in various semantic and NLP
applications, and has been extensively studied in literature [SPO6, MWO08a]. Strube and
Ponzetto [SP06] proposed using Wikipedia link structures and the hierarchy of Wikipedia
categories to provide a light-weight related estimation. Milne and Witten [MWO08a] fol-
lowed a similar approach, and carefully designed the relatedness measure based on Wikipedia
incoming links, inspired by the Google distance metric.

These methods are close to our work in that we also combine various similarity mea-
sures, but do so in an advanced probabilistic model, taking into account context informa-
tion. Hence, while the aforementioned works are static, our proposed measure is context-
aware and dynamic to time.

One main issue with relatedness measures based on link structures is that they perform
poorly for long-tail entities with little or no connections. Hoffart et al. [HSN*12] (KORE)
addressed this issue by extracting key phrases from surrounding texts of entity mentions,
and incorporate the overlaps of such key phrases between two entities. In our work, we
also use the text surrounding of entity mentions. However, in contrast to KORE that uses
these texts to enrich the entities, we use the texts to enrich the relations between entities,
and in this regard, can contextualize the relatedness directly. In addition, KORE is still a
static quantity, while our measure is fully dynamic to time and context.

Several approaches have been proposed to add temporal dimension to entity semantic
relationships [WZQ™ 10, TEPW11]. Wang et al. [WZQ"10] extracted temporal informa-
tion for entities with focus on infobox, categories and events. Tuan et al. [TEPW11] also
extracted information from infobox and categories, but defined a comprehensive model
comprising time, location and topic. However, these studies are limited to predefined types
of relations, and cannot be easily extended to address the semantic relatedness. Recently,
Zhang et al. [ZRZ16] incorporated various correlation metrics to complement the seman-
tic relatedness, proposed a new metric that is sensitive to time. We extend this work, but
incorporate time and topic in an consistent context model, and also introduce the entity
embedding method.

From the application perspective, entity recommendation is one of the directed ap-
plications of entity semantic relatedness. It assumes the input entities encode some user
activities or information needs, and suggests a list of entities, normally ordered, that are
most relevant. Blanco et al. [BCMT13] introduced Spark that links a user search query to
an entity in a knowledge base and suggests a ranked list of related entities for further ex-
ploration. Similarly, [YMHH 14, BMH™15] proposed personalized entity recommendation
which uses several features extracted from user click logs. Our work is distinguished from
this work in that we take into account context as an additional information need, not just
input entities.
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5.3 Background and Problem Definition

5.3.1 Preliminaries

In this work, we use a very general notion of an entity as “a thing with distinct and inde-
pendent existence” and assume that each entity has a canonical name and is equipped with
a unique identifier. Typically, knowledge sources such as Wikipedia or Freebase are used
as reference points for identification.

There are relations between entities. These are represented in different ways such as
in the form of hyperlinks in Wikipedia or by a fact in an ontological knowledge base as-
serting a statement between two entities. Entities and their relationships can be captured
in an entity graph, where the nodes are entities the edges represent relationships between
entities. Such a graph can be heterogeneous in general, i.e. the edges between nodes can
be of different types, corresponding to different connection types between entities.

An entity can be referred to in a text document (e.g. a news article) in the form of
an entity mention. In our work, we assume that an annotated corpus is given, i.e., an
annotated text dataset with well disambiguated entities.! Such an annotated corpus can be
used to create and enrich the entity graph.

We are interested in the relatedness between entities, which is the association of one
entity to another. Such a relatedness is often measured by a normalized score indicating
the strength of the association. In our work, these scores depend upon the context and we
speak of contextual relatedness. For ensuring a wide applicability, we use a simple yet
flexible model of context, constituted by two dimensions: Time and Topic. We formalize
this concept as follows.

Context. A context c is a tuple (t,s), where t is a time interval [ty,t.] and s is a topic
describing the circumstance of the relationship.

Our notion of time is a sequence of discrete time units in a specific granularity, e.g.
a day. Time points or ranges of other granularities will be mapped to an interval of this
granularity. For example, “2016” is converted to [2016-01-01,2016-12-31]. For the topic

s, we use a textual representation. It can be a single word such as “movies”, “wars”, or a
phrase indicating an information interest such as “scenes in the thriller movie SEVEN”.

It 1s important to note that our contextual relatedness is an asymmetric measure, i.e.
given a context ¢, the relatedness of an entity e; to an entity e; is different from that of e; to
es. For example, in the context (2016, “medals™), 2016_Summer_Olympics is likely to be
the highest related entity for Eri_Tosaka, the Japanese female wrestler> who won her first
Olympics gold medals in Rio. The reversed direction is not true, as there are many winners
for the total 306 sets of medals in the games.

!Such collections are increasingly available thanks to the advancement in information extraction
research. One example is Freebase annotated KBA dataset: http://trec-kba.org/data/fakbal/
Zhttps://en.wikipedia.org/wiki/Eri_Tosaka
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5.3.2 Problem Definition

In this work, we aim to study the usefulness of context in entity relatedness. We do this
by undertaking a specific recommendation task, namely context-aware entity recommen-
dation. In this task, context reflects a user intent or preference in exploring an entity, and
contextual relatedness can be used to guide the exploration. Accordingly, by validating the
performance of the recommendation task, the effectiveness of contextual relatedness can
be evaluated. More specifically, the input of the recommender system is an entity, which
the user wants to explore (e.g., Brad_Pitt), and a context consisting of the aspect she is
interested in (e.g., (1995-2015,“awards™)); the goal is to find the most related entities given
the entity and the context of interest. We give the formal definition as follows:

Context-aware Recommendation: Given an entity e, a context of interest c,, an entity
graph G, and an annotated corpus D containing annotated and disambiguated entity men-
tions, find the top-k entities that have the highest relatedness to e, given the context c,
(contextual relatedness).

The query (e,, ¢,) is called an entity-context query. The context-aware entity recom-
mendation problem has some assumptions regarding the query setting. First, query entities
can have free text representations, but a text-fo-entity mapping to resolve the canonical en-
tity name is employed. Such a mapping can be the result of using an entity linking system
(e.g., [BOMI15]). Second, there is also a map from the textual context representation to the
time and topic component, for instance “Black Friday 2016 ads” to ([2016-11-25, 2016-11-
25], “ads™). Third, in the absence of time or topic, they will be replaced by some default
place holders. For time, we define two special values b; and e; to refer to the earliest and
latest days represented in the corpus. For topic, we replace missing values by the token “x”
to indicate an arbitrary topic.

5.4 Approach Overview

This section gives an overview of our method. In essence, we use a probabilistic model
to tackle the recommendation task. To estimate the model, we incorporate different graph
enrichment methods. These two components are described below.

5.4.1 Probabilistic Model

We formalize the context-aware entity recommendation task as estimating the probability
P(e|eq, cq) of each entity e given a entity-context query (e4, ¢,). The estimation score can
be used to output the ranked list of entities. Based on Bayes’ theorem, the probability can
be rewritten as follows:

P(e,eq, cq)

P(e]eq,cq) = P(e c )
97 ~q

x Ple, eq,¢q) (5.1)
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where the denominator P(e,, ¢,) can be ignored as it does not change the ranking. The
joint probability P(e, e, ¢,) can be rewritten as:

Ple,eq,cq) = Ple,eq tq,50) = Pleg) Pltyleq) Pleleg, ty) P(sqle, eq, ty)

(5.2)
= Pleleg, tq)P(sqle, eq, tq)

In Equation 5.2, we drop P(e,) and P(t,|e,) as they do not influence the ranking. The main
problem is then to estimate the two components: P(ele,, t,) (tfemporal relatedness model),
and P(s,le, eq, t,) (the topical relatedness model).

5.4.2 Candidate Entity Identification

The entity graph can be very large, e.g. millions of entities and tens of millions of relation-
ships, thus it is costly to estimate P(e, e,, ¢,) for all entities in the graph. To improve the
efficiency, we employ a candidate selection process to identify the promising candidates.
Given the query (e4, ¢,), we extract all entities directly connected to e,. Other methods can
be used in this step; for example entities that co-occur with the target entity in an annotated
corpus can be considered as candidate entities. However, in practice, we observe that this
strategy covers sufficiently large amount of entities we need to consider.

5.4.3 Graph Enrichment

To facilitate the estimation methods for Equation 5.2 (see Section 5.5 for more details), we
propose to enrich the entity graph, i.e. is to equip all entities as well as their relationships
with rich information from the knowledge sources and the annotated corpus. This enrich-
ment extends the entity graph into a contextual entity graph, where both nodes and edges
are contextualized. We describe the enrichment methods below.

Entity Relationship Enrichment. First, we describe how we enrich the graph edges, i.e.
the entity relationships. From the annotated corpus, we extract the set of bounded text
snippets (e.g. a sentence or paragraph)’, in which one or multiple entity mentions to the
entities can be found. Then, for each edge (e;, €;), we construct the set of all text snippets
annotating both entities e; and e;. For each text snippet, we employ a temporal pattern
extraction method to extract the time values, and map them to day granularity, or put a
placeholder if no values are found. For each successfully constructed time ¢, we create a
context ¢ = (¢, s), where s refers to the textual representation of the snippet. As a result,
for each edge (e;, e;), we have a set of relation contexts, denoted by C/(e;, €;).

Entity Embedding. To enrich the graph node, i.e. the entity, we propose to learn a contin-
uous vector representation of the entities in the entity graph using a neural network. Our
method, entity embedding, maps entities to vectors of real numbers so that entities appear-
ing in similar contexts are mapped to vectors close in cosine distance. The vectors can

3In our experiments, we limit to sentences level.
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Figure 5.2 The training example for the Jennifer Aniston entity

be estimated in a completely unsupervised way by exploiting the distributional semantics
hypothesis. Here we extend the Skip-Gram model [MCCD13] as described in Chapter 2.
In principle, the Skip-Gram aims to predict context words given a target word in a slid-
ing window. In our case, we aim to predict context words given a target entity. We train
the entities and the words simultaneously from the annotated text collection D, using text
snippets as the window contexts. Specifically, given a context as a text sequence in which
the target entity e appears, i.e., W = {wy, ..., w)s } where w; might be either an entity or a
word, the objective of the model is to maximize the average log probability

1 M
LOV) =+ > " logP(wjle) (5.3)
=1

in which the prediction probability is defined by using a softmax function

exp(i7; - )
S e exp(ii - €)

where W and € denote the vector representation of w and e respectively. The training
example is shown in Figure 5.2. The relatedness between two entities e and e, is then
defined as the cosine similarity between their vector representations. In the experiment,
we show that the embedding method complements to standard relatedness metrics and
help to improve the performance in estimating both models of the contextual relatedness
(Equation 5.2).

P(w;le) = (5.4)

5.5 Model Parameter Estimation

Our probabilistic model is parameterized by two relatedness models P(s,|e, e,, t,) and
P(e|ey, t,). In this section, we present in details the estimation of these models based on
the contextual entity graph.
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5.5.1 Temporal Relatedness Model

The distribution P(ele,,t,) models the entity relatedness between e and e, w.r.t t,. To
estimate P(ele,, t,), we take into account both static and dynamic entity relatedness as

Rs(e,e,) Ra(e, eq,ty)
P ty) = A 1 4
(€|GQ7 Q) Ze’ Rs(€/7 eq) Ze/ Rd(e/’ €4, tq)

where R;(e,e,) measures the static relatedness between e and e, R,(e, e,,t,) measures
the dynamic relatedness between e and e, w.r.t ,, and \ is a parameter.

+(1- N\

(5.5)

Static Relatedness. To measure the static relatedness between entities e and e, i.e. Rs(e, ¢,),
we use the widely adopted method introduced by Milne and Witten using the Wikipedia
links [MWO08a], and has been effective in various tasks. The Milne-Witten relatedness is

measured as:
log(max(|E, |E,|)) —log(|E N E,|)

log [V] — log(min(| E], | Ey[))
where £ and I, are the sets of entities that links to e and e, respectively and V' is the set
of all entities.

(5.6)

Ré\/lw(e eq)

In addition to Milne-Witten, we include the entity embeddings (Section 5.4.3) and de-
fine an embedding-based static relatedness measure as the cosine similarity between two
corresponding entity vectors:

€ ey
el

The two static relatedness measures can be combined in linear fashion to provide the
final estimation: R(e,e,) = RM¥W (e, e,) + RE™ (e, e,).

REmb (e e,) = (5.7

Dynamic Relatedness. To measure the dynamic relatedness R,(e, 4, t,), we first associate
an activation function that captures the importance of an entity e as a function of time:
a. : T'— R. This function can be estimated by analyzing the edit history of Wikipedia, in
which the more edits take place for an article in a certain time interval, the higher the value
of activation function. Other kinds of estimators are to analyze longitudinal corpora such
as news archives. In this work, our estimation is based on Wikipedia page view statistics.
The normalized value of the activation function of an entity «. is estimated as follows:

et - Mo
Ae(t):M with ,, = E[a,] and 0, = \/]E — fa,)?] (5.8)

Oa,
where 11, and o, are the mean value and standard deviation of the activation function
a.. To assess whether two entities are temporally related, we compare their activity func-
tions. It happens that many entities exhibit very marked peaks of activity at certain points.
These peaks are highly representative for an entity. Therefore, we estimate the dynamic

relatedness between entities by measuring a form of temporal peak coherence

Ra(e, eq, 4 Z max(min(A.(t), A, (t)) —0,0) (5.9
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where ¢, = [t,,,%,.] is the time interval of interest and § is a threshold parameter that is set
as 2.5 here to avoid over-interpreting low and noisy values.

5.5.2 Topical Relatedness Model

The probability P(s,le, e, t,) models the likelihood of observing the text snippet s, in the
relationship between entities e and e, in the time of interest .

For each context ¢; = (t;,s;) € C(e,e,), let Sim(s,, ¢;,t,) be the similarity between
the text snippet s, and the context c; w.r.t the time ¢,. The likelihood of observing s, in the
relationship between e and e, w.r.t ¢, is estimated as:

1

P(sqle, eq,ty) = Cle.e)l
) €q

> Sim(sy,cirty) (5.10)

ci€Cle,eq)

Here we assume the context c; gives less contribution to the overall relevance of the relation
w.r.t the time ¢, if its time ¢; is distant from ¢, then Sim(s,, ¢;, t,) is estimated as

CS(sq,5;) e Pla=til - if CS(s,,8) > €

] (5.11)
0, otherwise

Sim(sy, ciyty) = {

where £ is a fixed parameter, [ is the decay parameter, |t, — ¢;| is the distance between
two time intervals ¢, and ¢; that is calculated by the distance between their middle points.
The component C'S(s,, s;) measures the similarity between two text snippets s, and s;. We
employ two different methods to estimate C'S(s,, s;), described below.

Language Model. In this method (called LM-based), we represent the relation (e, e,) by
a language model, i.e. the distribution over terms taken from text snippets between two
entities in the entity graph. Then by assuming the independence between terms in the
snippet s,, we obtain the following estimation

CS(sq.si) = [ Plwl,)") (5.12)

WESq

where n(w, s,) is the number of times the term w occurs in s,, P(w|fs,) is the probability

of term w within the language model of the snippet s; which is estimated with Dirichlet

smoothing as follows

n(w, si) + - P(w)
> (w5 + p

where n(w, s;) is the frequency of w in s;, P(w) is the collection language model, and 1 is

the Dirichlet smoothing parameter.

P(wlbs,) = (5.13)

Embedding Model. The second method is an adaptation of the Word Mover’s Distance
(WMD) method proposed in [KSKW15]. First, we remove all stop words and keep only
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content words in the text snippets. Then, we define the similarity between two text snippets
sq and s; using a relaxed version of WMD, where each word in s, (and s;) is mapped to its
most similar word in s; (and s,):

Z Z Tww’ COS(U_j, U_;/) Z Z Tww’ COS(QE, 1;/)

wWESq w'Es; wES; w Esq

4] |sil

CS(sq, i) x (5.14)

N[ —

where |s,| and |s;| are the number words in the text snippets s, and s; respectively, T\, = 1
if w' = argmax,, cos(w,w’) or 0 otherwise, cos(i, w’) is cosine similarity between two
vectors. The vector @ and w’ are the vector embeddings of the words w and w’, respectively
learned from the Entity Embedding method described in Section 5.4.3. We denote this as
the WMD-based method.

5.6 Experiment Setup

5.6.1 Entity Graph Construction

The entity graph we use in the context-aware entity recommendation task is derived from
Freebase [BEP*08] and Wikipedia.* More specifically, we extract Wikipedia articles that
overlap with Freebase topics, resulting in 3, 866, 179 distinct entities, each corresponding
to one article. To extract the entity activities for the dynamic temporal relatedness model,
we use Wikipedia page view counts’ in the time frame 01/01/2012 to 05/31/2016.

We use the text contents of the articles as the annotated corpus D. Note that due to
Wikipedia editing guidelines, an article often ignores the subsequent annotations of an en-
tity in the text, if the entity is already annotated before. For example, within the Wikipedia
article of entity Brad_Pitt, Angelina Jolie is mentioned 32 times but only 5 of these men-
tions are annotated. Hence, we employ a machine learning method [NBD14] to identify
more entity mentions. In average, 12 new entity mentions were added to each Wikipedia
article.

To extract text snippets for the graph enrichment, we cleaned and parsed the sentences
from the contents, resulting in 108 millions sentences in total. We use Stanford Temporal
Tagger® to extract temporal patterns from these annotated sentences. For the edges of
the entity graphs, we establish the undirected edge (eq, e5) if the corresponding Wikipedia
article of e; or ey (after adding new mentions using [NBD14]) contains a hyperlink to the
article of the other.

“English Wikipedia dump version dated March 4, 2015
Shttps://dumps.wikimedia.org/other/pagecounts-ez/
®http://nlp.stanford.edu/software/sutime.shtml



https://dumps.wikimedia.org/other/pagecounts-ez/
http://nlp.stanford.edu/software/sutime.shtml

5.6 Experiment Setup 99

Entity Context Related entities
Brad Pitt humanitarian and politi- | University of Missouri (101), John Kerry (80),
cal causes Barack Obama (26)...

Fury (2014 film) (1772), Mr. & Mrs. Smith
(2005 film) (973), Legends of the Fall (893)...
Angelina Jolie (16564), Jennifer Aniston
(11306), Gwyneth Paltrow (3383)...

Brad Pitt in the media Supercouple (798), People (magazine) (126)...

Brad Pitt career

Brad Pitt | personal life

Table 5.1 Example of entity-context queries and related entities with the number
of clicks extracted from the clickstream dataset

5.6.2 Automated Queries Construction

We use the recently published Wikipedia clickstream dataset [WT15] from February 2015
and structural information from Wikipedia for constructing entity-context queries and the
Ground Truth.

The clickstream dataset contains about 22 million (referrer, resource) pairs and their
respective request count extracted from the request logs of the main namespace of the
English Wikipedia. The referrers can be categorized in internal and external traffic; in
this work, we only focus on request pairs stemming from internal Wikipedia traffic, i.e.,
referring page and requested resource are both Wikipedia pages from the main namespace.

Wikipedia articles are collaboratively and iteratively organised in sections and para-
graphs, such that each section is concerned with particular aspects or contexts of the entity
profile [FMA15]. Each entity mentions within these sections are therefore highly relevant
to the source entity in the respective context.

Based on these observations, we propose an automated entity-context query construc-
tion using the following heuristics: (i) For each pair of source and target entities, we first
extract the section heading where the target entity is mentioned in the source page (ii) The
source entity is then used as query entity and the extracted heading is used as context to cre-
ate a entity-context query; here we filter out noisy headings such as “further reading”, “see
also”. (iii) We only keep queries for which at least 5 entities are clicked in the clickstream

dataset.

To construct the query time, we use the publication time of clickstream dataset, which
is February 2015, and convert it to [2015-02-01,2015-02-28].

Table 5.1 presents example queries created for the entity Brad_Pitt. In total, we have
219, 844 entity-context queries. To accommodate the impact of time in the queries, we
define the ratio of views, denoted by r, which is the ratio between the number of times the
entity was clicked in February 2015 and in January 2015. The intuition is that if 7 is very
high, the corresponding query entities and topics might have some underlying information
interests emerging in February 2015 (for instance, the release of a new movie, etc.). We
divide our query set into 4 subsets based on different value ranges of r (Table 5.2).
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Query Set Qr>0 Q?">1 Qr>5 Qr>10
Number of queries 219,844 69,489 1,263 493

Table 5.2 The different set of queries (), with varying ratios of interest

Ground Truth. For each query in the query set, we establish the ground truth through
the click information available in the clickstream dataset. Existing work suggests that the
Wikipedia viewing behaviour can be used as a good proxy of entity relevance to current user
interest [REM 10, TNK ™ 15]. Transferring this idea to navigational traffic within Wikipedia
networks (as they are reflected in the click streams), we can consider an increased navi-
gation between two entities as a signal for the importance of the relationship between the
corresponding source and the target entities.

Thus, given an entity-context query, the larger number of clicks a candidate entity gets,
the higher related the entity is. Based on this, for each query we take the most clicked
entity as the relevant entity, and measure how good recommendation approaches rank the
entity using M R R metric. In addition, we extract the top-5 clicked entities for each query
to measure the recall. We publish our code and data to encourage future similar research.’

Evaluation Metrics. To measure the performance of different approaches, we use two
evaluation metrics. The first metric is mean reciprocal rank (MRR) which is computed as

1 |Qtest| 1

’Qtest ‘ i=1 rank (eqi )

MRR = (5.15)

where |Qes:| is the number of queries, and rank(e,,) represents the rank of the ground
truth entity e,, in the results for the query ¢;. Notice that a larger MRR indicates better
performance.

We also use recall at rank £ (RQFk) as another evaluation metric. RQFk is measured as
the ratio of the retrieved and relevant entities up to rank % over the total number of relevant
results. The larger RQF indicates better performance.

5.6.3 Baselines

We implemented several baselines to compare to our methods on the task. The first group of
baselines are static methods using an ad hoc ranking function without considering the given
context. We consider the baselines that only use Milne-Witten or entity embeddings-based
relatedness, and the combination. We denote these static methods as Static,,,,,, Static,,,.;,
and Staticmw&emb.

The second group of baselines are time-aware methods which are similar to our prob-
abilistic model but without taking into account the search topic s,. We reimplemented the

"http://www.13s.de/~ntran/dycer.html
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Figure 5.3 Performance of the different approaches on the different query sets

approach proposed by Zhang et al. [ZRZ16] and extended it by combining the entity em-
bedding and link based similarities to integrate into the model. We denote these time-aware
methods as Temp,,.,[ZRZ16] and Temp,,,,,&emb-

Finally, we denote our methods as Dycer;,,, and Dycer,,,,,; where Dycer;,,, uses the LM-
based method and Dycer,,,,; uses the WMD-based method for estimating the similarity
between text snippets.

Parameter Settings. We empirically set the similarity threshold £ to 0.35, and the decay
parameter (3 to 0.5. The Dirichlet smoothing parameter is fixed to 2000, and the parameter
A is set to 0.3 by default and will be discussed in detail in the experiments.

5.7 Results and Discussion

Figure 5.3 presents a detailed comparison between the M RR for the different methods.
The proposed methods outperform the baselines on all query sets. In addition, when in-
creasing the ratio of views r, our method progressively improves, with its highest score
MRR = 0.282 on the query set (),~10. In contrast, the performance of the static methods
is not changed much and around M RR = 0.145. This conforms the effectiveness of our
model in capturing the dynamic contexts. Even without context, our relatedness model
(Staticwsems) already performs better compared to the Static,,,, and Static,,,, meth-
ods. Interestingly, the time-aware methods gain comparable, even worse results compared
to the static methods on the query sets (),~o and (),~1, however they obtain significantly
better M RR scores on the query sets (),~5 and (),~19 . This can be explained by the
fact that the entities in ),~5 and (),~1¢ are more sensitive to time because of high user
interests. Furthermore, the adapted implementation T'emp,ygemy Outperforms the orig-
inal method T'emp,,.,, which again indicates the effectiveness of the combination of the
embedding-based and link-based methods. The best overall performing approach is the
WMD-based method Dycery,mq. The method performs better than the LM-based method
Dycery,,, which is due to the fact that the WMD-based method takes into account the
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Figure 5.4 RQF for the different entity recommendation approaches under com-
parison. (Left) All queries (),~¢. (Right) Queries with high ratios (),~5
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Figure 5.5 M RR of relevant entity for different query entity types in (),~5 and
for different approaches (note, we show the results for the best method in each

group)

semantic meaning of words using word embeddings for the textual similarity estimation,
while the LM-based method purely uses the surface form of words.

Next, we analyse the recall at rank k& (RQk) as quality criteria. The results of RQk
with varying £ for different methods are shown in Figure 5.4. We compute the perfor-
mance of methods on the different query sets (),~¢ and @),~5. Figure 5.4 shows that the
proposed methods outperform the baselines on both sets of queries. On the first query set
Q>0 the WMD-based method Dycer,,q gains 7.9%, 10.5%, 15.2%, and 14.3% improve-
ments compared to the static method Static,gemp, and 9.3%, 13.0%, 16.6% and 17.6%
improvements compared to the time-aware method T'emp,,,&empy When the rank £ is 5, 10,
20, and 30 respectively. On the query set (), 5, it even obtains much better improvements.
In addition, similar to our findings for M RR, the time-aware methods achieve comparable
results compared to the static methods overall, but perform considerably better on the query
set with the high ratio of views @), 5.
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Method A=0 A=1 | A=2 | A=3 | A=4 | A=5 | A=6 | A=.7 | A=8| A=.9 A=1

Temp 0.1700 | 0.1894 | 0.1902 | 0.1914 | 0.1913 | 0.1913 | 0.1903 | 0.1906 | 0.1888 | 0.1898 | 0.1511

Dycer 0.2153 0.2371 0.2372 | 0.2372 | 0.2359 | 0.2366 | 0.2365 0.2360 | 0.2361 0.2363 0.1828

Table 5.3 M RR of relevant entity using the query set (),~5 for different A (with
the best results in bold)

In addition, we also compare the performance in different query types, as for each type,
users often have different intents and expectations. Figure 5.5 shows the comparison in
terms of M RR for four groups of high-level types. It can be seen that the performance
differences vary quite noticeably in different type groups. Nevertheless, in all cases, the
highest result is achieved by the Dycer,,,q approach. Interestingly, for the type “Person”
and “Location” the T'emp,,w&wma approach gains large improvements compared to the
static method. One possible explanation for this is that the “Person” and “Location” enti-
ties usually involve in events which highly relate to time. Consequently, taking time into
account helps improving the performance. In the case of “Organization”, the time-aware
method does not show any improvement compared to the Static,, g empy method whereas
the WMD-base method still obtains a huge improvement. It demonstrates the usefulness of
contextual information for the task.

Table 5.3 shows the impact of A on the performance of the time-aware and the proposed
method using the query set (),~5. The A = 0.3 yields the best results on average using both
methods, which is then used as in our experiments.

While we use Wikipedia for building the model in the experiments, the proposed ap-
proach can also use other knowledge bases (e.g. Freebase) to construct the entity graph,
and any text collections (e.g. news archives, web archives) can also be used to enrich
the entity graph. Our choice of using Wikipedia is driven by the availability of rich and
high-quality meta-data in the collection, which enables us to focus on the the effectiveness
of the models. In addition, we focus on frequent entities in our experiments, however the
proposed method leverages both link structures and the textual representation from the doc-
ument collection to estimate the entity relatedness; thus we believe that it can achieve good
performance with the long-tail entities, as been shown in existing approaches [HSN*12].

5.8 Chapter Summary

In this chapter, we focused more on entities, an important aspect of documents, and aimed
to address the research question: How fo support explorations of documents by recom-
mending contextually related entities? (RQ3).

For this purpose, we introduced the idea of a contextual relatedness of entities and de-

fined the problem of context-aware entity recommendation for validating the usefulness
of contextual relatedness. For tackling the defined problem, we proposed a novel method
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based on a statistically sound probabilistic model incorporating temporal and topical con-
text via embedding methods. We demonstrated on a large real-world evaluation set that our
method can show the usefulness of contextual entity relatedness as well as the effectiveness
of our recommendation method compared to baseline approaches. The related entities can
then in turn guide users to effectively explore the consumed texts.



Conclusion and Future Work

In this thesis, we have studied multiple aspects of the general task of automatically un-
derstanding text. In the next section, we draw main conclusions from the findings of the
research presented in Chapters 3, 4 and 5. Subsequently, we will discuss limitations and
directions for future research.

6.1 Conclusion and Contributions

This thesis has addressed three main problems of supporting the interpretations of doc-
uments: (i) document representation, (ii) document contextualization, and (iii) document
exploration via related entity recommendation.

In Chapter 3, we proposed different approaches for improving document representa-
tion. In the first part, we learned that when representing documents as a mixture of topics,
the quality of such topics can be improved by tailoring additional domain-specific similar
documents before applying topic modeling algorithms. We called this process Topic Crop-
ping and evaluated the topics in terms of coherence, diversity and relevance. In addition,
by integrating the automatic evaluation of topic quality we took a first step towards a self-
optimizing process of selecting parameters for topic cropping in different settings (i.e., for
document collections in different application domains).

In the second part, we studied another form of document representation, i.e. distributed
representation. The distributed representation of documents has quickly established it-
self as one of the most effective techniques for representing a document in a continuous
vector space. In this part, we presented multiplicative tree-structured LSTM networks
which are capable of incorporating syntactic and semantic information from the text to the
tree-structured LSTM architecture and pointed out the usefulness of our models in various
downstream applications. Unlike traditional approaches, the proposed models employ not
only word information but also relation information between words. Hence, they are more
expressive, as different combination functions can be applied for each word. Experimental
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results on common document understanding tasks have demonstrated that the models lead
to better document representations.

In the last part, we found out that the distributed representation of documents can be
further improved with attention mechanism. We studied this effectiveness in the appli-
cation of question answering. In particular, we proposed Multihop Attention Networks
(MAN) for the answer selection task. Our proposed MANs use multiple vectors which
focus on different parts of a question to represent the overall semantics of the question and
then apply multiple steps of attention to learn representations for the candidate answers.
Such representations are then used to select the most suitable answer for input questions.
Furthermore, we showed that sequential attention mechanism can be well adapted for the
answer selection task. The mechanism allows local alignment information to be used when
computing attention weight for each token in a sequence. Experimental results indicated
that MAN outperforms state-of-the-art approaches on popular benchmark question answer-
ing datasets. Empirical studies also confirm the effectiveness of sequential attention over
other attention mechanisms.

In Chapter 4, we learned that fully understanding document requires context knowl-
edge from the time of document creation and finding information about such context is a
tedious and time-consuming task. To study this, we introduced the novel and challenging
task of time-aware re-contextualization of context with a gap between creation and reading
time. To tackle this task, we presented different query formulation methods for retrieving
contextualization candidates and ranking methods taking into account topical and temporal
relevance as well as complementarity with respect to the original document. Experimental
results have proven that our approach can compute relevant and complementing contextual-
ization information with high precision. In the experiments, hook-based query formulation
methods have outperformed document-based ones supporting the validity of our contextu-
alization model, and the pre-dominance of query formulation methods relying on several
hooks demonstrates the importance of comprehensive contextualization approaches that go
beyond the consideration of individual hooks. Furthermore, our experiments have con-
firmed that complementarity, which is used in the re-ranking step, plays a significant role
in contextualization.

In Chapter 5, we introduced the idea of a contextual relatedness of entities and defined
the problem of context-aware entity recommendation for validating the usefulness of con-
textual relatedness. We then proposed a novel method for tackling the defined problem
based on a statistically sound probabilistic model incorporating temporal and topical con-
text via embedding methods. The related entities can help users not only further explore
the topics discussed in the documents but also better understand the document contents.
We evaluated the proposed approach on a real-world dataset, and the results have revealed
considerable improvements of our solution over the states of the art.

By carrying out various studies, proposing different methods to deal with the key chal-
lenges, and through extensive evaluations, we have made the following noteworthy con-
tributions for improving document understanding: (i) we have proposed novel methods
to enhance document representation, and demonstrated its usefulness in various document
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understanding tasks, (ii) we have framed the novel and challenging task of time-aware con-
textualization and proposed a novel approach for retrieving contextualizing information to
support the understanding of documents in presence of wide temporal and contextual gaps,
and (iii) we have introduced the notion of contextual entity relatedness and investigated its
influence on entity recommendation for supporting document exploration.

6.2 Future Research Directions

Building on our observations and findings presented in this thesis, we plan to investigate
the following aspects of document understanding in the imminent future.

e Predicting interesting nuggets in the documents

In Chapter 4 and 5, we assumed users will highlight concepts or phrases that they
wish to gain contextual insights. Therefore, as future directions we foresee work
on automatically identifying interesting phrases (nuggets) that are likely marked by
users according to whether they would want to know more about them. This prob-
lem is in particular challenging, as we need to understand and model the notion of
interestingness, that is, to what factors make a concept be an interesting nugget. For
example, the semantics of documents might be an important factor: when users read
an article about a movie, they are more likely to browse to an article about an actor
than to another movie or the director. The predicted nuggets or hooks can then be
used in various applications such as augmenting the document with supplementary
information, i.e. contextualization, ad placement and content recommendation.

e Personalized re-contextualization of documents

As we discussed in Chapter 4, due to differences in cultural background or domain
expertise, users might require different contextualization needs. Therefore, we be-
lieve that the personalization of contextualization approaches is an imperative direc-
tion to investigate. To tackle this, we might need to deal with several challenges.
The first one is how to collect user information for building the profiles of users.
The second challenge is how to integrate this information into the contextualization
framework. In the future, we plan to investigate the use of social media and user click
logs to gather user information, similar to [YMHH14, BMH™" 15], for constructing
user profile and experiment two ways to leverage this information, either using it as
additional features for learning-to-rank algorithms or directly utilizing it in a more
complicated learning model.

e Improving document understanding through multimodel learning

In this thesis, we have considered texts only as contextual insights, however, images
could be an invaluable source of information for providing additional information
to improve document understanding. The images can be integrated into document
understanding systems via multimodel learning. One possible direction is to utilize
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advanced deep learning architectures such as CNNs or LSTMs to map both texts
and images into the same semantic space and then learn a combination function to
identify images which provide supplementary information to a given text.

Integrating commonsense knowledge to document understanding systems

In recent years we can build machines that can accurately translate a text between
languages, that can identify whether an object appears in an image, and that are
capable of recognizing spoken language at high accuracy levels, but which cannot
yet answer higher-level questions related to the contents they have processed. For
this, it requires machines to not only discover knowledge from documents or im-
ages but also have an ability of reasoning beyond the contents. Building a machine
that can read any kind of story or watch a movie of any genre and then can answer
simple questions about the plot and the characters still remains an very challenging
problem. In the near future, we aim to tackle this problem by leveraging massive
external or commonsense knowledge with recent advanced neural networks such as
dynamic memory networks [XMS16], and investigate this idea based on the bAbI
tasks [WBCM15].
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