Second-moment budgets in cloud topped boundary layers: A large-eddy simulation study
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Abstract A detailed analysis of second-order moment budgets for cloud topped boundary layers (CTBLs) is performed using high-resolution large-eddy simulation (LES). Two CTBLs are simulated—one with trade wind shallow cumuli, and the other with nocturnal marine stratocumuli. Approximations to the ensemble-mean budgets of the Reynolds-stress components, of the fluxes of two quasi-conservative scalars, and of the scalar variances and covariance are computed by averaging the LES data over horizontal planes and over several hundred time steps. Importantly, the subgrid scale contributions to the budget terms are accounted for. Analysis of the LES-based second-moment budgets reveals, among other things, a paramount importance of the pressure scrambling terms in the Reynolds-stress and scalar-flux budgets. The pressure-strain correlation tends to evenly redistribute kinetic energy between the components, leading to the growth of horizontal-velocity variances at the expense of the vertical-velocity variance which is produced by buoyancy over most of both CTBLs. The pressure gradient-scalar covariances are the major sink terms in the budgets of scalar fluxes. The third-order transport proves to be of secondary importance in the scalar-flux budgets. However, it plays a key role in maintaining budgets of TKE and of the scalar variances and covariance. Results from the second-moment budget analysis suggest that the accuracy of description of the CTBL structure within the second-order closure framework strongly depends on the fidelity of parameterizations of the pressure scrambling terms in the flux budgets and of the third-order transport terms in the variance budgets.

1. Introduction

Shallow clouds, such as stratocumuli and shallow cumuli, are frequently observed over large domains of the Earth. They play a decisive role in determining the thermodynamic state of the atmosphere, e.g., through their effect on the radiation budget of the boundary layer and through the release/consumption of latent heat. The structure and the transport properties of a cloud topped boundary layer (CTBL) is determined by a complex interplay of various physical processes, including kinetic energy production/destruction due to mean-velocity shear and buoyancy, radiative cooling, cloud top entrainment, and large-scale subsidence. A better understanding of physical processes related to shallow clouds and an improved representation of CTBLs in numerical models of atmospheric circulation is crucial for various environmental applications, most notably numerical weather prediction (NWP) and climate modeling.

An immanent feature of CTBLs is the presence of turbulent motions. In NWP and climate models, turbulence must be parameterized because the scales of turbulence are much smaller than the grid spacing typically used. Most (if not all) turbulence parameterization schemes used in NWP and climate models are based on truncated ensemble-mean budget equations for the second-order moments of fluctuating velocity and scalar fields. These schemes range from relatively simple algebraic formulations to quite sophisticated schemes that carry prognostic equations for all second-order moments involved, i.e., for turbulent fluxes of momentum and scalars, velocity and scalar variances, and scalar covariances (see, e.g., Mironov [2009], for discussion of second-order closures used in NWP). Hence, good knowledge of the second-moment budgets of fluctuating fields is fundamental for successful use and further development of turbulence parameterization schemes for NWP, climate modeling, and other environmental applications. It is required in particular (i) to access the relative importance of various terms in maintaining the second-moment budgets, small terms can then be discarded and large terms should be appropriately parameterized, (ii) to test various closure schemes.
In what follows, a standard notation is used where variances is performed. Reynolds-stress components (including its trace, i.e., the TKE), of the vertical scalar fluxes, and of the scalar topped boundary-layer flows are conducted. Using LES data, a detailed analysis of the budgets ofward in this direction. Very high resolution large-eddy simulations of cumulus-topped and stratocumulus—where all (or most) relevant second-moment budgets are discussed. The present work makes a step for-
tual potential temperature is defined as specific heat at constant pressure, $u_i$ are the velocity components, $p$ is the perturbation pressure, $T$ is the absolute temperature, $\theta$ is the potential temperature, $q_i$ is the (water vapor) specific humidity, and $q_\ell$ is the specific liquid water content. Reference values of potential temperature and density are denoted by $\theta_0$ and $\rho_0$, respectively. The vir-
tual potential temperature is defined as $\theta_v = \theta (1 + ([R_g/R_d] - 1) q_\ell - q_i)$. A generic variable $s$ denotes a quasi-
conservative scalar that is either the liquid water potential temperature $\theta_l = \theta - (\theta / T) (L_v/c_p) q_\ell$ or the total
water specific humidity $q_v = q_\ell + q_i$. The Einstein summation convention for repeated indices is used. The Kronecker delta is denoted by $\delta_{ij}$ and the Levi-Civita tensor is denoted by $\varepsilon_{ijk}$. An overbar $\overline{\cdot}$ and a single prime $(\cdot)'$ denote a resolved-scale (filtered) variable carried by the large-eddy model and a deviation there-
from (i.e., a subfilter-scale fluctuation), respectively. A horizontal mean is denoted by angle brackets $\langle \cdot \rangle$, and a deviation therefrom is denoted by a double prime $(\cdot)''$. Then, a fluctuating variable $a$ can be repre-
sented as $\Phi = \langle \Phi \rangle + \Phi' + \Phi''$.

The paper is organized as follows. Section 2 provides a description of the large-eddy model used and of the simulated cases. Section 3 presents the second-moment budget analysis. First (section 3.1), we discuss how approximations to the ensemble-mean second-moment budgets are obtained on the basis of numerical data generated by a large-eddy model. Next (section 3.2), the validity of the approach is examined using LES of the shear-free convective boundary layer with no clouds. Then, the second-moment budgets in CTBLs are discussed in detail (section 3.3), including the budgets of TKE (section 3.3.1) and velocity var-
iances (section 3.3.2), of the vertical momentum and scalar fluxes (sections 3.3.3 and 3.3.4, respectively), and of the scalar variances and covariance (section 3.3.5). Summary and conclusions are presented in section 4.

2. Large-Eddy Model and Simulated Cases

In this study, the parallelized large-eddy model PALM [Raasch and Schröter, 2001; Maronga et al., 2015] is utilized. Using the finite difference technique, the model solves the filtered, nonhydrostatic Navier-Stokes equations in the Boussinesq approximation and the filtered transport equations for two quasi-conservative thermodynamic variables, viz., the liquid water potential temperature $\theta_l$ and the total water specific
humidity $q_i$. The filtering of the governing equations is carried out implicitly, following the volume-balance approach [Schumann, 1975]. The incompressibility of the flow is ensured by solving a Poisson equation for the perturbation pressure, using a predictor-corrector method and a fast Fourier transform. The subgrid-scale (SGS) closure model is based on Deardorff [1980], where the SGS fluxes of momentum and scalars are determined through the down-gradient approximation and a prognostic equation for the SGS TKE is carried to determine the SGS eddy diffusivity. The resolved-scale liquid water content $q_i$ is calculated by means of a simple saturation adjustment scheme based on Cuijpers and Duynkerke [1993], where a grid volume is considered as cloudy when the specific total water content is larger than the saturation specific humidity (all-or-nothing method that does not account for the fractional cloud cover at subgrid scales). Advection of velocity and scalars is computed by a fifth-order scheme based on Wicker and Skamarock [2002]. A third-order Runge-Kutta scheme with a variable time step is used for time advance.

The setup of our CTBL simulations is based on two Global Atmospheric System Study (GASS) LES test cases. These are (i) the shallow trade wind cumulus case BOMEX [Siebesma et al., 2003] and (ii) the nocturnal stratocumulus case DYCOMS-II, RF01 [Stevens et al., 2005] (hereinafter referred to as simply DYCOMS). For validation purposes (see section 3.2), a dry shear-free convective boundary layer driven by the surface buoyancy flux is simulated. The setup is based on case FC of Mironov et al. [2000, herein-

after M00].

In all simulated cases, periodic boundary conditions in the $x_1$ and $x_2$ horizontal directions are applied. The following boundary conditions at the top and the bottom of the model domain are used. At the upper boundary of the domain, vertical gradients of the scalar quantities $\partial t$ and $q_i$ and the SGS TKE $e$ are zero, the vertical velocity $u_3$ is zero, and the horizontal velocity components are equal to the components of the geostrophic wind, $u_1 = u_{g1}$ and $u_2 = u_{g2}$. At the surface, all three components of the velocity vector are zero. Vertical fluxes of liquid water potential temperature and of total water specific humidity are prescribed, and the $x_1$ and $x_2$ components of the surface momentum flux are either evaluated from the surface-layer similarity relations (that are applied locally, i.e., point by point), or computed using prescribed surface friction velocity and the assumption that the momentum flux and the vertical gradient of horizontal velocity are aligned.

We closely follow the setups of BOMEX and DYCOMS described in Siebesma et al. [2003] and Stevens et al. [2005], respectively. Parameters of the two CTBL simulations are summarized in Table 1. The essential difference between our simulations and the BOMEX and DYCOMS simulations of Siebesma et al. [2003] and Stevens et al. [2005], respectively, is in the grid spacing. As compared to a rather coarse “original” resolution of BOMEX with the mesh size of 100 m, 100 m, and 40 m in $x_1, x_2$, and $x_3$ directions, respectively, and DYCOMS with the mesh size of 35 m, 35 m, and 5 m, respectively, a much finer resolution with a mesh size of 5 m in all directions is used in the present study. Furthermore, the horizontal domain size in the DYCOMS case is nearly doubled as compared to Stevens et al. [2005] to become 6.4 km $\times$ 6.4 km. Among other things, a larger domain yields improved estimates of turbulence moments computed on the basis of a large-eddy model output. The BOMEX case was previously simulated with PALM by Riechelmann et al. [2012], to validate a Lagrangian cloud model.
The setup of the simulation FC of a dry convective boundary layer driven by the surface buoyancy flux is based on Mironov et al. [2000]. Parameters of the simulation are summarized in Table 1. The geostrophic wind components are zero (shear-free convection). The surface temperature flux is \( H_{10} = 2.40 \times 10^{-1} \text{ K m s}^{-1} \). The surface temperature is computed by the PALM SGS model on the basis of the Monin-Obukhov surface-layer flux-profile relationships (applied locally). The initial profile of \( \theta \) has a three-layer structure. A temperature-homogeneous layer with \( \theta = 300 \text{ K} \) extends from the surface to \( x_i = 1000 \text{ m} \). It is capped by a 120 m deep strongly stable layer, where the potential-temperature lapse rate is \( 6.6 \times 10^{-2} \text{ K m}^{-1} \). A stably stratified layer with a lower lapse rate of \( 3.0 \times 10^{-3} \text{ K m}^{-1} \) extends from \( x_i = 1120 \text{ m} \) up to the top of the model domain. The height of the boundary layer \( z_i \) is determined as the height where the vertical potential-temperature flux is a minimum. It proves to be equal to \( z_i = 1120 \text{ m} \) on the average over the sampling period. The Deardorff [1970] convective velocity-scale \( w^* = \left\{ g_0^2 \left( \frac{\partial T}{\partial z} \right)_1 \right\}^{1/3} \) based on this value of \( z_i \) is equal to 2.0 m s\(^{-1}\).

In order to trigger turbulence and reduce the spin-up time, random perturbations are added to the initial velocity and scalar fields in the lower part of the model domain. The turbulence statistics discussed below are the result of averaging over the last 3 h of the simulation in the BOMEX case and over the last 2 h of simulations in the DYCOMS and FC cases. The number of samples is 540 for BOMEX and 360 for DYCOMS and FC.

A quasi-stationary cumulus-topped boundary layer with a four-layer structure is successfully simulated by PALM. Profiles of several turbulence statistics, e.g., the vertical-velocity variance and the fluxes of momentum and of liquid water potential temperature, computed on the basis of PALM output (not shown) are in good agreement with the BOMEX intercomparison results presented in Siebesma et al. [2003]. In the strato-cumulus DYCOMS case, PALM simulates a well-mixed boundary layer that shows no discernible tendency of decoupling. This is at variance with several members of the DYCOMS ensemble, but in better agreement with observations [see Stevens et al., 2005]. PALM produces some overshooting at the top of the cloud layer. This can be attributed to the use of a nonmonotonic advection scheme that has trouble handling large scalar gradients. Some models from the DYCOMS ensemble reveal similar behavior with respect to the overshooting.

3. Budgets of Second-Order Moments

3.1. Budget Equations

As already mentioned above, most turbulence closure schemes used in NWP and climate models are formulated in terms of ensemble-mean quantities. Then, the ensemble-mean second-moment budgets should be built from the three-dimensional LES fields. Approximations to the ensemble-mean budgets are obtained by first averaging the LES data horizontally and then averaging the resulting profiles over several hundred time steps where the sampling is over the last 3 m and 2 h of the simulations for BOMEX and DYCOMS, respectively.

In order to keep the residuals of the second-moment budgets as small as possible, the SGS contributions to the budgets should be accounted for. These contributions are estimated on the basis of transport equations for the SGS quantities as described in, e.g., M00, Mironov [2001] and Mironov and Sullivan [2010] but with due regard for the presence of clouds. The procedure is outlined in Appendix A using the scalar-variance budget as an example.

The use of cyclic horizontal boundary conditions results in \( \partial(\ldots)/\partial x_1 = \partial(\ldots)/\partial x_2 = 0 \) and \( \langle \hat{u}_3 \rangle = 0 \). The second-moment budget equations presented below are cast with due regard for these simplifications. Notice, however, that in both BOMEX and DYCOMS tendencies due to large-scale subsidence are added to the prognostic equations for the horizontal velocity components, the liquid water potential temperature and the total water specific humidity. Then, the terms due to large-scale subsidence should also appear in the second-moment budget equations (see Appendix A). Those terms proved to be negligibly small in all second-moment budgets considered in the present paper and are not discussed in what follows.

3.1.1. Reynolds Stress

The budget equation for the Reynolds-stress tensor reads
The term \( M_T \) on the left-hand side (l.h.s.) of equation (1) is the time-rate-of-change (storage) term, and the terms of the right-hand side (r.h.s.) represent the production/destruction of the Reynolds stress due to mean-velocity shear \( \bar{u}_y \), production/destruction due to buoyancy \( B_y \), the Coriolis effects \( C_x \), turbulent transport \( T_{xy}^t \), pressure transport \( T_{xy}^p \) + \( T_{xy}^{pg} \), pressure redistribution \( P_y \), and viscous dissipation \( D_y \). The SGS Reynolds stress \( \bar{u}_y \bar{u}_y \) is computed by the PALM SGS model. All SGS correlations incorporating virtual potential temperature, viz., \( \bar{u}_y \bar{u}_y \), \( \bar{u}_y \bar{u}_y \), \( \bar{u}_y \bar{u}_y \), \( \bar{u}_y \bar{u}_y \), and \( \bar{u}_y \bar{u}_y \), are expressed in terms of the quasi-conservative quantities \( \bar{u}_y \) and \( \bar{u}_y \). The SGS third-order velocity correlations \( \bar{u}_y \bar{u}_y \) as well as the SGS pressure-velocity correlations \( \bar{u}_y \bar{p} \) cannot be determined with our large-eddy model. The terms \( \partial \bar{u}_y \bar{u}_y / \partial x_3 \) and \( T_{xy}^{pg} \) in (1) are considered as part of the budget residual. These terms are presumably small [e.g., Dear-dorff, 1973] and should not noticeably affect the budget. The SGS contribution to the pressure redistribution (scrambling) term \( P_y \) is estimated on the basis of truncated budget equation for the SGS departure-from-isotropy tensor \( r_{xy} = \frac{1}{2} \bar{e} \delta_{xy} \), \( \bar{e} = \frac{1}{2} \tau_y \) being the SGS TKE, assuming a balance between the mean-shear, buoyancy, Coriolis and pressure-scrambling terms at the subgrid scales. The way \( P_y \) is estimated is discussed in detail in Appendix B. It is assumed that viscous dissipation takes place at small scales where, as the Kolmogorov hypothesis states, local isotropy prevails. The Reynolds-stress dissipation is then modeled as an isotropic tensor, as represented by the last term \( D_y \) on the r.h.s. of equation (1) where the TKE dissipation rate \( \varepsilon \) is computed by the SGS model. (Note that it is a common practice in the second-order turbulence closure modeling to either neglect the deviatoric part of the Reynolds-stress dissipation rate tensor, or incorporate it into the so-called slow part of the pressure redistribution term.)

### 3.1.2. TKE

The transport equation for the \( \text{TKE} = \frac{1}{2} \langle u_i^2 \rangle + \langle e \rangle \) is simply the trace of equation (1) multiplied by 1/2. It reads

\[
\frac{\partial}{\partial t} \left( \frac{1}{2} \langle u_i^2 \rangle + \langle e \rangle \right) = - \left[ \langle u_i u_j \rangle + \langle \tau_{ij} \rangle \right] \frac{\partial \langle u_i \rangle}{\partial x_3} + \frac{2}{\rho_0} \left[ \langle u_i u_j \rangle + \langle \tau_{ij} \rangle \right] \frac{\partial \langle u_j \rangle}{\partial x_3} \]

\[
\frac{\partial}{\partial x_3} \left[ \frac{1}{2} \langle u_i^2 \rangle + \langle e \rangle \right] + \langle \bar{u}_i \bar{u}_j \rangle \frac{\partial \langle u_i \rangle}{\partial x_3} + \frac{2}{\rho_0} \left[ \langle u_i u_j \rangle + \langle \tau_{ij} \rangle \right] \frac{\partial \langle u_j \rangle}{\partial x_3} \]

\[
- \frac{1}{\rho_0} \left[ \frac{\partial \langle u_i \rangle}{\partial x_3} + \langle \bar{u}_i \bar{p} \rangle \right] - \frac{1}{\rho_0} \left[ \frac{\partial \langle u_j \rangle}{\partial x_3} + \langle \bar{u}_j \bar{p} \rangle \right] - \langle e \rangle.
\]
The TKE time-rate-of-change $\mathcal{M}_{TKE}$ is due to shear production/destruction $G_{TKE}$, buoyancy production/destruction $B_{TKE}$, turbulent transport $T_{TKE}$, pressure transport $T_{P \ TKE}$, and dissipation $D_{TKE}$. Neither the Coriolis terms, nor the pressure scrambling terms appear in the TKE budget. Those terms do not produce kinetic energy but only act to redistribute energy between the components. Within the SGS model used by PALM, the sum of the SGS transport terms $\frac{1}{2} \left( \overline{u_i u_j'} + \rho_0 \overline{u_j u_i'} \right) \frac{s_i}{s_j}$ is parameterized through the down-gradient diffusion approximation. It is, therefore, not possible to distinguish between the third-order transport and the pressure transport of the SGS TKE. In the subsequent analysis, the entire SGS transport term $\frac{1}{2} \left( \overline{u_i u_j'} + \rho_0 \overline{u_j u_i'} \right) \frac{s_i}{s_j}$ is considered, albeit somewhat arbitrarily, as part of $T_{TKE}$.

### 3.1.3. Scalar Fluxes

The scalar-flux budget equation is presented in terms of a generic variable $s$ that denotes either the liquid water potential temperature $\theta_0$, or the total water specific humidity $q_s$. The budget reads

$$
\frac{\partial}{\partial t} \left( \overline{u_i s_j} + \overline{s_j u_i} \right) = - \left( \overline{\theta_0 u_i s_j} + \overline{s_j \theta_0 u_i} \right) \frac{\partial (\overline{s_j})}{\partial x_k} - \left( \overline{u_i s_j s_k'} + \overline{s_j s_k' u_i} \right) \frac{\partial (\overline{s_k})}{\partial x_s} - \frac{\partial (\overline{u_i s_j s_k'})}{\partial x_s} + \frac{g}{\rho_0} \frac{\partial (\overline{s_j \theta_0 u_i})}{\partial x_s}
$$

(3)

The scalar-flux time-rate-of-change $\mathcal{M}_{ss}$ is due to the production/destruction by mean scalar gradient $G_{ss}$ and mean-velocity gradient $G_{us}$, buoyancy production/destruction $B_{ss}$, Coriolis effects $C_s$, turbulent transport $T_{ss}$, pressure gradient-scalar covariance $\Pi_{ss} + P_{ss}$, and the scalar source term $Q_{ss}$. Formally speaking, equation (3) also contains the SGS source terms $\overline{(u_i Q_s)}$. However, the SGS source terms are not included into a rather simple SGS model used by PALM. The only resolved-scale source term that appears in the budget equations for the scalar fluxes is the source term $Q_{ss}$ due to horizontally inhomogeneous radiative forcing in the DYCOMS stratocumulus-topped boundary-layer case. The term $Q_{ss}$ proves to be negligibly small throughout the model domain, including the cloud layer, and is not considered in what follows. The SGS scalar flux $\tau_{ss} = \overline{u_i s_j}$ is computed by the SGS model. The SGS triple correlation $\overline{u_i s_j s_k'}$ cannot be determined with our large-eddy model. The term $\partial (\overline{u_i s_j s_k'})/\partial x_s$ in (3) is considered as part of the budget residual. The SGS scalar virtual potential temperature covariance $\tau_{ss} = \overline{s' \theta_0'}$ is not computed by the SGS model. It is expressed in terms of the quasi-conservative quantities $\theta_0$ and $q_s$ and the (co)variances $\tau_{s0} = \overline{s \theta_0'}$ and $\tau_{ss} = \overline{s' q_s'}$ are then estimated on the basis of truncated SGS equations assuming a steady state balance between the mean-gradient production and dissipation at the subgrid scales. The SGS contribution to the pressure gradient-scalar covariance $P_{ss}$ is estimated, analogously to $P_{ss}$, on the basis of a truncated SGS scalar-flux budget, assuming a steady state balance between the mean-gradient, buoyancy, Coriolis and pressure gradient-scalar covariance terms at the subgrid scales (see Appendix B for details). Khanna [1998], M00, and Mironov [2001] showed that $P_{ss}$ should be accounted for in the scalar-flux budget to obtain a small budget residual.

### 3.1.4. Scalar Variances and Covariance

As in the section 3.1.3, a generic variable $s$ is used. The budget equation for the scalar variance reads

$$
\frac{1}{2} \frac{\partial}{\partial t} \left( \overline{s^2} + \overline{s^2} \right) = - \left( \overline{\theta_0 u_i s_j} + \overline{s_j \theta_0 u_i} \right) \frac{\partial (\overline{s_j})}{\partial x_k} - \left( \overline{u_i s_j s_k'} + \overline{s_j s_k' u_i} \right) \frac{\partial (\overline{s_k})}{\partial x_s} - \frac{\partial (\overline{u_i s_j s_k'})}{\partial x_s} + \frac{g}{\rho_0} \frac{\partial (\overline{s_j \theta_0 u_i})}{\partial x_s}
$$

(4)

The scalar-variance time-rate-of-change $\mathcal{M}_{ss}$ is due to the mean-gradient production/destruction $G_{ss}$, turbulent transport $T_{ss}$, dissipation $D_{ss}$, and the source term $Q_{ss}$. The only contribution to $Q_{ss}$ is due to horizontally inhomogeneous radiative forcing in the DYCOMS simulation. This term is rather small in comparison to...
the other budget terms (as is the case in the scalar-flux budgets) and is not considered in what follows. The SGS contribution \( \langle s Q_i \rangle \) to the source term should formally appear on the r.h.s. of equation (4). The SGS source terms are not accounted for within the PALM SGS model, however. A detailed derivation of equation (4) is given in Appendix A.

The budget equation for the covariance of liquid water potential temperature and total water specific humidity, which is discussed here for the first time for CTBLs, reads

\[
\frac{\partial}{\partial t} \left( \langle \dot{q}_i \dot{q}_j \rangle + \langle \tau_{iq} \rangle \right) = -\left( \langle \dot{u}_i \dot{q}_j \rangle + \langle \tau_{iq} \rangle \right) \frac{\partial}{\partial x} - \left( \langle \dot{u}_i \dot{q}_j \rangle + \langle \tau_{iq} \rangle \right) \frac{\partial}{\partial x} - \frac{\partial}{\partial x} \left[ \langle \dot{u}_i \dot{q}_j \rangle + \langle \tau_{iq} \rangle \right]
\]

\[
-2 \langle \tau_{iq} \rangle \frac{\partial}{\partial x} + \langle \dot{q}_i \dot{q}_j \rangle \frac{\partial}{\partial x} \quad \text{(5)}
\]

The covariance budget equation includes the time-rate-of-change term \( \mathcal{M}_{eq} \), the production/destruction terms due to mean gradient of total water specific humidity, \( \mathcal{G}_{eq} \), and mean gradient of liquid water potential temperature, \( \mathcal{G}_{eq} \), the turbulent transport term \( T_{eq} \), the dissipation (molecular destruction) term \( D_{eq} \), and the source term \( Q_{eq} \). As in equations (3) and (4), the SGS source terms \( \langle q_i Q_j \rangle \) and \( \langle \dot{q}_i \dot{q}_j \rangle \) should formally appear in equation (5). Recall that these source terms are not accounted for within the PALM SGS model. There is no source/sink of the total water specific humidity if precipitation is not considered, and the source/sink of the liquid water potential temperature due to horizontally inhomogeneous radiative forcing in the DYCOMS simulation is very small. Hence, \( Q_{eq} \) is not considered in what follows. The SGS scalar variances \( \zeta = \frac{s^2}{e} \) and scalar covariance \( \tau_{iq} = \frac{q_i q_j}{e} \) are not computed by the PALM SGS model. They are estimated on the basis of the SGS scalar (co)variance equations, assuming local isotropy and local balance between the mean-gradient production and the dissipation (molecular destruction) at the subgrid scales. Using a parameterization for the scalar dissipation rate \( e \), after Deardorff [1973, equation (3.4)], we obtain \( \zeta = 5 \tau_{iq}^2 / e \) and \( \tau_{iq} = 5 \tau_{iq} / e \). The numerical value of the coefficient follows from consideration of the inertial subrange temperature spectrum [Moeng and Wyngaard, 1988; see also M00]. The SGS triple correlations \( \langle \dot{u}_i \dot{u}_j \rangle \) and \( \langle \dot{u}_i \dot{q}_j \rangle \) cannot be computed with our large-eddy model. The terms \( \partial \langle \dot{u}_i \dot{u}_j \rangle / \partial x \) and \( \partial \langle \dot{u}_i \dot{q}_j \rangle / \partial x \) in (4) and (5), respectively, are considered as part of the residual. The dissipation rates of the scalar variances and covariance are estimated as \( \epsilon = \frac{K_0}{\tau_{iq} / \tau_{iq} / \tau_{iq}} \) and \( \epsilon_{eq} = \frac{K_0}{(\partial \dot{q}_i / \partial x)} \) (Appendix A) [see also Pelletier and Wyngaard, 1995].

Table 2 summarizes the SGS budget terms that cannot be computed with the PALM SGS model and are neglected. Those terms are treated as part of the residual of the respective budget.

### 3.2. Fidelity of LES-Based Second-Moment Budgets

The budgets of the TKE, of the temperature variance and of the vertical temperature flux from the dry shear-free convective boundary-layer simulation FC are compared with the respective budgets presented by M00. The present results are in good agreement with the M00 results as to all terms in the second-moment budgets except for the TKE dissipation rate \( D_{TKE} \). The residuals of the temperature-variance and the temperature-flux budgets (not shown) are negligibly small between 0.2z_i and 0.9z_i, \( z_i \) being the height of the boundary layer. In the interfacial layer capping the convectively mixed layer, the residuals are not entirely negligible but are much smaller than the leading-order terms. In the vicinity of the underlying surface, where LES is known to be less reliable, the budget residuals are larger. Note that, as distinct from PALM, the large-eddy model applied by M00 uses a pseudospectral method to evaluate the horizontal derivatives.

<table>
<thead>
<tr>
<th>Budget</th>
<th>SGS Triple Correlation</th>
<th>SGS Source Term</th>
<th>SGS Pressure Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reynolds stress</td>
<td>( \dot{u}_i \dot{u}_j )</td>
<td>( \dot{u}_i \dot{q}_j )</td>
<td>( \dot{u}_i \dot{q}_j )</td>
</tr>
<tr>
<td>Scalar fluxes</td>
<td>( \dot{u}_i \dot{q}_j )</td>
<td>( \dot{u}_i \dot{q}_j )</td>
<td>( \dot{u}_i \dot{q}_j )</td>
</tr>
<tr>
<td>Scalar variance</td>
<td>( \dot{u}_i \dot{q}_j )</td>
<td>( \dot{u}_i \dot{q}_j )</td>
<td>( \dot{u}_i \dot{q}_j )</td>
</tr>
<tr>
<td>Scalar covariance</td>
<td>( \dot{u}_i \dot{q}_j )</td>
<td>( \dot{u}_i \dot{q}_j )</td>
<td>( \dot{u}_i \dot{q}_j )</td>
</tr>
</tbody>
</table>
Since the results of spectral models are generally more accurate than those of finite-difference models [Glendening and Haack, 2001], slightly larger residuals of the budgets may be expected in the PALM simulations.

The TKE budget from the simulation FC, performed with the PALM default fifth-order advection scheme based on Wicker and Skamarock [2002, hereinafter WS], is shown in Figure 1a. As seen from the figure, the TKE budget residual (the sum of all budget terms), \( R_{TKE} = B_{TKE} + T_{TKE} + T_{P,TKE} + D_{TKE} - M_{TKE} \), is almost a mirror image of the TKE dissipation rate and is large. The TKE dissipation rate proves to be the only term in the second-moment budgets that differs significantly in magnitude (but, curiously, not in shape of the profile) from the M00 estimate (see their Figure 11a). A strong underestimation of dissipation in the PALM simulation does not make it possible to close the TKE budget to a good order. It should be mentioned that in the present analysis profiles are first averaged over time and then normalized with the time-mean Deardorff convective scales \( z_i \) and \( w_i / c_{3} \). In M00, profiles are normalized with the values of \( z_i \) and \( w_i / c_{3} \) pertinent to individual profiles prior to time averaging. Since \( z_i \) increases only slightly over the simulation period in the case FC, the difference in the normalization and time averaging procedure does not noticeably affect the results, however.

In order to understand what causes trouble with the TKE dissipation rate, an additional simulation was performed using a second-order advection scheme based on Piacsek and Williams [1970, hereinafter PW]. The result is shown in Figure 1b. As compared to the simulation with the PALM default WS-scheme (Figure 1a), the dissipation rate is nearly doubled and the TKE budget residual is nearly halved, whereas the other budget terms reveal practically no dependence on the advection scheme. The dependence of dissipation on the advection scheme can be attributed to the effect of numerical diffusion. The fifth-order WS-scheme has favorable dispersion properties but is rather diffusive, leading to smoothed velocity and scalar fields at scales close to the cutoff wave number. This results in a reduced energy in the high wave number part of the spectrum [see e.g., Morinishi et al., 1998] and a reduced scale-interaction term \( \left( \overline{u_i} \partial \overline{v_i} / \partial x_j \right) \) that describes the transfer of kinetic energy from the resolved scale part of the energy spectrum to the subgrid scale part of the spectrum where the TKE eventually dissipates (see Appendix A for the discussion of the scale-interaction term). At high spatial resolution, the principal balance in the SGS TKE equation is between the spectral transfer of energy from the resolved to the subgrid scales and the viscous dissipation, the other terms being (much) smaller. Then, underestimation of the scale-interaction term immediately leads to

![Figure 1. Vertical profiles of terms in the TKE budget, equation (2), from simulation FC using (a) the fifth-order advection scheme of Wicker and Skamarock (2002) and (b) the second-order advection scheme of Piacsek and Williams (1970). Solid red lines represent buoyancy production/destruction \( B_{TKE} \), blue short-dashed—turbulent transport \( T_{TKE} \), blue long-dashed—pressure transport \( T_{P,TKE} \), black dot-dashed—dissipation \( D_{TKE} \), and orange dotted—the budget residual \( R_{TKE} \). The shear production term \( G_{TKE} \) is zero in the FC case. The storage term \( M_{TKE} \) is very small and is not plotted. The budget terms are normalized with \( z_i^2 w_i^3 / c_{3}^{3} \), where \( z_i = 1120 \) m is the boundary-layer depth and \( w_i = 2.0 \) ms\(^{-1} \) is the convective velocity scale. These estimates of \( z_i \) and \( w_i \) are obtained by means of averaging over the last 2 h of the simulation.](image-url)
underestimation of the TKE dissipation rate. The use of the less diffusive second-order PW-scheme yields an improved estimate of the TKE dissipation rate and a smaller TKE budget residual. The residual is still significant, however. This can be attributed to numerical errors of the time stepping scheme and/or spatial discretization errors, which sometimes appear to be larger than the SGS flux divergence terms, especially in finite difference models [e.g., Ghosal, 1996].

Apart from the use of the SGS TKE equation, there are other methods to estimate the TKE dissipation rate. One possibility is to make use of the scale-interaction term in the resolved-scale TKE budget [e.g., Moeng, 1986]. Then, the TKE dissipation rate is estimated as

\[
\frac{D_{\text{TKE}}}{C_22} = \left( \frac{\partial u_j}{\partial x_i} \right)^2
\]

Equation (6) amounts to the assumption that the transfer of energy from the resolved to the subgrid scales is (exactly) balanced by viscous dissipation (see above). The dissipation rate can also be estimated on the basis of the energy spectra [e.g., Cuijpers et al., 1996]. The respective dissipation rate is denoted by \(D_{\text{TKE}}^{\text{sp}}\) and is computed as described in Maronga et al. [2013]. One more possibility to estimate the TKE dissipation rate is to take it to be equal to the sum of all other TKE budget terms, that is

\[
D_{\text{TKE}}^{\text{re}} = -G_{\text{TKE}} - B_{\text{TKE}} - T_{\text{TKE}}^1 - T_{\text{TKE}}^p + M_{\text{TKE}}.
\]

Using this method (that can be referred to as the “residual method”), all the uncertainties associated with the other terms in the TKE budget are lumped on \(D_{\text{TKE}}^{\text{re}}\) [e.g., Stull, 1988, p. 431].

Figure 2 shows the dissipation rate estimates \(D_{\text{TKE}}\), \(D_{\text{TKE}}^{\text{re}}\), \(D_{\text{TKE}}^{\text{tr}}\), and \(D_{\text{TKE}}^{\text{sp}}\) along with the respective residuals of the TKE budget from the simulation FC. The estimates \(D_{\text{TKE}}\) (black line) and \(D_{\text{TKE}}^{\text{re}}\) (red line) proved to be very similar, corroborating our finding (see above) that the use of the WS-scheme causes high numerical diffusion and results in an underestimation of the energy transfer from the resolved to the subgrid scales. The estimate \(D_{\text{TKE}}^{\text{sp}}\) based on the energy spectra (blue line) proves to be about 3 times larger than \(D_{\text{TKE}}\). The respective residual \(R_{\text{TKE}}^{\text{sp}}\) is negative and large, indicating that the spectral method (strongly) overestimates the TKE dissipation rate. This is not surprising, however, considering spurious effects due to high numerical diffusion, i.e., reduced energy at small scales and the associated too rapid fall-off of the energy spectrum. Maronga et al. [2013] also found that the fall-off of the spectrum in their simulations is intensified by numerical diffusion. The estimate \(D_{\text{TKE}}^{\text{sp}}\) (orange line) obtained with the residual method agrees well (both in terms of the magnitude and the shape of the vertical profile) with the TKE dissipation rate computed by M00. As \(D_{\text{TKE}}^{\text{re}}\) is the only estimate of the TKE dissipation rate that is in good agreement with the results from the “reference” simulation of M00, \(D_{\text{TKE}}^{\text{re}}\) is used instead of \(D_{\text{TKE}}\) in the subsequent analysis of the TKE and velocity variance budgets.

### 3.3. Analysis of LES Data
#### 3.3.1. TKE
Vertical profiles of TKE are shown in Figure 3. In the cumulus-topped boundary layer, Figure 3a, the TKE has a maximum near the surface where it is produced due to a large mean-velocity shear (and, to a lesser degree, by buoyancy), it decreases up to \(z \approx 1000\) m, and has another peak at the top of the conditionally unstable layer (\(x_3 \approx 1500\) m) where the TKE production is largely due to release of latent heat.
The profile of TKE in the stratocumulus-topped boundary layer, Figure 3b, also shows large values near the surface. A peak near the top of the stratocumulus layer is even more pronounced than in the cumulus case.

Vertical profiles of terms in the TKE budget are shown in Figure 4. In both CTBLs, the TKE production due to mean-velocity shear $G_{TKE}$ is large near the surface, where it is the leading-order term in the TKE budget, and is small aloft. In the BOMEX case (Figure 4a), however, there is also substantial TKE production at the bottom of the cloud layer due to directional shear (the wind turns quickly toward the geostrophic wind).

In contrast to the mean-velocity shear term, the buoyancy term $B_{TKE}$ is important over the entire boundary layer. In both CTBLs, $B_{TKE}$ decreases linearly with height from the surface to the top of the subcloud layer. In the BOMEX case, Figure 4a, the profile of $B_{TKE}$ in the subcloud layer is very similar to the buoyancy-term profile in the dry convective boundary layer driven by the surface buoyancy flux (case FC, Figure 1). Both profiles are linear with the negative buoyancy flux due to entrainment at the top of the respective layer. The buoyancy production of TKE is large within the cloud layer in both CTBLs. This is attributed to the release of latent heat during the cloud formation process. In the DYCOMS case, there is an additional kinetic-energy production mechanism due to the cloud top long-wave radiation cooling, leading to the top-down negatively buoyant thermals. At the top of the mixed layer which is at $x_3 = 500$ m for BOMEX and $x_3 = 850$ m for DYCOMS, $B_{TKE}$ is negative. In these regions, TKE is destroyed by buoyancy as the warm air from above is entrained into the mixed layers.

The dissipation rate $D_{TKE}$ is a major sink of TKE for both CTBLs. It has maxima near the surface and within the cloud layers, where the TKE production by mean-velocity shear and buoyancy, respectively, is most significant.

The turbulent transport terms due to third-order velocity correlations, $T_{TKE}^3$, and the pressure-velocity correlations, $T_{TKE}^p$, redistribute the TKE vertically. They serve as local sources/sinks of TKE, but the total TKE in the boundary layer is not affected (this simply follows from the divergence theorem, see, e.g., Tennekes and Lumley [1972, p. 60]).

In the BOMEX case (Figure 4a), the turbulent transport redistributes the TKE from the lower subcloud layer and the lower cumulus cloud layer toward the upper subcloud layer and the upper cloud layer. In the DYCOMS case (Figure 4b), the TKE is transported from the lower subcloud layer and the upper stratocumulus cloud layer toward the upper subcloud layer and lower cloud layer. In both CTBLs, the turbulent transport term $T_{TKE}^3$ is important to maintain the TKE budget in the regions where the buoyancy production of the TKE is small (or the buoyancy flux is negative, i.e., the TKE is spent to work against the gravity).
In the BOMEX case (Figure 4a), the profile of the pressure transport term $T_{p,TKE}$ is somewhat similar in shape to the profile of the (negative of) turbulent transport term $T_{t,TKE}$. This similarity is also seen in DYCOMS (Figure 4b) but only in the subcloud layer. In the stratocumulus-topped boundary layer, $T_{p,TKE}$ reveals a pronounced maximum at the top of the cloud layer, where it is the only source of TKE. In both CTBLs, $T_{p,TKE}$ and $T_{t,TKE}$ tend to compensate each other.

Our results as to the TKE budget are in good agreement with previous LES studies of the cumulus-topped [e.g., Cuijpers et al., 1996; Brown, 1999] and the stratocumulus-topped [e.g., Deardorff, 1980; Moeng, 1986] boundary layers.

### 3.3.2. Velocity Variances

Vertical profiles of horizontal-velocity variances $UU = \langle \hat{u}_x^2 \rangle + \langle \tau_{11} \rangle$ and $VV = \langle \hat{u}_y^2 \rangle + \langle \tau_{22} \rangle$ are similar in shape to the TKE profile in both CTBLs (Figure 3). In the BOMEX case (Figure 3a), the vertical-velocity variance $WW = \langle \hat{u}_z^2 \rangle + \langle \tau_{33} \rangle$ has a maximum in the middle of the subcloud layer and a second maximum at the top of the cumulus cloud layer. The WW profile in the subcloud layer is very similar in shape to the WW profile in the dry convective boundary layer driven by the surface buoyancy flux (case FC). In the DYCOMS case (Figure 3b), WW has a single maximum very near the stratocumulus layer bottom, indicating that the cloud layer and the subcloud layer are well coupled. Near the top of the stratocumulus layer, convective updrafts impinge on a strongly stable layer (capping inversion) and are deflected sideways, leading to large horizontal-velocity variances at the expense of the vertical-velocity variance.

Vertical profiles of terms in the budgets of the velocity variances are shown in Figure 5. The shear terms $G_{11}$ and $G_{22}$ in the UU and VV budgets, respectively, are positive and large in the surface layer in both CTBLs (Figures 5a–5d). Since $G_{33} = 0$, the shear term in the TKE budget is $G_{TKE} = \frac{1}{2} (G_{11} + G_{22})$. That is, the production (destruction) of TKE due to mean-velocity shear occurs through the horizontal velocity components. The buoyancy term $B_{33}$ is only present in the vertical-velocity variance budget, that is, the production (destruction) of TKE due to buoyancy effects occurs through the vertical velocity component (a discussion of the buoyancy production/destruction of TKE is given in section 3.3.1 and is not repeated here in relation to the WW budget as $B_{33}$ is just twice $B_{TKE}$). As the shear and buoyancy production (destruction) of the velocity variances are very different in terms of the magnitude of the respective budget terms and in terms of their vertical structure (the shear production occurs primarily near the underlying surface, whereas the buoyancy production is a maximum in the cloud layer), turbulence turns out to be (strongly) anisotropic.

The anisotropy introduced by shear and buoyancy is counteracted by the pressure-strain correlation $\Pi_{ij} + P_{ij}$, which is also referred to as the pressure scrambling term. This term is a traceless tensor, see equation (1). Hence, it does not change the TKE but acts to redistribute kinetic energy of turbulence between the components. A detailed discussion of the pressure scrambling term is beyond the scope of the present study.
Figure 5. Vertical profiles of terms in the budgets of the horizontal-velocity variances (a and b) UU, (c and d) VV, and (e and f) of the vertical-velocity variance WW. The BOMEX results are shown in the Figures 5a, 5c, and 5e, and the DYCOMS results are shown in the Figures 5b, 5d, and 5f. Legends refer to the plots in each row. Notation is given in section 3.1. The dissipation rates $D_{11}$, $D_{22}$, and $D_{33}$ are determined with the residual method. The Coriolis terms $C_{11}$, $C_{22}$, and $C_{33}$ and the storage terms $M_{11}$, $M_{22}$, and $M_{33}$ are negligibly small and are not plotted. Gray shading and time averaging as in Figure 3.
study; this will be the subject of a subsequent paper. Here we note that the major effect of the pressure scrambling term is to return turbulence to an isotropic state, where the TKE is evenly distributed between its components [e.g., Pope, 2000; Hanjalić and Launder, 2011]. As seen from Figure 5, $\Pi_{11} + P_1$ and $\Pi_{22} + P_2$ are positive and $\Pi_{33} + P_3$ is negative throughout most of the boundary layer in both CTBLs. This suggests that the horizontal-velocity variances $UU$ and $VV$ grow at the expense of the vertical-velocity variance $WW$ which is produced by buoyancy. In the vicinity of the underlying surface, kinetic energy produced by the mean-velocity shear is redistributed by the pressure scrambling effects from the horizontal components to the vertical component (cf. a discussion in Cuijpers et al. [1996]). Figure 5 also shows that the SGS pressure scrambling term $P_i$ is small over most of the CTBLs except for the surface layer where it should be accounted for to close the budgets to a good order [cf. Khanna, 1998; Mironov, 2001]. The SGS contributions to the mean-gradient, buoyancy and transport terms are not plotted separately. They are negligibly small over most of the domain (except very close to the surface).

The dissipation rates in the $UU$, $VV$, and $WW$ budgets are determined by means of the residual method from the following relations:

\begin{align}
D_{11}^i & = -G_{11} - \mathcal{C}_{11} - T_{11}^1 - \Pi_{11} - P_{11} + M_{11}, \\
D_{22}^i & = -G_{22} - \mathcal{C}_{22} - T_{22}^1 - \Pi_{22} - P_{22} + M_{22}, \\
D_{33}^i & = -B_{33} - T_{33}^1 - \Pi_{33} - P_{33} + M_{33}.
\end{align}

The dissipation rate is the main sink in the horizontal-velocity variance budgets (Figures 5a–5d). In the vertical-velocity variance budget of BOMEX (Figure 5e), the dissipation rate is of the same order of magnitude as the pressure scrambling term $\Pi_{13}$, both terms act to reduce $WW$. This is also the case for DYCOMS (Figure 5f), but the loss of $WW$ in the upper stratocumulus layer is dominated by the pressure scrambling term. This difference in the relative importance of the dissipation and the pressure redistribution between the cumulus-topped and the stratocumulus-topped boundary layers was also observed by Golaz et al. [2005]. They argue that the pressure redistribution becomes more important in maintaining the $WW$ budget when a strong capping inversion is present. The inversion is indeed stronger in DYCOMS than in BOMEX.

A comparison of $D_{11}^p$, $D_{22}^p$, and $D_{33}^p$ (Figure 5) and $D_{11}^{\Delta \text{TKE}}$ (Figure 4) shows that the residual method (along with high resolution of our LES runs) is capable of producing the kinetic energy dissipation rate estimates that are compatible with the assumption of local isotropy at small scales, i.e., $D_{11}^p \approx D_{22}^p \approx D_{33}^p \approx \frac{2}{3} D_{11}^{\Delta \text{TKE}}$. A positive $D_{22}^p$ in Figure 5d is an artifact, indicating a limited reliability of LES near the surface.

The turbulent transport terms $T_{11}$ and $T_{22}$ are less important for maintaining the $UU$ and $VV$ budgets, respectively, in the cumulus-topped boundary layer than the dissipation and the pressure redistribution terms (Figures 5a and 5c). In the stratocumulus-topped boundary layer (Figures 5b and 5d), the turbulent transport is as important as the dissipation and the pressure redistribution. It is particularly important at the cloud layer top, where it is a major sink of the horizontal-velocity variances, whereas the pressure redistribution is a major source. The turbulent transport term $T_{11}$ is the leading-order term in the budget of the vertical-velocity variance in both CTBLs (Figures 5e and 5f). A comparison of Figures 5 and 4 suggests that $T_{13}$ makes a major contribution to the turbulent transport term $T_{13}$ in the TKE budget. This result corroborates previous findings based on the LES of cumulus-topped boundary layers [Cuijpers et al., 1996] and on the observations taken in a dry convective boundary layer [Lenschow et al., 1980].

Our results as to the budgets of the velocity variances are generally in good agreement with previous findings of Moeng [1986], Cuijpers et al. [1996], de Roode and Bretherton [2003], and Golaz et al. [2005].

### 3.3.3. Momentum Fluxes

A remark is in order concerning the interpretation of the flux budget terms. As different from the velocity and scalar variances that are nonnegative, fluxes can have either sign. Then, the flux-budget term is a source of the flux in question where it has the same sign as the flux itself (e.g., a negative flux-budget term is a source where the flux is negative), and the budget term is a sink if its sign is opposite to the sign of the flux.

Vertical profiles of momentum fluxes (off-diagonal terms of the Reynolds-stress tensor) $WU=(\overline{u_i u_j})+\tau_{ij}$ and $WW=(\overline{u_i u_j})+\tau_{ij}$ are shown in Figure 6. In the BOMEX case (Figure 6a), $WU$ and $WW$ decrease with
height in the subcloud layer and are nearly zero in the upper part of the cloud layer. WU is much larger than WV in the subcloud layer and in the lower half of the cloud layer. This can be attributed to the fact that the trade winds of BOMEX are dominated by the zonal wind component [see Siebesma et al., 2003]. In the DYCOMS case (Figure 6b), WU and WV change almost linearly with height throughout the subcloud and cloud layers, indicating that the two layers are well coupled. The boundary-layer wind blows from north-westerly directions, resulting in a negative WU and a positive WV.

Vertical profiles of terms in the budgets of WU and WV are shown in Figure 7. The budget terms fluctuate strongly within and above the cumulus layer of BOMEX (Figures 7a and 7c). In order to obtain more smooth budget terms, (much) larger domain size and averaging time are necessary [cf. Lenschow and Stankov, 1986]. Note that in the BOMEX case a detailed analysis of the WV budget above x3 = 1000 m is hardly possible (and hardly necessary) because WV itself is small.

In both CTBLs, the shear, \( G_{13} \) and \( G_{23} \), and the buoyancy, \( B_{13} \) and \( B_{23} \), terms are the major momentum-flux production terms in the lower part of the subcloud layer (approximately at \( x_3 < 200 \) m for BOMEX, and at \( x_3 < 400 \) m for DYCOMS). These production terms are balanced by the pressure transport, \( T_{13}^{p1} \) and \( T_{23}^{p2} \), and the pressure redistribution, \( \Pi_{13} + P_{13} \) and \( \Pi_{23} + P_{23} \), terms and, to a lesser extent, by the turbulent transport terms, \( T_{13}^{t1} \) and \( T_{23}^{t2} \). In the upper part of the subcloud layer and the lower part of the cloud layer of BOMEX (Figure 7a), the shear term is a major source of WU, whereas the pressure redistribution and the buoyancy terms are major sinks. In the upper part of the cumulus layer and in the inversion aloft, \( G_{13} \) is a major sink and \( B_{13} \) is a major source of WU. In the DYCOMS case (Figures 7b and 7d), the budgets of WU and WV near the surface are dominated by the shear and buoyancy terms (sources) and the pressure transport and pressure redistribution terms (sinks). Near the top of the stratocumulus layer, where the budget terms are maximal, the buoyancy destruction of WU and WV is balanced (in order of importance) by the pressure transport, pressure redistribution and shear effects.

The Coriolis terms \( C_{13} \) and \( C_{23} \) (not shown in Figure 7) proved to be negligibly small. The residuals of the WU and WV budgets,

\[
R_{13} = G_{13} + B_{13} + C_{13} + T_{13}^{t1} + T_{13}^{p1} + \Pi_{13} + P_{13} - M_{13},
\]

(11)

and

\[
R_{23} = G_{23} + B_{23} + C_{23} + T_{23}^{t2} + T_{23}^{p2} + \Pi_{23} + P_{23} - M_{23},
\]

(12)

respectively, are small throughout both CTBLs except in the near vicinity of the surface. However, \( R_{13} \) and \( R_{23} \) near the surface are still smaller than the leading-order budget terms. The SGS pressure terms \( P_{13} \) and \( P_{23} \) are not negligible in the surface layer.
It should be noted that the momentum-flux budgets have been rarely analyzed so far. The WU and WV budget analysis based on observations in stratocumulus-topped boundary layers by Brost et al. [1982] reveals, in agreement with the present results, the dominant role of the shear terms $G_{13}$ and $G_{23}$ and the

Figure 7. Vertical profiles of terms in the budgets of the zonal momentum flux (a and b) WU and of the meridional momentum flux (c and d) WV. The BOMEX results are shown in the Figures 7a and 7c, and the DYCOMS results are shown in the 7b and 7d. Legends refer to the plots in each row. Notation is given in section 3.1. $R_{13}$ and $R_{23}$ denote the budget residuals. The Coriolis terms $C_{13}$ and $C_{23}$ and the storage terms $M_{13}$ and $M_{23}$ are negligibly small and are not plotted. Ordinates are stretched near the cloud layer top. Different abscissa scales are used for lower and upper parts of the boundary layer in Figures 7b and 7d. Gray shading and time averaging as in Figure 3.
importance of the buoyancy destruction of the momentum flux near the top of the boundary layer. It also suggests that the turbulent transport is of minor importance in maintaining the momentum-flux budget. Simulations with a third-order turbulence closure model by Therry and Lacarrere [1983] show that the shear, buoyancy, transport and pressure redistribution terms are maximal near the boundary-layer top. Results from Wyngaard, [2010, p. 250] illustrate that the effects of shear, pressure redistribution and pressure transport dominate the momentum-flux budgets. These results are in agreement with our findings.

3.3.4. Scalar Fluxes

Vertical fluxes of the liquid water potential temperature, \( WT = \langle u' \cdot \theta' \rangle + \langle \tau_{0L} \rangle \), and of the total water specific humidity, \( WQ = \langle u' \cdot q' \rangle + \langle \tau_{0L} \rangle \), are shown in Figure 8. In both CTBLs, WT in the subcloud layer (where there is no liquid water so that WT reduces to the flux of potential temperature, \( \langle u' \cdot \theta' \rangle + \langle \tau_{0L} \rangle \)) is good approximation linear, indicating that the subcloud layer is well mixed. The WT profile in the subcloud layer, with a positive flux at the surface and a negative flux at the subcloud layer top, resembles the WT profile in the dry convective boundary layer driven by the surface buoyancy flux (case FC). In both BOMEX and DYCOMS, WT is a minimum just below the cloud top and increases to zero aloft. The total water specific humidity flux WQ is positive and nearly height-constant over the subcloud layer and over most of the cloud layer in both cases. This indicates that most of the moisture from the ocean surface is transported toward the upper part of the cloud layer. Then, WQ rapidly decreases and approaches zero above the cloud top. The profiles of WT and WQ reveal an overshooting just above the stratocumulus layer (Figure 8b). This feature is most likely purely numerical and can be attributed to the use of a nonmonotonic advection scheme.

Vertical profiles of terms in the budgets of WT and WQ are shown in Figure 9. The budget terms have their extrema near the surface and in the interfacial layer. These are the regions where large vertical gradients of \( \theta_i \) and \( q_i \) occur. Notice that the budget terms in the inversion layer are one (BOMEX) and three (DYCOMS) orders of magnitude larger than in the subcloud layer.

The mean gradient term \( G_{03} \) in the WT budget (Figures 9a and 9b) and the liquid water potential temperature gradient \( \partial (\theta_i) / \partial x_3 \) have opposite signs (see equation (3)). \( G_{03} \) generates positive (upward) liquid water potential temperature flux near the surface and negative (downward) flux in the cumulus and stratocumulus layers. The buoyancy term \( B_{03} \) is positive throughout most of the CTBLs. It (mostly) generates positive (upward) WT. Due to the effect of buoyancy, the downward WT becomes less negative at the top of the

Figure 8. Vertical profiles of the liquid water potential temperature flux WT = \( \langle u' \cdot \theta' \rangle + \langle \tau_{0L} \rangle \) (black lines) and of the total water specific humidity flux WQ = \( \langle u' \cdot q' \rangle + \langle \tau_{0L} \rangle \) (blue lines) for (a) BOMEX and (b) DYCOMS. Thin dashed vertical lines indicate zero fluxes: WT = 0 (black) and WQ = 0 (blue). Gray shading and time averaging as in Figure 3.
One more leading-order term is the pressure gradient-liquid water potential temperature covariance $P_{h3}$. This “pressure scrambling” term is vitally important in maintaining the WT budget in both CTBLs. The turbulent transport term $T_{h3}$ is of secondary importance.

Figure 9. Vertical profiles of terms in the budgets of the liquid water potential temperature flux (a and b) WT, and of the total water specific humidity flux (c and d) WQ. The BOMEX results are shown in the Figures 9a and 9c, and the DYCOMS results are shown in the Figures 9b and 9d. Legends refer to the plots in each row. Notation is given in section 3.1. $R_{h3}$ and $R_{q3}$ denote the budget residuals. The storage terms $M_{h3}$ and $M_{q3}$ are negligible and are not plotted. Ordinates are stretched near the cloud layer top. Different abscissa scales are used for lower and upper parts of the boundary layer. Gray shading and time averaging as in Figure 3.
Similarly to the WT budget, the budget of WQ (Figures 9c and 9d) is dominated by the mean-gradient, buoyancy, and pressure scrambling (pressure gradient-total water specific humidity covariance) terms. Since \( \langle q_i \rangle \) is a monotonically decreasing function of height, the mean-gradient term \( G_{qq} \) is positive throughout both CTBLs. The only exception is the lower part of the stratocumulus layer, where \( \partial \langle q_i \rangle / \partial x_i \) is slightly positive. Thus, \( G_{qq} \) generates positive (upward) WQ throughout (most of) the CTBLs. The buoyancy term \( B_{qq} \) changes sign. It generates positive WQ in the subcloud layer of BOMEX and in the subcloud layer and the lower part of the stratocumulus layer of DYCOMS. Within the cumulus layer, in the upper part of the stratocumulus layer and above the cloud layers in both CTBLs, \( B_{qq} \) becomes a sink of WQ. Apart from the mean-gradient and the buoyancy terms, the pressure scrambling term \( \Pi_{qq} + P_{qq} \) is vitally important in maintaining the WQ budget in both cases. The turbulent transport term \( T_{qq} \) is of secondary importance. Note that the profile of the buoyancy term somewhat resembles the profile of the (negative of) pressure scrambling term, particularly in the DYCOMS case (cf. Cuijpers et al., 1996; Moeng, 1986).

The budget residuals

\[
R_{qq} = G_{qq} + B_{qq} + T_{qq} + \Pi_{qq} + P_{qq} - M_{qq},
\]

and

\[
R_{qq} = G_{qq} + B_{qq} + T_{qq} + \Pi_{qq} + P_{qq} - M_{qq},
\]

are small over most of the boundary layer in both cases, except in the vicinity of the surface. Notice that in DYCOMS the residual near the cloud top is nonnegligible. Results from a grid resolution sensitivity study (not shown) suggest that the mean-gradient terms increase and the budget residuals decrease as the grid spacing is reduced. At a grid spacing of 5 m used in the present study, PALM still has some problems to handle very large scalar gradients in the interface layer. The SGS pressure terms \( P_{qq} \) appear to be nonnegligible near the surface and should be accounted for to close the scalar-flux budgets to a good order. The SGS contributions to the mean-gradient, buoyancy, and turbulent transport terms (not shown) reveal a similar behavior as the SGS pressure terms. They are, however, smaller than the SGS pressure terms over most of the domain.

### 3.3.5. Scalar Variances and Covariance

Vertical profiles of 1/2 of the scalar variances, \( TT = \frac{1}{2} \left( \langle \theta_i^2 \rangle + \langle \tau_{ii} \rangle \right) \) and \( QQ = \frac{1}{2} \left( \langle q_i^2 \rangle + \langle \tau_{qq} \rangle \right) \), and of the scalar covariance, \( QT = \langle q_i \theta_i \rangle + \langle \tau_{iq} \rangle \), where \( \tau_{ii} = \frac{\partial \langle q_i \rangle}{\partial x_i} \) and \( \tau_{qq} = \frac{\partial \langle q_i \rangle}{\partial x_i} \) are the SGS variances of the liquid water potential temperature and the total water specific humidity, respectively, are shown in Figure 10.

In the DYCOMS case (Figure 10b), the scalar variances and covariance have their extrema near the surface and at the cloud layer top. At the top of the stratocumulus layer, TT, QQ, and QT are several orders of magnitude larger than below. In the BOMEX case (Figure 10a), QQ has a maximum near the surface and more pronounced maxima at the bottom of the cloud layer and just above the top of the cloud layer, whereas TT has a single pronounced maximum just above the cloud top. The scalar covariance QT also has a single pronounced extremum (minimum) just above the cloud top. The most pronounced extrema of variances and covariance are encountered in the regions, where vertical gradients of \( \langle \theta_i \rangle \) and \( \langle q_i \rangle \) are largest (in magnitude).

The scalar covariance QT is positive near the surface in both BOMEX and DYCOMS. The rising air parcels near the surface are warmer (\( \langle \theta_i \rangle > 0 \)) and more humid (\( \langle q_i \rangle > 0 \)) than their surrounding, leading to a positive QT. The covariance becomes negative at a certain height (ca. \( x \approx 100 \) m for BOMEX, and ca. \( x \approx 300 \) m for DYCOMS). Inside the cumulus layer, the cloudy air is cooler (\( \langle \theta_i \rangle < 0 \)) and more humid (\( \langle q_i \rangle > 0 \)) than the horizontal mean and the environment air is warmer (\( \langle \theta_i \rangle > 0 \)) and dryer (\( \langle q_i \rangle < 0 \)) than the mean, resulting in a negative QT [Cuijpers et al., 1996]. In the stratocumulus layer, the properties of saturated and unsaturated air with respect to the horizontal mean are the same as in the cumulus layer (cool and humid versus warm and dry), but the fractional area coverage of the saturated (cloudy) air is much larger in the stratocumulus case.

Vertical profiles of terms in the budgets of scalar variances TT and QQ are shown in Figure 11. The dissipation terms \( D_{ii} \) and \( D_{qq} \) are negative definite and are the sink terms throughout the CTBLs. The mean-gradient terms \( G_{ii} \) and \( G_{qq} \) are large source terms near the surface in both cases, near the upper part of the stratocumulus layer, and within and just above the cumulus layer. In the middle of the subcloud layer, the mean-gradient terms in both TT budgets and in the DYCOMS QQ budget are small or even negative. A
negative mean-gradient term indicates a counter-gradient scalar transport (the scalar flux and the scalar gradient have the same sign). Where $G_{hh}$ or $G_{qq}$ becomes a sink, the scalar-variance budget is maintained by the turbulent transport, terms $T_{hh}$ and $T_{qq}$ (see equation (4)). The turbulent transport terms are also important within and just above the cloud layers, where they are of the same order of magnitude as the mean-gradient (source) and the dissipation (sink) terms. Thus, the turbulent transport is crucial in maintaining the scalar-variance budgets throughout both CTBLs.

The scalar-variance budget residuals

$$R_{hh} = G_{hh} + T_{hh} + D_{hh} - M_{hh},$$

and

$$R_{qq} = G_{qq} + T_{qq} + D_{qq} - M_{qq},$$

are small in the BOMEX case (Figures 11a and 11c), except in the vicinity of the surface where LES results are known to be less reliable. In the DYCOMS case (Figures 11b and 11d), $R_{hh}$ and $R_{qq}$ near the top of the stratocumulus layer are of the same order of magnitude as the mean-gradient terms. The grid spacing used in the present study is still too large to resolve very large scalar gradients at the stratocumulus layer top (see a discussion of WT and WQ budgets in section 3.3.4). Furthermore, the numerical diffusion discussed in section 3.2 adversely affects the scalar-variance estimates [see also Maronga et al., 2013]. Excessive numerical diffusion results in too smooth temperature and humidity fields, which in turn leads to an underestimation of the scalar-variance dissipation rates $D_{hh}$ and $D_{qq}$ particularly near the stratocumulus layer top.

Our findings as to the TT and QQ budgets are in good agreement with previous results of Deardorff[1974b], de Roode and Bretherton[2003], and Neggers[2009].

Vertical profiles of terms in the QT budget are shown in Figure 12. The two mean-gradient terms, $G_{qh}$ and $G_{hq}$ (see equation (5)), are of the same order of magnitude. They generate positive QT near the surface and negative QT within the cloud layers. Most of the QT production is balanced by the molecular destruction (dissipation) $D_{qh}$. Note that, as different from the scalar-variance dissipation that is negative definite, $D_{qh}$
can have either sign (see Andreas, 1987). The turbulent transport term $T^q_{\theta q}$ is somewhat smaller in magnitude than the mean-gradient and the dissipation terms. However, it also plays an important part in maintaining the QT budget, except in the surface layer where the gradient production and the dissipation dominate.

Figure 11. Vertical profiles of terms in the budgets of scalar variances (a and b) TT and (c and d) QQ. The BOMEX results are shown in the Figures 11a and 11c, and the DYCOMS results are shown in the Figures 11b and 11d. Legends refer to the plots in each row. Notation is given in section 3.1. $R_{\theta\theta}$ and $R_{qq}$ denote the budget residuals. The storage terms $M_{\theta\theta}$ and $M_{qq}$ are negligible and are not plotted. Ordinates are stretched near the cloud layer top. Different abscissa scales are used for lower and upper parts of the boundary layer. Gray shading and time averaging as in Figure 3.
The QT budget residual

$$R_{q_h} = G_{q_h}^T + G_{q_h}^D + T_{q_h} + D_{q_h} - M_{q_h},$$

is small over most of the CTBLs, except in the vicinity of the surface in both cases and near the stratocumulus layer top (cf. the residuals of the scalar-variance budgets).

It should be noted that the budget of the scalar covariance QT in CTBLs has not been analyzed so far. Hence, a straightforward comparison of our findings with previous results is not possible. The work of Wyngaard et al. [1978] may be mentioned, however. These authors used data from measurements to develop parameterizations of the various terms in the potential temperature-specific humidity covariance budget in the cloud-free convective boundary layer. Some of their findings, e.g., those concerned with the relative importance of the budget terms in the surface layer, are in agreement with the results of the present study.

4. Conclusions

High-resolution large-eddy simulations are used to perform a detailed analysis of the second-order moment budgets in cumulus-topped (BOMEX) and stratocumulus-topped (DYCOMS-II, RF01) boundary-layer flows. Using LES data, terms in the budgets of the Reynolds stress (including its trace, i.e., the TKE), of the vertical fluxes of the liquid water potential temperature and the total water specific humidity, and of the variances and covariance of these two quasi-conservative scalars are estimated. To the best of the authors’ knowledge, a comprehensive analysis of these second-moment budgets in cloud topped boundary layers has not been performed so far. Approximations to the ensemble-mean second-moment budgets are computed by averaging the LES data over horizontal planes and over several hundred time steps. Importantly, the LES-based second-moment budgets are computed with due regard for the subgrid scale contributions to the various budget terms [see also Mironov et al., 2000; Mironov, 2001; Mironov and Sullivan, 2010]. The inclusion of the SGS contributions along with high spatial resolution (grid spacing of 5 m is used) makes it possible to keep the second-moment budget residuals small.

In order to validate the LES results obtained with the large-eddy model PALM, a dry shear-free convective boundary layer driven by the surface buoyancy flux is simulated and the budgets of TKE, of the potential-
temperature variance, and of the vertical potential-temperature flux are computed. Results are compared with the respective budgets obtained by Mironov et al. (2000) (their case FC) using a pseudospectral large-eddy model. All budget terms prove to be accurately estimated by PALM except the TKE dissipation rate that is strongly underestimated. This is attributed to the effect of numerical diffusion. The fifth-order advection scheme used by PALM is rather diffusive, leading to smoothed velocity and scalar fields and a reduced energy at scales close to the cutoff wave number, and hence to a reduced transfer of kinetic energy from the resolved scale part of the energy spectrum to the subgrid scale part of the spectrum where the TKE eventually dissipates. Then, underestimation of the scale-interaction term immediately leads to underestimation of the TKE dissipation rate. This behavior was also observed in the Dutch Atmospheric Large-Eddy Simulation model (D. Pino, personal communication, 2011). The use of less diffusive second-order advection scheme yields an improved estimate of the dissipation rate. Having evaluated several methods to estimate the TKE dissipation rate (see section 3.2), we determine it by means of the “residual method,” i.e., as a sum of all TKE budget terms except for the dissipation. This method is used in the present study and can also be recommended for LES codes that utilize highly diffusive advection schemes. Note, however, that using the “residual method” all uncertainties associated with the TKE budget are lumped on the dissipation.

Consideration of the TKE budget shows that the buoyancy flux is the major source and the dissipation rate is the major sink of TKE over both CTBLs. The mean-shear production is of major importance only near the surface. The third-order transport and the pressure-transport terms are essential for maintaining the TKE budget, particularly near the cloud top.

The pressure scrambling terms (pressure-strain correlation) play a central role in maintaining the velocity variance budgets. Those terms do not affect the TKE but act to redistribute the energy between the components, driving turbulence to the isotropic state. In the CTBLs considered in the present study, the pressure redistribution terms are responsible for the growth of horizontal-velocity variances at the expense of the vertical-velocity variance. The latter is produced by buoyancy over most of both CTBLs, except in the surface layer where the kinetic energy production due to mean-velocity shear dominates.

The budgets of the momentum-flux components (off-diagonal terms of the Reynolds-stress tensor) are maintained by the mean-velocity shear, buoyancy, pressure scrambling, and pressure transport terms. The third-order turbulent transport appears to be of secondary importance.

The budgets of fluxes of scalar quantities (liquid water potential temperature and total water specific humidity) are dominated by the mean-gradient, buoyancy and pressure-scrambling (pressure gradient-scalar covariance) terms. The third-order turbulent transport appears to be of minor importance for maintaining the scalar-flux budgets.

Along with the mean-scalar-gradient and the dissipation terms, the third-order turbulent transport terms play a key role in maintaining the budgets of variances of the liquid water potential temperature and the total water specific humidity. The same holds true for the budget of covariance of these two quasi-conservative scalars.

The SGS contributions $P_i$ and $P_v$ to the pressure scrambling terms in the Reynolds-stress and scalar-flux budgets decrease with increasing resolution but remain non-negligible, particularly near the surface. These SGS pressure terms should be accounted for, even at high spatial resolution, to close the LES-based second-moment budgets to a good order.

Results from our analysis of the second-moment budgets have important implications for modeling CTBLs within the second-order closure framework. In particular, the accuracy of description of the CTBL mean and turbulence structure strongly depends on the fidelity of parameterizations of the third-order transport terms in the budgets of scalar variances and covariance and of the pressure scrambling terms in the Reynolds-stress and scalar-flux budgets. A comprehensive analysis of the pressure scrambling terms will be a subject for future work.

**Appendix A: Estimation of Ensemble-Mean Second-Moment Budgets Using LES**

In what follows, we demonstrate how approximations to the ensemble-mean budgets of the second-order moments are obtained on the basis of numerical data generated by a large-eddy model. As an illustration we examine the budget equation for the scalar variance, equation (4). Budget equations for the other second-order moments are obtained in a similar fashion.
The budget equation for the resolved-scale scalar variance \( \langle \delta^2 \rangle \) is derived in a usual way [cf. Stull, 1988, chap. 4.3.2; Tennekes and Lumley, 1972, chap. 3], using the transport equation for the filtered scalar quantity \( \delta \) (which is either the liquid water potential temperature \( h \) or the total water specific humidity \( q_w \)). The equation for \( \delta \) reads

\[
\frac{\partial \delta}{\partial t} = -\frac{\partial (\bar{u} \delta)}{\partial x_i} - \frac{\partial \tau_{\delta}}{\partial x_i} + Q_{\delta}.
\]  

(A1)

Here, \( Q_{\delta} \) denotes the source of scalar \( \delta \), and \( \tau_{\delta} = \bar{u} \delta \) is the SGS scalar flux which is computed by the SGS model. Note that we use primes to denote subgrid-scale (more exactly, subfilter scale) fluctuations. Alternatively, the Lilly [1967] notation with no primes could be utilized to stress the fact that the filter operator used to derive the LES equations may not satisfy the Reynolds averaging assumptions. Subtracting from equation (A1) its horizontal mean, multiplying the resulting equation by \( \delta^2 \), and averaging the result gives the following equation for the resolved-scale scalar variance:

\[
1/2 \left( \frac{\partial}{\partial t} + \bar{u} \frac{\partial}{\partial x_i} \right) \langle \delta^2 \rangle = -\left\langle \bar{u} \delta \frac{\partial \delta}{\partial x_i} \right\rangle - \frac{1}{2} \frac{\partial \left\langle s \delta^2 \right\rangle}{\partial x_i} - \left\langle \delta \frac{\partial s}{\partial x_i} \bar{u} \delta \right\rangle + \left\langle \delta^2 Q_{\delta} \right\rangle.
\]  

(A2)

The first two terms on the r.h.s. of equation (A2) represent the effects of the mean-gradient production-destruction and of the third-order turbulent transport, respectively, and the last term on the r.h.s. is the correlation of the resolved-scale scalar with the resolved-scale scalar source term. The third term on the r.h.s. is discussed below.

Apart from the resolved-scale variance, the SGS scalar variance \( \zeta = \delta^2 \) should be taken into account to close the budget of total variance (resolved plus subgrid) to a good order. Transport equations for various SGS second-order moments are discussed in some detail in Deardorff [1973]. Averaging the transport equation for \( \zeta \), we obtain

\[
1/2 \left( \frac{\partial}{\partial t} + \bar{u} \frac{\partial}{\partial x_i} \right) \langle \zeta \rangle = -\left\langle \bar{u} \delta \frac{\partial \zeta}{\partial x_i} \right\rangle - \frac{1}{2} \frac{\partial \left\langle s \zeta^2 \right\rangle}{\partial x_i} - \left\langle \delta \frac{\partial s \bar{u} \delta}{\partial x_i} \right\rangle - \langle \epsilon_s \rangle + \langle \delta Q_{\delta} \rangle.
\]  

(A3)

Here, \( \bar{u} \delta^2 \) is the SGS third-order flux of \( \zeta \), and \( \epsilon_s \) is the dissipation rate of scalar variance. The last term on the r.h.s. of equation (A3) represents the effect of the fluctuating scalar source term on the SGS scalar variance.

Using the relation \( \left\langle \delta^2 \right\rangle = 0 \) that simply follows from the definition of horizontal averaging, the first term on the r.h.s. of equation (A3) is manipulated to give

\[
-\left\langle \bar{u} \delta \frac{\partial \delta}{\partial x_i} \right\rangle = -\left\langle \bar{u} \delta \right\rangle \frac{\partial \delta}{\partial x_i} - \frac{\partial}{\partial x_i} \left[ \langle \delta^2 \rangle \bar{u} \delta \right] + \left\langle \delta \frac{\partial s}{\partial x_i} \bar{u} \delta \right\rangle.
\]  

(A4)

Substituting (A4) into (A3), we obtain

\[
1/2 \left( \frac{\partial}{\partial t} + \bar{u} \frac{\partial}{\partial x_i} \right) \langle \zeta \rangle = -\left\langle \bar{u} \delta \right\rangle \frac{\partial \delta}{\partial x_i} - \frac{1}{2} \frac{\partial \left\langle s \zeta^2 \right\rangle}{\partial x_i} \left[ \langle \delta^2 \rangle + \left\langle \delta \bar{u} \delta \right\rangle + 2 \left\langle \delta \bar{u} \delta \right\rangle \right] - \langle \epsilon_s \rangle + \langle \delta Q_{\delta} \rangle.
\]  

(A5)

The first and the second terms on the r.h.s. of equation (A5) describe the mean-gradient production-destruction and the third-order transport of the SGS scalar variance, respectively. The previous last term on the r.h.s. is equal in magnitude but opposite in sign to the previous last term in equation (A2). It can be interpreted as a scale-interaction term which describes the transfer of scalar variance between the resolved and the subgrid scales [Mironov and Sullivan, 2010]. The scale-interaction terms cancel out if the budget of the total scalar variance \( \langle \delta^2 \rangle + \langle \zeta \rangle \) is considered.

The total scalar-variance budget is obtained by adding (A2) and (A5). The result is
\[
\frac{1}{2} \left( \frac{\partial}{\partial t} + (\mathbf{u}_i) \frac{\partial}{\partial x_i} \right) \left( \langle s^2 \rangle + \langle \zeta \rangle \right) = -\left( \langle \mathbf{u}_i \mathbf{s}' \rangle + \langle \tau_{ui} \rangle \right) \frac{\partial \langle s \rangle}{\partial x_i} - \frac{1}{2} \frac{\partial}{\partial x_i} \left[ (\mathbf{u}_i \mathbf{s}'^2) + (\mathbf{u}_i \zeta' \mathbf{s}) + 2(\mathbf{s} \mathbf{	au}_{ui} + (\mathbf{u}_i \mathbf{s}'^2)) \right] - \langle \varepsilon_i \rangle + \langle s \mathbf{Q}_i \rangle + \langle \Delta \mathbf{Q}_i \rangle. \tag{A6}
\]

The time mean of equation (A6) is treated as an approximation to the ensemble-mean scalar-variance budget equation (see section 2 for details of time averaging).

Due to the cyclic lateral boundary conditions and zero horizontal-mean vertical velocity, equation (A6) is simplified to give the scalar-variance budget equation in the form

\[
\frac{1}{2} \frac{\partial}{\partial t} \left( \langle s^2 \rangle + \langle \zeta \rangle \right) = -\left( \langle \mathbf{u}_i \mathbf{s}' \rangle + \langle \tau_{ui} \rangle \right) \frac{\partial \langle s \rangle}{\partial x_i} - \frac{1}{2} \frac{\partial}{\partial x_i} \left[ (\mathbf{u}_i \mathbf{s}'^2) + (\mathbf{u}_i \zeta' \mathbf{s}) + 2(\mathbf{s} \mathbf{	au}_{ui} + (\mathbf{u}_i \mathbf{s}'^2)) \right] - \langle \varepsilon_i \rangle + \langle s \mathbf{Q}_i \rangle. \tag{A7}
\]

The SGS fluctuations of the scalar source are not accounted for in our simulations, hence the term \( \langle s \mathbf{Q}_i \rangle \) is zero (see section 3.1).

Neither the scalar variance \( \zeta \) nor its dissipation rate \( \varepsilon_i \) is computed by the SGS model used within PALM. An estimate of \( \varepsilon_i \) is obtained by assuming that production and dissipation of the scalar variance are approximately in balance and that turbulence is locally isotropic at the subgrid scales. This gives [see Peltier and Wyngaard, 1995, for discussion] \( \varepsilon_i = C_K \frac{\partial \langle s \rangle}{\partial x_i} \), where \( C_K = C_K (1 + 2 \Delta^{-1})e^{1/2} \) is the SGS eddy diffusivity, \( \Delta \) is the SGS turbulence length scale (computed with due regard for the effect of static stability), \( \Lambda = \Lambda_1 \Lambda_2 \Lambda_3 \), \( \Lambda_1 \), \( \Lambda_2 \), and \( \Lambda_3 \) being the grid spacing in \( x_1, x_2 \), and \( x_3 \) directions, respectively, and \( C_K \) is a dimensionless constant. Similar reasoning gives an estimate of \( \zeta \). Using a downgradient approximation for the scalar flux, \( \tau_{ui} = -K_i \frac{\partial \mathbf{s}}{\partial x_i} \), and an expression of the scalar-variance dissipation rate in terms of the length scale and the SGS TKE, \( \varepsilon_i = C_i \frac{f^{-1}}{2} \mathbf{s}'^2 \), \( C_i \) being a dimensionless constant, we obtain \( \zeta = -5e^{-1} \tau_{ui} \), where the numerical value of the coefficient is based on the scalar-variance spectrum in the inertial subrange [Moeng and Wyngaard, 1988]. The SGS third-order transport term \( \mathbf{u}_i \mathbf{s}'^2 \) (the SGS flux of the SGS scalar variance) cannot be determined within the SGS model of PALM and is therefore considered as part of the budget residual. This term should be small in high-resolution LES.

One further comment is in order as to the second-moment budgets obtained on the basis of LES data. Since in both BOMEX and DYCOMS cases discussed in the present paper tendencies due to large-scale subsidence are added to the prognostic equations for the horizontal velocity components, the liquid water potential temperature and the total water specific humidity (see section 2), the terms due to large-scale subsidence should also appear in the second-moment budget equations. For example, the term \( -\frac{1}{2} w_{subs}(\partial \mathbf{s}'^2)/\partial x_i \), \( w_{subs} \) being the (prescribed) large-scale subsidence velocity independent of \( x_1 \) and \( x_2 \), should appear on the r.h.s. of equation (A7). The terms due to \( w_{subs} \) proved to be negligibly small in all second-moment budgets considered in the present paper.

**Appendix B: Estimation of SGS Pressure–Velocity and Pressure–Scalar Covariances**

As the analysis of Khanna [1998], M00 and Mironov [2001] suggest, the SGS pressure gradient-scalar covariance,

\[
P_{ui} = -\frac{1}{\rho_0} \left( \langle s \frac{\partial \mathbf{p}}{\partial x_i} \rangle \right), \tag{B1}
\]

should be accounted for to close the scalar-flux budget, equation (3), to a good approximation. Ignoring \( P_{ui} \) results in a significant budget residual, even though the resolution of LES runs may be relatively high.

An estimate of the SGS pressure gradient-scalar covariance can be obtained on the basis of the budget equation for the (horizontally) averaged SGS scalar flux \( \langle \tau_{ui} \rangle \) (see M00 and Mironov [2001], for discussion). That equation reads...
\[
\left( \frac{\partial}{\partial t} + (u_i) \frac{\partial}{\partial x_j} \right) (\tau_{ij}) = -\left( \tau_{ij} \frac{\partial u_j}{\partial x_k} \right) - \left( \tau_{ij} \frac{\partial s}{\partial x_k} \right) + \frac{g}{\theta_0} \delta_{ij} (\tau_{kk}) - \epsilon_{ijk} f_i (\tau_{jk}) \\
- \frac{\partial}{\partial x_j} \left[ (\bar{u}_i \bar{u}_j) + (\bar{u}_i \bar{u}_j \bar{s}) \right] + P_u,
\]

(B2)

where \( \tau_{kk} = \frac{1}{3} \bar{\theta}_0^2 \) is the SGS virtual potential temperature-scalar covariance, and the SGS source term is not accounted for (cf. the discussion of the SGS scalar-variance budget in Appendix A). Neglecting the time-rate-of-change, advection and third-order turbulent transport terms (these are presumably small in high-resolution LES), i.e., the l.h.s. and the previous last term on the r.h.s. of equation (B2), the SGS scalar-flux equation reduces to a local balance between the mean-shear, mean-scalar-gradient, buoyancy, Coriolis, and pressure gradient-scalar covariance terms. This yields an approximation

\[
P_u = \left( \tau_{ij} \frac{\partial u_i}{\partial x_j} \right) + \left( \tau_{ij} \frac{\partial s}{\partial x_j} \right) - \delta_{ij} \frac{g}{\theta_0} \left( \tau_{kk} \right) + \epsilon_{ijk} f_i (\tau_{jk}),
\]

(B3)

where the SGS quantities \( \tau_{ij} \), \( \tau_{kk} \) and \( \tau_{ij} \) are computed by the SGS model of PALM.

An estimate of the SGS pressure-strain correlation (that can also be referred to as the SGS pressure scrambling term),

\[
P_\rho = \left( \rho \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right),
\]

(B4)

can be obtained in much the same way as the estimate of \( P_u \). It must be remembered, however, that \( P_\rho \) is a traceless tensor. Physically, \( P_\rho \) acts to exchange energy between the Reynolds-stress tensor components but it does not affect the TKE. An approximation of \( P_\rho \) is conveniently obtained on the basis of the budget equation for the SGS departure-from-isotropy tensor defined as \( \tau_{ij} - \frac{2}{3} \delta_{ij} e \), \( e = \frac{1}{3} \tau_{kk} \) being the SGS TKE. The equation for the departure-from-isotropy tensor is derived by subtracting the SGS TKE equation multiplied by \( \frac{2}{3} \delta_{ij} \) from the equation for \( \tau_{ij} \) [see Deardorff, 1973, equation (2.4)]. Upon (horizontal) averaging, we obtain

\[
\left( \frac{\partial}{\partial t} + (u_k) \frac{\partial}{\partial x_k} \right) \left( \tau_{ij} \right) - \frac{2}{3} \delta_{ij} \left( \tau_{kk} \right) = -\left( \tau_{ij} \frac{\partial u_i}{\partial x_k} \right) + \left( \tau_{ij} \frac{\partial s}{\partial x_k} \right) - \frac{2}{3} \delta_{ij} \left( \tau_{kk} \right) \\
+ \frac{g}{\theta_0} \delta_{ij} (\tau_{kk}) - \delta_{ij} \frac{g}{\theta_0} (\tau_{kk}) \\
- \epsilon_{ijk} f_k (\tau_{ij}) + \epsilon_{ijk} f_k (\tau_{ij}) + P_\rho \\
- \frac{\partial}{\partial x_k} \left[ (\bar{u}_i \bar{u}_j) - \frac{2}{3} \delta_{ij} (\bar{u}_i \bar{u}_j) \right] + \frac{\partial}{\partial x_k} \left[ (\bar{u}_i \bar{u}_j) - \frac{2}{3} \delta_{ij} (\bar{u}_i \bar{u}_j) \right] \\
- \frac{1}{\rho_0} \frac{\partial}{\partial x_k} \left[ \delta_{ij} (\bar{u}_i \bar{u}_j) \right] + \frac{\partial}{\partial x_k} \left[ \delta_{ij} (\bar{u}_i \bar{u}_j) \right] - \frac{2}{3} \delta_{ij} (\bar{u}_i \bar{u}_j).
\]

(B5)

Neglecting the time-rate-of-change and the advection terms as well as the third-order transport and the pressure transport terms, i.e., the l.h.s. and the last two terms on the r.h.s. of equation (B5), the equation for the SGS departure-from-isotropy tensor reduces to a local balance between the mean-shear, buoyancy, Coriolis, and pressure-strain correlation terms. This yields an approximation in the form

\[
P_\rho = \left( \tau_{ij} \frac{\partial u_i}{\partial x_j} \right) + \left( \tau_{ij} \frac{\partial s}{\partial x_j} \right) - \frac{2}{3} \delta_{ij} \left( \tau_{kk} \right) - \frac{g}{\theta_0} \delta_{ij} (\tau_{kk}) - \frac{2}{3} \delta_{ij} (\tau_{kk}) \\
+ \epsilon_{ijk} f_k (\tau_{ij}) + \epsilon_{ijk} f_k (\tau_{ij}).
\]

(B6)
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