A semicoherent glitch-robust continuous-gravitational-wave search method
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Isolated nonaxisymmetric rotating neutron stars producing continuous-gravitational-wave signals may undergo occasional spin-up events known as glitches. If unmodeled by a search, these glitches can result in continuous wave signals being missed or misidentified as detector artifacts. We outline a semicoherent glitch-robust search method that allows identification of continuous wave signal candidates that contain glitches and inferences about the model parameters. We demonstrate how this can be applied to the follow-up of candidates found by wide-parameter space searches. We find that a Markov chain Monte Carlo method outperforms a grid-based method in speed and accuracy.
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I. INTRODUCTION

Continuous-gravitational-wave (CW) searches for rotating neutron stars typically assume an underlying signal model (a template) for the signal observed in the detector and then perform a matched-filter analysis (see, e.g., Abbott et al. [1,2]). These templates assume that the phase evolution of the source is well modeled by a spin frequency and several frequency derivatives. On the contrary, observations of pulsars demonstrate that neutron stars are subject to low frequency timing noise [3] and can also undergo sudden spontaneous increases in their rotation frequency and frequency derivatives known as “glitches” [4,5]. While the former effect is unlikely to have a substantial negative impact for searches of data lasting less than a year [6,7], typical glitches seen in the pulsar population may adversely affect current and ongoing CW searches. In Ashton et al. [8], we provided a statistical analysis of pulsar glitches and demonstrated that for a fully coherent matched-filter analysis, a glitch can cause a substantial relative loss of signal-to-noise ratio (SNR). Moreover, semicoherent searches (in which the data are segmented, searched coherently, and then recombined; for a review, see Prix [9]) will suffer smaller relative losses of SNR by comparison. However, during the follow-up process, a glitching candidate’s SNR will not increase as expected, potentially resulting in dismissal of the candidate.

The current generation of CW searches do not model the effect of glitches. For targeted searches of known pulsars this is not problematic, as regular monitoring from electromagnetic telescopes can be used to identify glitches, analyze the pre- and postglitch periods independently, and then incoherently combine the results (see, e.g., Abbott et al. [10]). In this paper, we are instead concerned with providing methods for identifying glitches in candidates found by wide-parameter space searches in which no prior information about the source’s rotational properties are known (e.g., directed searches for signals from supernova remnants or all-sky searches). In particular, we introduce a glitch-robust detection statistic in which the template also models the size and epoch of one or more glitches. This can be used in a wide variety of searches to ensure they are robust to glitching signals.

Standard wide-parameter space CW searches (by which we mean those using a non-glitch-robust detection statistic) are already computationally constrained, so adding additional parameters will increase the computational load and also reduce the significance of results due to the increased number of trials. Also, wide-parameter space searches typically begin with a semicoherent stage, which, as previously mentioned, is more robust to glitches (provided the

*gregory.ashton@ligo.org

Published by the American Physical Society under the terms of the Creative Commons Attribution 4.0 International license. Further distribution of this work must maintain attribution to the author(s) and the published article’s title, journal citation, and DOI.

1A “follow-up” refers to the process whereby a candidate from a semicoherent search is subjected to a series of searches, each of which increases the coherence time until the candidate is (or is not) detected with a fully coherent search.
coherence time is sufficiently short [8]). As such, we do not consider it wise to modify the initial semicoherent search strategies to include glitches. Instead, the semicoherent setup should be chosen with a sufficiently short coherent time to make it robust to typical glitches; then during the follow-up and vetting of candidates, the glitch-robust statistic can be used in conjunction with the usual follow-up to guard against dismissal of glitching signals.

We begin in Sec. II by defining a glitch-robust detection statistic. Then in Sec. III we give a discussion and comparison of how the statistic could be applied in a grid-based or Markov-chain-Monte-Carlo-based (MCMC-based) search for CW candidates. In Sec. IV we discuss how to perform a model selection between glitching and nonglitching signals. Since most glitching candidates will initially be identified by a standard-CW search, in Sec. V we discuss how glitching signals might manifest in such searches and what simple steps can be taken to identify them. We conclude with an overall discussion in Sec. VI.

II. SEMICOHERENT GLITCH-ROBUST DETECTION

In this section, we introduce the glitch-robust detection statistic, an adaptation of the semicoherent \( \mathcal{F} \)-statistic for glitching signals. We begin by defining the standard-CW \( \mathcal{F} \)-statistic and then describe the glitch-robust modification.

For an isolated CW signal, the gravitational wave signal template, \( h(t) \), has two sets of parameters: the amplitude parameters \( \mathcal{A} = \{ h_0, \cos i, \psi, \phi_0 \} \), consisting of the CW amplitude \( h_0 \), inclination angle \( i \), polarization angle \( \psi \), and initial phase \( \phi_0 \), and the phase-evolution parameters \( \lambda = \{ \Omega, f, \dot{f}, \ldots \} \), consisting of the sky location \( \Omega \), gravitational wave frequency, \( f \), and higher-order frequency derivatives \( \dot{f}^{(k)} \) (cf. Prix [9] for a general review). One key component of defining \( h(t) \) is the source-frame phase evolution, which for a standard-CW signal can be written as (e.g., see Jaranowski et al. [11])

\[
\varphi(t) = 2\pi \sum_{k=0}^{s_{\text{max}}} \dot{f}^{(k)} (t - t_{\text{ref}})^{k+1} / (k+1)! ,
\]

where \( t_{\text{ref}} \) is a reference time, \( \dot{f}^{(k)} \) is the \( k \)th frequency derivative, and \( s_{\text{max}} \) is the number of spin-downs included in the template.

In this work, we model the \( \ell \)th glitch by \( \delta f^{(k)}_\ell \), the permanent increment in the \( k \)th frequency derivative at an epoch \( t^\ell_\ell \). For a source with \( N_g \) glitches, the glitching source phase evolution is then

\[
\varphi'(t) = \varphi(t) + 2\pi \sum_{\ell=0}^{N_g} H(t - t^\ell_\ell) \sum_{k=0}^{s_{\text{max}}} \delta f^{(k)}_\ell (t - t^\ell_\ell)^{k+1} / (k+1)! ,
\]

where \( H(t) \) is the unit step function. This is analogous to the method used in pulsar timing [12], except that we do not model any exponentially decaying components. This omission is for simplicity. It is left for future work to understand the expected magnitude of the effect (given typical observations for the magnitude and time scales of relaxation) and include it in the glitching phase evolution model.

We refer to \( \{ \dot{f}^{(k)}_\ell \} \) as the set of the frequency and its derivatives up to \( s_{\text{max}} \), \( \{ \delta f^{(k)}_\ell \} \) as the set of all glitch magnitudes for all glitches, and \( \{ t^\ell_\ell \} \) as the set of all glitch epochs.

The fully coherent \( \mathcal{F} \)-statistic, used by many wide-parameter space searches as a ranking statistic, is the log-likelihood ratio for signal vs Gaussian noise, marginalized over the amplitude parameters [11,13,14]. Using only data spanning times \( [t^s, t^e] \) from the full set of data \( x \), we write the fully coherent statistic as \( \mathcal{F}(x; \lambda, t^s, t^e) \). Often, wide-parameter space searches use a semicoherent approach in which the total data span \( T \) is divided into \( N \) contiguous segments. Defining \( \{ t^\ell \} \) as the set of start times for each segment, the semicoherent \( \mathcal{F} \)-statistic is

\[
\mathcal{F}_2(x; \lambda, N) \equiv \sum_{\ell=1}^{N} \mathcal{F}(x; \lambda, t^\ell, t^\ell + T/N) .
\]

Ideally, a glitch-robust statistic would modify the standard-CW fully coherent \( \mathcal{F} \)-statistic with the glitching phase evolution, Eq. (2), resulting in a fully coherent glitch-robust detection statistic.

However, we propose instead the following pragmatic approach: let us use a semicoherent detection statistic with the glitch epochs \( t^\ell_\ell \) partitioning the segments. Then defining \( \mathcal{F}(x; \lambda, \{ \delta f^{(k)}_\ell \}, t^\ell_\ell, t^{\ell+1}_\ell) \) as the fully coherent detection statistic calculated between the \( \ell \)th and \( (\ell + 1) \)th glitches, and assuming the source phase model of Eq. (2), we can define a glitch-robust semicoherent \( \mathcal{F} \)-statistic:

\[
\mathcal{F}_2(x; \lambda, \{ \delta f^{(k)}_\ell \}, \{ t^\ell_\ell \}) \equiv \sum_{\ell=0}^{N_g} \mathcal{F}(x; \lambda, \{ \delta f^{(k)}_\ell \}, t^\ell_\ell, t^{\ell+1}_\ell) .
\]

For convenience, we also define \( t^g_0 \) and \( t^{N_g+1}_\ell \) to coincide with the start and end time of the data used.

In this semicoherent detection statistic there are \( N_g + 1 \) contiguous segments, which is implied by the size of \( \{ t^g_\ell \} \), with the first glitch occurring at \( t^g_0 = t^s \).

This pragmatic method leverages readily available and tested code. However, this approach is potentially suboptimal compared to a fully coherent glitch-robust detection...
statistic. By using the semicoherent statistic over glitches, we allow for independent amplitude parameters $A$ in each interglitch segment. For two of the amplitude parameters, the phase and amplitude, such an effect is plausible. For the phase, such a jump would predominantly refer to the way the pre- and postglitch signals are stitched together at the time at which the glitch is taken to occur (rather than any physical phase jump, where the actual azimuthal angle changes). A sudden change in signal amplitude is perfectly possible at the glitch, but without knowing more about the true underlying mechanism for glitches we cannot be sure.

On the other hand, a sudden jump in the inclination and polarization angle seems unlikely since this gives the orientation of the spin axis. It is difficult to see how this could change without an external injection of angular momentum, which is completely implausible.

In principle one could build a coherent glitch-robust statistic by allowing only a phase and/or amplitude jump in each glitch and keeping the inclination and polarization angles fixed. Here, we opt instead to allow them to vary. This will result in a small loss of sensitivity, but we gain such that we can use existing and well-tested codes such as XLALCOMPUTEFSTAT [15] to compute the $F$-statistic.

### III. GLITCH-ROBUST SEARCHES AND PARAMETER ESTIMATION

A search using the glitch-robust statistic [i.e., Eq. (4)] could be implemented in any number of ways. Indeed, it could be added to any standard-CW wide-parameter space search. However, these searches (see, e.g., the recent all-sky searches in the LIGO O1 data of Abbott et al. [1,2]) already demand massive computing efforts, and adding (at least) two additional search parameters $\delta f$, $\delta t$ would decrease the sensitivity to standard signals. As previously discussed, it is therefore suggested not to modify these initial searches, but to run them as standard searches while ensuring a semicoherent search, with a sufficiently short coherence time (cf. Ashton et al. [8]) to ensure robustness to glitches. Candidates identified by such searches can therefore be standard signals, glitch signals, or not signals. In this section, we investigate how a glitch-robust search can be implemented in any number of ways. Indeed, it could be added to any standard-CW wide-parameter space before comparing grid- and MCMC-based glitch-robust search methods.

#### A. Glitch-parameter priors

For the standard-CW phase-evolution parameters $\lambda$, the prior (in the absence of other information) is chosen as uniform over the parameter space of interest; for a glitch-robust follow-up these will primarily be determined by the candidate uncertainty. In addition, the glitch-robust search requires priors on the glitch epochs $t_g^*$, the magnitude of the frequency jumps $\delta f_g$, and spin-down jumps $\delta f_s^{(k)}$, and the number of glitches $N_g$.

For the number of glitches, a prior could be formed using the glitch rate observed in the pulsar population. However, dynamically searching over the number of glitches, which determines the total number of parameters, can be difficult. For MCMC-based searches, this would require a reversible-jump MCMC algorithm [16]. Instead, we suggest searching over the number of glitches by hand, namely, perform the search for different numbers of glitches and compare the results. We will discuss in Sec. IV how to quantify this comparison.

For the glitch epochs $t_g^*$, a uniform prior over the data duration makes intuitive sense; we also assert that $t_g^* < t_g^{**} \forall l$. In this work we pragmatically bound $t_g^*$ between 0.1 and 0.9 of the fractional data duration. This avoids boundary issues where there is insufficient data to calculate the $F$-statistic in the first or last segment and also reduces the parameter space to the region of primary interest, e.g., where a glitch will cause the maximum loss of detection statistic [8].

Choosing a prior for the jump sizes $\{\{\delta f_g^{(k)}\}\}$ is more difficult. Clearly it should be informed by the glitches seen in the pulsar population and one option is to use fits to the observed set of glitches in the pulsar population (e.g., see Fuentes et al. [5] and Ashton et al. [8]). However, these may be affected by observational biases since sources detected by all-sky or directed searches may be quite different from the known pulsar population. A simple option is to use a uniform prior on $\{\delta f_g^{(k)}\}$ between a minimum and maximum value. For $\delta f_g^{(0)}$, one approach is to set the minimum at zero (excluding antiglitches where $\delta f_g^{(0)} < 0$; cf. Archibald et al. [17]) and the maximum at twice the maximum observed glitches in the pulsar population ($\sim 5 \times 10^{-5}$ Hz; see, e.g., Livingstone et al. [18], the largest glitch in the Jodrell Bank glitch catalog Espinoza et al. [4] [http://www.jb.man.ac.uk/pulsar/glitches.html]. Similar approaches can be devised for higher-order spin-down components.

#### B. The metric and the size of parameter space

In setting up any search, it is useful to have a metric to understand distances in the parameter space. Given a detection statistic $d(\theta)$ measured at some set of parameters $\theta$, we first define a mismatch

$$\mu(\theta^*, \Delta \theta^*) \equiv \frac{d(\theta^*) - d(\theta^* + \Delta \theta)}{d(\theta^*)} \in [0, 1],$$

(5)
the fractional loss of detection statistic between the exact signal parameters $\theta^*$, and some other point in the parameter space $\theta^* + \Delta \theta$.

For small mismatches, one may expand and approximate the full mismatch by the metric mismatch

$$\mu(\theta^*, \Delta \theta^*) \approx g_{ij} \Delta \theta^i \Delta \theta^j \in [0, \infty),$$

where $g_{ij}$ is referred to as the “metric” and $\Delta \theta^i$ are the components of $\Delta \theta$.

As discussed in the next section, the metric is useful in bounding the maximum loss of detection statistic when setting up grid-based searches. However, one should note that the metric mismatch is only a good approximation up to $\mu \gtrsim 0.3$–0.5 [19–21]. Another useful application of the metric is in calculating $N^*$, the approximate number of unit-mismatch templates covering the given parameter space [22], which can be understood as a proxy for the size of that parameter space.

Calculation of $N^*$ requires the ability to calculate the metric. The metric for the glitch-robust detection statistic defined in Eq. (4) has not yet been calculated (future searches may require this metric in, e.g., a grid-based glitch-robust directed search). Nevertheless, it is still useful to calculate $N^*$ using the fully coherent standard detection statistic over the standard signal parameters, i.e., $\{f^{(k)}\}$ and $\Omega$. This can be used as a lower bound on the full $N^*$ for the full parameter space, including the glitch parameters.

C. Grid-based glitch-robust search

Grid-based (or template-bank) searches compute the detection statistic over a number of prespecified points in parameter space with the grid of points covering the prior range. The grid spacing is selected to minimize both the maximum loss of detection statistic, bounded at some level, and the computing cost (i.e., to avoid oversampling the space). This spacing is determined using the metric; for the fully coherent and semicoherent $F$-statistic, see Wette and Prix [20] and Wette [21], respectively. However, as previously discussed, we do not have the metric for the glitch-robust detection statistic. So, while we can apply the usual relations to any standard phase-evolution parameters used in the search and they should approximately hold, there is no simple way to determine the spacings in $\{t^g_\ell\}$ and $\{\delta f^{(k)}\}$ that guarantee a bound on the maximum mismatch.

In the absence of the relevant parameter space metric, we will employ a naive method here, simply dividing the full range of each search parameter into $M$ steps. As such, the total number of grid points is $M$ to the power of the number of search dimensions. This choice is not optimal (as would be the case if one were to derive and use the relevant metric), but captures many of the salient features of a grid-based search.

As an example of the grid-based method, we simulate a glitching signal in Gaussian noise with the properties given in Table I. Note that the glitch occurs in frequency alone, i.e., $\delta f^{(k)} = 0$ for $k > 0$. We then perform a grid-based search over $\{f, \dot{f}, \hat{t}, \delta f\}$ with $M = 20$; in this search the sky location, $\Omega$, is fixed to that of the simulated value. The prior ranges are given in Table II. In Fig. 1, we plot the semicoherent glitch-robust $F$-statistic in a grid-corner plot. This plot, as with the corner plots used in MCMC parameter estimation, displays the marginalized detection statistic for all one- and two-dimensional combinations.

The grid spacing in this instance is sufficiently fine to provide reasonably good parameter estimation. For detection purposes it may even suffice to have sparser template coverage in the glitch time (where the signal appears quite wide compared to the prior range). At a fixed computing cost, this would allow for denser coverage in other parameters where the signal is narrower compared to the prior range.

D. MCMC-based glitch-robust search

MCMC-based standard-CW searches have already been used with success [23–26]. Recently we demonstrated [22] that this success relies on the size of the parameter space being sufficiently small, as quantified by $N^*$. Namely, it was found that typically $N^* \lesssim 1000$ is a good guideline, but this can depend on the exact MCMC setup. For too-large parameter spaces, the MCMC algorithm tends to fail to converge to the signal peak in a reasonable amount of time.

For the follow-up of candidates from wide-parameter space searches, the size of the phase-evolution parameter

| TABLE I. Simulated signal and noise properties used in Figs. 1 and 2. $S_n$ is the noise floor of the detector at the simulated signal frequency while RA and DEC give the right ascension and declination of the simulated signal. In the table and figures we use the shorthand $f \equiv f^{(1)}$. |
| --- | --- |
| $T$ | 50 d |
| $h_0$ | $5 \times 10^{-24}$ |
| $f_s$ | 30 Hz |
| $\delta f_s$ | $5 \times 10^{-6}$ Hz |
| RA | 83.6292 deg |
| DEC | 22.0144 deg |

| TABLE II. Priors used for the search parameters. The subscript $s$ indicates the simulation values given in Table I and $\hat{t}$ is defined from the start of the observation span. For the uncertainty in $f$ and $\dot{f}$, the number of fully coherent unit-mismatch templates is $N^* = 1000$. |
| --- | --- |
| Uniform prior range |  |
| $f \sim f_s \pm 4.0 \times 10^{-6}$ Hz |  |
| $\dot{f} \sim 0.5 \times 10^{-6}$ Hz/s |  |
| $\delta f \sim 0.5 \times 10^{-3}$ Hz |  |
| $\hat{t} \sim [5,45]$ days |  |

063011-4
space (i.e., the candidate uncertainty) is well constrained (or this can be ensured by performing a refinement step). It is not possible to calculate $N/C_3$ for a glitch-robust detection statistic without the metric. However, in practice, we find that for a typical glitch size and rates seen in the pulsar population [5,22] and typical observing spans, a MCMC-based glitch-robust search is effective at converging on simulated signals. For longer observing spans (or if allowing for larger glitches than those observed in the pulsar population), further work will need to be carried out to ensure the method is robust.

The advantage of a MCMC-based approach, instead of a grid-based one, is that there is no requirement to predetermine the grid points. In effect, the ensemble MCMC sampler adapts to the topology of the maxima during the burn-in phase (for a more detailed overview of MCMC-based CW search methods, see Ashton and Prix [22]).

To illustrate the results of a MCMC search, we run it on the same data set used to produce Fig. 1 (simulation properties are given in Table I) with the same uniform priors, as given in Table II. In Fig. 2 we plot the resulting corner plot.

MCMC searches produce samples from the posterior, which, if the signal is successfully identified, usually occupies only a small fraction of the prior range. As a result, a MCMC search does not produce a posterior over the whole prior range, but only over the region of interest. As a consequence of this the range shown in Fig. 1 is much larger than that of Fig. 2: the latter shows the range of the posterior peak only, while the former shows the entire prior range. Moreover, we note that in Fig. 1 for the grid-based search we plot the $F$-statistic, corresponding to the (marginalized) log-likelihood ratio. On the other hand, in Fig. 2 for the MCMC-based search, we plot the estimated posterior. In this instance, where we use uniform priors, the posterior is proportional to the likelihood and therefore corresponds to the exponential of the $F$-statistic. This is why the peak looks much narrower compared to Fig. 1 while showing in principle the same likelihood function.

### E. Comparing grid- and MCMC-based searches

In order to provide a simple comparison between grid- and MCMC-based searches, we run a Monte Carlo study. We produce 500 data sets containing a simulated signal with a single glitch in Gaussian noise. Such a signal, perfectly matched, has a predicted $\tilde{\chi}^2_F$ of approximately 330. The noise, amplitude, and standard phase evolution parameters are given in Table I, except that we jitter the frequency and spin-down, picking their value uniformly from within the inner half of the prior region given in Table II. We also select the glitch epoch from the distribution given in this table. Meanwhile, for the glitch magnitude, we sample from the observed pulsar population distribution [8]; while the aim of the section is to compare search methods, this choice of simulation distribution allows us to also verify that the naive priors are robust to a more astrophysically motivated population distribution.
search, with the majority of points finding a larger detection statistic. The MCMC-based search outperforms the grid-based search compared to random search, while both methods work well enough. From this figure, it is evident that at the same run-time, the grid-based search, by varying the number of grid points, and for the MCMC-based search, by varying the number of steps taken, in Fig. 3 we plot the relative difference between the recovered maximum \( \hat{\lambda} \) and \( \lambda \), in Fig. 3 we plot the relative difference between the maximum statistic measured at the simulated signal parameters \( \lambda \) realized in the grid-based search and the maximum statistic measured at the simulated signal parameters \( \lambda \) realized in the MCMC-based search. Due to the presence of noise, the actual maximum \( \hat{\lambda} \) will typically not occur at the signal parameters \( \lambda \) but be slightly offset and we therefore generally expect the maximum recovered \( \hat{\lambda} \) > \( \lambda \). The data was generated by adding \( 10^{-6} \) Gaussian noise, \( \frac{B_{S/N}(x; \lambda; \lambda, N)}{\lambda} = \frac{P(x|\mathcal{H}_S)}{P(x|\mathcal{H}_N)}, \tag{7} \end{equation}

It can be shown \([13, 14, 22]\) that the signal vs noise Bayes factor at fixed phase-evolution parameters \( \lambda \) is

\[
B_{S/N}(x; \lambda, N) = \left( \frac{70}{\hat{\rho}_{\text{max}}} \right)^N e^{F(x, \lambda, N)}, \tag{8} \end{equation}

where \( \hat{F}(x; \lambda, N) \) is the \( N \)-segment semicoherent \( F \)-statistic defined in Eq. (3) and \( \hat{\rho}_{\text{max}} \) is an arbitrary upper cutoff on the prior range in signal strength \([14]\).

Similarly, defining \( \mathcal{H}_S \) as the glitching-signal hypothesis, we see that the targeted (in the sense that it depends on the model parameter) glitching-signal vs noise Bayes factor is

\[
B_{gS/N}(x; \lambda, \{\delta f_{\hat{\epsilon}}^{(k)}\}, \{\delta f_{\hat{\epsilon}}\}, N_g) \equiv \left( \frac{70}{\hat{\rho}_{\text{max}}} \right)^{N_g+1} e^{\hat{F}(x, \lambda, \{\delta f_{\hat{\epsilon}}^{(k)}\}, \{\delta f_{\hat{\epsilon}}\})}, \tag{9} \end{equation}

where the exponent is the glitch-robust semicoherent \( F \)-statistic, defined in Eq. (4).

After marginalizing the targeted Bayes factor we get the signal vs noise Bayes factor, i.e., for the standard search,

\[
B_{S/N}(x; \lambda; \lambda, N) = \int B_{S/N}(x; \lambda, \lambda, N) P(\lambda|\mathcal{H}_S) d\lambda, \tag{10} \end{equation}

while for the semicoherent glitch-robust search,

\[
B_{gS/N}(x; N_g) = \int B_{gS/N}(x; \lambda, \lambda, \{\delta f_{\hat{\epsilon}}^{(k)}\}, \{\delta f_{\hat{\epsilon}}\}, \lambda, N_g) \times P(\lambda, \{\delta f_{\hat{\epsilon}}^{(k)}\}, \{\delta f_{\hat{\epsilon}}\}|\mathcal{H}_S) \times d\lambda d\{\delta f_{\hat{\epsilon}}^{(k)}\} d\{\delta f_{\hat{\epsilon}}\}. \tag{11} \end{equation}

The arbitrary prior cutoff \( \hat{\rho}_{\text{max}} \) makes it difficult to interpret either of these Bayes factors by themselves: one can tune the Bayes factor by arbitrary changes in the prior. However, if we define

\[
B_{gS/S}(x, N_g) = \frac{B_{gS/N}(x, N_g)}{B_{S/N}(x, N = N_g + 1)}, \tag{12} \end{equation}

the glitching-CW vs standard-CW Bayes factor, then the arbitrary prior cutoff cancels and we are left with an interpretable Bayes factor for whether the signal is glitching or not.

Calculation of the Bayes factor can be done by either a grid-based (using numerical integration of a dense sampling of the posterior) or MCMC-based method (using thermodynamic integration \([28]\)). In the future, we intend to extend the functionality to include nested sampling \([29]\), which will improve the robustness of the evidence calculation (see, e.g., Ref. \([30]\) for a comparison).
To understand the behavior of $B_{gS/S}(x, N_g)$ as a function of the glitch magnitude, we run a Monte Carlo study, simulating 100 data sets (for each $\delta f$) with a glitching signal in Gaussian noise. We use the parameters given in Table I, except $\delta f$, which we vary systematically over a relevant domain. For each data set, we run a glitch-robust semicoherent MCMC search with $N_g = 1$, along with a semicoherent MCMC search with $N = 2$, and calculate the resulting Bayes factor. The MCMC parameters are chosen such that the log Bayes factors are estimated to within a few percent. In Fig. 4 we plot the mean and standard deviation calculated over all data sets. We see that for small glitches, the Bayes factor prefers the standard signal hypothesis. But, once glitches are sufficiently large, the glitching-signal hypothesis is preferred.

To determine the preferred number of glitches, $B_{gS/S}(x, N_g)$ can be calculated for different $N_g$ and interpreted as a posterior over $N_g$. Large numbers of glitches, $\geq 10$, say, may be difficult to handle and require some tuning of the MCMC sampler.

Figure 4 illustrates that the glitch-robust search (as a function of the glitch size) plateaus above a certain minimum glitch size. An approximate way to characterize this size is to use the averaged (over glitch time) single-glitch metric mismatch expressions derived by Ashton et al. [8]. Note that this is the metric for a standard CW search of a glitching signal and not the metric for the glitch-robust statistic introduced in Sec. II. For example, for a fully coherent search at a fixed sky location over frequency and spin-down, the minimum average metric mismatch is given by $\bar{\mu} = (\pi T \delta f)^2 / 630$. Setting the metric mismatch to unity and inverting gives

$$\delta f = \frac{\sqrt{630}}{\pi T},$$  \hspace{1cm} (13)
while the postglitch frequency and derivative are \( f_s + \delta f, \dot{f}_s + \dot{\delta}f \). Two distinct signal patterns can be observed centered on the locations of the pre- and postglitch signals, but the maximum does not coincide with either.

Having multiple peaks in the frequency and its derivatives might be expected, but we typically also find multiple peaks in the sky position, even though the sky position of the source does not vary over a glitch. This is because by allowing the sky position to vary, the standard template fit to the glitching signal can be improved; this can happen in multiple ways, resulting in multiple peaks, and will in general result in biases in the recovered sky position.

**B. Sliding windows**

A sliding window can be another simple, but powerful diagnostic test for a glitching signal. Fixing all other values to those of the maximum posterior estimate (or a set of parameters sufficiently close to the peak), the detection statistic is computed for a range of frequencies in an overlapping sliding time window over the total data span. One could also do this for the frequency derivative (or any other parameter). Stacking the results together into a color plot, if the signal is sufficiently strong, the glitch can easily be discerned from the change in frequency. We provide an example in Fig. 6 using the same data set used to produce Fig. 5.

**VI. DISCUSSION**

We have described a semicoherent glitch-robust detection statistic for use in evaluating if candidates found in wide-parameter space searches are glitching signals. This simple method adapts standard search routines, using a signal model that includes glitches as a set of instantaneous changes in the frequency and higher-order spin-downs at a set of glitch epochs.

Comparing grid- and MCMC-based search methods, we find that the MCMC-based search is a superior method for performing glitch-robust searches of candidates from wide-parameter space searches. For the same computing cost it is able to better identify the maximum and perform parameter estimation vital to interpretation. MCMC-based glitch-robust searches are, for a suitable candidate uncertainty level, computationally cheap to run and provide parameter estimation and evidence estimates. Moreover, a MCMC-based method does not require a prespecified grid template. We therefore recommend that such glitch-robust MCMC-based methods be used in the follow-up of candidates identified in wide-parameter searches.

The methods introduced in this paper have been implemented in the package PyFstat [31]. Source code along with all examples in this work can be found at https://gitlab.aei.uni-hannover.de/GregAshton/PyFstat.
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