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Kurzzusammenfassung

Siliziumsolarzellen bilden mit etwa 94 % Anteil den größten Posten an weltweit installierter

Photovoltaik-Leistung. Der Anteil der reinen Waferkosten am fertigen Solarmodul beläuft sich

auf etwa 40 %. Die Gründe sind einerseits die hohen Kosten der poly-Silizium Produktion

mittels des Siemens-Prozesses sowie andererseits der Materialverlust beim Sägen des Si-Ingots

oder Blocks in einzelne Wafer. Bestrebungen die Waferkosten zu senken zielen darauf ab, den

Sägeverlust zu minimieren sowie sie Waferdicke zu reduzieren. Ein dünnerer Wafer absorbiert je-

doch weniger Licht, wodurch die Anwendung eines Lichteinfangkonzeptes eine erhöhte Bedeutung

erlangt. Das Thema der vorliegenden Dissertation ist die Entwicklung und Charakterisierung

von verbesserten Lichteinfangkonzepten für Siliziumsolarzellen mit dem langfristigen Ziel, die

Stromgestehungskosten von Silizium-basierter Photovoltaik zu senken.

Im ersten Teil verwenden wir elektrochemisch geätzte Makroporen mit Strukturgrößen im Mikro-

meterbereich um einen Siliziumwafer ohne Sägeverlust in dünnere Absorberschichten zu zerteilen.

Die Vorteile dieser Methode, bei der sich der Makroporendurchmesser durch geeignete Wahl der

Ätzbedingungen verändern lässt, sind, dass i) die dünnen Schichten durch die durchgehenden

Poren bereits über ein Lichteinfangkonzept verfügen sowie ii) innerhalb eines Prozesses direkt

mehrere Schichten vom Substratwafer abgelöst werden können. Wir demonstrieren das erfolg-

reiche Ablösen von 4 makroporösen Schichten mit einer Dicke von 18 µm und einer Größe von

(0.5×0.5) cm2. Diese Schichten wurden unter der Berücksichtigung der chemischen Auflösungsre-

aktionen und deren Auswirkungen auf die Porenmorphologie geätzt. Diese Anwendung geht über

den Rahmen des in der Literatur bekannten Raumladungszonenmodells hinaus.

Als nächstes übertragen wir das Lichteinfangkonzept der Makroporen auf dickere Wafer. Dies

leitet den zweiten Teil der Arbeit ein, bei dem wir Lichteinfangstrukturen untersuchen, die

eine höhere Effizienz im Vergleich zu einer Pyramidentextur ermöglichen. Wir entwickeln ein

Vorderseitentextur aus nicht durchgehenden Makroporen und vergleichen diese mit einer pyrami-

dalen Textur. Die Makroporentextur reflektiert lediglich 1 % des einfallenden Lichtes und zeigt,

nach Passivierung mit atomlagenabgeschiedenem amorphen Aluminiumoxid (AlOx) ein niedrige

Oberflächenrekombinationsgeschwindigkeit von 8 cm/s. Wir erklären diesen niedrigen Rekombi-

nationsparameter durch eine ungleichmäßige Ladungsträgerverteilung innerhalb der Porenwände

der Textur. Die Kombination elektrischer und optischer Charakterisierung zeigt, dass die Makro-

porentextur einen relativen Effizienzgewinn von 2.0−5.3 %rel auf einem 300 µm-dicken Absorber

erlauben, wenn sie anstatt der Pyramiden verwendet wird.

Ein weiteres Lichteinfangkonzept widmet sich der Rückseite von Si-Zellen. Dies ist relevant

für Fälle, in denen die Vorderseite planar sein muss, etwa wenn Silizium als Absorber in einer

Mehrschichtsolarzelle fungiert, bei der Absorber mit höherer Bandlücke auf die Vorderseite des Si

aufgebracht werden. Wir tragen hierzu einen pigmentierten, diffusen Rückseitenreflektor (PDR)

auf Siliziumwafer mit ”Polysilizium auf Oxid”-Kontakten (POLO) auf. Die POLO-Kontakte

ermöglichen eine räumliche Trennung des lichtstreuenden Reflektors von der elektrisch aktiven

Grenzfläche, sodass im bzw. durch den PDR keine zusätzlichen Ladungsträger rekombinieren.

Der PDR besteht aus Si-Nanopartikeln als lichtstreuendes Pigment, welche in einer Siliziumoxid-

Matrix eingebettet sind. Zur Bestimmung des optischen Gewinns führen wir ein analytisches



optisches Modell ein, welches erlaubt, zwischen der Absorption im Silizium und der parasitären

Absorption im PDR (bzw. den POLO-Kontakten) zu unterscheiden. Ein Vergleich des PDRs

mit einer Pyramidentextur zeigt, dass letztere zwar ein besseres Lichteinfangkonzept darstellen,

dies jedoch durch eine erhöhte Ladungsträgerrekombination kompensiert wird. Der PDR erlaubt

einen relativen Effizienzgewinn von (2.7 ± 0.7) %rel im Vergleich zu einer Rückseite ohne PDR,

wohingegen die Pyramidentextur einen Wert von (1.2± 0.8) %rel zeigt. Den effizienzsteigernden

Effekt des Rückreflektors weisen wir überdies auf Rückkontaktsolarzellen nach.

Im letzten Teil wird gezeigt, dass sich durch Anwendung der exakten Gleichung für Lambertschen

Lichteinfang das Effizienzlimit von Si-Solarzellen um 0.12 %abs auf 29.56 % erhöht.

Schlagworte: elektrochemisches Ätzen, Anodisierung, Lichteinfang, Oberflächentextur, Silizium-

Photovoltaik, Oberflächenpassivierung



Abstract

Silicon solar cells make up for 94 % of the worldwide installed photovoltaic power capacity. 40 %

of the price of a finished solar module is incurred in the wafer. The reasons are on the one hand

the costly production of poly-silicon with the Siemens process and on the other hand the loss of

material when sawing the Si ingot or block into wafers, usually referred to as kerf-loss. Attempts

to reduce the wafer costs aim to minimize the kerf-loss as well as reduce the thickness of the

wafers themselves. However, a thinner wafer absorbs less light which gives the application of a

light trapping scheme an increasing importance. The topic of the present thesis is to develop

and characterize advanced light trapping schemes for silicon solar cells with the long-term goal

to diminish the levelized cost of electricity of silicon-based photovoltaics.

In the first part, we use electrochemically etched macropores with structure sizes in the microm-

eter range to slice a Si wafer without kerf-loss into thinner absorber layers. The advantages

of this method, where the macropore diameter can be tuned by the appropriate choice of the

etch conditions, are that i) the penetrating pores already impart the layers with a light trapping

scheme and ii) that multiple layers can be detached from the substrate wafer within one process.

We successfully demonstrate the detachment of 4 macroporous layers with a thickness of 18 µm

and a size of (0.5 × 0.5) cm2. These layers are etched under consideration of the dissolution

chemistry and its impact on the pore morphology. This application exceeds the scope of the

space charge region model that is reported in literature.

Next, we transfer the light trapping scheme of the macropores to thicker wafers. This leads

over to the second part of the thesis which deals with the analysis of light trapping schemes

that allow for a higher efficiency than pyramidal textures. We develop a front side texture of

non-penetrating blind holes and benchmark them against a pyramidal texture. The blind hole

texture reflects only 1 % of the incoming light and exhibits, after passivation with atomic layer

deposited amorphous aluminum oxide (AlOx), a surface recombination velocity of 8 cm/s. We

explain the low value of this recombination parameter by the interplay between the field effect

passivation with the characteristic morphology of the texture. The combined analysis of optical

and electrical properties yields that the blind hole texture allows for a relative gain in efficiency

of 2.0− 5.3 %rel on a 300µm-thick absorber if used instead of random pyramids.

Another light trapping scheme addresses the rear side of Si solar cells. This becomes relevant

for cases in which the front side of the absorber must be planar, like when Si is used as ab-

sorber in a multijunction solar cell where wide band gap absorbers are deposited on top of the

Si. Therefore we place a pigmented diffuse rear reflector (PDR) on a Si wafer with polysilicon

on oxide (POLO) junctions. These POLO junctions allow the spatial separation of the light

trapping region and the electronically active interface so that no additional recombination of

charge carriers occurs in or due to the PDR. The PDR consists of Si nanopowder as scattering

pigment that is embedded in a silicon oxide matrix. To determine the optical gain due to the

PDR we derive an analytical model that allows for the separation of absorption in the wafer and

parasitic absorption in the PDR (or POLO junctions). While the random pyramids allow for

a higher photogeneration compared to the PDR, they have an enhanced surface recombination

rate which overcompensates the optical benefit. The PDR allows for a relative efficiency gain of



(2.7± 0.7) %rel compared to a sample without PDR whereas the pyramidal texture shows a gain

of (1.2 ± 0.8) %rel. The beneficial effect of the PDR is demonstrated on back-contacted solar

cells.

In the last part, we show that when applying the accurate expression for Lambertian light

trapping, the theoretical efficiency limit of solar cells increases by 0.12 %abs to 29.56 %.

Key words: electrochemical etching, anodization, light trapping, surface texture, silicon pho-

tovoltaics, surface passivation
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Chapter 1

Introduction

Photovoltaics (PV) is a form of renewable energy source, where the sunlight is absorbed

in a solar cell and directly converted into electrical power. The German administration,

among other governments of industrialized countries, addresses their dependence on

limited fossil fuels and the socio-economic challenge of the global climate change by

promoting renewable energy sources like PV under the term ”Energiewende” [1, 2].

Driven by political incentives, the installed PV capacity in Germany increased from

0.3 GW in 2002 to 42.98 GW in 2017, which makes up for 21 % of the total electric

power production capacity and for 7% of the total electric energy production [3]. The

governmental claim to increase the share of renewable energy production to 80% of the

total energy production by 2050 underlines the significance of PV and other renewables

in the future.

In about 94 % of the terrestrial photovoltaic systems, the semiconductor silicon (Si) is

used as absorbing material [4]. The wafers make up for about 40 % of the costs of a

PV module with crystalline Si solar cells [4]. The reasons are on the one hand the

costly production of poly-Si with the Siemens process. On the other hand up to 40 %

of the Si ingot is wasted as kerf-loss if it is sawn into wafers [4]. Wafer sawing also

sets a lower limit to the wafer thickness of currently 170 to 180 µm [4]. In principle,

wafers this thick are not mandatory to achieve highest efficiencies [5], as long as the

wafer possesses a certain light trapping ability. With respect to the cell efficiency, light

trapping compensates for fact that thinner wafers absorb less sunlight. A benchmark

for excellent light trapping is the Lambertian light trapping scheme, which assumes an

isotropic light distribution in the absorber. With this scheme and the assumption of

no front surface and perfect rear surface reflectance (Lambertian limit), the theoretical

efficiency limit for Si has been calculated to be 29.4 % for a thickness of 110 µm [5],

however, with an approximated formula for the absorptance.

1
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One route to reduce the wafer costs is to slice a single Si wafer with a relatively large

thickness of a few hundreds of µm into many layers with a thickness of a few tens of µm

by using a technique that avoids the kerf-loss of conventional wafer sawing. Reported

techniques rely on the implantation of hydrogen and subsequent heat treatment [6, 7],

thermomechanical spalling [8, 9], lateral alkaline etching of (111)-oriented Si substrates

[10] or electrochemical etching of macropores [11, 12]. The first three techniques produce

one thin layer per process cycle. In addition, these layers are planar which requires them

to be surface textured in an additional process step for the sake of light trapping if used

as a solar cell absorber. The electrochemical etching of macropores, that have typical

diameters of a few µm, however, produces layers that are natively textured and exhibit

Lambertian light trapping [13]. Macropore etching furthermore has the potential to

produce multiple layers in a single process cycle which has not been reported before.

After introducing the theoretical and experimental basics of light management in Si

and macropore formation in Chapters 2, 3 and 4, we evaluate the feasibility of this

multilayer etching concept in Chapter 5.

It turns out that the multilayer etching of thin macroporous layers is quite challenging.

Thus, the question arises in how far the outstanding light trapping ability of macropores

can be used for highly efficient Si solar cells with standard absorber thicknesses. The Si

solar cell with the highest reported efficiency of 26.7% [14] has a pyramidal front surface

texture that is produced by anisotropic etching of Si [15]. In Chapter 6 we benchmark

a texture that consists of macroporous blind holes with a depth of a few µm against a

pyramidal texture regarding both optical and electrical properties.

The maximum conversion efficiency of Si solar cells is limited by thermalization losses

of photogenerated carriers and by the non-absorption of photons with an energy below

the bandgap of the semiconductor [16]. One option to overcome this is to interconnect

absorbers with different bandgap energies in a tandem or multijunction device. The

bandgap of silicon qualifies it to be used as an absorber in a bottom cell in combination

with wide-band gap top cell [17–19]. A textured front side, which is the common way to

implement light trapping in Si solar cells, is a hindrance when the top cell is deposited

by epitaxy or spin-coating. This leaves the rear side of the Si bottom cell as the only

option to implement light trapping by randomizing the light propagation direction. In

Chapter 7 we compare a so-called pigmented diffuse reflector (PDR) that consists of

Si particles with diameters of a few hundreds of µm embedded in a dielectric matrix

with a pyramidal texture on the rear side. We combine the PDR with poly-Si on oxide

(POLO) junctions which not only allow for highest cell efficiencies [20] but also for a

spatial separation of the electronically active surface of the absorber and the PDR by a

highly doped poly-Si layer.
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In Chapter 8 we re-evaluate the maximum theoretical efficiency of Si solar cells by

using the accurate expression for Lambertian light trapping. This complements the part

of the thesis about advanced light trapping structures. Chapter 9 gives a summary of

the work.





Chapter 2

Theoretical background

This chapter sets the theoretical background for the work. It introduces the photogen-

erated current density J∗sc, implied open circuit voltage V ∗oc and the implied fill factor

FF ∗ of a solar cell. We identify optical loss channels, discuss their impact on the pho-

togeneration and introduce the concept of a Lambertian scatterer that is a widely used

benchmark for excellent light trapping. Furthermore, a literature review on the etching

of macropores is given.

2.1 Solar spectrum

The spectral radiance of the sun is approximately equal to that of a black body with a

temperature of Ts = 5780 K. Ts is the temperature of the sun´s surface. The spectral

radiance of a body is the amount of energy it emits as radiation of different wavelengths

and is measured in power per area of the body, per solid angle that the radiation is

measured over, per wavelength. For calculating the photogenerated current density (see

Sec. 2.3), we need the spectral irradiance of the sun Φ(λ). We calculate the spectral

irradiance from the spectral radiance by accounting for the solid angle Ωs = 6.8 ×
10−5 sr under which an observer on the earth sees the sun. Figure 2.1 shows the spectral

irradiance of a black body with Ts as well as the AM1.5G spectrum [21] between 280

and 1250 nm where silicon has a non-vanishing absorptance (see Sec. 2.2). The AM1.5G

spectrum is, by convention, the standard spectrum for measuring conversion efficiencies

of solar cells and considers light absorption in the earth´s atmosphere. The air mass

(AM) factor specifies the effective thickness of the atmosphere and the ”global” (G)

expression states that the spectrum includes both direct and diffuse radiation. Figure 2.1

additionally shows the photon flux which has its maximum at 670 nm.

5
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Figure 2.1: The figure shows the spectral irradiance Φ of a black body (orange line)
with a temperature Ts = 5780 K and the AM1.5G spectrum (blue line)
according to Ref. [21]. The thin grey line shows the AM1.5G photon flux.

2.2 Absorption in silicon

The prerequisite for the conversion of the spectral irradiance of the sun into electrical

energy is the generation of electron-hole pairs in a semiconductor. This section focuses

on the absorption probabilities of silicon. The propagation of electro-magnetic waves

in media can be described by Maxwell´s equations and the complex dielectric function

ε = ε0εr of the respective medium, where ε0 is the vacuum permittivity. In non-magnetic

media, the complex refractive index reads

ñ =
√
εr = n+ ik (2.1)

The real part of the refractive index n = c/cm is the ratio of the speed of light in vacuum

c and within the material cm and determines, e.g. refraction processes. The imaginary

part k leads to an attenuation factor of the field amplitudes and is thus proportional to

the light absorption in the material. The absorption coefficient α for a material depends

on k via

α =
4πk

λ
(2.2)

The real and imaginary part of the refractive index depend on the wavelength of the light

λ. This effect is referred to as dispersion. Figure 2.2a) and b) show a plot of the real part

of the refractive index n and the absorption coefficient α for silicon [22]. The band gap

wavelength λSi
g = 1108 nm is marked as well. The absorption coefficient of Si rises rather

slowly for photons with λ < λSi
g since Si has an indirect band gap, i.e. the maximum



Chapter 2. Theoretical background 7

Si

R
ea

l r
ef

ra
ct

iv
e 

in
de

x 
n

1

2

3

4

5

6

7

Wavelength l [nm]
200 400 600 800 1000 1200 1400

b)a)

lg
Si

SiA
bs

or
pt

io
n 

co
ef

fic
ie

nt
 a

 [c
m

-1
]

2000

4000

6000

8000

5×105

106

1.5×106

2×106

2.5×106

Wavelength l [nm]
200 400 600 800 1000 1200

Figure 2.2: The figure shows a) the real part of the refractive index n and b) the ab-
sorption coefficient α for Si [22] at a temperature of 295K. The wavelength
λg marks the band gap energy.

of the valence band and the minimum of the conduction band have different momenta

in k-space. The electron-hole pair generation thus additionally requires a phonon that

is either emitted or absorbed to conserve the momentum. The involvement of a third

particle reduces the absorption probability especially for photons with energies slightly

above the band gap. The larger the energy of the photons, the higher the possibility for

a direct band transition, which is why the absorption coefficient increases for smaller

wavelengths and becomes comparable to direct semiconductors like GaAs.

While the absorption coefficient α is characteristic for the material, the absorption prob-

ability A also depends on the geometrical form of the material. In its easiest form, A

increases exponentially with the light path length l within the material, which is known

as the Lambert-Beer law

A(λ, l) = 1− exp(−α(λ) l) . (2.3)

Figure 2.3 illustrates the absorptance from Eq. 2.3 for different wavelengths. Light with

λ <450 nm becomes absorbed within the first µm of the Si absorber. The thickness of

typical Si solar cell wafers is W = 150− 300 µm, i.e. most of the light with λ <900 nm

becomes absorbed before it reaches the rear side of the absorber. Weakly absorbed

light with 900 nm < λ < 1200 nm, however, may traverse the absorber multiple times

before it is absorbed or emitted again. Light trapping schemes for solar cells aim for an

absorption enhancement of this weakly absorbed light, as will be discussed in Sec. 2.4

and in Chs. 5, 6 and 7.
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Figure 2.3: The plot shows the absorptance A in silicon according to Eq. 2.3 for dif-
ferent wavelengths, depending on the path length of the light l within the
absorber.

2.3 J∗sc− A metric for light management

We define the maximum photogenerated current density

J∗sc =
q

hc

∫ 1250 nm

300 nm
λA(λ) Φ(λ) dλ (2.4)

where A(λ), Φ(λ), q, h, and c denote the band-to-band absorptance in the structure,

the spectral irradiance of the AM1.5G spectrum from Fig.2.1, the elementary charge,

Planck´s constant and the speed of light in vacuum, respectively. The sun has a negligi-

ble irradiance for wavelengths below 300 nm and silicon, which is the absorbing material

within this work, has a negligible absorptance beyond 1250 nm (see Fig. 2.2), which ex-

plains the integration boundaries. The maximum photogenerated current density is the

metric that we use throughout this work to quantify the light management of Si struc-

tures. It sets an upper limit to the short-circuit current density Jsc < J∗sc if the structure

is used as a solar cell. The inequality originates from recombination losses within the

solar cell [23].

2.4 Optical loss channels

The share of the incident light that is not absorbed by a band-to-band transition, i.e.

becomes reflected, transmitted, or parasitically absorbed by the material, represents
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Figure 2.4: The figure shows possible light paths and loss channels in a material.
The insets shows the transition at the interfaces 1) air/absorber, 2) ab-
sorber/air and 3) absorber/rear reflector. The transition 1) can be manip-
ulated by a surface texture and/or an ARC. Transition 2) underlies total
internal reflection or transmission. The latter occurs when light hits the
interface under an angle θ < θc as illustrated by the loss cone. Transition
3) can result in reflection back into the absorber or absorption in the rear
reflector as indicated by the green arrow. A dielectric interlayer reduces
the probability of the latter.

the optical loss. Figure 2.4 shows a sketch of an absorbing material, characterized by

its complex refractive index ñ and macroscopic thickness W , and defines different op-

tical loss channels that may be distinguished by the light transitions at the interfaces

air/absorber, absorber/air and absorber/rear reflector. Here, the rear reflector is not

necessarily constrained to a rear side metalization of a solar cell but can also stand for,

e.g., a detached back sheet that serves as protection layer in a solar module [24]. Arrows

indicate potential light paths. In this section, we discuss optical loss channels, how they

can be manipulated and how they depend on each other:

External reflectance Rf: At the transition air/absorber, the light is reflected

before it enters the absorbing material. Rf depends on the angle of incidence and

the difference in the refractive indices of the two materials at the boundary. It can

be reduced by depositing anti-reflection coatings (ARC) on the front surface that



Chapter 2. Theoretical background 10

grade the refractive index of the absorber and the surrounding medium, air in case

of Fig. 2.4 [25, 26]. The refractive index nARC and the thickness d of the ARC

can be designed to minimize Rf at a specific wavelength, e.g. at the peak of the

solar photon flux at 670 nm (see Sec.2.5). However, the J∗sc becomes higher if the

design wavelength of the ARC is around 600 nm for reasons that become apparent

in the next loss channel discussion. Another way to diminish Rf is to use a front

surface texture, which allows the reflected rays to hit the surface more than once

as shown in Fig. 2.4.

Escape reflectance Resc: This is the cumulative share of photons that exit the

absorber at the transition absorber/air. Due to the reciprocity of the optical path,

the escape probability increases with a lower external reflectance. Thus, the use

of ARCs and/or a surface texture, enhance Resc. Especially the weakly absorbed

light makes up for the escape reflectance. This explains why the ARC is best

designed for 600 nm instead of 670 nm. Since the transition absorber/air is from

the material with a higher refractive index n to the one with lower n, total internal

reflection can occur for rays that hit the front (or rear) surface at an angle

θ > θc = arcsin

(
1

n

)
(2.5)

The critical angle θc spans the loss cone. For a Si/air interface this angle is 16.4◦

for weakly absorbed light of λ =1100 nm. Only light that hits the surface within

this cone can escape the structure.

Back surface reflectance Rb: At the transition absorber/rear reflector the pho-

tons are lost when they are transmitted through the rear side and not reflected

back into the absorber. Rb can be increased by the deposition of a reflecting layer,

like Al or Ag, or a Bragg reflector [27]. A metal layer absorbs fractions of the

light parasitically, that means without generating electron-hole pairs [28, 29]. The

green arrow at the absorber/reflector interface in Fig. 2.4 indicates this loss chan-

nel. Parasitic absorption also occurs in case of frustrated total internal reflection

at the rear side since the amplitude of the light wave does not abruptly drop to zero

behind the interface but decays exponentially in the reflector material (evanescent

wave [30]). A dielectric interlayer between the mirror and the absorber helps to

reduce this absorption [31–33].

Dielectric absorptance Adie: The application of dielectric layers on the surface

of the absorber bears the possibility of parasitic absorption when the dielectrics

have a non-vanishing k-value. This already implies how this loss channel can be

omitted: by using non-absorbing dielectrics.
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Figure 2.5: The figure illustrates the effect of measures (written in boxes) to manip-
ulate the light absorptance of a structure (written in ovals). The figure
distinguishes between positive (green lines) and negative (red lines) effects
on the total absorptance.

Free carrier absorptance Afca: Another parasitic absorption mechanism is the

so-called free carrier absorption (FCA) [34]. Free carriers in the conduction or va-

lence band of the absorber may absorb light without the generation of an electron-

hole pair. The photon energy in this process is then transferred to the lattice by

phonon-assisted thermalization. As is predicted by the Drude model, the absorp-

tion coefficient for FCA αfca depends linearly on the free carrier concentration and

is thus pronounced in, e.g., diffused regions with a higher dopant concentration.

The absorption in the rear reflector, the dielectrics and the free carrier absorption do not

generate e-h pairs and add up to the overall parasitic absorptance Apar. The magnitude

of Resc, Rb and Apar determines the light trapping capability of an absorber. It states

how well the light is confined within the absorber once it has entered it. The path length

enhancement factor Z gives the average path length l = ZW for a certain wavelength

in terms of the absorber thickness W . Light trapping can be quantified by Z for weakly

absorbed light with λ ≈ 1200 nm. Since the critical angle of total internal reflection

is only 16.4◦ in Si for λ = 1100 nm, the light steering into shallow angles by a surface

texture or a diffuse rear reflector not only increases Z by an oblique traversal through

the absorber but also by a higher probability for total internal reflection at the surfaces.

Pyramidal textures, either randomly [35] or regularly arranged [36], are state-of-the-art

surface textures for mono-crystalline Si absorbers. They are produced by alkaline etching

of mono-crystalline Si that have a orientation-dependent etch rate [37]. Figure 2.6 shows

the random pyramid texture on a Si wafer. Silicon solar cells with Z ≈ 26 at λ = 1180 nm

have been reported [38]. A derivation of the optimum light trapping scheme is part of

Sec. 2.6.
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Figure 2.6: The figure shows scanning electron microscope (SEM) images of a) the
cross-sectional view and b) the top view of a silicon wafer with a random
pyramid texture. The surface is also covered by an anti-reflection coating
(ARC) of silicon nitride.

Figure 2.5 summarizes the measures that allow the control of optical loss channels as well

as their effect on the specific optical properties. Each measure has positive and negative

effects on the total light absorptance as indicated by the green and red color, respectively.

There are also secondary effects of the measures that are not displayed. Examples for

secondary effects are the front texture that, if combined with an ARC, implies a more

oblique traversal through the ARC and therefore a higher parasitic absorptance or, by

steering the light, enhancing the total internal reflection at the rear side.

It becomes obvious that by manipulating one optical loss channel, other loss channels

are affected as well. This must not obscure the fact that for all measures the benefit in

J∗sc generally outweighs these secondary absorptance losses. This is exemplarily shown

in Fig. 2.7 which depicts the photogenerated current density J∗sc (see Eq. 2.4) of a silicon

wafer with a thickness of W = 200 µm under isotropic illumination after certain measures

are applied. We choose isotropic illumination due to the fact that under this condition

a so-called Lambertian surface, i.e. a surface that fully randomizes the propagation

direction of the reflected and transmitted light for all wavelengths, sets an upper for

light trapping and it is yet not clear whether any geometrical light trapping scheme can

perform better. The J∗sc-values in Fig. 2.7 are obtained from raytracing simulations with

SUNRAYS [39]. The raytracer will be explained in more detail in Ch. 3.

We distinguish between single and successively combined practical measures, indicated

by red circles and green squares in Fig. 2.7, respectively. Practical measures means that

they are experimentally accessible, e.g. a random pyramid texture as front texture. The

blue diamonds indicate the J∗sc for the optimum value of each single measure, e.g. a

perfect ARC with Rf = 0 as ARC. Table 2.1 lists the practical measures, the limits of

each measure and the respective relative improvement they have on J∗sc for two absorber

thicknesses W = 10 and 200 µm. The J∗sc-values of the blank and planar Si absorbers

are 18.74 mA/cm2 and 25.51 mA/cm2, respectively.

The photogeneration of a structure with a fully randomizing (also Lambertian surface,

see Sec.2.6) front surface is calculated via Eq. 2.46 with Rf = 1 − Tf being the external
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Figure 2.7: The figures shows the impact of single practical measures (red circles, see
Tab. 2.1) on the photogenerated current density J∗

sc of a silicon wafer with
a thickness W = 200µm under isotropic illumination. The blue diamonds
symbolize the maximum improvement on J∗

sc for each measure. The green
squares and the magenta star mark the J∗

sc for the successive combination
of practical measures and the Lambertian limit. All values are simulated
with the SUNRAYS except for the Lambertian limit that is calculated as
described in Sec. 2.6.2.

front reflectance of an uncoated random pyramid surface and Rb = 1 − Tplanar/n
2.

Tplanar is the transmittance of isotropic illumination through a planar and uncoated

air/silicon interface and n is the real part of the refractive index of Si. The practical

diffuse rear reflector is ”white paint” and is assumed with Rb = 0.9 and a Lambertian

factor of Λb = 0.5 to reproduce the gain in J∗sc from Ref. [40]. The Lambertian factor

of a surface states the fraction of light that is fully randomized in its direction after

it is transmitted or reflected from the surface. The Lambertian limit is calculated via

Eq. 2.47 and represents the combination of the optimum value for each measure.

The quantification of the optical losses yields that the reduction of the external front

reflectance Rf by the application of an ARC and/or a surface texture has the largest

impact on the photogeneration. The introduction of light trapping by a textured surface

as well as the properties of the rear side become increasingly important for thinner

absorber layers: The combination of all optical measures increases J∗sc by 99.2% for the

10 µm absorber and 61.7% for the 200 µm absorber. The random pyramid texture almost

fully randomizes the light direction and approaches the performance of a Lambertian

surface to 93.1 % and 94.6 % for W = 10 µm and W = 200 µm, respectively. It is

interesting to see that the application of a metallic rear mirror to a Si absorber that has
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Table 2.1: The table shows the simulated relative impact on J∗
sc of single (red, blue)

and combined (green, magenta) measures to suppress optical loss chan-
nels and contrasts them for two silicon absorber thicknesses W . The J∗

sc-

values of the blank planar Si sheets are 18.74 mA/cm
2

for W = 10µm and

25.51 mA/cm
2

for W = 200µm.

Measure practical / limit
rel. gain in J∗sc [%]

W = 10 µm W = 200 µm

Blank Si/
18.74 mA/cm2 25.51 mA/cm2

Reference

ARC
80nm SiNx,n=1.9 /

+37.0/+59.0 +33.5/+56.8
Rfront=0

Front texture
random pyramids /

+59.6/+64.0 +33.4/+35.3
fully randomizing

Rear mirror
Al mirror & 200nm SiOx /

+10.7/+12.1 +3.0/+3.4
Rrear=1

Diffuse rear ’white paint’ /
+26.0/+37.9 +7.4/+11.0

reflector Rrear = 1, Λb = 1

Combined
practical /

+99.2/+113.4 +61.7/+72.5
Lambertian limit

a random pyramid texture and ARC on the front side decreases J∗sc (see Fig. 2.7). A

benefit only occurs when the mirror is combined with a dielectric spacer between metal

and Si that prevents parasitic absorption [41]. Finally, the combination of all measures

increases J∗sc by a value that is less than the sum of the gain due to the single measures.

This again stresses the interdependence of the optical losses.

2.5 Electromagnetic waves at interfaces

The previous section has stressed the importance of controlling the external front re-

flectance. How much light is reflected/transmitted from/through an interface depends

on the refractive index on both sides of the interface, the state of polarization of the

light wave and on its angle of incidence. This section gives expressions for reflectance

and transmittance at interfaces without and with thin anti-reflection layers and is based

on Ref. [30].

2.5.1 Fresnel equations without interference

Figure 2.8 shows an incoming wave with an electric field vector EEEiI that is perpendicular

to the plane of incidence (s−polarization). The subscript specifies whether the field is

of an incoming (i), reflected (r) or transmitted (t) wave and the respective boundary

(I or II) under consideration. We first consider only boundary I and assume that the
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Figure 2.8: The sketch illustrates the electromagnetic fields at the boundaries I and
II between the ambient (n0), the ARC (n1, d1) and the substrate (ns).
The incoming wave is s−polarized.

thickness of layer 1 is large compared to the wavelength of the incoming wave (d1 � λ).

The derivation of i) the laws of refraction/reflection and ii) the Fresnel equations follows

from the continuity of the tangential components of the (EEE) and magnetic (HHH) fields on

both sides of the interface. We consider plane waves of the form EEE = EEE0 exp(kkk · rrr−ωt).
As the frequency ω does not change at the interface, it follows that the tangential

component of the wave vector must fulfill kkk
‖
iI = kkk

‖
rI = kkk

‖
tI. With the definition of the

tangential wave vector, kkk
‖
x = ωnx sin(θ)/c, follows the law of reflection (Eq. 2.6) and

Snell´s law of refraction (Eq. 2.7):

θiI = θrI , (2.6)

n0 sin(θiI) = n1 sin(θtI) . (2.7)

For the Fresnel equations, we consider the amplitudes of the fields instead of the phase.

The continuity of the tangential components implies

EEEiI +EEErI = EEEtI , (2.8)

(HHH iI −HHHrI) cos(θiI) = HHHtI cos(θtI) . (2.9)

Here we used the reflection law θrI = θiI. Inserting a plane wave function into Maxwell´s

equation yields the general relationship

k̂̂k̂k ×EEE =
c

n
µHHH , (2.10)
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where k̂̂k̂k is the unit propagation vector and µ is the magnetic permeability. With this

and the assumption of non-magnetic media (µ1 = µs = µ0), Eq. 2.9 can be written as

n0

µ0
(EiI − ErI) cos(θiI) =

n1

µ0
EtI cos(θtI) . (2.11)

With Eqs. 2.8 and 2.11, we can write the Fresnel equations for s-polarized light

rs ≡
(
ErI

EiI

)
s

=
n0 cos(θiI)− n1 cos(θtI)

n0 cos(θiI) + n1 cos(θtI)
, (2.12)

ts ≡
(
EtI

EiI

)
s

=
2n0 cos(θiI)

n0 cos(θiI) + n1 cos(θtI)
. (2.13)

The same arguments apply for p-polarized light and the Fresnel equations read

rp ≡
(
ErI

EiI

)
p

=
n1 cos(θiI)− n0 cos(θtI)

n1 cos(θiI) + n0 cos(θtI)
, (2.14)

tp ≡
(
EtI

EiI

)
p

=
2n0 cos(θiI)

n1 cos(θiI) + n0 cos(θtI)
. (2.15)

The Fresnel equations 2.12, 2.13, 2.14 and 2.15 relate the amplitudes of the electric field

of the incoming, reflected and transmitted wave for two different polarizations. The

experimentally accessible external reflectance R (and transmittance T ) at the interface,

however, relates the intensities I = 〈S〉 = cε0/2E
2 (W/m2) (norm of the Poynting vector

SSS). Considering the reflection law (Eq. 2.6) and Snell´s law of refraction (Eq. 2.7), they

can be written as

R ≡ IrI cos(θiI)

IiI cos(θiI)
= rr∗ , (2.16)

T ≡ ItI cos(θtI)

IiI cos(θiI)
=

n1 cos(θtI)

n0 cos(θiI)
tt∗ . (2.17)

As the refractive index is generally complex, so are the Fresnel coefficients r and t which

is why we use their complex conjugates r∗ and t∗.

2.5.2 Fresnel equations with interference and design guidelines for an

ARC

The reflection/transmission from/through an interface has to be treated differently when

dielectric layers are involved that have a thickness in the range of the coherence length

(d1 ≈ few tenths ofλ). These so-called anti-reflection layers allow interference of the
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waves that are reflected at each interface. In case of destructive interference, the exter-

nal reflectance is reduced and more light is coupled into the substrate. The difference

to the derivation of the Fresnel equations is that for the boundary condition at inter-

face I in Fig. 2.8 also the tangential component of the reflected wave from interface II,

{EEE′rII, HHH
′
rII}, needs to be accounted for.

The wave that traverses the dielectric layer experiences a phase shift k0h, where h is the

optical path between the points A and B′ in Fig. 2.81.

h = n1AB′ = n1 d cos(θtI) . (2.18)

The phase shift for a traversal then leads to

EiII = EtI exp(−ik0h) , (2.19)

ErII = E
′
rII exp(+ik0h) . (2.20)

The boundary conditions at both interfaces I and II can be written in matrix form as(
EiI + ErI

EiI − ErIΥ0

)
=

(
cos (k0h) i sin (k0h)/Υ1

i sin (k0h) Υ1 cos (k0h)

)(
EtII

EtIIΥs

)
= MMM I

(
EtII

EtIIΥs

)
,

(2.21)

with

Υ0 ≡
µ0

c
n0 cos(θiI), Υ1 ≡

µ0

c
n1 cos(θtI), Υs ≡

µ0

c
ns cos(θtII) . (2.22)

For p−polarization the result is the same but the cosine terms in Eq. 2.22 are in the

denominator. The characteristic matrixMMM I relates the fields at the two adjacent bound-

aries of the ARC. This formalism can be extended to any number N of ARC layers, each

with a specific n and h, by simply multiplying the matrices MMM IMMM II . . .MMMN = MMM .

With the two equations of Eq. 2.21 and the elements (mij)i, j∈{1,2} of the characteristic

matrix MMM we can write the reflection and transmission coefficient for any film configu-

ration and angle of incidence

r =
ErI

EiI
=

Υ0m11 + Υ0Υsm12 −m21 −Υsm22

Υ0m11 + Υ0Υsm12 +m21 + Υsm22
≡ Υ0B − C

Υ0B + C
, (2.23)

t =
EtII

EiI
=

2Υ0

Υ0m11 + Υ0Υsm12 +m21 + Υsm22
≡ 2Υ0

Υ0B + C
, (2.24)

1The phase shift is between A and B′ rather than between A and C because the transfer matrix
formalism always describes the relationship between fields for constant x-coordinate. Thus, h corresponds
to the difference between the phase front through A and B in Fig. 2.8.
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where we define the complex quantities B = m11 + Υsm12 and C = m21 + Υsm22. The

reflectance R and transmittance T follow then similarly to Eqs. 2.16 and 2.17 and, in

general form, read [42]

R =

(
Υ0B − C
Υ0B + C

)(
Υ0B − C
Υ0B + C

)∗
, (2.25)

T =
4Υ0 Re(Υs)

(Υ0B + C)(Υ0B + C)∗
. (2.26)

The absorptance in the ARC follows from the condition A+R+ T = 1 and reads

A =
4Υ0 Re(BC∗ −Υs)

(Υ0B + C)(Υ0B + C)∗
. (2.27)

Figure 2.9 shows the impact of ARCs on the reflectance R of an air/silicon interface. All

curves are calculated for normal incidence θiI = θtI = θtII = 0◦. The red curve is the

reference reflectance without any ARC, calculated by Eqs. 2.12/2.14 and 2.16. The blue

curves illustrate the reflectances of a single (SARC) and a double layer (DARC) dielectric

coating of the silicon substrate, calculated by Eq. 2.25. The minimum reflectance is

reached for k0h = π/2, which is equivalent to the claim that the optical film thickness

h is an odd multiple of a quarter wavelength:

n1d1 = λ0/4 , (2.28)

where λ0 is the design wavelength at which the reflectance is minimized. At λ0 and

normal incidence, the reflectance becomes zero for the SARC if the refractive index of

the ARC n1 holds

n2
1 = n0ns . (2.29)

The SARC in Fig. 2.9 has a constant refractive index n1 = 1.9 and a thickness of

d1 = 80 nm and is designed to minimize the reflectance at a wavelength of λ0 = 600 nm.

The green circles correspond to the minimum position of the reflectance Rmin when

the refractive index is fixed at 1.9 and the thickness d1 varies between 50 − 110 nm in

steps of 5 nm. The ARC thickness affects the design wavelength according to Eq. 2.28.

The minimum reflectance remains approximately zero as long as the refractive index of

silicon does not vary too much and (nearly) satisfies Eq. 2.29 with n1 = 1.9. It looks

different when the ARC thickness remains constant at 80 nm and the refractive index

n1 varies. This is shown by the orange squares in Fig. 2.9 for n1-values between 1.6 and

2.2 in steps of 0.05. Variations in the refractive index affect both Eqs. 2.28 and 2.29 and

prevents the reflectance from becoming zero.
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Figure 2.9: The figure shows the reflectance of a silicon substrate in air with no ARC
layer (red curve), a single ARC (SARC) layer (n1 = 1.9, d1 = 80nm) and
a double ARC (DARC) layer (n1 = 1.46, d1 = 103nm; n2 = 2.9, d2 =
52nm). Both ARC stacks are designed to minimize the reflectance at 600
nm. The green circles and orange diamonds denote the reflectance mini-
mum Rmin of the SARC case for when d1 or n1 are varied, respectively.

For the DARC, if both AR layers have the same λ0, the reflectance becomes zero if(
n2

n1

)2

=
ns

n0
. (2.30)

with n0 < n1 < n2 < ns. The DARC in Figure 2.9 consists of n1 = 1.46, d1 = 103 nm

and n2 = 2.9, d2 = 52 nm. It produces a wider reflectance minimum than the SARC,

given that both layers are optimized to the same wavelength. The second ARC layer can

also be tuned with respect to the first one to create a reflectance minimum at a different

design wavelength. This results in two distinct reflectance minima in the spectrum.

2.6 Light trapping schemes in ray optics

We introduce two light trapping schemes, one with no light trapping and the other

with Lambertian light trapping. The latter refers to a structure, where the light that

is transmitted through the front surface into the structure is fully randomized in its

propagation direction at the first transition. This serves as benchmark for excellent

light trapping. Both structures have an effective absorber thickness

Weff = V/A , (2.31)
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Figure 2.10: The sketch introduces the intensities within the absorber for the case
of a) no light trapping and b) Lambertian light trapping with arbitrary
front and back transmittance Tf = 1−Rf and Tb = 1−Rb. The inset in
b) illustrates the Lambertian cosine law that describes isotropic internal
photon flux density per solid angle (see Sec 2.6.2).

which is the ratio of the volume V of the experimental absorber that is to be qualified

to its macroscopic area A. This accounts for the surface roughness introduced by the

texture that is not present in these two reference structures. Thus, for a planar wafer

the effective thickness corresponds to the actual thickness.

The next subsections introduce analytical expressions for the absorptance in these two

reference structures, following the approach of Refs. [23, 43]. The derivation neglects the

wave character of light and is thus set in frame of ray optics. This approximation can

only be valid when i) the thickness of the wafer is large compared to the wavelength of

the incident light λ and ii) the surface texture is either random or has a period that is

much larger than λ so that diffraction and interference effects can be neglected.

2.6.1 No light trapping

Figure 2.10 a) sketches the light power fluxes Iij in a planar wafer with refractive index

n, absorption coefficient α and effective thickness Weff. The index i = t, b specifies

whether the flux is at the top or bottom of the wafer. The top side is directed towards

the incoming light. The index j = u, d specifies whether the light propagates upwards

or downwards within the wafer, where downwards is the direction of the incoming light.
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Specular light of intensity Iinc impinges normally onto the wafer. It has the probability

Tm (m = f, b) to become transmitted and 1 − Tm to become reflected at the f ront or

back interface. These probabilities do not account for parasitic absorption in the ARC

or dielectric layers at the back. Since the wafer has no light trapping, the light is not

scattered and remains specular throughout the passes within the wafer as indicated by

the black color of the arrows. The transmittance of specular light through the wafer is

Ts = exp(−αWeff) . (2.32)

The aborption of the planar wafer Apl is the part of the power flux that is not being

transmitted during the propagation within the material and reads

Apl = (1− Ts)(It,d + Ib,u) . (2.33)

The equations for the various power fluxes can be set up by following the arrows and

collecting the multipliers on these paths. For an incoming power flux of Iinc = 1 they

read

It,d = Tf + (1− Tf)It,u , (2.34)

Ib,d = TsIt,d , (2.35)

Ib,u = (1− Tb)Ib,d , (2.36)

It,u = TsIb,u . (2.37)

This linear equation system has a distinct solution for the fluxes in Eq. 2.33 and yields

an absorptance of

Apl = (1− Ts)Tf

(
1 + (1− Tb)Ts

1− (1− Tb)(1− Tf)T 2
s

)
. (2.38)

In a similar manner, expressions for the reflectance Rpl and transmittance Tpl can be

set up:

Rpl = (1− Tf) + TfIt,u = (1− Tf) +

(
(1− Tb)T 2

f T
2
s

1− (1− Tb)(1− Tf)T 2
s

)
, (2.39)

Tpl = TbIb,d =
TfTsTb

1− (1− Tb)(1− Tf)T 2
s

. (2.40)

The sum of the three terms Apl +Rpl +Tpl equals the incoming power flux, which is 1 in

this case. In practice, the absorptance of a wafer with polished surfaces, known optical

thickness αWeff and known front and back transmittance, Tf and Tb, respectively, can

be described by Eq. 2.38. In the limit case of no light trapping (Tf = Tb = 1), however,

the absorptance reduces to an expression that directly follows from the Lambert-Beer
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Figure 2.11: The plot shows the photogenerated current densities J∗
sc according to

Eq. 2.4 in dependence of the effective absorber thickness Weff and the
light trapping schemes no light trapping (red, see Eq. 2.41), the Lamber-
tian limit (magenta, see Eq. 2.47) and the theoretical maximum (cyan,
see Eq. 2.51).

law of Eq. 2.3

AnoLT = 1− Ts = 1− exp(αWeff) . (2.41)

The red line in Fig. 2.11 illustrates the photogenerated current density J∗sc according to

Eq. 2.4 for different absorber thicknesses Weff for the structure with no light trapping.

2.6.2 The Lambertian limit

Figure 2.10 b) illustrates the same power fluxes in a structure with Lambertian light

trapping. Light that is reflected from or traverses a Lambertian surface is, by definition,

fully randomized in its propagation direction. This is indicated by the red color of the

arrows in Fig. 2.10 b). The randomization leads to an isotropic photon flux per solid

angle within the structure which implies that the internal light intensity B per unit

internal solid angle is angle-independent [44]. The total internal light intensity Iint that

is incident on a unit surface area thus reads [45–47]:

Iint =

∫
Ω
B cosθ dΩ , (2.42)

where cos θ is the reduction of the intensity on the area element due to oblique incidence

and dΩ = sin θ dθ dφ corresponds to the solid angle differential with the azimuth φ and
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polar angle θ, respectively. This is illustrated in the inset of Fig. 2.10 b). The diffuse

light flux allows for total internal reflection at the interfaces for light with an angle of

incidence θ > θc (see Eq. 2.5). Accordingly, only light that hits the surface within the

”loss cone”, which is defined by θ < θc, can exit the structure with the probability Tf

(see Fig. 2.4). For a uniform internal intensity per solid angle, the fraction of light f

within the loss cone is

f =

θc∫
0

2π∫
0

B cosθ sinθ dθ dφ

π∫
0

2π∫
0

B cosθ sinθ dθ dφ

= sin2θc =
1

n2
. (2.43)

The last step follows from Eq. 2.5. Thus, in contrast to the planar wafer, the transmission

probability of diffuse light through the surface is Tf/n
2. Note that the transmission

probability Tf is in fact a weighted average over the angle of incidence, i.e. Tf = Tf(θ).

At the rear side, the structure has a reflector with a reflection probability of Rb
2.

Similarly to the structure with no light trapping, the transmittance Td of diffuse light

through a wafer equals the ratio of the internal intensities at the top and bottom surface

[48]:

Td =

π/2∫
0

2π∫
0

B cosθ sinθ exp

(
−αWeff

cosθ

)
dθ dφ

π/2∫
0

2π∫
0

B cosθ sinθ dθ dφ

. (2.44)

The cosine in the exponential accounts for the oblique traversal of light through the

wafer. The substitution t =
(
αWeff
cosθ

)
and two partial integrations yield [49, 50]

Td = exp(−αWeff)(1− αWeff) + (αWeff)2

∫ ∞
αWeff

t−1exp(−t)dt . (2.45)

The exponential integral can be solved numerically or approximated by a polynomial

expression with a precision of 10−5 [51]. The absorptance of the sample with Lambertian

light trapping, external front reflectance Rf = 1− Tf and back reflectance Rb is derived

similarly to Eq. 2.38 and reads

ALamb = (1− Td)Tf

(
(1 +RbTd)n2

n2 − (n2 − Tf)RbT
2
d

)
. (2.46)

2A more general expression for a detached rear reflector is given in Ref. [13, 23].
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The Lambertian limit follows from setting Tf = 1 and Rb = 1 in Eq. 2.46 and yields

ALamb,limit =
(1− T 2

d )n2

n2 − (n2 − 1)T 2
d

. (2.47)

Figure 2.11 depicts the performance of the Lambertian limit in magenta.

2.6.3 Path length enhancement Z

In Fig. 2.4 we have introduced a path length enhancement factor Z that can be associated

with a light trapping scheme. In this section, we derive the Z factor for both reference

structures in Fig. 2.10. We assume that weakly absorbed light with αWeff � 1 has an

average path length of l = ZWeff and hence Z can be expressed as [23]

Z = lim
αWeff→0

(
A

αWeff

)
. (2.48)

We start with the planar case and insert Eq. 2.38 into Eq. 2.48. Expanding the trans-

mittance to the lowest order in αWeff, i.e. Ts ≈ 1− αWeff, yields

Zpl =
Tf(1 +Rb)

1−Rb(1− Tf)
. (2.49)

For the limit case of no light trapping (Tf = 1, Rb = 0), the path length enhancement

is Zpl = 1, i.e. light traverses the wafer once and is emitted again.

In case of Lambertian light trapping, Eq. 2.46 has to be inserted in Eq. 2.48. The ex-

pansion of Eq. 2.45 yields Td ≈ 1− 2αWeff and hence

ZLamb =
2Tf(1 +Rb)n2

n2 − (n2 − Tf)Rb
. (2.50)

In case of (Tf = 1, Rb = 1 − 1/n2), i.e. the rear side is characterized by total internal

reflection, the path length enhancement is ZLamb = 2n2. For the Lambertian limit with a

perfect rear reflector we obtain ZLamb,limit = 4n2 [46, 52]. Thus, the average path length

for weakly absorbed light can be extended up to a factor ≈ 50 for a silicon absorber in

the Lambertian limit. For a single traversal, i.e. Rb = 0, the result becomes ZLamb = 2.

This means that the average path length of fully randomized light is the same as light

that traverses the wafer under an angle of θ = 60◦.
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2.6.4 Surpassing the Lambertian limit

Yablonovitch and Cody derived the 4n2 limit in two ways by using statistical mechanics

and geometrical optics [46]. The derivation by geometrical optics, as in this work, relies

on the assumption of an idealized surface texture that has the same transmittance Tf

for all angles of incidence. Minano and Luque extended the analysis by using non-

imaging optics and showed that the average path length of the Lambertian limit l =

4n2Weff equals the maximum achievable average path length lmax for any geometrical

light trapping scheme under isotropic illumination [48, 53]. Brendel then showed that

this also holds for structures with non-zero surface reflectance [23].

An average path length of l = 4n2Weff can be realized with various path length dis-

tributions f(l). The theoretical maximum absorptance Atheo,limit is reached when all

rays have the same path length lmax = 4n2Weff, as the following steps show [53]. The

absorptance A can be written as

A = 1−
∞∫

0

f(l) exp(−αl) dl

= 1−
∞∫

0

f(l) exp(−α(l − l)) exp(−αl) dl

≤ 1−
∞∫

0

f(l) (1− α(l − l)) exp(−αl) dl

= 1− exp(−αl)

≤ 1− exp(−α 4n2Weff) = Atheo,limit , (2.51)

where we have used the definition l =
∫∞

0 f(l) l dl and the power series expansion of

the exponential function exp(x) ≥ 1 − x. For maximum absorptance, the path length

distribution thus must be the Dirac distribution f(l) = δ(l − 4n2Weff) which cannot

be realized under isotropic illumination. The Lambertian light trapping scheme, that

comprises all other path distributions f(l) that result in an average path length of

l = 4n2Weff, can therefore be regarded as the highest achievable degree of light trapping

under isotropic illumination. Figure 2.11 shows the theoretical maximum performance

in comparison with no light trapping and the Lambertian limit.

In nature, there is no material that fulfills the Lambertian cosine law excactly, let alone

the optimum light trapping scheme. Materials approaching the Lambertian case are

sintered polytetrafluorethylene (PTFE), known as Spectralon, dull paper or the emitting

surface of a LED [54]. In silicon solar cells, the random pyramid texture provides light

scattering that approaches the Lambertian surface, as will be shown in Chs. 6 and 7.
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The discrepancy arises from the fact that random pyramids, compared to a Lambertian

surface, scatter less light into large angles [55].

The 4n2-limit under isotropic illumination can be surpassed by restricting the angular

acceptance of the cell. It was shown that a restriction to θ, i.e. only rays within a cone

of angle θ to the surface normal of the absorber can enter it, leads to an average path

length of [53, 56]

l ≤ 4n2Weff

sin2(θ)
= lmax(θ) (2.52)

The upper bound of the path length is reached when not only the illumination but also

the light that escapes from the absorber is restricted to θ. If the absorber emitted light

under a larger angle than θ, this would imply (due to the reversibility of light paths)

that not all possible ray paths inside the cell are illuminated. Parabolically shaped

reflecting microconcentrators [56, 57] or an angle-selective anti-reflection coating on the

surface of the cell [56] have been suggested to restrict illumination. Campbell and Green

demonstrated theoretically that a structure with 2-D grooves at the front and rear side

which are oriented perpendicular to each other performs better than the Lambertian

light trapping scheme under normally incident illumination [52]. More information on

light concentration and restricted illumination can be found in Ref. [58].

While the restriction of the acceptance angle of a solar cell is an option for specific

systems that have a fixed or at least predictable illumination direction, it is not suited

for the integration of large-scale photovoltaic systems into an existing infrastructure, like

roofs of buildings. As the sun moves across the sky during the day, the solar cells would

have to be mounted on mechanical tracking systems which are expensive and require

maintenance. Furthermore, in a climate region like Germany nearly 50% of the incident

light is diffuse rather than direct [59]. Diffuse illumination cannot be collected even by a

concentrator lens. Therefore, light trapping schemes for large-scale PV systems should

be optimized for isotropic rather than normally incident illumination.

Another way to exceed the 4n2 limit is to take the wave character of light and therefore

effects like interference or diffraction into guided modes into consideration [60]. This

can be realized with regular textures that have feature sizes and a periodicity in the

range of the wavelength of the incoming light λ. Yu et al. showed that a maximum path

length enhancement of Z = 8π n2/
√

3 is feasible with 2-dimensional triangular dielectric

diffraction gratings that have a periodicity a = 2λ/
√

3 [61]. As this enhancement applies

only for a specific wavelength and, in addition, is sensitive on the angle of incidence, it

is difficult to show an advantage of periodic light trapping schemes over random ones on

device level where the whole convertible spectrum is involved [55]. Optical simulations
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have also shown that introducing a certain asymmetry to periodic light trapping schemes

can be beneficial for reaching a higher absorptance [62, 63].

2.7 Device parameters in solar cells

We have discussed the light management and its impact on the photogenerated current

density J∗sc. However, the power generated by a solar cell is defined as the product

of the current and the voltage at maximum power point conditions [41]. The implied

open-circuit voltage V ∗oc of an absorber refers to the separation of the quasi-Fermi levels

under a fixed illumination when no current is extracted. For an n-type absorber with a

doping density ND it can be written as

V ∗oc = Vth ln

(
∆p(ND + ∆n)

n2
i

)
, (2.53)

ni = 8.7 × 109 cm−3 [5] and Vth = 25.7 mV are the intrinsic carrier concentration and

the thermal voltage at a temperature of T = 298.15 K, respectively. ∆n and ∆p are

the excess electrons and holes. The term ”implied” shall symbolize that this voltage is

also defined for solar cell precursors without contacts or surface passivated absorbers

without an emitter [64]. It can be regarded as the maximum open-circuit voltage Voc of

the latter device, i.e. Voc < V ∗oc when illuminated by a photon flux equivalent to 1 sun.

Equation 2.53 yields that the excess carrier density under steady-state conditions for a

fixed illumination determines the voltage of the cell. The dynamics of the excess carrier

concentration are described by the continuity equation

d

dt
∆n(t) = G(t)− U(t) (2.54)

= G(t)− ∆n(t)

τeff(∆n)
, (2.55)

where G(t) is the generation rate and U(t) the recombination rate of excess carriers.

The spatial distribution of ∆n(t) and G(t) within the absorber can be assumed to be

uniform if the surface recombination rate is small and the carrier generation is spatially

homogeneous.3 Surface textures that improve the light management in a solar cell

and thus the generation rate G, usually increase the surface area and therefore the

recombination rate U . This way a higher generation rate due to light trapping may

be overcompensated by a higher recombination rate, resulting in a lower excess carrier

density under steady-state condition and a lower voltage.

3For the same reason, the current term + 1
q

divJJJ on the r.h.s. of Eq. 2.54 is neglected.
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Equation 2.55 introduces the effective minority carrier lifetime τeff of the sample that in

general depends on the injection level ∆n. τeff and ∆n are measured experimentally (see

Ch. 3). For steady-state condition, i.e. G = U , we can derive an expression for V ∗oc if

we assume a homogeneous generation rate (G = J∗sc/qWeff) as well as charge neutrality

(∆n = ∆p). Inserting Eq. 2.53 into Eq. 2.55 and solving for V ∗oc yields

V ∗oc = Vth ln

(
1

n2
i

(
J∗sc
qWeff

τeff +
ND

2

)2

−
N2

D

4n2
i

)
. (2.56)

If not mentioned otherwise, the effective lifetime τeff is taken at an absorbed photon flux

that is equivalent to 1 sun.

The photogenerated current density J∗sc corresponds to the current density from a solar

cell if it is short-circuited, i.e. all photogenerated carriers are extracted. The implied

open-circuit voltage V ∗oc yields the highest possible voltage if no current is extracted.

However, the generated power is the product of current and voltage and therefore zero

under both operating conditions. The solar cell gives the largest power at the maximum

power point (Vmpp, Jmpp) which relates to the short-circuit current density and the open-

circuit voltage by the fill factor FF [41]. The fill factor is determined by the injection-

dependence of the carrier lifetime and by parasitic resistances like series and shunt

resistance. The efficiency η of the solar cell relates to the three device parameters by

η =
Pout

Pin
=
Jsc × Voc × FF

Pin
, (2.57)

where Pin is the incident illumination intensity. In this work, we take an empirical

expression for the fill factor FF ∗ where we neglect parasitic resistances [65]:

FF ∗ =
v∗oc − ln (v∗oc + 0.72)

v∗oc + 1
, (2.58)

with the normalized voltage v∗oc = V ∗oc/mVth and the ideality factor m. The fill factor

expression in Eq. 2.58 again gives an upper limit for the fill factor of the real solar cell,

i.e. FF < FF ∗. The ideality factor is a measure of how much the current-voltage

behavior of a solar cell, as described in the one-diode equation

J(V ) = Jsc − J0 exp

(
V

mVth
− 1

)
, (2.59)

differs from an ideal diode. J0 symbolizes the dark saturation current density. m varies

with the current level and takes a value of 2 if the recombination is limited by both car-

rier types, as for SRH recombination in high injection or recombination in the depletion

region, to 1 if the recombination is limited by the minority carriers, like for SRH recom-

bination in low injection. The ideality may decrease to m = 2/3 if the recombination is
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limited by Auger processes [41, 66].

We define a quality factor QF as the normalized product of the three device parameters

J∗sc, defined by Eq. 2.4, V ∗oc, defined by Eq. 2.56, and FF ∗, defined by Eq. 2.58:

QF =
J∗sc × V ∗oc × FF ∗

J∗sc,0 × V ∗oc,0 × FF ∗0
. (2.60)

The subscript 0 symbolizes the quantities for an appropriate reference sample. The

quality factor reflects the impact of light trapping and increased surface recombination

on the limiting efficiency. It allows to compare different light trapping schemes over a

reference and shows whether they can prove to be useful in the solar cell.

2.8 Electrochemical etching of macropores in silicon

This section gives the theoretical background of macropore4 formation in n-type silicon

by means of electrochemical anodization with an HF containing electrolyte. Anodization

means applying an anodic voltage across a Si/electroylte interface (see Fig. 3.5 on p. 47).

We introduce the suggested mechanisms for the chemical dissolution reactions, discuss

the current-voltage curve with respect on the band diagrams of the Si/electrolyte inter-

face and summarize the space charge region model that has been suggested to explain

pore formation. For more comprehensive reviews on the matter we refer to the literature

[37, 68–70].

2.8.1 Dissolution reactions

The basic requirement for the growth of pores is the electrochemical dissolution of silicon

at the Si/electrolyte interface. In HF-based electrolytes, two dissolution mechanisms

prevail: direct and indirect dissolution [68].

Direct dissolution – The suggested reaction mechanism for direct dissolution of silicon

is [71]

Si + 4HF−2 + 2h+ −→ SiF2−
6 + 2HF + 2H2 . (2.61)

Figure 2.12 illustrates the proposed reaction scheme. The reaction is initiated by a hole

from the solid approaching the Si/electrolyte interface. This hole allows for a nucleophilic

substitution5 during which the surface terminating Si-H bond gets replaced by a Si-F

bond (step 1 in Fig. 2.12). This is the rate-limiting step of the reaction. Then, a second

4Macropores refer to pores with a diameter > 50 nm [67].
5A nucleophile, here the fluoride species, donates an electron pair to an electrophile, here the Si with

the hole, to form a chemical bond.
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Figure 2.12: Proposed reaction scheme for the direct dissolution of silicon electrodes
in HF under anodic conditions. Fluoride species and hydrogen are
coloured in green and red, respectively. The figure is adapted from [71].

Figure 2.13: Bond orientation for two different crystal planes, which explains the
crystal orientation dependence of the direct dissolution mechanism. The
figure is adapted from [74].

nucleophilic attack occurs under injection of an electron, resulting in another Si-F bond

(step 2). Step 2 is not initiated by a charge carrier and the electron injection is a mere

result of the reaction. Hydrogen, as reaction product, escapes in the form of gaseous

H2. The Si-F bonds polarize the two remaining Si backbonds which are eventually

broken by HF or H2O (steps 3 and 4). The new Si surface atoms establish Si-H bonds

again (step 5). The SiF4 reacts with two HF molecules to SiF2−
6 and two protons and

stays in solution. Only two charge carriers per dissolved silicon atom flow through the

external circuit, yielding a dissolution valence of n = 2 [72]. The polarizing effect of

the Si backbonds causes an anisotropy of the dissolution reaction [73, 74]: Figure 2.13

illustrates the Si backbonds for two surface orientations and shows that while for {100}
surfaces two F atoms polarize two Si backbonds, only one F atom polarizes three Si

backbonds for {111} surfaces. This resembles the alkaline dissolution reaction of Si

with the difference that for alkaline etching no hole is required for initiation [68]. As a

consequence, the etch rate in (100)-direction is larger than in (111) direction.

Indirect dissolution – The indirect dissolution is a two step process and starts by the

formation of a silicon oxide at the Si/electrolyte interface under an anodic voltage:

Si + 2H2O + 4h+ −→ SiO2 + 4H+ . (2.62)
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Figure 2.14 illustrates the proposed reaction scheme. The anodic potential enables OH−-

ions to diffuse through the oxide film and to establish a Si-O-Si bond under the con-

sumption of two holes (steps 1 and 2 in Fig. 2.14). Thus, for one Si atom, four holes are

required yielding a dissolution valence of n = 4 [68]. In the second step, the anodic oxide

dissolves by a nucleophilic attack of Si by a fluoride species and an electrophilic attack

of the oxygen backbonded to Si by H+ (steps 3 and 4) [37, 68] as can be described by

the overall reaction [72]:

SiO2 + 6HF −→ SiF2−
6 + 2H2O + 2H+ . (2.63)

In contrast to the direct dissolution, no hydrogen evolves and no crystal orientation

dependence is observed. Depending on whether the oxide formation or the dissolution

of the oxide is the rate-limiting step, either pores grow or the surface gets electropolished,

as will be explained in the following.

2.8.2 Current-voltage characteristics of Si/HF interface

As in this work we anodize n-type Si, we have to provide the holes for the dissolution

initiation externally by illuminating the sample from the rear side. When the Si electrode

then dissolves, charge carriers flow across the interface and through the external circuit.

This current flow depends on the illumination level as well as on the applied voltage.

Figure 2.15 shows the current-voltage curve of the n-type Si/electrolyte system in the

dark, i.e. without external illumination, (sample 1) and for three different illumination

intensities I1 (sample 2), I2 (sample 3) and I3 (sample 4). The experimental conditions

can be found in Table B.1 in the Appendix B under samples 1 through 4. The voltage is

measured with respect to a reference electrode (platinum wire close to the Si/electrolyte

interface, see Fig. 3.5).
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For a better understanding of the current-voltage behaviour, we also look at the energy

band diagrams of the Si/electrolyte interface for different voltage conditions in Fig. 2.16.

The energy level representation in the electrolyte is taken from Gerischer [75, 76]. Each

redox couple in the electrolyte, e.g. H2/H3O+, has a specific redox potential E0
redox.

Furthermore, the oxidized species, e.g. H3O+, and the reduced species, e.g. H2, have

characteristic energy levels E0
ox and E0

red, respectively. The oxidized species can consume

an electron from the semiconductor and be transferred to the reduced species. The

reverse process is the consumption of a hole from the silicon by the reduced species

which becomes oxidized. The redox potential E0
redox is the analogue to the Fermi level

EF in the semiconductor. As the electrolyte contains various redox couples, the redox

potential is strictly a mixed potential [77]. We discuss the current-voltage curves for

different voltage regions and compare it with the interface band structure.
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Figure 2.15: The figure shows the J-U curve of the Si/HF system under dark con-
ditions and three different illumination intensities I1 < I2 < I3. The
named voltages mark changes in the interface chemistry which lead to
characteristic morphologies of the Si electrode. The parameter space for
macropores is for U > Ups and J < Jps.

Cathodic regime U ≤ Uoc: If the voltage across the interface U is smaller

than the open-circuit voltage Uoc, the n-type Si electrode is under forward bias

and the cathodic current is caused by majority carriers. Figure 2.16 a) shows the

corresponding band structure of the interface. Electrons are transferred across

the interface, reduce the hydrogen ions and gaseous H2 is produced. The silicon
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Figure 2.16: The figure shows the band diagram of the Si/electrolyte interface under
a) forward bias U < Uoc, b) small reverse bias Uoc < U < U1 and c)
large reverse bias U > Ups. In the latter case, a silicon oxide grows at
the solid/electrolyte interface.

atoms are chemically inert. The cathodic current rises with illumination level due

to the additional photogenerated electrons. The junction behaves like a forward-

biased Schottky diode [78]. The open-circuit voltage for our samples is Uoc =

−(0.9±0.1) V and, in general, depends on the illumination level, substrate doping

level, HF concentration and dissolved oxygen concentration in the electrolyte [68].

Small anodic potentials Uoc < U ≤ U1: The Si electrode is under reverse bias

and a depletion region forms at the Si/electrolyte interface, as shown in Fig. 2.16 b).

(Photogenerated) Holes approach the interface from the Si half-space and trigger

a divalent dissolution reaction that results in microporous silicon. The hole con-

centration under dark conditions is to small to support a significant current flow.

Only defect states at the interface that are occupied by holes may support a small

current that decays over time as the defect centers become etched. The junc-

tion behaves like a Schottky diode under reverse bias. The current flow under

illumination on the other hand follows an exponential Tafel characteristic which

indicates that the reaction is diffusion-limited by the charge carriers. Under illu-

mination, the junction behaves like a Schottky diode under forward bias in this

voltage regime [79].

High anodic potentials U ≥ U1: The voltage U1 marks an inflexion point in the

current-voltage curve above which the current does no longer rise exponentially

with U . The reason is that the hole concentration at the surface is (locally) large

enough to oxidize the Si electrode, as shown in Fig. 2.16 c). The Si electrode

condition at the interface changes from depletion to inversion. The oxide hampers

the current flow across the interface until it becomes dissolved by HF according

to the tetravalent dissolution reaction in Eq. 2.63. For the illumination intensity

I1, the current density saturates above a voltage that is sufficient to drive all the

photogenerated carriers to the interface. The value of the saturation current is

controlled by the charge carrier density and thus the illumination intensity. This
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Figure 2.17: The sketch shows the Si/electrolyte interface for surface for depletion
of a) charge carriers resulting in pore etching, and b) HF molecules
resulting in electropolishing. The two regimes are separated by Jps.

is the standard macropore etching regime of the so-called illumination mode (see

description of etching tool on pp. 47-49).

For higher illumination intensities I2 and I3, the current takes a local maximum

at (Ups, Jps). The subscript stands for porous silicon [68]. This point marks the

turnover from a charge carrier transport limited reaction to an HF mass transport

limited reaction, i.e. the timescale for the transport of HF molecules and the

clearance of the reaction products (and therefore the oxide dissolution) exceeds the

oxidation timescale. Figure 2.17 illustrates the impact of the change in reaction

kinetics on the morphology of the electrode. For current densities below Jps, the

electrode is only locally oxidized and pores are etched deep into the Si electrode

while for current densities above Jps the mass transport in the electrolyte limits the

reaction and the electrode becomes electropolished. Above voltages U > U2, the

current starts to flow through the anodic oxide and increases again up to another

maximum that marks a change in the oxide growth kinetics [68]. However, these

illumination intensities are irrelevant for growing macropores.

The current density Jps that marks the onset of electropolishing depends on the com-

position and temperature of the electrolyte and can be regarded as a measure for its

”dissolution capability”. It can be written as an Arrhenius law [73]:

Jps = Acα exp

(
−Ea

kT

)
, (2.64)

where A is a constant with dimensions [A cm−2(wt %)−α], c is the HF concentration

of the electrolyte in wt%, α is a dimensionless constant, Ea is the activation energy in

eV, k is Boltzmann’s constant and T is the absolute temperature of the electrolyte. We

experimentally determine values for A, α and Ea in Ch. 4.
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Figure 2.18: The sketch illustrates the space charge region model. The equipotential
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the fluoride species (green) and support the etching current and, thus,
the pore growth. The pore walls are passivated from dissolution, as long
as the width of the wall between the pores a does not exceed twice the
width of the space charge region Wscr. The distance between the pores
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2.8.3 Macropore formation model

In the early 1990s, Lehmann and Foell phenomenologically studied the macropore for-

mation in n-type silicon under backside illumination for different substrate doping levels

[73, 80]. Two important findings were that i) for a constant etching current density J ,

the pore diameter dp increased with the substrate resistivity while the overall porosity

Φ remained the same and that ii) the pore diameter dp increased with current density

J while the pore growth rate r was unchanged. The porosity Φ is defined as the ratio

of the cross-sectional area of the pore Ap to the area of the unit cell (Wigner-Seitz cell)

of the pore Atot

Φ =
Ap

Atot
. (2.65)

This led to a model of the pore formation which is often referred to as space charge region

model. Figure 2.18 illustrates the concept and shows the Si/electrolyte interface under
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Figure 2.19: a) Current densities across the Si/electrolyte interface. b) SEM micro-
graph of a pore tip grown at a current density of J/Jps ≈ 0.35 and
a voltage of U/Ups ≈ 3. The dotted line is a sphere with a diameter
adopted to the curvature of the pore.

anodic bias and back side illumination. The black lines show the equipotential lines

that are bended around the pores. Holes that approach the Si/electrolyte interface from

the Si bulk follow the electric field that is perpendicular to these lines and are focused

towards the pore tip region where they initiate a dissolution reaction resulting in pore

growth. Only very few holes diffuse into the region between the pores and participate

in a dissolution reaction at the pore wall. The width of the pore wall a thus depends on

the width of the space charge region Wscr which is given by

Wscr =

√
2εε0(U − Ubi)

eND
, (2.66)

where ε0 = 8.854 × 10−12 As/Vm is the vacuum permittivity, ε = 11.9 is the relative

permittivity of silicon, Ubi = −0.54 V is the built-in voltage [81], i.e. the difference of

the Fermi levels of each medium before the contact, U is the applied external voltage

and ND is the doping concentration. Thus, the maximum pore wall width a for which

straight pores can be grown is twice the width of the space charge region

a ≤ 2Wscr . (2.67)

This explains the dependence of the pore width dp on the substrate doping as described

under i): As the distance a between the pores increases with substrate resistivity and the

total amount of dissolved material, expressed by a constant J , is unchanged, the pore

diameter has to increase. Furthermore, the space charge region model predicts that the

pore walls become etched if a > 2Wscr. However, Hejjo Al Riffai et al. experimentally

found that this holds strictly only for lowly doped (> 20 Ωcm) silicon and that straight

pores with pore wall widths up to a = 10Wscr can be realized with higher substrate

doping levels [82]. A possible explanation for this is that holes have a lower diffusion

length in highly doped substrates which reduces the probability for them to participate

in a dissolution reaction before they recombine in the pore wall region [83].
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Figure 2.19 a) illustrates the current flow through the pore tip region and is used in

the following to explain the experimental findings described under ii). In case of a

hemispherical curvature of the pore tip, the local current density Jp(θ) can be written

as [84]

Jp(θ) = Jtip cos θ + J90◦ . (2.68)

The current density J90◦ is caused by the dissolution due to holes which penetrate the

interpore region and holes that are not photogenerated. The maximum local current

density Jtip is at the pore tip. Lehmann found that at the pore tip the dissolution is

limited by the mass transport in the electrolyte [73]. Thus, for anodic voltages U > Ups

and a sufficiently high illumination intensity, there is a steady-state condition between

mass transport in the electrolyte and charge transfer in the Si which implies that Jtip

equals Jps. If we neglect the leakage current density J90◦ , the total global etching current

density J flows through the tip and we can write:

J =
Ip

Atot
=

2π
π/2∫
0

Jp(θ)r2
p sinθ dθ

Atot
= JpsΦ , (2.69)

where Ip is the current through a single pore and Φ the porosity according to Eq. 2.65

with Ap = πr2
p as the cross-sectional area of a single pore and rp being the radius of the

pore tip. Equation 2.69 is the result of the steady-state condition between mass transport

and carrier transfer at the pore tip and is often referred to as Lehmann formula [73]. It

states that the current density J controls the diameter of the pores which is the first

part of the finding described under ii). The SEM micrograph in Fig. 2.19 b) shows a

pore tip of sample 17 as described in Appendix B and illustrates the current flow across

the interface of Eq. 2.68 via its appearance: While the pore walls are covered with a

microporous film, indicating divalent dissolution and a local current J < Jps, the pore

tip itself is electropolished as we would expect for a tetravalent dissolution and a local

current density of Jps.

The growth rate of the pores in units length per time is given by

r =
Jtip

nqNSi
, (2.70)

where q symbolizes the elementary charge and NSi = 5×1022 cm−3 the atomic density of

silicon. n is the valence of the dissolution reaction and states how many charge carriers

flow through the external circuit per dissolved Si atom. As will be shown in Ch. 4, the

valence depends on the current density J and the anodic voltage U [73, 85, 86] and

takes values between 2 and 4. We determine the dissolution valence gravimetrically by

applying a constant etching current density J for a certain time tetch under an anodic
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voltage U . The valence then follows from

m1 −m2

mSi
=
A

e

J

n(J, U)
tetch , (2.71)

where m1 and m2 refer to the mass of the sample before and after etching, respectively.

mSi = 4.6638 × 10−23 g and A = 1 cm2 symbolize the atomic mass of silicon and the

etched area which is defined by the size of the rubber ring of the etching cell as described

in Ch. 3. Equation 2.70 shows that by the steady-state condition at the pore tip all pores

grow at the same rate if U > Ups. This describes the second part of the finding described

under ii). The growth rate depends solely on the electrolyte concentration ctip at the

pore tip via Jps.

2.8.4 Pore growth kinetics

Equations 2.64 and 2.70 relate the pore growth rate r with the HF concentration at the

pore tip ctip. The mass transport in the electrolyte is diffusion-based [73] which implies

that ctip decreases with increasing pore depth lp. The concentration at the pore tip is

defined as ctip = c(lp). We follow the approach in Ref. [87] that derives a self-consistent

expression for ctip in dependence of lp and the HF concentration in the electrolyte bath

c0.

Because the diffusion of HF is much faster than the pore growth rate, the change in HF

concentration over time can be neglected and the stationary diffusion equation can be

applied to describe c(l)

D
∂2c

∂l2
= 0 , (2.72)

where D is the diffusion coefficient of HF in the electrolyte. The two boundary conditions

are

c(l = 0) = c0 , (2.73)

−D∂c
∂l

= F . (2.74)

The second boundary condition is Fick´s first law with F being the flux of HF molecules,

i.e. the rate at which HF is consumed at the pore tip. The solution to Eq. 2.72 is thus

[68]

c(l) = c0(1− F

Dc0
l) , 0 ≤ l ≤ lp . (2.75)

Under steady-state conditions at the pore tip, the flux is [73]

F =
m

ne
Jps = Kcαtip , (2.76)
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where the constant K = A/e exp(−Ea/kT ) is defined by Eq. 2.64. We assume that the

number of HF molecules consumed per dissolved Si atoms m is equal to the dissolution

valence n [87]. Substituting Eq. 2.75 into Eq. 2.76 and then into Eq. 2.70 gives the depth

dependent growth rate [87]:

r = r0

(
1− lpr

lp0r0

)α
, (2.77)

with the abbreviations for the initial growth rate r0 and the characteristic depth of the

system lp0:

r0 =
Kcα0
nNSi

, (2.78)

lp0 =
D

Kcα−1
0

. (2.79)

Equation 2.77 can be solved analytically by applying a Taylor expansion the right hand

side (assuming lpr � lp0r0) [87]. The etch rate thus becomes

r(lp) ≈ r0

 1

1 + α
lp
lp0

 . (2.80)

Combining this result successively with Eq. 2.70 and Eq. 2.76 yields the HF concentration

at the pore tip for a given pore depth:

ctip(lp) ≈ c0

1 + (α− 1)
lp
lp0

1 + α
lp
lp0

 . (2.81)

The separation of variables in Eq. 2.80 allows to set up an relationship between the etch

time tetch and the pore depth lp:

tetch =
α

2lp0r0
l2p +

1

r0
lp . (2.82)





Chapter 3

Experimental and simulation

methods

In this chapter, some of the experimental methods applied during this thesis are de-

scribed in more detail, starting with characterization tools for the optical and electrical

properties of the samples and followed by the description of the anodization tool for

electrochemical etching of macropores into silicon and the raytracing method.

3.1 Spectrophotometer

We use a dual beam photospectrometer (Cary 5000 from Varian) to measure reflectance,

absorptance and transmittance spectra of Si samples. The light source consists of a deu-

terium lamp for the spectral range of 185-350 nm and a halogen lamp for the spectral

range of 350-3300 nm. First, the light becomes spectrally resolved by a double monochro-

mator. Then, it falls onto a chopper wheel that has three positions: in the first position

the light is blocked (position b), in the second position it gets directed through a de-

polarizer towards the sample port (s) and in the third position towards the reference

port (r) of an integrating sphere. The sphere, as illustrated in Fig. 3.1, has a diameter

of 150 mm and consists of polytetrafluoroethylene (PTFE) that has a high reflectance

and a nearly Lambertian behavior (see also Sec. 2.6.4). Its design allows to collect the

specular as well as the diffusive component of the reflected and/or transmitted light of

a sample. A baffle, that consists of PTFE as well, shields the detector from a potential

specular reflex. Thus, all the light within the sphere is made completely diffusive by

multiple interactions with the wall before it falls on the detector. The detector consists

of a photomultiplier for the spectral range 160-940 nm and a lead sulfide (PbS) detector

for the spectral range 940-3000 nm. Depending on the position of the chopper wheel,

41
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Figure 3.1: The figure shows a) a 3D view and b) a top view of incoming beam plane
of the integrating sphere. b) shows the sample position for measuring the
three quantities: reflectance R, absorptance A and transmittance T .

the detector gives three signal intensities: Sb, Ss, or Sr. The software converts these

three quantities into a quantity M by

M =
Ss − Sb

Sr − Sb
. (3.1)

M is deprived of the dark signal from the detector and of background light that does

not originate from the light source (contained in Sb). Also variations in the intensity of

the light source are eliminated since they are contained in both signals Ss and Sr. The

chopper wheel frequency is 30 Hz.

The quantity M itself contains no absolute information on the optical properties of the

sample, since the signals Ss and Sr are not necessarily equal in amplitude even with the

same material at both ports. For this we have to calibrate the setup with a standard

that has a known reflectance Rstd, absorptance Astd or transmittance Tstd. For all

measurements in this work, we place a PTFE reflector with the same reflectance as the

inner sphere surface at the reference port.

The system calibration is carried out with an optical standard at the sample position.

The calibration procedure is then followed by the measurement of the actual sample with

unknown optical properties at the sample position. Depending on whether reflectance,

absorptance or transmittance is measured, the standard and the sample position differ:

Reflectance R: The sample position is at the sample port which is marked with

an R in Fig. 3.1 b). We use a PTFE standard with a tabulated reflectance Rstd that

is traceable to an official standard of the ”Physikalisch-Technische Bundesanstalt”

(PTB). In accordance with Eq. 3.1, we term the measured signal with the standard

at the sample port Mstd. What follows is a baseline measurement where we remove

the standard from the sample port and replace it by a light trap, e.g. the dark
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laboratory. We term this signal M0. M0 is non-zero if a part of the sample beam

impinges on the rim of the port opening and is reflected back into the sphere. This

can be the case if an aperture with a diameter close to the beam spot size is placed

in front of the sample. Afterwards, the signal with the actual sample at the sample

port Ms is taken. The sample reflectance Rs follows from

Rs(λ) =
Ms(λ)−M0(λ)

Mstd(λ)−M0(λ)
×Rstd(λ) . (3.2)

Absorptance A: The sample position is at the center of the integrating sphere,

marked by the A-symbol in Fig. 3.1 b). For this we use a mounting bracket that

is inserted through the center mount port in Fig. 3.1 a). The mount has a baffle

of its own to shield the detector from any specular reflectance of the sample. The

sample port is covered by a PTFE reflector just as the reference port. We use

a polished Si sample with a known absorptance Astd to acquire the signal Mstd.

After the calibration, we mount the actual sample into the sphere and obtain Ms.

The absorptance of the sample As then follows from

As(λ) =
Ms(λ)

Mstd(λ)
×Astd(λ) . (3.3)

Transmittance T : The sample position is at the entrance of the integrating

sphere, marked by the T -symbol in Fig. 3.1 b). We place a PTFE reflector at the

sample port as in the absorptance measurement. The standard for transmittance

measurements is the empty sample holder. The acquired signal Mstd then refers

to a transmittance of Tstd = 100% [88]. After that the actual sample is placed at

the sample position to obtain Ms, which leads to the sample transmittance Ts

Ts(λ) =
Ms(λ)

Mstd(λ)
. (3.4)

The relative uncertainty has been determined to be 1% for reflectance measurements

and 0.4% for transmittance measurements with T > 0.25 if the samples are planar and

have no light trapping scheme [89]. Samples with a scattering surface however have an

increased uncertainty for the weakly absorbed light. The reason for this is illustrated in

Fig. 3.2 a). Two possible paths of weakly absorbed light in the reflectance configuration

are shown. The textured surface scatters light into oblique angles which can hinder the

ray to find its way back into the sphere and eventually become detected. Figure 3.2 b)

shows the absorptance of a 285 µm-thick sample with a random pyramid texture on the

front side that has been determined by three different measurements. For the first two

lines, the reflectance has been measured with two different apertures, 6 mm and 35 mm

in diameter. Afterwards the transmittance is measured with a constant aperture of
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Figure 3.2: The figure shows a) possible paths of weakly absorbed light for a textured
sample during a reflectance measurement. A fraction of the incident light
does not re-enter the integrating sphere. This leads to an underestimation
of the reflectance and to an overestimation of the absorptance if it is
determined via A = 1− R − T as shown in b) for two sample apertures.
The most adequate absorptance spectrum for textured samples is obtained
by mounting the sample in the sphere’s center. The asymmetric error bars
account for the overestimation.

15 mm. The sample beam spot has a size of (2× 3) mm2. The absorptance then follows

from A = 1−R−T . The third line is obtained from measuring the absorptance directly

by mounting the sample in the sphere’s center. The non-collection underestimates the

reflectance and thus leads to an overestimation of the absorptance. The magnitude

of this overestimation decreases with increasing aperture size and is proportional to

the beam spot size, the sample thickness and the scattering efficiency of the sample.

The absorptance from the measurement with the sample in center position, which is

unaffected by the uncertainty due to non-collected photons, drops to a value of ≈ 2%

instead of 0% for λ > λg. We take this deviation as the absolute uncertainty of the

absorptance measurement configuration for λ > 1135 nm. The reason for the deviation

is that also in the center mount configuration some light exits the integrating sphere

as it is not completely closed. For λ < 1135 nm, the relative uncertainty is the same

as for reflectance measurements of non-scattering samples, i.e. 1%. Figure 3.2 b) shows

the uncertainties for the center mount measurement and for the 6 mm aperture in the

reflectance measurement. The overestimation leads to asymmetric error bars.

3.2 Measuring the effective carrier lifetime

The effective carrier lifetime τeff as introduced by Eq. 2.55 is determined by different

recombination processes. In the most general form, these processes can be separated
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into recombination that takes place in the bulk with a rate Ubulk (in cm−3s−1) or at

the surface at a rate Usurf (in cm−2s−1). If the excess carrier density ∆n is spatially

homogeneous, Ubulk is

Ubulk =
∆n

τbulk
= ∆n

(
1

τaug
+

1

τrad
+

1

τsrh

)
. (3.5)

The bulk lifetime τbulk comprises the intrinsic Auger and radiative lifetime [90], τaug

and τrad, as well as the extrinsic lifetime τsrh. Richter et al. have given the most re-

cent parameterization for the intrinsic lifetime in silicon in dependence of bulk doping

concentration Ndop and ∆n [91]. The extrinsic or Shockley-Read-Hall lifetime describes

recombination via defect states within the band gap [92, 93]. The surface recombination

rate relates to the excess carrier densities at the surface ∆nsurf by the so-called sur-

face recombination velocity S. However, surface charges often induce a band bending

towards the semiconductor surface which makes it useful to define an effective surface

recombination velocity Seff with the excess carrier concentration taken at the edge of

the space charge region ∆nscr [94, 95]:

Usurf = Seff(∆n) ∆nscr . (3.6)

Seff is, in general, injection-level dependent. The surface recombination rate Usurf in

Eq. 3.6 contains all recombination losses that occur between the surface and the edge

of the space charge region. If the surface recombination rate is small (see below), the

effective carrier lifetime can be written as

1

τeff
=

1

τbulk
+

1

Weff
(Sf + Sr) , (3.7)

where Sf and Sr symbolize the effective surface recombination velocity at the front and

rear side, respectively. Equation 3.7 is an approximation [95, 96] that is correct to within

4% if Sf,r < De,h/4Weff [97]. De,h = Vth µe,h symbolizes the minority carrier diffusion

coefficient for electrons and holes, respectively. The carrier mobility µe,h depends on

the doping concentration [98] and Vth = kT/q = 25.7 mV is the thermal voltage at

T = 298.15 K with the k and q being Boltzmann´s constant and the elementary charge,

respectively. Weff is the effective thickness of the absorber. In this work, we use samples

with a large bulk lifetime for which we use the intrinsic limit by Richter et al. [91].

Hence, we can determine Seff by Eq. 3.7, if τeff is known.

To determine τeff from Eq. 2.55 of a sample at different injection levels ∆n, one has to

measure a quantity that is related to the excess carrier density ∆n and a quantity that is

related to the generation rate G. In this work we use two different techniques: infrared

lifetime mapping and photoconductance decay.
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Figure 3.3: The figure shows a) the ILM setup and b) the generation rate G, excess
carrier density ∆n and image acquisitions (shaded area) during a mea-
surement period T . All 4 images allow a calibration-free determination of
the effective lifetime (dynamic-ILM). The figures are adapted from [101].

3.2.1 Infrared lifetime mapping (ILM)

The camera-based ILM technique gives spatially resolved images of the effective minor-

ity carrier lifetime of the sample [99]. Figure 3.3 a) shows a sketch of the measuring

setup. An LED array with a wavelength of 930 nm excites charge carriers in the sample.

The excitation wavelength and the size and position of the LED arrays guarantee a spa-

tially homogeneous generation rate. The measurement principle relies on the free carrier

emission which is the inverse process to the free carrier absorption [34] (see Sec. 2.4).

The free carrier emission, whose probability is proportional to the free carrier density

within sample, is detected by a midIR-camera with a detection wavelength of 4-5 µm.

The sample is placed on an Al mirror that has a temperature of 70 °C. The elevated

temperature of the sample against the background assures that a change in the sam-

ple´s emissivity due to free carriers results in a change of the camera signal and thus

reduces the signal-to-noise ratio (SNR) ([100], Eq. 3.8). The camera signal S can thus be

regarded as the quantity that is related to the excess carrier density. We first use a dy-

namic measurement method, which in contrast to steady-state techniques also includes

the time dependence of the camera signal under modulated excitation [100–102]. The

dynamic approach has the advantage that it requires no knowledge about the genera-

tion rate and no calibration of the camera signal versus ∆n. Figure 3.3 b) illustrates the

measuring procedure. It shows the step-like generation rate G(t) and the excess carrier

density ∆n(t) during an excitation period T . For a further SNR improvement, a lock-in

technique is applied which requires 4 images. The first image is acquired directly after

switching on the excitation source, the second after reaching steady-state conditions, the

third one directly after switching off the excitation and the fourth after the excess carrier

density has reached its equilibrium value. All images have the same integration time tint
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and a camera signal Si (i=1, 2, 3, 4 specifies the image number) that is proportional to

Si ∝
∫ ti+tint

ti

∆n(t)dt , (3.8)

with the integration boundaries ti = (i − 1)T/4 as shown in Fig. 3.3 b). With the

assumption of a mono-exponential rise and decay, i.e. a carrier lifetime τeff that is

independent of ∆n, Eq. 2.54 is solved by

∆n(t) = Gτeff


(

1− exp

(
− t

τeff

))
, 0 < t < T/2

exp

(
− t− T/2

τeff

)
, T/2 < t < T .

(3.9)

By inserting Eq. 3.9 into Eq. 3.8, we can calculate the camera signal for each image.

The lock-in data processing accounts for the constant background signal and provides

two new measures, the amplitude and the phase factor Ψ. The phase factor contains

quantitative information of the excitation function and the response of the sample. It

relates to the camera signals by

Ψ = arctan

(
S2 − S4

S1 − S3

)
(3.10)

= arctan

 tint − 2τeff

[
exp

(
− T

4τeff

)
− exp

(
T + 4tint

4τeff

)]
tint − 2τeff

[
1− exp

(
− tint

τeff

)]
 . (3.11)

This equation contains the effective lifetime τeff as the only unknown. The integration

time in our experiments is tint = 400 µs and the period length is T = 25 ms.

The assumption of an injection-independent carrier lifetime in the dynamic approach

leads to an overestimation of the lifetime by 20% over the steady-state technique, which

only uses images 2 and 4. We therefore take the effective lifetime from the dynamic

approach to calibrate the steady-state lifetime image as described in Ref. [101].

The photon flux Φ of the LED array controls the generation rate in the sample. Φ has

to be calibrated via a photodiode or a calibrated solar cell. The excess carrier density

is then determined via Eq. 2.54 with the generation rate

G =
Φ(1−R930nm)

Weff
, (3.12)

where R930nm is the reflectance of the sample at the excitation wavelength.
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Figure 3.4: The figure shows the PCD setup a) and the generation rate and photo-
conductance of the sample b). a) is adapted from [103].

3.2.2 Photoconductance decay

Another way to determine τeff is to measure the photoconductance decay (PCD). For this

we use commercially available setup (WCT-120 from Sinton Instruments) as depicted in

Fig. 3.4 a). The sample and a reference cell are illuminated by a Xenon flash lamp that

can be operated with two different decay times. We use the shorter decay time of 0.3 ms

if not stated otherwise. In this so-called transient mode, the generation rate G(t), which

is measured by the reference cell as described in [103], is effectively zero throughout

the evaluation period which has a duration of 10-20 ms. An IR-pass filter in front of

the flash guarantees a homogeneous generation rate throughout the sample [104]. The

measured quantity that relates to ∆n in this setup is the photoconductance σ [64]. It is

indirectly measured by an inductive feedback in a coil below the sample. The coil is part

of a radio frequency bridge circuit and induces eddy currents within the sample. These

currents in turn induce an additional voltage in the coil that is measured and translated

into an change in photoconductance ∆σ. Figure 3.4 b) shows the time dependence of the

generation rate and the photoconductance. The latter depends linearly on the excess

carrier density

∆σ = qW (µn + µp)∆n , (3.13)

where µn and µp are the electron and hole mobilities, respectively1. A semi-empirical

model accounts for the dependence of the charge carrier mobility on ∆n [105]. τeff then

follows directly from Eq. 2.54.

The PCD measurement differs from ILM by its spatial resolution which is limited by

the coil diameter/area of 18 mm/250 mm2. All measurements are averaged over this

area. Another difference is that τeff can be evaluated for every pair of data points from

1Equation 3.13 is strictly an approximation where we assume a ∆n that is independent of the position
along the thickness of the wafer.
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Figure 3.5: The figure shows a sketch of the etching tool. A potentiostat controls
the current, voltage and illumination intensity across the Si/electrolyte
interface. The electrolyte flows through the PTFE vessel chamber. A
rubber ring defines the etched area to 1 cm2.

Fig. 3.4 b). This accounts for deviations from a mono-exponential decay and allows to

study the injection dependence of τeff from a single light flash.

3.3 Etching tool and wafer preparation

The anodic etching of macropores into silicon is an important experimental technique for

preparing samples within this work. Figure 3.5 shows a sketch of the experimental setup

(Elypor-3 from ET&TE Etching and Technology GmbH). The Si sample is in contact

with an aqueous electrolyte that contains 3 wt% hydrofluoric acid (HF) and 7.5 vol%

acetic acid. The HF is for the dissolution of oxidized Si while the acetic acid improves

surface wetting of the electrolyte and minimizes leakage currents through the pore walls.

A thermostat keeps the electrolyte at a temperature of T = 20 °C. A peristaltic pump

drives a constant electrolyte flow across the sample and thus maintains a stable HF

concentration within the electrolyte container that consists of HF-resistant PTFE. The

contact area is defined by a rubber ring to 1 cm2. The dissolution reaction of Si does not

initiate spontaneously as, e.g., in alkaline solutions but needs to be activated. Therefore

an anodic voltage is applied across the Si/electrolyte interface between a Pt working

electrode at the rear side of the semiconductor and a Pt counter electrode within the

electrolyte. The effective voltage U is measured between a Pt reference electrode in front

of the Si/electrolyte interface and the working electrode to exclude potential fluctuations

within the electrolyte2. In this work, we use n-type silicon and the anodic voltage drives

holes towards the Si/electrolyte interface. Holes trigger the dissolution reaction and

2The potential drop within the semiconductor can be accounted for by a sense electrode that contacts
the front side of the silicon. However, this voltage drop is neglected in this setup and the sense electrode
is short-circuited with the working electrode.



Chapter 3. Experimental methods 50

a current flows through the external circuit. However, as the hole concentration in

n-type silicon is rather low, we create additional charge carriers by illuminating the

semiconductor from the rear side with an LED array with a wavelength of 890 nm.

There are three etching parameters: current density J3, voltage U and illumination

intensity I.

We operate the potentiostat that controls the etching parameters in three different

modes. These differ by control variables that are set by the user and by the react-

ing variable that is self-adjusting according to the current-voltage characteristics of the

etching cell. Here, we term the modes after the reacting variable: In the illumination

mode, the current and the voltage are specified by the etch protocol and the potentiostat

controls the illumination intensity via a feedback loop to maintain the desired current

under the preset anodic voltage. This is the standard mode to etch straight pores. In

the voltage mode (in literature also galvanostatic mode), the current density and the

illumination intensity are set and the voltage adapts accordingly. This mode allows for

the strongest diameter modulations, as will be shown in Ch. 5. We use the current mode

(in literature also potentiostatic mode) for a defect etch and for acquiring J-U curves of

the system prior to the actual etch protocol. The defect etch, which is the application

of an anodic voltage without illumination, aims to minimize the dark current at the

beginning of an etch process. The defect etch is stopped when the dark current is below

0.1 mA/cm2. For the J-U curve, the illumination is set to 30 mW/cm2 and the voltage is

linearly increased from -1 to 4 V over 30 sec. It serves to measure Ups and to verify that

a sufficiently high current density close to Jps can be achieved4. Table 3.1 summarizes

the three etching modes.

Table 3.1: The table lists the three etching modes and their typical application.

etch mode control variables reacting variable used for

illumination J , U I
straight pores

moderate diam. modulation

voltage J , I U strong diam. modulation

current I, U J
J − V curve
defect etch

Prior to etching, the Si samples are prepared as follows. We use two different n-type

(100)-oriented Si wafers. The first is shiny-etched Czochralski (Cz) Si with a thickness

of (305 ± 5) µm and a resistivity of (1.5 ± 0.3) Ωcm. This material is used in Chs. 2, 4

and 5. The second material is double-side polished float-zone (FZ) Si with a thickness of

(285± 5) µm and a resistivity of (3± 0.2) Ωcm. This material is used in Ch. 6. After an

3For simplicity, we work with the current density rather than the absolute current, since the current
flow through the Si/electrolyte is homogeneous for this relatively small etching area.

4The most probable reason for a too low maximum current density is that the diffusion on the rear
side of the Si electrode is too weak [106].
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Figure 3.6: The figure shows SEM micrographs of a tilted cross-sectional view of the
front surface after the RIE process a) and after pyramid etching b).

RCA standard cleaning step [107], an 80 nm-thick thermal silicon oxide layer grows in an

oxidation oven on both sides. We remove the oxide layer on one side with hydrofluoric

acid (HF). The samples then receive a 10 Ω/sq−phosphorous diffusion on the rear side

to form an ohmic contact with the working electrode. The front side gets structured

with inverted pyramids that serve as nucleation seeds for electrochemical pore etching5.

Fabricating the pyramids involves three steps: 1) A standard lithography with a hard

mask, 2) reactive ion etching (RIE) in an SF6 gas ambient to transfer the structure into

the oxide layer and 3) etching in a KOH/IPA-based solution to form inverted pyramids.

The RIE does not only locally remove the oxide layer but also parts of the Si as shown

in the scanning electron microscope (SEM) image in Fig. 3.6 a) which shows the sample

surface after the RIE step.

The inverted pyramids are arranged on a square lattice with a lattice constant of p

between 4 and 11 µm. At the end, the samples are dipped in HF to remove the remaining

oxide and phosphosilicate glass. Figure 3.6 b) shows a SEM image of the front surface

after the prestructuring process and prior to pore etching.

3.4 Raytracing

The Eqs. 2.38 and 2.46 give analytical expressions for the absorptance of structures

with no and Lambertian light trapping under normally incident light, respectively. The

optical performance of practical solar cells, however, depends on many more factors like

the size of the texture, absorbing ARCs, polarization and spectrum of the incident light,

etc.. The impact of these factors can be studied by Monte-Carlo ray tracing [108]. We

use Fig. 3.7 to explain the basic idea of this statistical concept. A light ray that consists

of N photons is generated within the top plane of the top layer, here point A, and

falls upon an AR-coated and textured Si structure with a thickness W , the mid layer,

5The prestructuring is not a prerequisite for pore etching as pores also nucleate self-organized [82].
Prestructuring, however, offers a better control over the morphology, as will be shown in Chs. 5 and 6.
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Figure 3.7: The figure shows the unit cell of a raytracing simulation. A light ray with
N photons is generated in the top layer at point A. The trajectories of
the photons are traced until they become absorbed in one of the layers
or exit the domain through the top (point G) or bottom layer (point F).
The Si layer is coloured in grey.

coloured in grey. Every photon is characterized by its position (x , y , z), its propagation

direction (dx , dy , dz), its state of polarization and its wavelength λ.

The simulation domain is characterized by optical properties that are translated into

probabilities P . For example, the probability for a photon k to become absorbed in the

top layer Pabs,top = 1 − exp(αtop(λ)l) depends on the absorption coefficient αtop of the

top layer material and the path length l of the light ray within the top layer. Therefore,

the distance to the next interface AB = l is calculated. Next, a random number mk

with 0 ≤ mk ≤ 1 and k ∈ {1, N} is determined for each photon and compared with the

probability. The photon k is absorbed in the top layer, if the condition

mk ≤ P , k ∈ {1, N} , (3.14)

with P = Pabs,top becomes true and translated to the next intersection point B if it is

false. Thus, the condition 3.14 is evaluated N times. Nabs,top photons are absorbed in

the top layer.

At point B, the photons are either reflected, absorbed by the ARC or refracted into

the middle layer. Before the condition for reflection is evaluated, the photons with a
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Figure 3.8: The figure shows the polarization angle α, the wave vector kkk directing out
of the paper, the plane of incidence and the two polarization eigenstates
of the electric field EEEs and EEEp.

polarization angle α have to be projected in one of the two eigenstates, s or p. For this,

the plane of incidence is evaluated by the photon direction of the incoming and reflected

wave. Figure 3.8 shows the definition of the polarization angle α with respect to the plane

of incidence. The probability of the k-th photon to be p-polarized is Ppol,p = cos2(α)6.

With this probability, the condition 3.14 is evaluated for (N −Nabs,top) photons. If it is

true, the photon is p-polarized, otherwise it is s-polarized.

Now that the k-th photon has a defined polarization state, the reflectance for the con-

dition 3.14, Prefl, is calculated by Eq. 2.16 and the Fresnel equations 2.12, 2.14 without

ARC and 2.25 with ARC. Nrefl photons become reflected under consideration of the re-

flection law (Eq. 2.6) if condition 3.14 is true. How many photons Nabs,ARC are absorbed

in the ARC is evaluated with the probability Pabs,ARC = A/(1−R) with A from Eq. 2.27.

The denominator results from the fact that the reflection has been accounted for in the

previous decision. The decision with Pabs,ARC is evaluated for (N − Nabs,top − Nrefl)

photons. The remaining (N−Nabs,top−Nrefl−Nabs,ARC) photons are transmitted under

consideration of Snell’s law (Eq. 2.7) into the substrate. A part of the reflected photons

trajectories ends at the top plane (point G) or intersects at another point with the mid

layer where the decision process starts anew.

The unit cell in Fig. 3.7 corresponds to the simulated geometry. Once a ray hits a

boundary that is parallel to the z-direction, e.g. at point C, it is translated to the

opposing plane of the unit cell, here point D. The translation from point C to D does not

contribute to the path length and hence no absorption occurs. The simulation runs until

all photons are either absorbed or have left the simulation domain by reflection towards

the top surface (point G) or transmission towards the bottom surface (point F). Random

surface textures are realized by randomizing the position of the rays in certain x-y planes

of the structure, e.g. at the middle/bottom layer interface. The raytracing simulation

approaches the physical model for a sufficiently large number of rays and photons, usually

6Hence, the probability to be s-polarized is Ppol,s = sin2(α).
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10000-20000 photons per wavelength. Except for the AR-coated interfaces, the raytracer

applies geometrical optics and does not consider diffraction effects that can occur when

the features sizes of the unit cell, W and L, approach the wavelength of the incident light.

The Fresnel number F = a2/dλ is a coarse criterion that describes in how far geometrical

optics are applicable. F is defined for an electromagnetic wave with wavelength λ that

traverses an aperture with size a and impinges on a screen at distance d. If F � 1,

diffraction effects can be neglected. The structure sizes within this work are a ≈ few µm,

which means that diffraction cannot be completely excluded. However, we will show in

Ch. 7 that by introducing a Lambertian factor for the rear side, experimental spectra

can be modelled by raytracing. Within this work we use the well-established raytracing

software SUNRAYS [39]. For more specific geometries, we use the software Daidalos

[24].



Chapter 4

Characterization of macropore

etching

After introducing the theoretical background of macropore etching in Ch. 2, we experi-

mentally test the formation model and characterize the etching setup used in this work.

The experiments in this chapter, despite already reported in literature, help to clarify

the etch protocol in Ch. 5.

4.1 Characteristic current density Jps

Both the porosity Φ (via Eq. 2.69) and the growth rate r (via Eq. 2.70) of the macropores

depend on the characteristic current density Jps. Equation 2.64 describes the dependence

of Jps on the HF concentration c and the temperature T of the electrolyte. The literature

gives contradicting values for the parameters A, α and Ea [73, 86, 109–112] which is why

we determine them for our setup and electrolyte composition by measuring the current-

voltage characteristic for different values of c and T . We identify the characteristic

peak in the forward and reverse voltage scan under illumination (see Fig. 2.15) to check

the reproducibility of the peak position. The maximum illumination intensity of the

LED array limits the detectable current density to Jmax = 33 mA/cm2. Details of the

experimental conditions can be found in the Appendix B under samples 5 through 9.

The resulting parameters are obtained from a fit of the extracted data with Eq. 2.64

and are listed in Tab. 4.1. The deviation from the values of Ref. [73] may result from a

different wetting agent in the electrolyte and/or differences in the temperature or current

measurement/regulation.

55
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Table 4.1: Parameters for determining the current density Jps in Eq. 2.64. The results
from Lehmann are shown as well [73].

Ref. [73] this work

A [A cm−2(wt %)−α] 3300 1350± 500
α 1.5 1.414± 0.020

Ea [eV] 0.345 0.314± 0.020

5µm

pores
Si

Figure 4.1: SEM micrographs of top-view on porosified sample without predefined
etch seeds. The substrate resistivity is ρ = (1.5±0.2) Ωcm and the average
pore pitch is punstr = (4.5± 1.2) µm.

4.2 Correlation between pore pitch and pore morphology

The pore pitch p can be set by lithographically defined inverted pyramids as described

in Ch. 3. The space charge region model predicts that for a specific substrate doping

density ND, the pore wall width a must be at least twice the width of the space charge

region Wscr in order to get distinguishable pores. The model can thus be used to make

a choice for an appropriate pore pitch, if the doping density of the material is known.

In this section, we study the impact of the predefined pore pitch p on the morphology

of the macropores for Si with a substrate resistivity of ρ = (1.5 ± 0.2) Ωcm. For an

applied voltage of U = 0.5 V, Eq. 2.66 yields a value of Wscr = 0.7 µm and hence a

pore wall width of at least 1.4 µm is to be expected. Figure 4.1 shows a top-view of

a porosified sample without inverted pyramids. Under this condition, the pores grow

self-organized after a nucleation phase of a few µm [82]. The experimental details can be

found under sample number 10 in Appendix B. We measure an equilibrium pore pitch

of punstr = (4.5 ± 1.2) µm and an average pore diameter of dunstr = (2.2 ± 0.6) µm. We

find thus an average pore wall width of approximately 2.3 µm.

Figure 4.2 shows SEM micrographs of cross-sectional views of samples that have been

porosified with different pitches p but the same etching current density J ≈ 0.35 Jps. The

experimental details can be found under sample numbers 11 through 14 in Appendix B.

We measure pore wall widths of 2.3, 2.7, 3.7 and 3.8 µm for predefined pore pitches
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p = 6µm p = 9µm p = 11µm

p

p = 5µm

Figure 4.2: SEM micrographs of macropores within an array of different pitch p,
etched under equal conditions. The larger the pitch and thus the wall
width between the pores, the stronger the tendency for the growth of side
pores. The substrate resistivity is ρ = (1.5± 0.2)Ωcm.

of p = 5, 6, 9 and 11 µm. Straight pores are achieved for p = 5 and 6 µm while for

p = 9 and 11 µm the pore walls are roughened and a tendency to grow side pores,

i.e. pore branching, can be observed. This dependency can be explained by the space

charge region model which predicts that holes enter the pore walls if the pitch and hence

the wall width becomes to large with respect to Wscr. We conclude that the more the

pitch exceeds the equilibrium pitch of the unstructured sample, which itself depends

on the applied voltage U and the doping density ND via Wscr, the larger the current

flow through pore walls J90◦ (see Eq. 2.68) and the rougher the morphology of the pore

surface.

4.3 Impact of current density on pore morphology

In this section, we study the impact of the etching current density J on the pore mor-

phology. The Lehmann formula in Eq. 2.69 relates the current density with the porosity

Φ. We check the validity of this formula by etching samples with a constant current

density between J = 4 to 16 mA/cm2 for 40 minutes. Details of the experimental condi-

tions are listed under samples 15 through 20 in Appendix B. We determine the porosity

Φ i) gravimetrically by weighing the sample before (m1) and after (m2) porosification

and ii) geometrically by measuring the average pore diameter in the SEM and assuming

either square-shaped or circular-shaped pores. The gravimetric porosity is calculated by

Φgrav =
mp

mtot
=
m1 −m2

lp ρSiAtot
, (4.1)

where mp = m1 − m2 is the mass of the dissolved material in the porosified volume

Vp = Atot lp and mtot is the mass of Si in this volume in the unporosified state. lp,

Atot = 1 cm2 and ρSi = 2.33 g/cm3 symbolize the pore depth, the porosified area and

the density of Si, respectively. Since the pores are arranged in an orthogonal lattice with
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a pitch p, the geometric porosity of square-shaped pores is

Φ�geo =

(
d

p

)2

, (4.2)

and for circular-shaped pores

Φ©geo =
π

4

(
d

p

)2

. (4.3)

d symbolizes the average pore diameter.

Figure 4.3 shows the impact of J on the pore morphology for a pre-defined pitch of

p = 6 to 7 µm. As J approaches Jps, pores overlap and become indistinguishably wide

and eventually the whole Si surface is electropolished. If the current density becomes

small compared to Jps, some pores die out which points to different growth rates r

between individual pores. This circumstance limits the porosity, and therefore J , to

values of 0.2 < Φ < 0.5 for which individual pores are distinguishable and grow at the

same speed. We therefore exclude the samples 15 and 20 from the geometric evalua-

tion of the porosity. Figure 4.4 a) shows the result from the different approaches. The

porosity depends linearly on the current density as is predicted by the Lehmann formula

in Eq. 2.69. The porosity from the gravimetric method is between the two geomet-

ric approaches. The fact that the pores have neither completely square-shaped nor a

circular-shaped cross-section as shown in the SEM micrograph in Fig. 4.4 b) explains

this. The error bars of the geometric approaches result from the statistical uncertainty

of the pore diameter (10 measurements points). The error bars from the gravimetric

approach result from the uncertainty in the pore depth and the sample weight. The

slope of the line from gravimetric approach is (0.0364 ± 0.006) which yields a charac-

teristic current density of Jps = (27.47± 0.46) mA/cm2. The nominal HF concentration

of the electrolyte is 3.5 wt % which corresponds to Jps = 31.1 mA/cm2 according to the

parameters from Tab. 4.1. The reason for this discrepancy is that the HF concentration

of the electrolyte has declined to 3.2 wt % due to numerous etched samples while the

parameters in Tab. 4.1 were obtained from fresh electrolytes.

Figure 4.3 illustrates that not only individual pores grow at different rates for small

current densities but that the overall growth rate decreases for larger current densities.

For example, the average pore depth of sample 16 with J = 6 mA/cm2 is lp = 33.1 µm

while sample 20 with J = 16 mA/cm2 has an of lp = 27.2µm. The reason for this is that

the dissolution chemistry, described by the valence n, changes with J . We include more

samples, listed under numbers 21 through 26 in Appendix B, from which we determine

the weight before and after porosification. We then calculate the valence according to

Eq. 2.71. Figure 4.5 shows that the valence takes values between 2, corresponding to a

fully divalent dissolution, and 4, corresponding to electropolishing for current densities



Chapter 4. Characterization of macropore etching 59

J/Jps = 0.15

20 µm

J/Jps = 0.35 J/Jps = 0.71

Figure 4.3: SEM micrographs of macropore arrays, grown at three different etching
current densities J = 4, 10 and 16 mA/cm

2
. While for low current den-

sities, some pore die out, high current densities lead to an overlapping of
pores and they become indistinguishable. The white line corresponds to
20 µm.
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Figure 4.4: The figure shows a) a plot of the porosity versus the etching current
density J . The porosity has been determined gravimetrically and geo-
metrically by assuming square-shaped or circular shaped pores. b) shows
an SEM micrograph of the top view of two neighboring pores. The pore
shape is neither completely square nor circular.

approaching Jps. Dissolution valences between 2.3 to 3 result in macropores with a

porosity between 0.2 and 0.5. The dissolution valence is the result of a local coexistence

of electropolishing at the pore tips where Jtip = Jps and a rather divalent dissolution

towards the pore walls for larger θ (see Fig. 2.19). If the current density becomes too

low, the pore tips are not in a steady-state condition (Jtip < Jps) and pores grow at

individual rates r. If the current density becomes larger, the dissolution valence increases

and according to Eq. 2.70 the growth rate decreases.
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Figure 4.5: The figure shows a plot of the dissolution valence n versus the etching
current density J . The grey bar marks the characteristic current density
Jps. The dashed lines are guides to the eye and mark the valence 2 and
4, respectively.

4.4 Impact of voltage on pore morphology

The samples discussed in the previous sections are etched with anodic voltages of U =

0.5 − 2 V (see Appendix B). Figure 2.15 shows that this is above the voltage Ups which

is about (0.1 ± 0.1) V. In this section, we study the impact of the voltage on the pore

morphology by etching samples with values for U −Ups between -0.3 to 1 V. The etching

current density is fixed to J = 8 mA/cm2. Details of the experimental conditions can

be found under sample numbers 27 through 31 in Appendix B. Sample 27 is etched in

the voltage mode with a fixed illumination intensity. This results in an average voltage

of U − Ups = −0.3 V.

Figure 4.6 shows SEM micrographs of the cross-sectional view of samples 28, 29 and 31.

For anodic voltages below the characteristic voltage Ups, we observe that the pores

become wider and the pore length is smaller compared to samples with U > Ups.

Sample 27 shows a porosity/ pore length of Φ = 0.48/ lp = 23 µm compared to Φ =

0.39/ lp = 26.5 µm for sample 31. We furthermore observe that the pore tips are tapered

or pyramidal-like in shape for U < Ups and circular for U > Ups. The magnified micro-

graph of the pore tip as shown in the inset of Fig. 4.6 yields that for U < Ups the pore

tip is not electropolished but covered with a microporous film.
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We determine the valence of the different samples gravimetrically by using Eq. 2.71.

Figure 4.7 shows the resulting valence in blue. We use the obtained valence n(U) to

calculate the pore tip current density Jtip by Eq. 2.70. The results are plotted in green

in Fig. 4.7. Both the valence n and the current through the pore tip Jtip decrease if

the voltage drops below Ups. Under the condition of constant current density J , they

remain constant for U > Ups
1. These findings can be interpreted within the frame of

the space charge region model: For voltages U ≥ Ups, the concentration of holes at the

pore tip is large enough to support the indirect dissolution with valence n = 4 and the

current density at the tip is Jtip = Jps. For voltages U ≤ Ups, the SCR becomes more

narrow and the hole concentration at the pore tip is insufficient to support the oxidation

of Si, indicated by the microporous film at the pore tip. The holes then diffuse along

the interface until they participate in a divalent dissolution reaction, resulting in wider

pores and a lower effective valence. The tapered morphology of the pore tip can be

explained by the anisotropy of the divalent dissolution reaction as described in Sec. 2.8.

The characteristic voltage Ups is thus the minimum voltage that enables oxidation of

Si at the pore tips. If the voltage U is below Ups, the growth rate is no longer limited

by mass transport but by the charge transfer to the interface. The results are similar

to the case of a too low current density J : Small pertubations in pore size become

self-reinforcing, meaning that a larger pore attracts more holes and grows faster and

wider than its neighbouring pores which eventually die out. The pores then grow self-

organized, as would be the case in the leftmost image in Fig. 4.6 for a longer etch time.

Note that voltages below Ups allow for the growth of macropores only in the transition

regime of the J − U curve in Fig. 2.15. If the voltage becomes lower than ≈ U1, the

valence approaches a value of 2 and the current density drops, leading to micropore

formation [73].

4.5 Pore growth rate and HF diffusion

In this section, we study the pore growth kinetics as theoretically described in Sec. 2.8.4.

Therefore, we determine the local growth rate r(lp) experimentally by increasing the

etch current density J periodically every 5 min for 15 sec to create an etch mark. The

experimental details can be found under sample number 32 in Appendix B. Figure 4.8a)

shows an SEM micrograph of the cross-sectional view of a segment of a pore. The etch

marks are clearly visible. Figure 4.8b) shows the result of the correlation of the etch

marks with the etching time tetch. For the sake of readability, we only plotted every

1The voltage must not be set to arbitrarily large values. Depending on the substrate doping and
the pore curvature, junction breakdown leading to dentritic pore growth occurs for voltages above 10 V
[68, 80]
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U-Ups = -0.2V U-Ups = 0V U-Ups = 1V

2 µm

30 µm

Figure 4.6: The figure shows SEM micrographs of macropore arrays that are grown
under the conditions J/Jps = 0.35 and c = 3 wt%, at T = 20◦ C for
45 min. The voltage is varied with respect to Ups. The inset shows a
zoomed image of the pore tip.

Figure 4.7: The figure displays the influence of the applied voltage on the valence
n and the current density through the pore tip Jtip. At the threshold
voltage Ups, both values saturate. All samples are etched with the same
global current J . The datapoint for the lowest voltage is the minimum
that allows for the demanded etching current. Dashed lines are guides to
the eye.
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Figure 4.8: a) SEM micrograph of pore with distinct etch marks. An etch mark is set
every 5 min. The black bar corresponds to a length of 2 µm. b) Plot of
the achieved pore depth versus the etching time. The parabolic behaviour
shows that the pore growth becomes retarded with increasing pore depth.

third data point. We fit the data with the parabolic relation between pore depth and

etching time from Eq. 2.82. From the best fit parameters, we calculate the initial growth

rate r0 and the characteristic depth of the system lp0. If we take the parameters from

the characteristic current density in Tab. 4.1, we furthermore determine the valence of

the process n and the diffusion constant of HF D from Eqs. 2.78 and 2.79.

Table 4.2 summarizes the results. We determine a diffusion coefficient of D = 6 ×
10−6cm2s−1 which is in good agreement with the values reported in literature (between

2× 10−6 and 2× 10−5 cm2s−1 [113]). In this work, we etch pores with lp � lp0, which

implies that Eq. 2.81 is a valid approximation. The knowledge of the HF concentration

at the pore tip allows to adjust the current density J to the decrease in Jps to maintain

a, e.g., constant porosity Φ according to Eq. 2.69.

Table 4.2: Values for physical parameters for a HF concentration of 3 wt% and a
temperature of 293 K.

Physical parameter Value

Dissolution valence n 2.63± 0.01
Diffusion constant D (6± 0.2)× 10−6cm2 s−1

Initial growth rate r0 0.72± 0.02 µm s−1

Characteristic depth lp0 349± 3 µm
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4.6 Summary

In this chapter, we have tested the formation model from Ch. 2 experimentally and

characterized macropore etching in n-type silicon. We define the parameter space for

macropore formation in the current-voltage characteristic of the Si/electrolyte junction:

For a steady-state condition between mass transport and charge carrier transfer, and

hence an oxidation of Si at the pore tip, the anodic voltage has to fulfill U > Ups.

The steady-state guarantees that all pores grow at the same rate. The etching current

density J is directly proportional to the porosity, i.e. the cross-sectional area of the

pore. Distinguishable macropores with a straight shape grow for total current densities

J that fulfill 0.25 < J/Jps < 0.5. The current density Jps, which is characteristic for

the electrolyte, marks the onset of electropolishing. The parameters to calculate Jps

for a given HF concentration and temperature of the electrolyte are evaluated for the

etching setup used in this work. The pitch between the pores, usually defined by etch

seeds in the form of inverted pyramids, has to be adapted to the doping density of the Si

material according to the space charge region model. We apply a diffusion model for the

electrolyte that allows determining the HF concentration at the pore tip for any pore

depth. With the help of this model and due to the correlation between HF concentration

and Jps, it is possible to account for the depletion of HF and achieve a certain porosity

by adapting the etching current accordingly.
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Multilayer etching for natively

textured sheets of macroporous Si

In this chapter, we exploit the tunability of the macropore diameter as discussed in

the previous chapter to detach thin macroporous sheets of Si from the substrate. These

sheets can be used as absorber layer in thin film Si solar cells as was demonstrated before

[114, 115]. The macroporous structure of the sheets allows for excellent light trapping

that can compensate for the reduced effective thickness of the absorber [13]. This work

concentrates on the creation of multiple thin sheets within one etching process. Parts

of this chapter have been published in Ref. [116].

5.1 The multilayer concept

The motivation to produce thin absorber layers with a slicing technique that avoids or

reduces the kerf-loss of Si material has already been discussed in Ch. 1. In contrast

to the other techniques, macropore etching offers the possibility to generate more than

one film in a single process cycle making it economically more attractive1. Figure 5.1

shows a sketch of the concept. The etch protocol distinguishes between absorber layers

A that have a relatively low porosity and embody the bulk material for a solar cell, and

separation layers S with a high porosity that induce a weak link to separate the absorber

layers. Hence, every absorber layer Ai is accompanied by a separation layer Si.

Figure 5.2 illustrates the current density profile that we apply for etching multiple ab-

sorber layers in a row. The current density for the absorber layer JA and separation

1In the Smart Cut technique, for example, the substrate wafer has to undergo the cycle (oxidation
→ implantation → wafer bonding → heat treatment → lift-off) for the detachment of each subsequent
thin layer.
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A

S

Figure 5.1: Scenario for splitting a Si wafer into many thinner absorber layers A by the
formation of separation layers S with a higher porosity. The porosity is
modulated repeatedly to create several layers A-S in one etching process.
After pore etching, the layers are separated mechanically.

J

t
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tA tS
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Figure 5.2: The figure schematically shows the typical current density profile for etch-
ing multiple macroporous layers. The indices a), b) and c) refer to Fig. 5.4.

layer JS decrease with the pore depth to account for the decreasing HF concentration

at the pore tip (see Eq. 2.81). For the same reason, the etch duration tA and tS are

prolonged from layer to layer. The thickness of the absorber layers is < 30 µm. Fig-

ure 4.8 b) suggests that the assumption of a constant growth rate r and thus a constant

HF concentration (with c0 = 3 wt%) for this length scale is valid and we therefore keep

the current density within the layers on a constant level.

Within this chapter, we exclusively work with pre-patterned samples that have inverted

pyramids to initiate the pore growth at a defined position. The advantage is that

the pores widen homogeneously and allow a better detachment. It furthermore makes

samples comparable and facilitates to study the impact of etching parameters, e.g. JS,

on the outcome of the experiment.

5.2 Preventing pore reorganization

The main challenge of the multilayer concept is to find a way to prevent pore reorgani-

zation after etching the separation layer S. As the layer S1, for example, has a porosity

close to 1 (at least so large that detachment is possible), the Si surface is electropolished
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for a certain time. This implies the possibility of ”erasing” the pore lattice that has been

lithographically defined for the absorber layer A1. The pores then ”forget” their posi-

tion in the lattice and grow self-organized2. This effect manifests itself in pore branching

as illustrated in Fig. 5.3. Another form of reorganization is pore dying as illustrated in

Fig. 5.7. The reasons for pore dying will be discussed in section 5.4.

Branching of a single large pore into many smaller pores occurs after a porosity mod-

ulation from high to low porosity (here from S to absorber layer A). Figure 5.3 shows

the cross-sectional view of sample 33 specified in Appendix B. The voltage U is above

Ups during the whole etching time. We observe that the more the predefined pore pitch

exceeds the equilibrium pore pitch punstr from Fig. 4.1, the more pronounced and the

more probable is pore branching. This is in accordance with the macropore formation

model from Ch. 2 and the existence of an equilibrium pore pitch punstr and pore diame-

ter dunstr from Ch. 4. Surprisingly, we experimentally verify for predefined pore pitches

between p = 6 µm and 8 µm that branching occurs irrespective of the voltage level above

Ups. This means that for any voltage U > Ups, pores repeatedly split into smaller pores

after the strong diameter modulation of S. Based on the formation model, one expects

that a larger voltage enhances the ”lense effect” of the space charge region on the holes,

directing them predominantly towards the pore tip and thus preventing branching. It

was indeed shown in literature that a higher anodic voltage is helpful for intermediate

porosity modulations of Φ < 1 [119, 120]. However, separation layers with a porosities

close to 1 call for different measures.

The novelty in this work is to prevent pore branching after strong porosity modulations

by taking the dissolution chemistry and its effect on the pore morphology into account.

We achieve this by applying a minimized anodic voltage during tS. In practice, we switch

from the illumination mode, where the illumination intensity is the reacting variable,

to the voltage mode when etching S. In the voltage mode, we apply a sufficiently

large illumination intensity that ensures that the demanded current density is achieved

with the lowest possible voltage U . Figure 5.4 shows the cross-section of samples 34

through 36 in Appendix B and illustrates the pore shape at stages a), b) and c) of

the current profile from Fig. 5.2. The samples have the same pore pitch as the one

shown in Fig. 5.3. The branching is prevented because a voltage U < Ups induces a

more divalent dissolution reaction and leads to tapered pore tips. This shape facilitates

the transfer of the prepatterned pore distribution across the separation layer into the

subsequent absorber layer. The inset in Fig. 5.4 b) shows that, similar to Fig. 4.6, a

microporous film covers the pore tip after decreasing the pore diameter. The pore tip is

electropolished again after re-establishing the steady-state condition after the first pore

diameter modulation [see inset of Fig. 5.4 c)].

2Straight pores without separation layers can be etched to depths of hundreds of µm [109, 117, 118].
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20 µm

Figure 5.3: The figure shows pore branching as an example for reorganization after a
pore diameter modulation.

a) b) c)

Figure 5.4: The figure shows micrographs of cross sections of a sample with lattice
constant p = 8µm at the three different stages of the separation layer that
are marked in Fig. 5.2. The samples are etched with minimized anodic
voltage, which prevents reorganization of the pores after the separation
layer. The insets show the distribution of the mesoporous film at the pore
tip.

5.3 The multilayer etch protocol

We devise an etch protocol that accounts for the voltage minimization during the sepa-

ration layers and for the depletion of HF at the pore tip. Figure 5.5 illustrates the time

profile of the etch parameters for the first two layers of the multilayer process. The

complete etch protocol comprises four absorber layers and can be found under sample

37 in Appendix B. For the illumination mode, we apply a voltage U = 0.5 V which is

above Ups = 0.1 ± 0.1 V. We use the diffusion model and calculate current densities of

JA[mA/cm2] =7, 6.5, 6, 5.6 and etch times of tA[min] = 29.5, 32, 35, 37.5 to obtain

absorber layers with a thickness of W = 20 µm and a porosity of Φ = 0.3. For the

voltage mode, however, the same current density leads to wider pores. We empirically

find current densities of JS[mA/cm2] =16.3, 15, 13.9, 13 and tS[min] = 7.5, 8, 8.7, 9.4 to

be sufficient for detachment. This yields that the minimized voltage during the voltage

mode leads to a 15-20% higher porosity compared to the illumination mode in which the

pore tip is in a steady-state condition. The HF consumption rate increases when etching

the separation layer. We thus pause the etch process for 20 s after each separation layer



Chapter 5. Multilayer etching 69

Figure 5.5: The figure shows the parameter profile for etching multiple macroporous
layers at once. The actuating variable, depicted as dashed line, changes
with the etch mode. The values are for an HF concentration of the elec-
trolyte of 3 wt% and a temperature of 20 °C.

for the electrolyte to replenish at the pore tip. We switch to the illumination mode not

directly after the current plateau and keep the voltage mode for an additional 10 min

until the pore diameter takes its reduced value again.

Figure 5.6 shows an SEM micrograph of the etched stack and four mechanically detached

macroporous sheets with a thickness of W = (18± 1) µm. The layers are detached from

the substrate by rinsing it with the pressure of a water jet. It also proves helpful to dip

the stack into a diluted potassium hydroxide solution at room temperature for a few

seconds. Here, an adhesive tape helps to subdivide the layers. The size of the sheets

is (0.5 × 0.5) cm2 which corresponds to the region with lithographically defined etch

seeds with p = 6 µm. We determine the porosity of the subdivided layers from the pore

diameter d under the assumption of a square-shaped pore, i.e. Φ = d2/p2. The first layer

and the three subsequent layers yield porosities of Φ = (69± 5.5) % and Φ = (32± 4) %,

respectively. This is the first time, that the multilayer process has been demonstrated.
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Figure 5.6: The figure shows four detached layers of W = (18 ± 1) µm and a size of
(0.5× 0.5) cm2. The substrate is etched on a circular area of about 1 cm
in diameter. The SEM micrographs depict a cross section of a similarly
etched sample with slightly decreased JS and a free-standing macroporous
layer.

5.4 Limits of multilayer etching

The maximum number of layers separated from a sample substrate in this work is 4.

Efforts to increase the yield were not successful. We first discuss the reason for this

limitation.

While the thickness of the detached sheets and the porosity of layers 2, 3 and 4 are in the

expected range, the porosity of the first detached layer is much higher than expected. We

furthermore find that the etch front in the 5th layer is characterized by pores that stop

growing and die out. This is shown in Fig. 5.7 that depicts a cross-sectional view of the

fifth absorber layer of a sample etched with a similar protocol as sample 37. In addition,

the pore wall etching of the absorber layers, in particular the first layer, is proportional

to i) the porosity and ii) the number of the separation layers. The inset of Fig. 5.7

shows a tilted view into the pores after S. The microporous layer that remains on the

pore walls suggests that the original pore temporarily splits up into four smaller pores

during the current enhancement, making it vulnerable to branching. This illustrates the

instability of the ordered pore growth immediately after the separation layer even if the

branching is prevented.

The combination of high illumination intensity and low anodic voltage results in an

enhanced hole concentration in the pore wall region. As has been described in Ch. 4,

an anodic voltage U < Ups already results in wider pores when compared to U > Ups.

In the multilayer etch protocol, the periods of low voltage are additionally combined

with an elevated illumination intensity, i.e. with an excessive hole supply. These holes
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50 µm

Figure 5.7: The figure shows dying of pores as another example for reorganization
after a pore diameter modulation. Three layers have been detached from
the sample and we see the fourth absorber layer (not detached) and the
beginnning of the fifth absorber layer. The inset shows a tilted view into
the pores after the diameter enlargement. Also for the voltage minimiza-
tion, the pore growth becomes instable during the separation layer in a
way that one large pore forms four smaller pores. This can be seen by the
remaining microporous film in the SEM micrograph and the sketch of the
tilted cross-section of the pore within the separation layer and after the
rejuvenation. The reduced anodic voltage causes the four smaller pores to
eventually re-merge into one larger pore again when the etching current
decreases.

substantiate the pore wall etching. Quantitatively, the first absorber layer experiences

the most low voltage/high illumination intensity periods which is why it has an overall

higher porosity.

The problem of dying pores in the deeper absorber layers arises from the fact that the

holes that contribute to the unwanted pore wall etching also contribute to the global

etch current density J . As Eq. 2.68 states, if J90◦ rises, the current through the pore

tips must decrease if J stays constant. Thus, J is no longer an appropriate parameter

to control the pore growth rate and the porosity. From a certain pore surface area, and

hence pore depth, onwards, the demanded current density does not suffice to maintain

the growth of all pores and some of them die out. In addition to the growing divergence

between the pore tip current and J over the etching time, the pore tips themselves are

not in a steady-state condition for U < Ups. This further enhances the instability of the

growth rate among the pores. Note that pore dying occurs also for U > Ups for large

pore depths. This is due to the fact that J90◦ is smaller but still non-zero for U > Ups

and thus a similar problem as for minimized anodic voltage occurs. Furthermore, the

deeper the pores are the more holes are photogenerated in the pore wall region due to

the large absorption length of 30 µm of the light of the LED array. It is thus difficult to

overcome eventual dying of pores without a negative impact on the absorber layers: One

could increase the current density JA for the deeper absorber layers which would delay

the pore dying. This on the other hand increases J90◦ as well resulting in enhanced pore
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wall etching in the more shallow layers. Both pore dying and pore wall etching become

more severe for an increasing number of separation layers.

Pore reorganization can also occur due to extrinsic effects that cannot be controlled by

the etch protocol. This includes local inhomogeneities in the charge carrier transfer,

e.g. by local doping inhomogeneities, inhomogeneous carrier generation due to illumi-

nation or the ohmic back contact, or the mass transport within the electrolyte, e.g. by

insufficient replenishment or agitation. The HF diffusion can also be impaired by the

formation of hydrogen bubbles at the Si surface.

Pore branching and pore dying are both irreversible and self-enhancing. This means that

once the pores start to reorganize, they capture a different amount of holes and carry a

different current that ultimately affects the neighboring pores as well. Once reorganized,

the ordered pore array cannot be re-established, as the etch parameters apply globally

for the whole etching area. A ”repair” of the reorganized pore would require to control

the etch parameters for the pores individually. The reorganization severely impedes the

detachment of the absorber layer and poses a limit on the multilayer etching. We find

that if 5% of the pores reorganize and leave Si bridges with a few 100 nm in diameter

between the absorber layers, detachment can become impossible without breaking the

absorber layer.

The presented multilayer process relies on the illumination intensity as the third etching

parameter to allow both high current densities and minimized voltage. It is therefore

limited to n-type Si. Macropore formation in p-type Si is carried out under galvanostatic

conditions with the current limited by the voltage [83].

5.5 Alternative approach: One-by-one detachment

The discussion of the limitations of the multilayer process shows that a high yield of

detached sheets with reproducible porosity calls for an in-situ monitoring of the etch

conditions (growth rate, valence, etc.) at the pore tip and continuous adaption of the

etch protocol. There are also alternative routes to use electrochemical etching as wafer

slicing technique. One example is to detach the absorber layers one by one which takes

four steps: i) etch a single A − S profile, ii) dismount the sample from the etch cell

for detachment of the absorber layer, iii) recondition the surface of the substrate by a

mixture of KOH and polyethylene glycol (PEG) (stirred solution of 25 wt% KOH and

6.25 g/l PEG at 50◦C, etch time of 30 min during which the rear side ohmic contact has

to be protected by a SiNx layer), and iv) remount the sample. Afterwards the process

starts anew as described under sample 38 in Appendix B. The PEG in the solution for
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1st layer 2nd layer 3rd layer 4th layer 5th layer substrate

Figure 5.8: The figure shows 5 detached layers with a thickness of 40µm and the sub-
strate which broke at the last detachment. The Si sheets are detached one
by one and the surface of the substrate was reconditioned in a KOH/PEG
solution after each detached layer.

reconditioning the etch seeds acts as a surfactant and, in this concentration, reduces the

etch rate of KOH to 40 nm/min. The reconditioning transforms the pore tips into small

inverted pyramids again. This one-by-one process has been evaluated within this work

as well and is more relaxed with respect to the monitoring of the etch parameters. We

were able to detach 5 layers of 40 µm thickness and have thus used about 75 % of the

original substrate thickness. Figure 5.8 shows the results.

Another approach is to extend the pore diameter moderately by porosification and then

separate the absorber layers ex-situ, either by thermal oxidation - oxide etch cycles

[121], modified alkaline etching [122] or high temperature annealing [120, 123]. All these

alternatives, however, question the economical benefit of wafer slicing by macropore

formation.

One may also argue that the pore etching is strictly not a kerfless technique when it

comes to minimize sacrificial material. In fact, about 30 % of the absorber layer is dis-

solved. The macropores, however, embody a ”native” texture that allows for ultra-low

reflectance and nearly Lambertian light trapping [13]. As Fig. 2.11 shows, good light

trapping can compensate for a thinner effective thickness with respect to the photogen-

eration. Ernst et al. demonstrated a conversion efficiency of 13.1 % on a 35 µm-thick

macroporous solar cell with an epitaxially grown emitter [114]. The short-circuit current

density amounted to a relatively large value of 37.1 mA/cm2. For a classification of this

efficiency and current density, see Ref. [124].
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5.6 Summary

In this chapter, we discussed the applicability of electrochemical etching of macropores

as a kerf-less wafering technique. For the first time, we were able to detach 4 individ-

ual macroporous Si sheets with a thickness of 18 µm from a substrate that are etched

within a closed process, i.e. without dismounting the substrate from the etching cell.

This has been realized by finding appropriate etching conditions for the prevention of

reorganization of the pores after the highly porous separation layer. We discover two

forms of reorganization, branching of a single pore into many smaller pores and dying

of individual pores; both severely impede the detachment of absorber layers.

We overcome the reorganization by pore branching by etching the separation layers

in the voltage mode with a fixed and elevated illumination intensity. This allows to

minimize the applied voltage and thus change the interface chemistry towards a more

divalent dissolution, as described in Ch. 4. As a further novelty in this work, we use

this voltage dependence of the valence, which is disregarded by the space charge region

model, to form a rather tapered pore tip during the transition from high to low porosity.

The higher the desired porosity of the separation layer, the more necessary it is to reduce

the voltage.

The voltage minimization inherits the yield limitation of the multilayer process: as the

current does no longer predominantly flow through the pore tip, the global etching

current density becomes unpinned from the porosity at the pore front and leads to

eventual pore reorganization by pore dying. The severeness of this effect increases with

the Si/electrolyte interface area or, here, the amount of separation layers that have

been etched. The reorganization can thus be delayed but not completely averted by

the voltage minimization. The prevention of pore reorganization calls for an in-situ

monitoring with continuous adaption of the etch parameters.
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Macroporous blind hole texture

In the previous chapter, we have shown that while the macroporous absorber sheets allow

for a large photogeneration, it is difficult to establish a reproducible etching process that

would allow to detach multiple sheets from a substrate. In this chapter, we benchmark

a texture made of macroporous blind holes, i.e. pores that have a depth much smaller

than the wafer thickness, against the state-of-the-art random pyramid texture. We

characterize the optical as well as electrical properties.

6.1 Introduction

As we have shown in Ch. 2, the design of the front surface of an absorber should allow

for low external reflectance. State of the art pyramidal textures, either randomly [35]

or regularly [36] arranged, in combination with a dielectric ARC reduce the AM1.5G

photon flux-weighted front surface reflectance between 300 and 1000 nm to values of 2.1

to 2.7 %, depending on the properties of the dielectric layer [125, 126]. Random pyramids

have the additional benefit of a nearly complete randomization of the light propagation

direction (see Tab. 2.1). However, dielectric layers such as SiNx absorb a fraction of the

incoming UV light and thus lower the blue response of the solar cell. A novel kind of

surface texture, thus, has to fulfill the requirements of

i) a lower front surface reflectance than AR-coated pyramids,

ii) a sufficiently good light trapping,

iii) a surface passivation quality that does not overcompensate the gain in photogen-

eration.
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The formation of a pyramidal texture on (100)-oriented Si wafers relies on the anisotropic

etch rate of alkaline solutions (see Fig. 2.6 on p. 11). Common electrolytes are based on

potassium hydroxide (KOH) or tetramethyl ammonium hydroxide (TMAH). The (111)-

planes act as etch stop which fixes the texture angle to 54.74◦1. Alternative surface

textures known as black silicon reduce the reflectance effectively without the use of an

ARC by featuring steeper facets with a larger texture angle [128, 129]. An interesting

property of nm-sized black silicon is that it partially works as an ARC itself as the

effective refractive index gradually increases from the refractive index of air to that of the

substrate [25, 26, 128]. Recent results with black silicon structures that were produced

by cryogenic reactive ion etching (RIE) showed photon flux-weighted reflectance values

as low as 0.7 % [130, 131] and reached a surface recombination velocity of 7 cm/s after

surface passivation with atomic layer deposited AlOx [132]. The correlation length of

nano-scaled black Si is small compared to the incoming wavelength which leads to a

weak randomization of light propagation direction and thus an impaired light trapping

ability of the texture [129, 133]. For this reason, it has been suggested to use a double-

scale texture consisting of nano-scaled black Si on top of micron-scaled pyramids [134]

or with black Si on the front side and pyramids on the rear side [135].

Macroporous blind holes, i.e. pores that do not perforate the wafer, embody a less fragile

alternative to nano-scaled black Si without impairing the light trapping. Reflectances

between 1 to 5 % for wavelengths between 300 and 1000 nm with pore depths of 17 to

20 µm have been reported [136, 137]. Previous work, however, lacked the evaluation of

the electronic passivation capabilities and the comparison with a state-of-the-art random

pyramid texture.

6.2 Sample preparation and texture morphology

Figure 6.1 a) illustrates a sketch of the blind hole texture with a predefined pore pitch

p = 4 µm, a pore depth lpore, a minimum pore diameter at the bottom dmin, a height of

the pore tip h and a flat wall width between two adjacent pores wwall. The requirement

for a blind hole texture to appear ”black” is a minimum width wwall and a sufficiently

large depth lpore. We achieve this with an etching current density profile as illustrated

for different pore depths lpore in Fig. 6.1 b). All profiles are etched in the illumination

mode and start with a high current density of Jmax = 25 mA/cm2 for which the surface

is electropolished under the given electrolyte composition. The current density is then

gradually lowered according to the diffusion model from Ch. 2.8.4 in order to guarantee

a linear decrease in the pore diameter. The lower limit for the current density at which

1Detailed investigations of real structures yield a texture angle distribution around 50.5◦ [127].



Chapter 6. Blind hole texture 77

wwall

lpore

p

dmin

h

a)

b)

c = 3 wt% HF, T = 20°C

9 µm 14.5 µm6 µmE
tc

hi
ng

 c
ur

re
nt

 d
en

si
ty

 J
 [m

A
/c

m
2 ]

0

5

10

15

20

25

Etching time t [min]
0 5 10 15 20 25

Figure 6.1: The figure shows a) a sketch of the blind hole texture and b) the preset
etching current density for textures of different depths lpore.

the steady-state condition at the pore tip breaks down is Jmin = 2.5 mA/cm2. The pore

depth is controlled via the etching time. For the given pitch of 4 µm, the lowest pore

depth for which Jmin is reached is lpore = 9 µm. Shallower pores with lpore < 9 µm are

achieved with the same current density profile as pores with lpore = 9 µm but terminated

earlier. Deeper pores with lpore > 9 µm have an extended etching time as shown in

Fig. 6.1 b). The anodic voltage decreases linearly over the etch time from 1.5 V to 1 V to

allow for the large etching current densities in the beginning of the profile. The voltage is

permanently above Ups = (0.1± 0.1) V which means that the pore tip is electropolished

and has a spherical shape as in Fig. 2.19 b).

Figure 6.2 shows a photograph of the low reflecting blind hole samples a) together with

SEM cross-sectional micrographs of the texture with two different pore depths b) and

c). The etched area appears black while the border area shows a distinct diffraction

pattern from the regularly arranged inverted pyramids. Note that the use of predefined

etch seeds is not in contradiction with the electropolishing condition at the beginning of

the etch profile as the high current is maintained only for a short time. The inset shows

an SEM top-view micrograph, yielding a pore wall width of wwall = (80± 5) nm.

We remove the recombination-active n+-type diffusion at the rear side of the samples.

This increases the sensitivity for determining the surface passivation quality of the front

side and, in addition, avoids free carrier aborption at the rear side that would otherwise

complicate the analysis of the optical measurements. For the removal, we first protect

the sensitive texture by coating the front side of the sample with an 80 nm-thick layer

of PECVD SiNx (Plasmalab 80+ from Oxford Instruments). Since the PECVD process

is not surface conformal, i.e. the protection layer does not cover the whole pore surface,

the etching of the rear side with KOH (50 vol% KOH, T = 80◦C) has to be carried out

very carefully. The higher density of the KOH solution compared to Si helps to avoid
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Figure 6.2: The photograph of the samples in a) yields the black porosified area and
the border area with regularly arranged inverted pyramids. The white
frame marks the size of the illuminated spot in the spectrophotometer.
SEM cross-sectional micrographs of the blind hole texture with pore dis-
tance 4 µm and pore depths of 6 µm b) and 14.5 µm c). The sample is
slightly tilted in b). Both images b) and c) have the same scale.

direct contact of the etch bath with the texture by letting the samples swim on top of the

solution for 3 min. Afterwards, the protection layer on the front is removed in HF and

the samples are RCA-cleaned. We deposit 20 nm AlOx on both sides of the samples by

atomic layer deposition (FlexAL from Oxford Instruments) for surface passivation. In

contrast to the PECVD process, the standard ALD process is surface conformal for pore

depths up to 30 µm. For deeper pores, the AlOx does not cover the whole pore wall down

to the bottom without a prior adaption of the deposition process, e.g. a prolonged gas

flow in the ALD cycle. The random pyramid textured samples have either a 20 nm-thick

AlOx surface passivation and/or a PECVD SiNx layer on the front as ARC depending

on whether they serve as reference for the optical or electrical measurement. Table 6.1

lists the investigated samples in this chapter.

6.3 Optical characterization

In this section, we thoroughly characterize the optical performance of the blind hole

texture. We study the impact of pore depth, angle of incidence and compare it with an

AR-coated random pyramid texture. We analyze the optical losses with respect to front

side reflectance and inferior light trapping.
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Table 6.1: The table shows the investigated samples of this chapter and specifies the
texture geometry and the coating layers. The blind holes have a pitch
p = 4µm and a wall width of wwall = (80 ± 5) nm. Samples marked with
an asterisk are also taken for lifetime measurements. The material for all
listed samples is n-type FZ Si with a resistivity of (3± 2) Ωcm.

Name Texture Weff [µm] lpore [µm] dmin [µm]
Front Rear

coating coating

B1∗ Blind hole 277.2 4.7 2.6 20 nm AlOx 20 nm AlOx

B2 Blind hole 276.8 5.3 2.4 20 nm AlOx 20 nm AlOx

B3∗ Blind hole 276.4 6.0 2.2 20 nm AlOx 20 nm AlOx

B4 Blind hole 275.8 6.5 2.0 20 nm AlOx 20 nm AlOx

B5 Blind hole 275.4 7.3 1.8 20 nm AlOx 20 nm AlOx

B6∗ Blind hole 276.1 8.0 1.6 20 nm AlOx 20 nm AlOx

B7∗ Blind hole 275.9 9.0 1.4 20 nm AlOx 20 nm AlOx

B8∗ Blind hole 273.4 14.5 1.4 20 nm AlOx 20 nm AlOx

B9 Blind hole 272.1 17.5 1.4 20 nm AlOx 20 nm AlOx

B10∗ Blind hole 269.5 23.0 1.4 20 nm AlOx 20 nm AlOx

B11 Blind hole 265.0 33.0 1.4 20 nm AlOx 20 nm AlOx

R1∗ Rand. pyr. 250.0 - -
10 nm SiNx,2.4 +

25 nm SiNx,2.496 nm SiNx,1.9

R2∗ Rand. pyr. 250.0 - -
20 nm AlOx +

20 nm AlOx96 nm SiNx,1.9

R3∗ Rand. pyr. 250.0 - - 20 nm AlOx 20 nm AlOx

P1∗ Planar 253.0 - - 20 nm AlOx 20 nm AlOx

I1 Inv. pyr. 280.0 - - 96 nm SiNx,1.9 -

I2 Blind hole 275.9 9 1.4 - -

6.3.1 Absorptance spectra

Figure 6.3 a) illustrates the absorptance spectra of the blind hole samples with varying

pore depths. All samples have a 20 nm AlOx layer on both surfaces. We make sure that

the illumination spot of the spectrophotometer with a size of (2× 3) mm2 is within the

porosified region, as indicted in Fig. 6.2 a). The absorptance increases with increasing

pore depth lpore. Up to a wavelength of 900 nm, the absorptance is governed by front

side reflectance and equals A = 1−Rfront. The shape of the absorptance curves in this

region looks similar to the reflectance of Si/air in Fig. 2.9 on p. 18. The differences result

from multiple light reflections within the pore, that reduce the overall external front

reflectance. The number of reflections and thus the absorptance increase with lpore.

We observe an unexpected absorptance of about 12 % for wavelengths above 1200 nm

for all blind hole samples. We speculate that this effect stems from impurity-mediated

absorption in the nonporosified border area of the sample. Impurities, e.g. sulfur [138,

139], are likely to be incorporated during the RIE step [140]. While the sulfur is removed

in the region with the blind holes during etching, it is not removed in the nonetched

region. Although the border area is not illuminated directly, multiple internal reflections
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Figure 6.3: The figure shows an excerpt of the measured absorptance spectra of the
samples in Tab. 6.1 with a) the blind hole samples and b) the comparison
with the random pyramid sample. b) additionally shows calculated ref-
erences with different light trapping schemes as well as the extrapolated
front side reflectance for samples B7 and R1.

in the sample still allow for weakly absorbed light to reach this area and cause sulfur-

related absorption. Figure 6.3 a) also shows the absorptance for λ > 1100 nm of two

control samples I1, prior to porosification, and I2, a sample where the non-porosified

region has been cut off by a laser. The sample I1 shows an even higher absorptance of

sub-bandgap photons while that of sample I2 vanishes. This supports our interpretation.

We refrain, however, from cutting all samples as I2 due to size-related issues during

measurement and handling. Figure 6.3 b) shows the absorptance spectra of the random

pyramid textured sample R1. As it has not been reactive ion etched, the absorptance

approaches zero for wavelengths above 1200 nm.

While the blind hole texture reaches a relatively high absorptance A for the whole wave-

length region up to 900 nm, the AR-coated random pyramids exhibit a high absorptance

especially for the design wavelength, here 600 nm. We extrapolate the external front re-

flectance Rfront for the whole spectrum up to 1200 nm linearly for the random pyramid

samples [131]. For the blind hole samples, we use a power function of the form [13]

Rfront = a

(
(n− 1)2 + k2

(n+ 1)2 + k2

)b
. (6.1)

n and k symbolize the real and imaginary part of the refractive index of Si and a, b

are fit parameters. The extrapolation of Rfront with a power function that includes the

refractive index of Si is more appropriate for textures that work by multiple reflections

at the Si/air interface than the linear option for AR-coated textures. The 20 nm-thick
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Figure 6.4: The figure shows the photogenerated current densities (blue dots) com-
pared to the simulated references that have i) no light trapping but the
same external front reflectance Rfront as the blind hole textured samples
(grey bars), ii) a Lambertian front side and Rfront (orange bars) and iii)
the Lambertian limit for each sample thickness.

AlOx layer has only a small AR effect of less than 0.15 mA/cm2 on the photogenerated

current density for the smallest pore depth2. Figure 6.3 b) shows the calculated Rfront

for two samples.

6.3.2 Analysis of optical losses

Figure 6.3 b) shows the calculated absorptance for samples that have the Rfront of sample

B7 but either no light trapping scheme, AnoLT, or a completely randomizing front surface,

ALamb, as well as for the Lambertian limit (ALamb,limit, see Eq. 2.47). We calculate AnoLT

and ALamb by inserting Rfront of sample B7 into Eqs. 2.38 and 2.46, respectively. For

the Lambertian sample, we assume Rb = 1 − Tb/n
2. We simulate Tb, which is the

transmittance through a planar Si surface coated with 20 nm AlOx, with the raytracer

SUNRAYS. We assume a pyramidal shaped pore and calculate the effective thickness by

Weff = W−lpore/3, where W = 280 µm is the wafer thickness prior to porosification. The

calculated ALamb serves to correct for the absorption by impurities. For this, we assume

that the absorptance of the blind hole sample ABH cannot exceed ALamb. If for the

measured absorptance we find ABH > ALamb, which occurs for wavelengths larger than

1160 nm, we take ABH = ALamb for these datapoints. The corresponding photogenerated

current densities are J∗noLT, J∗Lamb and J∗Lamb,limit, respectively.

2This value is based on raytracing simulations with Daidalos.
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Photogenerated current densities

Figure 6.4 shows a plot of the photogenerated current densities J∗sc for the samples B1

through B11. The values are listed in Tab. 6.2. The photoabsorption rises with pore

depth to a maximum of 43.16 mA/cm2 for lpore = 17.5 µm. For deeper pores, J∗sc slightly

decreases again. The uncertainty in the absorptance measurement and from the cor-

rection for the impurity absorptance results in an overall uncertainty of 0.1 mA/cm2

in J∗sc, which is about as much as the symbol size in Fig. 6.4. The bar plot helps to

distinguish the optical losses. The top of the grey and orange bars symbolize J∗noLT and

J∗Lamb, respectively. The position of the measured J∗sc in relation to J∗noLT and J∗Lamb

is a measure for light randomization of the blind hole texture: the closer the measured

J∗sc is to J∗Lamb, the more randomizing is the texture. The drop of J∗sc with respect to

the top of the orange bars for the two largest values for lpore points to the fact that

the light trapping becomes worse for deeper pores. A possible reason for this is the

different angular acceptance of deeper pores that we will discuss in the next subsection.

As both J∗noLT and J∗Lamb saturate above a certain pore depth, we can conclude that

the external front reflectance under normally incident light saturates as the absorptance

spectra already indicate.

Table 6.2: The table shows the photogenerated current density J∗
sc as well as the loss

current density due to front reflectance Jfront and imperfect light trap-
ping and rear reflectance Jres for the samples. In addition, the AM1.5G-
weighted front reflectance Rw and the absorbed current density in the ARC
JARC are listed.

Name J∗sc [mA/cm2] Jfront [mA/cm2] Rw [%] Jres [mA/cm2] JARC [mA/cm2]

B1 39.28 4.45 10.59 1.05 -

B2 40.65 3.12 7.61 0.86 -

B3 41.17 2.61 6.47 0.85 -

B4 41.97 1.86 4.75 0.77 -

B5 42.56 1.18 3.14 0.82 -

B6 42.80 0.91 2.38 0.81 -

B7 43.11 0.59 1.48 0.76 -

B8 43.12 0.51 1.26 0.82 -

B9 43.16 0.44 1.07 0.83 -

B10 42.87 0.49 1.13 0.98 -

B11 42.79 0.44 1.02 1.16 -

R1 42.60 1.26 3.56 0.43 0.15

R2 42.12 1.64 5.95 0.52 -

P1 27.48 14.90 33.61 1.93 -

I1 41.57 2.20 4.57 0.58 -

We emulate the trends of the different optical losses with the raytracer Daidalos. Fig-

ure 6.5 shows a CAD representation the simulated geometry which is a simplified version

of the sketch in Fig. 6.1 a). We approximate the shape of the pore by a frustum of a

pyramid that has a smaller pyramid on top. The smaller pyramid that should represent
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Figure 6.5: The figure shows a CAD representation of the geometry that is simulated
with the raytracer Daidalos.

the pore tip has a fixed height of h = 1.3 µm for all pore depths and a depth-dependent

base length of dmin. The height is based on the evaluation of several SEM micrographs.

The frustum has a base length of p − wwall, a height of lpore − 1.3 µm and a top width

of dmin. We determine dmin from SEM measurements. The values are listed in Tab. 6.1.

The inner pore surface has a 20nm-thick AlOx coating just as the actual samples.

Front surface reflectance

Figure 6.6 a) shows the measured (symbols) and simulated (dashed lines) loss currents

due to external front reflectance Jfront, which are calculated by substituting A by the

respective Rfront in Eq. 2.4. The values for Jfront are listed in Tab. 6.2. The comparison

with the simulated Jfront yields a good agreement when we assume the experimentally

verified wall width of wwall = 80 nm. If we multiply the Jfront-value of a planar Si surface

coated with 20 nm AlOx, which is 14.9 mA/cm2, with the surface ratio of the flat 80 nm-

wide walls, which is 4 %, we end up with a reflected current density of 0.6 mA/cm2. This

approximates the saturation value quite well and yields that from a certain pore depth

onwards, light is predominantly reflected from the flat parts between the pores3. The

assumption of a zero wall width, as illustrated by the black dashed line in Fig. 6.6 a),

yields that Jfront becomes essentially independent of the pore depths for lpore > 25 µm.

Table 6.2 also lists the AM1.5G-weighted front reflectance Rw. We achieve a reflectance

of less than 1.5 % for pore depths of lpore > 9 µm, i.e. from sample B7 onwards, which

is competitive to nm-sized black silicon structures for photovoltaics [128, 141–145].

Light trapping and rear reflectance

Figure 6.6 b) shows the residual current density Jres = JLamb,limit − J∗sc − Jfront. It de-

scribes the loss due to imperfect randomization and rear reflectance, i.e. imperfect light

3The underestimation of Jfront for larger pore depths is probably related to Daidalos, as Sunrays
reproduces the value of 0.6 mA/cm2 to within 0.01 mA/cm2. Sunrays, however, cannot account for the
shape of the pore tip, increasing the inaccuracy in Jres.
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Figure 6.6: The figure shows the optical loss current density due to a) external front
reflectance, Jfront, and b) due to imperfect light randomization and rear
reflectance, Jres for different surface textures. The dashed lines are from
raytracing simulations.

trapping. The values for the samples are listed in Tab. 6.2. As expected, Jres is high-

est for the planar sample. Among the blind hole samples, we observe a higher Jres

for the two deepest pores, as Fig. 6.4 already indicates. This trend is also reflected in

the raytracing simulation (dashed lines), which are shown for two different Lambertian

characters of the rear side Λb. This character specifies the probability for the reflected

light from the rear side to become fully Lambertian.

The simulation, however, predicts a better light trapping for more shallow pores, which

we do not observe experimentally. This is probably due to the oversimplified geometry,

as the result is more sensitive on the shape of the pore tip for shorter pores. Note also

that the unporosified surface of the blind hole samples has inverted pyramids. Thus, Jres

does not correspond to the pure blind hole texture but to a mixture between blind holes

and inverted pyramids. The Jres of inverted pyramids is symbolized by the cyan triangle

in Fig. 6.6 b). We easily overestimate the light trapping performance of sample I1 by the

evaluation method to determine Jres due to the large parasitic absorption. Therefore,

we perform a raytracing simulation of sample I1 and determine a Jres of 1.45 mA/cm2

(Λb = 0), which we take into account by the error in Fig. 6.6 b).

Although the rear side of the samples is planar, absolute values of Jres are best modeled

with 0 < Λb < 0.5. It is known from random pyramid textures that the assumption of

a rear side roughness leads to a better agreement between raytracing simulations and

the measured absorptance spectra [146]. This might be due to neglected wave optical

effects that become important for feature sizes in the range of the typical wavelength,

e.g. the tips of the pyramids or between the blind holes. The raytracing framework does,
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for example, not consider diffraction into guided modes [61] or the anomalous parallel

interface refraction [147].

The random pyramid sample has the best light trapping performance and looses only

0.43 mA/cm2 due to imperfect light randomization and rear reflectance. This could be

attributed to the random arrangement of the pyramids as the sample I1 with regular

inverted pyramids has a comparable Jres as the blind hole textures. It is known from

literature that breaking the symmetry of the texture results in a better light trapping

performance as it helps to populate the phase space [62, 63].

Blind holes versus random pyramids

Figure 6.7 compares the optical performance of the blind hole sample B7 with the

random pyramid sample R1 and a simulated random pyramid sample with an optimized

DARC that consists of 40 nm SiNx,1.9 and 100 nm MgF2 (on top of 20 nm AlOx for

surface passivation). The effective thickness of the simulated structure equals the one of

sample B7. The figure depicts the deviation from the Lambertian limit (corresponding

to 100 %) due to external front reflectance, non-Lambertian light trapping and rear

surface transmittance. The parasitic absorption in the ARC of sample R1 amounts to

0.3 %abs (0.15 mA/cm2) of the total optical loss of 4.1 %abs, which has been determined

by raytracing with Sunrays. The loss channels, as described in Ch. 2, are inversely

proportional to each other. The blind hole sample shows the highest share of absorbed

photons and well-balanced losses. The random pyramid samples have rather unbalanced

losses, either with an inferior front surface reflectance (sample R1) or light trapping

performance in case of a DARC on random pyramids. The lower Rfront due to the

second AR layer improves the share of absorbed photons from 95.9 % to 96.9 %. The

higher front surface transmittance, however, also applies for photons that are incident

from the silicon half-space, which deteriorates the light trapping. Thus, the advantage

in optical performance of the blind hole texture over the random pyramids also holds

for a DARC and amounts to an 0.3 %abs (0.15 mA/cm2) higher photogenerated current

density.

6.3.3 Performance under oblique incidence

The morphology of the blind hole texture with its steep facets suggests a better angular

acceptance compared to random pyramids [130]. In addition, an ARC is usually opti-

mized for normal incidence. We measure the absorptance spectra of the samples under

angles of incidence α between 15◦ and 55◦. From each absorptance spectra we calculate
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Figure 6.7: The figure compares the optical performance the light trapping structures
with respect to their Lambertian limit. It lists the share of photons that
become absorbed, externally reflected or lost due to non-Lambertian light
trapping and imperfect rear reflectance. The ARC of sample R1 absorbs
a fraction of light as well. The values for the DARC structure are based
on a raytracing simulation.

a J∗sc(α) by Eq. 2.4. Figure 6.8 a) shows the normalized results4 for three blind hole tex-

tures B3, B7 and B11 and the random pyramid sample R1. The aspect ratio of the blind

hole texture affects the angular acceptance in a characteristic manner. Sample B3 with

an aspect ratio of 6:4 shows a higher absorptance for α = 20 − 45◦ than under normal

incidence due to an increased number of light bounces between the walls and hence a

lower external front reflectance. Sample B7 with an aspect ratio of 9:4 as well as sample

B11 with an aspect ratio of 33:4 work best under normal incidence. The large texture

angle of B11, however, allows for a large absorptance even for α > 50◦, for which the

more shallow pores show an impaired performance. The sketch in Fig. 6.8 b) explains

this behavior. If the texture angle of the blind holes is φ, we can describe the incident

angle at the pore wall of the n-th bounce by

γn = φ− α− (n− 1)(180◦ − 2φ) , n ≥ 1 . (6.2)

If γn becomes negative, the light ray travels upwards within the pore and eventually

exits it5. Samples B7 and B11 have texture angles of φ = 81◦ and 88◦, respectively,

which results in n = 2 bounces for B7 and n = 8 bounces for B11 until γn becomes

negative for an incident angle of α = 55◦. The different angular acceptance explains

the increased light trapping loss for larger lpore, as shown in Figs. 6.4 and 6.6 b): The

time-reversal invariance guarantees that the fraction Tin(α) of light transmitted through

the textured surface equals the fraction Tout(α̃) of light escaping the absorber through

the surface [46]. α and α̃ are the angle of incidence and the corresponding refraction

angle that follows from Snell´s law. Now, as the surface reflectance of samples B10 and

B11 remains low and thus Tin high for larger angles of incidence, this also holds for Tout.

4For simplicity, we refer to the measurement under α = 8◦ as the normal incidence case J∗sc(α = 0◦).
5We neglect the bounces at the pore tip in this simplified treatment.
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Figure 6.8: The figure shows a) the normalized photogenerated current densities un-
der different angles of incidence and b) a sketch of a possible light path
under oblique incidence.

Due to light randomization within the absorber, light from the Si half-space hits the

textured surface with a distribution of angles α̃ and can thus exit the absorber more

easily as for textures with a higher angular selectivity. The random pyramid sample R1

shows a constant decrease in absorptance with α and performs worse than the blind hole

textures.

We estimate the gain of the blind hole texture over random pyramids for a whole year,

as the altitude of the sun β and thus the angle of incidence varies with season. For

this, we focus on the direct-beam radiation and neglect diffuse and reflected radiation

from the albedo of the environment. We take the clear sky beam radiation IBC at

a solar cell that is tilted by Σ = 30◦ and faces south, i.e. a cell´s azimuth angle of

φc = 0◦, that is explained in Appendix A [148]. We then integrate the product of J∗sc(α)

and IBC over the hour angle H to account for the angle dependent absorptance and

for the lowered insolation for larger α. We assume an encapsulation material with a

refractive index of nen = 1.5 which is appropriate for the commonly used EVA [149].

We apply the refraction law from Eq. 2.7 and change the angle of incidence in Eq. A.6

to αen = arcsin(sin(α)/nen).

Figure 6.9 shows the result for the blind hole samples, normalized by the respective

value of the random pyramid sample. In Fig. 6.9 a), we fix the latitude to L = 50◦. The

encapsulant material limits the angle of incidence on the absorber to maximum values of

37 to 40◦, depending on the latitude L. This leads to the interesting result that in fact

the intermediate pore depths of of 9 and 14.5 µm perform better than the deeper pore

depths of 23 and 33 µm (samples B10 and B11) for a realistic illumination throughout
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Figure 6.9: The figure shows the relative optical performance of the blind hole tex-
ture over random pyramids over the year under direct illumination for a)
different pore depths lpore and fixed latitude L and b) different latitudes
and a fixed pore depth. We assume that the absorber faces directly south
and has a tilt Σ = 30◦. The cell is covered by an encapsulant material
with a refractive index of nen = 1.5.

the whole year. This would not hold if the encapsulant was air with nen = 1. Shallow

pores with depths of 5.3 and 6 µm (samples B2 and B3) approach the performance of

the random pyramid sample only for larger angles of incidence in the winter season.

In Fig. 6.9 b), we fix the pore depth to 9 µm and vary the latitude L6. The performance of

the blind hole texture exceeds that of the random pyramids for all investigated latitudes.

The advantage becomes especially apparent for larger angles of incidence as is the case

for large L in the winter season.

The evaluation of the angular acceptance shows that the absorptance enhancement of the

blind hole texture over random pyramids increases even more under realistic illumination

conditions and explains why the samples with the deepest pore depths investigated have

a worse light trapping ability compared to more shallow pores under normal incidence.

6.4 Electrical characterization

Up to this point, we have discussed the blind hole texture solely with respect to its optical

absorption. Since we aim to qualify the blind hole texture for solar cell application,

the optics cannot be discussed without considering the surface recombination rate that

increases with lpore. In this section, we study the impact of surface area enhancement

on the electrical performance that manifests in the effective minority carrier lifetime τeff.

6The choice of an intermediate pore depth for the comparison is in anticipation of the electrical
properties of the samples that are discussed in the next section.
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Figure 6.10: The figure shows the ILM effective minority carrier lifetime images of
the samples at a photon flux equivalent to 0.14 suns. The base material
is 3 Ω cm n-type Si. The samples are to scale to the 2.5 cm-rule.

We measure τeff of the samples marked with an asterisk in Tab. 6.1. Figure 6.10 shows the

dynamically calibrated steady-state ILM image under an absorbed photon flux equiva-

lent of 0.14 suns. The untextured side of the samples faces the LED arrays to exclude

differences in front side reflectance. We average τeff over the area enclosed by the black

dashed line. The samples B7, B8 and B10 are cleaved prior to surface passivation for

SEM analysis. The planar sample P1 has the highest lifetime with (3.8± 0.4) ms. AlOx

that is deposited in a plasma-ALD reactor passivates Si surfaces better than PECVD-

SiNx irrespective of the doping type of Si [150]. The deposition of a SiNx layer on

top of AlOx proves to be important for firing processes but slightly degrades the sur-

face passivation quality if no high temperature process is involved [151]. These trends

are manifested in the lifetimes of samples R1, R2 and R3 which are (1.05 ± 0.15) ms,

(1.3 ± 0.20) ms and (1.75 ± 0.40) ms, respectively. The blind hole samples show area-

averaged lifetimes between (2.2± 0.25) ms and (1.05± 0.10) ms, depending on the pore

depth. The lifetime for these samples is highest in the center and decreases towards

the edge of the porosified area. The reason is the low minority carrier lifetime in the

non-porosified region that probably originates from the surface damage introduced when

structuring the oxide by RIE. Excess carriers that are generated outside the center have

a shorter distance to diffuse into the recombination active border area. The inversion

layer that forms at the AlOx/n−Si interface facilitates the lateral carrier transport to the

border area [152]. This leads to a significant underestimation of the carrier lifetime [153]

which is why the τeff-values of the blind hole samples with this size must be regarded as

a lower limit.
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We compare the front surface recombination velocity (SRV) Sf of the different samples.

The front side refers to the side with the pores/texture. From Eq. 3.7 we can write

Sf(∆p) =
Weff

τeff(∆p)
− Weff

τbulk(∆p)
− Sr(∆p) . (6.3)

This formula for Sf implies that it is the effective SRV with respect to the macroscopic

area and is not to be confused with the microscopic SRV Smicro. For the planar sample,

the microscopic SRV is equal to its macroscopic effective SRV. In general, the SRV

depends on the excess carrier density ∆p [150]. It is thus important to compare the

SRV of the different samples at the same injection level rather than at different photon

fluxes of the ILM setup as the same photon flux can lead to different excess carrier

densities in the investigated sample types. We measure τeff of the samples at different

photon fluxes between 0.14 and 1.1 suns. The excess carrier density then follows from

∆p = Gτeff =
a× Φ1sun ×OF × τeff

Weff
, (6.4)

where a is the photon flux in suns, Φ1sun = 2.78 × 1017 s−1cm−2 is the 1 sun photon

flux density that equals the photon flux density of the AM1.5G spectrum between 300

and 1200 nm and OF = 1 − Rf@930nm symbolizes the optical factor that accounts for

the absorptance at the excitation wavelength. In the present case, the optical factor

is determined by the front reflectance Rf@930nm and has a value of 0.7. The planar

sample has equal surfaces on both sides and is used to determine Sr(∆p). We assume

the intrinsic limit τbulk = τintr for the bulk lifetime from Ref. [91]. Figure 6.11 shows a

plot of Sf over the surface area enhancement factor f that is calculated by

f =
1

p2

(
(p+ dmin)

√
(p− dmin)2 + 4lpore + d2

min

)
. (6.5)

In Eq. 6.5, we approximate the shape of the pore as a frustrum of a pyramid with dmin

being the minimum pore diameter at the top of the frustrum, as illustrated in Fig. 6.5.

The smaller pyramid on top of the frustrum is neglected here. Table 6.3 lists the results

at an excess carrier density of ∆p = 2× 1015 cm−3.

Figure 6.11 a) shows that the blind hole texture exhibits similar surface recombination

velocities Sf as the random pyramid sample despite the larger surface area and the

enhanced recombination in the unporosified border area. The blue line serves as an

orientation to qualify the measured Sf. It shows the linear increase of the effective

macroscopic Sf with the surface area enhancement f , starting from the SRV of the planar

sample P1, Sf,planar. The blue line, thus, states the Sf-value for a texture with a specific

f , if it had the microscopic SRV of the planar sample. All blind hole samples exhibit

values for Sf that are below the orientation line while all random pyramid samples lie
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Table 6.3: The table lists the results of the electrical characterization of the samples.
The effective carrier lifetimes are measured at an excess carrier density of
∆p = 2× 1015 cm−3.

Name lpore [µm] dmin [µm] f τeff [ms] Sf [cm/s]

B1 4.7 2.6 4.34 2.35± 0.17 8

B3 6 2.2 5.00 2.22± 0.14 8.5

B6 8 1.6 5.82 2.52± 0.16 6.9

B7 9 1.4 6.26 1.55± 0.09 14.0

B8 14.5 1.4 9.95 1.58± 0.08 13.1

B10 23 1.4 15.67 0.71± 0.04 27.7

R1 - - 1.73 0.78± 0.09 27.3

R2 - - 1.73 1.31± 0.26 14.5

R3 - - 1.73 1.86± 0.36 9.8

P1 - - 1 4.10± 0.42 2.5
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Figure 6.11: The figure shows plots the front surface recombination velocity Sf versus
the surface area enhancement f of the investigated samples. The blue
line is a linear extrapolation of the surface recombination velocity of the
planar sample. The figures a) and b) differ in the injection level ∆p.

above it. This suggests that the blind hole texture allows for lower surface recombination

velocities with respect to its microscopic surface area than the planar sample.

A similar effect was observed for nm-sized black silicon surfaces [132, 154] and nanowire

solar cells [155]. Xiong et al. showed analytically that a linear relationship between the

effective SRV and the total surface area only holds if the charge carrier distribution in

the textured region, here the pore walls, is uniform [156]. According to Ref. [156], this

is the case for, e.g., a regular texture with a pitch of 250 nm and a texture height of

up to 400 nm. For larger aspect ratios, less charge carriers reach the surface area at

the top of the texture and the effective SRV increases sublinearly with the surface area

[156]. This effect is further influenced by the field effect passivation due to the fixed

negative charge density at the AlOx/Si interface of, in this case, Qf = −2 × 1012 cm−2
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Figure 6.12: The figure shows a) a finite element simulation (FEM) of the electron
density distribution of the AlOx-passivated blind hole texture in the
dark. b) shows a sketch of the simulated 1-D sample with thickness
W with PC1D. c) and d) show the carrier concentration in the top
of the pore wall region W = 0.5 µm and the bottom of the pore wall
region W = 4µm, respectively. The carrier densities are shown for small
(solid lines) and high injection level (dashed lines), generated with an
illumination intensity of I0 and 10 I0.

[157, 158]. Although the field effect passivation is present at planar surfaces as well,

the typical morphology of the blind holes (and other black silicon textures) may further

reduce the majority carrier concentration in the pore wall region and thus reduce the

surface recombination.

Figure 6.12 a) illustrates this effect of an enhanced surface charge density for the blind

hole texture: It depicts the electron density of the blind hole texture (lpore = 9 µm, 3 Ω cm

n-type Si) that we obtain by a finite element simulation (COMSOL Multiphysics). In

the 2-D simulation, we assume a fixed charge density at the interface of Qf = −2 ×
1012 cm−2 and neglect the photogeneration. The depletion regions overlaps at the tips

where, due to the absence of one of the recombination partners, the total recombination
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rate is reduced. For a more precise description, we perform a 1-D simulation with

the program PC1D7 [159] at the dashed lines in Fig. 6.12 a). Figure 6.12 b) shows a

sketch of the simulated 1-D structure which is an n-type Si wafer with Qf = −2 ×
1012 cm−2 on both sides being illuminated with monochromatic light with a wavelength

of 930 nm. The surface recombination is modelled with a Shockley-Read-Hall (SRH)

equation with a single defect level located in the middle of the Si band gap [160]. For

the SRV parameters, we assume Sp0 = 1300 cm/s and Sn0 = 5200 cm/s from Ref. [161].

For the bulk lifetime we assume τbulk = 20 ms. The solid lines in Fig. 6.12 c) and d) show

the carrier concentrations for W = 0.5 µm and 4 µm, respectively. The illumination

intensity I0 is fixed for both W -values so that it results in an excess carrier density

of ∆p = 2 × 1015 cm−3 in the bulk with W = 280 µm. The electrostatic repulsion

of electrons inverts the carrier concentration in the top of the pore wall region where

the hole concentration exceeds the electron concentration, n < p. The overall surface

recombination, which is proportional to the product of the carrier concentrations ns×ps

at the surface [160], is reduced by a factor of 8 at the pore tip in comparison to the

bottom of the pore wall region. This explains why the effective SRV does not simply

rise linearly with the surface area for the blind hole texture. As the sample is in open-

circuit, the product of the charge carriers is constant throughout W .

The dashed lines in Fig. 6.12 c) and d) show the carrier distribution at an illumination

intensity 10 I0 that gives an excess carrier density of ∆p = 8 × 1015 cm−3 in the bulk

with W = 280 µm. The carrier concentrations are reverted again to n > p for the center

of the pore walls for W = 0.5 µm. The results indicate that at a higher injection level,

the width of the space charge region is reduced and the charge carrier distribution in

the pore wall region becomes more uniform. We experimentally evaluate Sf at a higher

injection level of ∆p = 8× 1015 cm−3, which is illustrated in Fig. 6.11 b). Indeed we find

that the Sf-values of the blind hole samples lie on the extrapolation line of the planar

sample. A few samples from Fig. 6.11 a) are missing in Fig. 6.11 b) since for them the

applied maximum illumination intensity of 1.1 suns does not suffice to inject the required

amount of excess carriers.

In conclusion, we have found that the high aspect ratio of the pore texture leads to a non-

uniform distribution of charge carriers in the pore wall region. This reduces the surface

recombination at the top of the pore walls and the resulting effective SRV is smaller as

one would expect from the total surface area enhancement. The repulsion of electrons

by the fixed charge density at the AlOx/Si interface attributes to the non-uniformity of

the carrier distribution and further reduces the surface recombination in the top of the

pore wall. A higher photon flux, however, increases the electron concentration in the

7This program solves the 1-D coupled transport equations of electrons and holes in semiconductor
devices, with emphasis on photovoltaic devices.
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pore walls, makes the carrier distribution more uniform and Sf approaches the value one

would expect from the surface area enhancement.

Due to the smaller aspect ratio, random pyramids have a rather uniform carrier distribu-

tion in the texture and should thus show an SRV that lies on the blue line in Fig. 6.118.

One reason why the random pyramid samples have a comparatively high Sf even above

the blue line is their crystallographic orientation. It is known that the (111) surface

has a higher density of surface atoms and hence a higher density of potential surface

defects than the (100) surface [162]. This is another argument in favour of the blind

hole texture.

6.5 Quality factor

In this section, we determine the pore depth that embodies an optimum trade-off between

optical and electrical performance. For this, we calculate a quality factor for each sample

as defined by Eq. 2.60. As a reference, we take the hypothetical sample R∗ that has the

photogenerated current density J∗sc of the random pyramid sample R1 and the effective

carrier lifetime τeff of the random pyramid sample R3. For calculating the fill factor

FF ∗ by Eq. 2.58, we assume an ideality factor of m = 1. Figure 6.13 shows the quality

factor QF for the different samples. We find that the samples B6, B7 and B8 with

pore depths of lpore =8, 9 and 14.5 µm, respectively, outperform the random pyramid

textured samples. This holds even if we assume the optimum measured absorptance and

surface passivation for the pyramidal texture (R∗). The best blind hole sample B6 and

pyramidal sample R2 have quality factors of QF = 1.027 +0.017
−0.02 and QF = 0.974 +0.019

−0.023,

respectively. The asymmetric errors stem from the log-function in Eq. 2.56. Thus, the

blind hole texture has the potential to improve the efficiency of a all back-contacted

solar cell relatively by 2.0 to 5.3 %rel. The lower limit of 2 %rel includes the case of

a double ARC on random pyramids, where we again have assumed the optimum τeff

of sample R3. The large error bars in Fig. 6.13 mainly result from the uncertainty in

the lifetime measurement and the error propagation. For more shallow pores, the QF

becomes limited by external front side reflectance while deeper pores have a detrimental

surface recombination that cannot be compensated by the superior optical performance.

8The thickness of the AlOx layer plays a crucial role for the passivation of textured pyramidal textures
([161], p. 14.)
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Figure 6.13: The figure shows the quality factors QF of the blind hole (BX) and
random pyramid samples (RX). The hypothetical sample R∗ combines
the optimum random pyramid characteristics and has a defined QF = 1.

6.6 Summary and discussion

In this chapter, we characterized the blind hole texture, made by the electrochemical

etching of macropores, and benchmarked it against random pyramids as a potential

candidate for highly efficient solar cells. We have analyzed the optical losses and dis-

tinguish between i) front surface reflectance and ii) imperfect light randomization and

rear reflectance. While the loss i) becomes smaller and eventually saturates, the loss

ii) increases with increasing pore depth. We find the pore depth of 17.5 µm to give the

highest photogenerated current density which corresponds to 97.2 % of the Lambertian

limit compared to 95.9 % of the random pyramids. A comprehensive raytracing study

shows that the saturation value of the front reflectance can be traced back to reflec-

tion at the flat parts at the top of the pore walls and thus correlates with the wall

width. The random pyramids exhibit a better light randomization than the pores which

reflects in a lower optical loss for photons that reach the rear surface of the absorber

and become reflected. The raytracing simulations also yield a higher escape reflectance

for deeper pores. A characterization of the absorptance of the blind hole texture for

larger angles of incidence furthermore shows that the angular acceptance of the texture

critically depends on the pore depth. We find that a blind hole texture with intermedi-

ate pore depths of 9 to 14.5 µm gives the highest photogenerated current density under

realistic illumination conditions over the year and when the texture is covered with an

encapsulation material.

The consideration of the surface recombination yields that despite its larger surface area
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the blind hole texture allows for very high effective minority carrier lifetimes τeff. We

measure values for τeff above 2 ms. These exceptionally high lifetimes can be attributed to

a non-uniform carrier distribution within the pore walls which is due to the high aspect

ratio of the texture and the fixed negative charge density at the AlOx/c-Si interface

reducing the electron concentration and thus the surface recombination in that region.

We expect the blind hole texture with an optimum pore depth of lpore ≈ 8 µm to allow for

a relative gain in efficiency of 2.0 to 5.3 %rel when applied in an all back-contacted solar

cell instead of a pyramidal front side texture. This holds even if the random pyramids

are coated by a double layer ARC. This is the first time that the blind hole texture has

been thoroughly characterized with respect to its electrical and optical performance and

benchmarked against the state-of-the-art random pyramid texture.

The preparation of the blind hole texture is rather complex which is why, at the present

state, we envisage the blind hole texture for the demonstration of highly efficient lab-

type solar cells only. The solar cells should be all back-contacted [130, 163] as it has

been demonstrated in literature that metal fingers are difficult to deposit on black silicon

textures [131]. For a demonstration on device level, however, the texture first has to be

transferred to a larger area. Omitting the prestructuring of the pore lattice would offer

a great deal of simplification of the process and, in addition, might improve the light

randomization of the texture. The different stages of pore nucleation on an unstructured

substrate [82], however, pose a challenge on etching a ”black” blind hole texture without

an impaired front reflectance.



Chapter 7

Pigmented diffuse rear reflectors

using Si nanopowder

In this chapter, we study the impact of a pigmented diffuse reflector (PDR) on the ab-

sorptance of a Si wafer and compare it with a random pyramid texture. We introduce

Si nanopowder as scattering pigment on the rear side and compare the absorptance

enhancement in dependence of pigment concentration and refractive index of the em-

bedding matrix material. We furthermore introduce an analytical optical model that

allows to separate the parasitic absorptance in the PDR from the relevant absorptance

in the Si wafer.

7.1 Introduction

Texturing the front side of a solar cell has the advantage that, in addition to the random-

ization of light propagation direction, the front surface reflectance is lowered. In some

cases, however, the front surface of a solar cell has to be planar. An example for this

are Si-based tandem or multijunction devices. Figure 7.1 a) shows a sketch of a tandem

cell with a top cell that has a band gap Eg,top on top of a Si bottom cell with band gap

Eg,Si < Eg,top. Both sub-cells have carrier selective junctions for charge carrier separa-

tion and a coupling layer which is either insulating to operate the cells independently

from each other (4-terminal device) or consists of a tunnel junction (2-terminal device).

The top cell is monolithically grown or bonded onto a crystalline Si bottom cell [17–19]

and has a larger band gap than Si, thus absorbing photons with a lower thermalization

loss. Growing the top cell on textured surfaces with deposition techniques like epitaxy

or spin-coating is an unsolved challenge which is why the Si bottom cell has to have a

97
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Figure 7.1: The figure illustrates a) the principle structure of a 2-terminal tandem
solar cell with two absorbers, Si being the bottom absorber. In such
devices, the light trapping structure has to be implemented on the rear
side of the Si cell. b) illustrates the concept of a poly-Si on oxide (POLO)
junction.

planar front side. Consequently, the light trapping structure must then be implemented

on the rear side of the silicon bottom cell, as illustrated in Fig. 7.1 a).

In Fig. 7.1 a), the carrier selective junctions of the cells are not described in detail.

Figure 7.1 b) shows polysilicon (poly-Si) on oxide (POLO) junctions as an example for

the Si cell [164, 165]. Poly-Si layers doped with phosphorous/boron on top of a 1-

2 nm-thin silicon oxide layer form an electron/hole selective junction. An annealing

step at around 1000 C◦ for about 30 min leads to a local breakup of the oxide and a

diffusion of dopants from the poly-Si into the Si bulk [166, 167], which is also illustrated

in Fig. 7.1 b). POLO junctions show extremely low recombination current densities J0

and junction resistivities ρc [168] of 1 fA/cm2 and 0.6 mΩcm2 for n+ and 4 fA/cm2 and

0.2 mΩcm2 for p+ on planar (100) surfaces. Recently, we have reported on a record solar

cell conversion efficiency of η = 26.1 % with a POLO-back-junction back-contacted cell

architecture [169, 170]. This stresses the significance of POLO junctions in future Si

photovoltaics. However, it turned out to be challenging to transfer the junction quality

to random pyramid textured surfaces for which the J0-values are about one order of

magnitude higher than on planar Si [164, 171]. This holds for both polarities.

Both challenges are addressed by a light trapping scheme on the rear side that is optically

rough but electronically planar. We now discuss solutions for such schemes from the

literature. We use the gain in photogenerated or short-circuit current density for a

certain absorber thickness as the metric to compare the quantitative impact of the

different approaches.

a) Nanostructuring the rear side layer

A sub-micron grating as shown in Fig. 7.2 a) directs the light into different diffraction

modes and works as an optical grating [172–175]. The diffraction is maximized for a

specific wavelength that is controlled by the grating period. The grating dimensions,
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Figure 7.2: The figure illustrates three light trapping schemes for the rear side where
the electrical surface remains planar: a) nanostructured grating within a
rear side layer, b) plasmonic metal particles and c) a pigmented diffuse
reflector (PDR).

i.e. depth and width of the indentations, have an impact on how the light gets dis-

tributed over the different diffraction modes. Mellor et al. simulated a gain in J∗sc of

≈ 3.3 mA/cm2 for a 200 µm-thick silicon absorber with an optimized binary grating over

a reference structure with a perfect rear mirror [173]. Peters et al. predicted a gain of

≈ 1.8 mA/cm2 for a 40 µm-thick silicon absorber with a one-dimensional grating over the

reference without grating by wave-optical simulations [174]. Eisenlohr et al. measured

gains in Jsc of 1.2, 1.6 and 1.8 mA/cm2 for 250, 150 and 100 µm-thick silicon solar cells

with binary rear grating over reference cells without grating, respectively [175].

b) Plasmonic light trapping by metal nanoparticles

Plasmonic light trapping as shown in Fig. 7.2 b) involves the excitation of localized sur-

face plasmons in discrete metal nanoparticles [29, 60, 176–179]. The metal particles

work as effective ”antennas” for the incident light and scatter it with a certain angular
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spread that is required for light trapping. If the particle is placed between two different

materials, e.g. air and passivation layer/Si, the light is scattered preferentially into the

material with larger permittivity εr [29]. The size, shape, material of the particles, their

distance to the absorber and whether they are embedded in a dielectric affect the scatter-

ing efficiency [180]. Alternatively, surface plasmon-polaritons that propagate along the

metal/semiconductor interface can induce light trapping for a continuous metal film1.

Beck et al. reported a gain of 2.25mA/cm2 in Jsc for a 22 µm-thick silicon solar cell with

Ag plasmonic particles on the rear side over a reference without particles [181]2. The

gain is 0.9mA/cm2 when an Ag mirror is placed behind the sample with Ag nanoparticles

as well as the reference without particles.

c) Pigmented diffuse rear reflector (PDR)

A pigmented diffuse reflector consists of two components with different refractive indices

ni: the pigment or particle (i=p), i.e. small particles with a characteristic wavelength-

selective absorptance, and the matrix material (i=m) in which the pigment is dispersed

[see Fig. 7.2 c)]. Light within a PDR is either scattered back into the direction of in-

coming light, which is desired for the light trapping application, scattered in forward

direction or absorbed by the pigment/particle. The scattering efficiency Qsca is largest,

if the pigment size is comparable to the wavelength of the light. The corresponding

theory has been described by Mie, which why it is referred to as Mie3 scattering [182].

The reflectance of a PDR is high if the scattering efficiency

Qsca =
Csca

G
, (7.1)

is high which is defined as the ratio of the optical scattering cross-section Csca of a

pigment and its geometrical cross-section G [183]. In case of a spherical pigment with

radius rp, G equals G = πr2
p. We do not go into detail of scattering theory but instead

use the open-source software MiePlot [184] that calculates Qsca for a single sphere. The

results are shown in Fig. 7.3. There are three major impact factors on the scattering

efficiency Qsca.

Pigment diameter: Figure 7.3 shows the scattering efficiency Qsca in dependence

of the pigment diameter dp. The wavelength of the incoming light in both figures

is λ = 1000 nm. Qsca is highest, if the pigment diameter is in the range of the

1The metal film needs to have a ridge or indentation as light-incoupling structure [29].
2In Ref. [181] only relative gains are given. We therefore digitize the shown EQE and transfer it to

absolute Jsc-values.
3In contrast to Rayleigh scattering, which refers to scattering processes for which the pigment is small

compared to the wavelength, as occurs in, e.g., the earth´s atmosphere. If the pigment is large compared
to the wavelength, scattering is described by the Fresnel equations and Snell´s law of refraction.
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Figure 7.3: The figure shows a plot of the Mie scattering efficiency Qsca of a spherical
particle versus the pigment diameter dp for a) non-absorbing pigments
with different ratios of refractive index np/nm of the pigment and the
matrix and b) for np/nm = 1.5 where the pigment has an imaginary value
of the refractive indices of k = 0.003. The wavelength of the incoming
light is λ = 1000 nm. The results are obtained by the software MiePlot
[184].

wavelength. An approximation for the optimum pigment diameter is [185, 186]

dopt ≈
2λ

π(np − nm)
(7.2)

Ratio of refractive indices: Figure 7.3 a) shows the scattering efficiency for

different ratios of the refractive indices np/nm of the pigment and the matrix

material. The maximum Qsca increases for increasing ratios. This can be ascribed

to an enhanced internal reflectance at the pigment/matrix interface. Figure 7.3 b)

illustrates the impact of an absorbing pigment with an imaginary value of the

refractive index of k = 0.003. The absorption efficiency increases with increasing

pigment diameter and leads to a decrease in Qsca.

Volumetric fraction: The dependence of Qsca on the volumetric fraction σ =

Vp/VPDR of all pigments with volume Vp in the PDR with a total volume of VPDR

has an optimum at σ = 50 % [186, 187]. For volumetric fractions σ < 10 %, Qsca

increases linearly with σ. For 10 % < σ < 50 %, the increase in Qsca is sub-linear

due to a higher probability of multiple scattering events. For σ > 50 %, the roles

of pigment and matrix become reversed and Qsca decreases again to 0 if the PDR

consists only of pigment material (σ = 1).

Regarding the position of the PDR at the rear side of the Si wafer, one has to keep

in mind that a matrix material with a refractive index that is low with respect to the



Chapter 7. Pigmented diffuse rear reflectors 102

refractive index of Si will decrease the probability for entering and leaving the matrix

material from and into the silicon wafer, respectively. Cotter also pointed out that

the light distribution becomes focused into a solid angle of θ ≤ arcsin (nPDR/nSi) at

the transition PDR→Si according to Snell´s law [188]. He derived a ”focus factor”

of (nSi/nPDR)2 that alters the Lambertian distribution B cos θ dΩ from Eq. 2.42 in the

PDR to B (nSi/nPDR)2 cosθ dΩ after entering the Si absorber. The symbol nPDR is either

np or nm depending on whether the interface transition is pigment→Si or matrix→Si.

We distinguish between PDR structures that have a higher refractive index of the pig-

ment than for the matrix or vice versa. We term the first type-I PDRs and the latter

type-II PDRs. For the more common type-I PDRs, TiO2 nanoparticles were used as

pigment (np ≈ 2.7) either in pure form [40, 189, 190] or, as ”white paint”, in combina-

tion with a binding medium [40, 186, 187, 191]. The reported gain in extracted current

density of a 200 µm-thick and planar Si cell with a white paint PDR over a cell with

specular rear reflector amounted to 0.8 mA/cm2 [40]. In case of type-II PDRs, silica mi-

crospheres with np ≈ 1.5 were used as low-n pigments and the matrix, either amorphous

titanium oxide nm ≈ 2.38 [192] or n-type poly-Si nm ≈ 3.5 [193] as the component with

the higher refractive index. In the latter case, the gain over a 200 µm-thick planar cell

without light randomization scheme amounted to 1.4 mA/cm2 [193].

In this work, we study the PDR as light trapping structure for electronically flat surfaces

in more detail. We focus on type-I PDRs. They are particularly easy-to-apply compared

to the other approaches, including type-II PDRs, as it does not require nanostructuring,

chemical vapour deposition equipment and/or vacuum technologies. We introduce Si

nanopowder as scattering pigment, as it has a yet higher refractive index than the more

common TiO2 nanoparticles which, in theory, allows for a higher scattering efficiency.

7.2 Properties and preparation of Si nanopowder PDR

We use commercially available silicon nanopowder [194] with a median particle size

(D50) of 500 nm as pigment. The SEM micrograph in Fig. 7.4 shows a top view of the

particles. The shape of the particles is random. The optical appearance of the powder

is yellow brown which probably originates from the native oxide on the particles surface

[195]. The purity of the powder is stated to be 99.9 at%.

Figure 7.4 shows the deposition process of the PDR. First, the Si nanopowder is dispersed

in isopropanol (IPA). The dispersion is then sonicated for 5 min prior to spin-coating.

The spin-coating procedure takes place in two steps: the first step uses a rotation speed

of 600 rpm for 10 s during which about 1 ml of the dispersion is dropped onto the wafer
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Figure 7.4: The figure illustrates the deposition of the PDR via spin-coating and
annealing. If the Si nanopowder is dispersed in IPA first, the matrix
material is deposited on top of the nanopowder in a second spin-coating
step. The SEM micrograph shows a tilted cross-sectional view of a Si
sample with PDR.

material. The second step uses a speed of 1000 rpm for 5 s without further dropping. The

IPA evaporates when placing the sample on a hotplate at ≈ 100◦C. Within this work,

we use two types of matrix materials: a liquid siloxane-based SiO2 precursor [196, 197]

and PECVD SiNx. In the first case, about 1 ml of the SiO2 precursor is deposited in a

second spin-coating procedure with identical parameters as for the Si nanopowder. The

post-deposition annealing of the matrix takes place at 220◦C for 2 min. We use SiNx as

matrix material to study the impact of a varying refractive index nm on the absorptance

enhancement. In our study we also vary the pigment concentration cp within the PDR.

Therefore, we mix varying amounts of Si nanopowder with a fixed IPA volume of 5 ml.

The SEM micrograph in Fig. 7.4 shows a tilted cross-sectional view of the PDR at the

rear side of a Si sample where the matrix material is SiO2. The thickness of the PDR is

WPDR = (1.5± 1) µm and is locally determined by the pigment size.

Absorptance of PDR

We measure the absorptance of the PDR by spin-coating it on a glass substrate with the

same parameters we use for the Si samples. Figure 7.5 shows the effective absorptance of

the PDR with a pigment concentration of cp ≈ 0.24 g/ml. The absorptance is measured
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Figure 7.5: The figure shows the effective absorptance of a PDR with a pigment
concentration of cp ≈ 0.24 g/ml.

with a spectrophotometer. In the relevant wavelength region between 900−1300 nm, the

PDR absorbs 20− 40 % of the incoming photons. The origin of this relatively constant

sub-bandgap absorptance can have two reasons, either impurity-related absorption pro-

cesses or additional absorption by free carriers. We have already observed sulfur-related

absorption for the reactive ion etched regions of the samples from Ch. 6. The supplier

of the Si nanopowder claims a maximum sulfur content of 10 ppm. For a sub-bandgap

absorptance of this magnitude the sulfur concentration has to be ≈1 at% [138, 139], i.e.

a factor of 1000 larger than claimed. To exclude sulfur as source of parasitic absorption,

we perform an energy-dispersive X-ray spectroscopy (EDX) of the Si particles with the

SEM. This analytical technique allows the identification of elements in the sample down

to a detection limit of 1000 ppm. The EDX works by exciting electrons in an inner shell

with a high-energy beam of particles, electrons in the case of SEM, and detecting the

X-ray radiation that is emitted when an electron from an outer shell relaxes to the unoc-

cupied state in the inner shell. The energy of the emitted photon Ex is characteristic for

the nucleus as described by Moseley´s law [198]. Figure 7.6 shows the result of the EDX

analysis of a single Si particle. None of the investigated samples shows traces of sulfur.

However, next to the large Kα-peak of Si we observe a smaller peak that is attributable

to phosphorous. The size of the peak can be translated into a P-content of 0.25 at%

which corresponds to a P-concentration of about 1020 cm−3. The high P-concentration

could explain the results from Fig. 7.5 by free carrier absorption within the particles

[199].

The two peaks at lower energies Ex correspond to the Kα-transition for carbon and
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Figure 7.6: The left figure shows an SEM micrograph of the Si particles that are used
as pigment in the PDR. The particles are mounted on an adhesive carbon
pad. The right figure shows a plot of the EDX spectrum of a Si particle
which indicates the presence of P atoms.

oxygen, respectively. The carbon originates from the adhesive pad the Si nanopowder

sticks to and the surroundings like the walls of the vacuum chamber. The oxygen

originates from the native oxide that forms on the Si surface [195] as well as from the

surroundings.

7.3 Optical model for two absorbing layers

The share of photons that are absorbed in the PDR do not contribute to the short-circuit

current as the PDR is electronically decoupled from the solar cell. The spectrophotome-

ter measures the total absorptance of the Si/PDR stack A = ASi + APDR and does not

distinguish between useful and parasitic absorptance, ASi and APDR, respectively. We

therefore introduce an optical model that allows for a separation of the two parts.

The optical model is illustrated in Fig. 7.7 and is similar to that presented in Ref. [200].

We distinguish fully specular (black lines) and fully diffusive light (red lines) that coexist

in the structure. The structure is composed of two stacked silicon layers: a planar Si

wafer and a second thin layer with a rough rear side that shall mimic the impact of PDR.

The two layers have a thickness Wi, a refractive index ni and an absorption coefficient

αi (i = Si, PDR). Simplifying the real situation, we assume that

i) scattering takes place only at the rear side of the PDR,

ii) both Si and the PDR have the same refractive index ni = n, i.e. there is no

reflection at the interface,



Chapter 7. Pigmented diffuse rear reflectors 106

nSi, aSi

nPDR = nSi

PDR PDRa W = aPDR

Wsi

Tf

ISi,ds

R

1 Tf

1 Tb

1 Lb Lb

1 (1/ )T nf Si
2

T nf Si
2(1/ )

WPDR

TSi,s

Ix,ds Ix,us

ISi,us

1 Tf

Tf

ISi,dd

ISi,ud

Ix,dd Ix,ud

T

Tb
1 (1/ )T nb PDR

2

T nb PDR
2(1/ )

TSi,dTSi,s

TPDR,sTPDR,s
TPDR,s TPDR,d

TSi,d

TPDR,d

IPDR,us
IPDR,ds IPDR,dd

IPDR,ud

Figure 7.7: The figure shows a schematic of the 12 optical power fluxes Ii,jk in the
two absorbing layers silicon and PDR. The black and red colors denote
the specular and fully randomized optical power flux. The blue arrow
symbolizes the power transfer from the specular channel to the diffusive
channel with the probability Λb.

iii) the absorption coefficient in the PDR αPDR is constant in the range 900−1300 nm,

i.e. αPDRWPDR = aPDR.

The validity and the motivation for these assumptions will be discussed later in this

section after having fully described the model.

The 12 power fluxes Iijk are distinguished by 1) their location in the stack, specified by

index i with i = Si for the top of the Si layer, i = PDR for the bottom of the PDR or i = x

at their interface, 2) whether the flux propagates upwards or downwards in the stack,

specified by index j = u, d and 3) specular and diffusive light, specified by index k = s,

d. The flux transfer probability from specular to fully randomized light upon reflection

at the rear side of the PDR is given by the Lambertian character Λb. The expressions

for the transmittances of specular and diffuse light, Ts and Td, are given in Eqs. 2.41

and 2.45 on p. 20. The model follows the same logic in deriving the expressions for

absorptance, reflectance and transmittance as the description of the structures with no

light trapping and Lambertian light trapping in Fig. 2.10 on p. 19. The twelve power
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fluxes are solved for in a Python script using the Sympy library [201]. The absorptance

in the upper Si layer, ASi, and the PDR, APDR, read

ASi = (1− TSi,s)(ISi,ds + Ix,us) + (1− TSi,d)(ISi,dd + Ix,ud) (7.3)

=
Tf

C(B(Tf − 1) + 1)
×

[
TPDR,dTSi,sTPDR,sΛbn

2(Tb − 1)× ...

(TSi,d − 1)(TSi,d(Tf − n2)− n2)− (TSi,s − 1)

(
B

TSi,s
+ 1

)
C

]
,

APDR = (1− TPDR,s)(Ix,ds + IPDR,us) + (1− TPDR,d)(Ix,dd + IPDR,ud) (7.4)

=
TfTSi,s

C(B(Tf − 1) + 1)
×

[
TPDR,sΛbn

2(Tb − 1)(TPDR,d − 1)× ...

(T 2
Si,dTPDR,d(Tf − n2)− n2)− (TPDR,s − 1)

(
B

T 2
Si,sTPDR,s

+ 1

)
C

]
,

where B and C are the abbreviations

B = T 2
Si,sT

2
PDR,s(TbΛb − Tb − Λb + 1) , (7.5)

C = T 2
Si,dT

2
PDR,d(Tb − n2)(Tf − n2)− n4 . (7.6)

Similarly, we can write for the transmittance T and the reflectance R

T = Tb

(
IPDR,ds +

1

n2
PDR

IPDR,dd

)
(7.7)

=
TfTbTSi,sTPDR,s

B(Tf − 1) + 1
×

[
1− 1

C
T 2

Si,dT
2
PDR,dΛb(Tb − 1)(Tf − n2)

]
,

R = 1− Tf + Tf

(
ISi,us +

1

n2
Si

ISi,ud

)
(7.8)

= 1− Tf + T 2
f

[
B

B(Tf − 1) + 1
+
TSi,dTPDR,dTSi,sTPDR,sΛbn

2(Tb − 1)

C(B(Tf − 1) + 1)

]
.

The sum of the four terms ASi +APDR +R+T equals the incoming power flux which is 1

in this case. The three assumptions reduce the number of free parameters to three: Λb,
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aPDR and Tb. The Lambertian character Λb mainly addresses the degree of scattering,

aPDR the parasitic absorptance and Tb the probability for the light to become reflected

back into the Si absorber. The three parameters are not fully independent of each other.

Justification of model assumptions

The simplifications of the model are justified as follows. Assumption i) is valid due

to the fact that the PDR is much thinner than the silicon WPDR � WSi and that it

is thus not important for the description of the absorptance spectra where exactly in

the PDR scattering occurs. By introducing an ”effective” scattering parameter Λb, we

avoid the rigorous simulation of light interaction with individual particles, which would

be challenging as their shape is random. At first glance, assumption ii) appears non-

physical as the scattering relies on the fact that the PDR has a different refractive index

from the absorber layer. Furthermore, the refraction at the Si/PDR interface prohibits

a full randomization of light within the Si layer as has been described in the Sec. 7.1.

Note, however, that a non-zero reflectance at the Si/PDR interface can be accounted

for by a reduced value of Tb in combination with an enhanced value for aPDR and/or

Λb. Figure 7.5 gives the experimental verification of assumption iii). The absorptance

within the PDR of light that actually interacts with the PDR, which for an absorber

thickness of 150 µm is for wavelengths λ > 950 nm (see Fig. 2.3), varies by less than 5 %.

7.4 Optical characterization of samples without surface

passivation

We split the optical characterization into a group of samples without surface passivation

[see Fig. 7.8 a)-c)] and a group with surface passivating POLO junctions [see Fig. 7.8 d)-

f)]. We use the unpassivated samples to validate the optical model and to study the

impact of the pigment concentration, the refractive index of the matrix material and an

external rear mirror on the absorptance enhancement in the Si wafer.

7.4.1 Impact of pigment concentration

Sample preparation

We use 6” shiny-etched float-zone (FZ) Si wafers with a thickness of WSi = (300±5) µm

and a resistivity of ρ = (200 ± 15) Ωcm as base material. The wafer is laser-cut into

(2.5 × 2.5) cm2-sized samples and RCA-cleaned. We mix 5 ml isopropanol (IPA) with

varying amounts of Si nanopowder. The resulting pigment concentrations cp are listed

in Tab. 7.1. We use a liquid SiO2 precursor as matrix material (see Fig. 7.8b)) which
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Figure 7.8: The figure shows a schematic of the sample structures investigated in this
chapter. We distinguish between samples with no light trapping scheme a)
and d), samples with PDR b) and e) and samples with random pyramids
at the rear side c) and f). The samples a)-c) are unpassivated while the
samples d)-f) are passivated by poly-Si on oxide (POLO) junctions.

has a refractive index of nm=1.39 at 633 nm as determined by ellipsometry. For sample

P5*, we use a siloxane based SiO2 precursor from a different supplier [197]. This one

has a higher refractive index of nm=1.45 at 633 nm. As a reference, we choose sample

P0 with no light trapping scheme, i.e. no pigments [see Fig. 7.8 a)], and a sample RP

with random pyramids on the rear side [see Fig. 7.8 c)].

Table 7.1: The table lists the investigated samples with its light trapping scheme,
absorber thickness WSi and pigment concentration in the PDR cp. The
sample P5* has been prepared with a different siloxane precursor.

Name LT scheme WSi [µm] cp [g/ml]

P0 Fig. 7.8 a) 300 0
P1 Fig. 7.8 b) 300 0.03
P2 Fig. 7.8 b) 300 0.07
P3 Fig. 7.8 b) 300 0.14
P4 Fig. 7.8 b) 300 0.25
P5* Fig. 7.8 b) 300 0.30
P6 Fig. 7.8 b) 300 0.34
RP Fig. 7.8 c) 280 -

Figure 7.9 shows SEM micrographs of a 15◦-tilted cross-sectional view of the rear side

of the samples with PDRs of different pigment concentrations cp. The pigment con-

centration cp influences the packing density of the particles rather than the thickness

of the PDR. Thus, while the sample with cp = 0.03 g/ml exhibits uncovered parts of

the surface, the Si pigments fully cover the surface for cp = 0.34 g/ml. Figure 7.9 shows

the samples with POLO junctions, described in Sec. 7.5, where the base material has a
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Figure 7.9: The figure shows SEM micrographs of the tilted cross-sections of the PDR
rear side with Si pigments embedded in a spin-on SiO2 with varying pig-
ment concentrations cp. The thickness of the PDR is (1.5± 1) µm.

surface roughness that originates from wafer sawing. The samples P0 through P6 in this

section have a shiny-etched surface that is illustrated in the SEM micrograph in Fig. 7.4

on p. 101.

Absorptance spectra

Figure 7.10 a) displays the measured absorptance spectra of samples P0 through P6 and

RP. In addition, the Lambertian light trapping reference with the experimental front

reflectance and rear transmittance is shown. We focus on the wavelength region between

900 and 1300 nm where light absorption in Si becomes unlikely and where therefore the

pigments enhance the absorptance. The spectra give five key results: i) The PDR

increases the absorptance when compared to sample P0 with no pigments. ii) This

increase in absorptance increases with cp. iii) As we would have expected from the results

in Fig. 7.5 on p. 102, the samples with PDR absorb photons with wavelengths above

1200 nm. iv) This sub-bandgap absorptance also increases with cp. v) The absorptance

of samples with PDR is inferior to random pyramids.

Table 7.2: Overview of the best fit parameters and the photogenerated current den-
sities from the measured, J∗

meas, and calculated, J∗
Si, absorptance spectra.

The measure S is defined in Eq. 7.10 and the difference J∗
meas−J∗

fit describes
the fit quality.

Name Λb aPDR Tb
J∗meas S

J∗Si J∗meas − J∗fit

[mA/cm2] [mA/cm2] [mA/cm2]

P0 0 0 0.775 13.75 1 13.75 0.05
P1 0.121 0 0.672 13.96 1 13.96 0.04
P2 0.214 0.0005 0.598 14.21 0.999 14.20 0.05
P3 0.337 0.0041 0.467 14.59 0.985 14.37 0.005
P4 0.397 0.0075 0.317 15.25 0.964 14.71 0.002
P5* 0.402 0.0042 0.292 15.25 0.977 14.90 0.001
P6 0.415 0.0104 0.238 15.66 0.947 14.82 0.005

RP 1 0 0.277 16.03 1 16.03 0.03
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Figure 7.10: The figure shows a) the measured absorptance spectra for the samples
from Tab. 7.1 and a Lambertian light trapping reference. b) illustrates
the application of the analytical model and shows the simultaneous fit of
the absorptance (ASi +APDR) and transmittance (T ) spectra of sample
P6. The symbols show the measured absorptance Ameas and transmit-
tance Tmeas.

Application of optical model

We use the above described optical model to separate the two absorptance components

ASi and APDR. We therefore simultaneously fit the measured absorptance and trans-

mittance spectra, Ameas and Tmeas, for each sample by the sum of Eqs. 7.3 and 7.4 and

Eq. 7.7, respectively. Figure 7.10 b) shows the fit result for sample P6 and illustrates the

accuracy with which the spectra can be modeled. Figure 7.11 shows the fit of the rest

of the PDR samples. Table 7.2 lists the best fit parameters for the different samples.

We observe an increase in the Lambertian character Λb and the absorptance parameter

aPDR and a decrease in the rear transmittance Tb with increasing pigment concentra-

tion cp in the PDR. The random pyramid sample even takes a Lambertian charater of

1. We refrain from interpreting the values of the fit parameters as they are not inde-

pendent from each other. We rather translate the measured, Ameas, and modeled, ASi

and APDR, absorptance spectra into photogenerated current densities J∗meas, J
∗
Si,mod and

J∗PDR,mod by inserting them into Eq. 2.4. The integration boundaries are switched to

700 to 1400 nm. The photogenerated current density in the Si wafer J∗Si is calucluated

by the product of

J∗Si = J∗meas × S , (7.9)

where S is the ratio
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Figure 7.11: The figure shows the application of the analytical model for the remain-
ing PDR samples.
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S =
J∗Si,mod

J∗Si,mod + J∗PDR,mod

. (7.10)

The results are listed in Tab. 7.2 as well as the absolute difference J∗meas − J∗fit, where

J∗fit = J∗Si,mod + J∗PDR,mod. The latter is a measure for the quality of the fit and is

highest for the samples with negligible parasitic absorptance aPDR. The deviation takes

a maximum value of 0.05 mA/cm2 for the planar sample and is below 0.005 mA/cm2

for the PDR samples with a higher parasitic absorptance. The reason for the larger

uncertainty for samples with a small aPDR-value is the larger measurement uncertainty of

the spectrophotometer for small absorptance signals. This uncertainty becomes apparent

when trying to fit the measured spectra with the model. The relatively small deviations

support the assumptions we made for the optical model. Another error source arises from

the underestimation of the transmittance of weakly absorbed light in scattering samples

as described in Ch. 3 for reflectance spectra. The transmittance measurement suffers

from the same effect as the samples are positioned outside the integrating sphere. To

estimate the error, we perform a raytracing simulation of the random pyramid sample

as it shows the highest degree of scattering. We find that about 3 % of the absolute

transmittance signal for λ > 1200 nm is lost as it does not enter the sphere. This effect

leads to larger negative error bars in Figs. 7.12 and 7.20.

Integrated optical gain

Figure 7.12 shows the absolute gains in J∗meas (empty squares) and J∗Si (full circles) over

sample P0. The difference between the symbols corresponds to the parasitic absorptance

in the PDR which increases with cp. The parasitic absorptance of sample P5* is relatively

small which is probably related to the newer SiO2 precursor: The matrix precursor of

sample P5* has been taken from a new, previously unopened container, while the one

for the other samples had been expired according to the supplier. The age of the matrix

certainly affects its flow characteristics and thus the performance as a PDR matrix.

This is more important than the small difference in the refractive index of both matrix

precursors.

The more relevant gain in J∗Si increases linearly with the pigment concentration. We

observe a steeper slope for cp < 0.1 g/ml and a slighter slope for 0.1 < cp < 0.3 g/ml.

We achieve a maximum gain of 1.15 mA/cm2 for sample P5* with cp = 0.3 g/ml. The

sample with the highest cp of 0.34 g/ml shows that the gain does not rise anymore for

cp > 0.3 g/ml. Our interpretation is that the Si pigments fully cover the surface of the

wafer at this concentration, as the SEM micrographs in Fig. 7.9 indicate. Therefore, J∗Si

increases with cp until full area coverage is reached and then saturates or drops again

due to a higher parasitic absorptance. We need to investigate a larger number of samples
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Figure 7.12: The figure shows the absolute gain in photogenerated current density
from the measured absorptance spectra of the Si/PDR stack, J∗

meas(cp),
and the useful absorptance in the Si, J∗

Si(cp), over the sample with no
pigments J∗

meas/Si(0) on the rear side for the samples from Tab. 7.1. The
empty symbols mark the gain in J∗

meas while the full symbols are cor-
rected for the parasitic absorptance (shaded in red) and refer to the gain
in J∗

Si.

to make sure the optical gain drops for larger cp. However, besides a higher parasitic

absorptance, pigments influence each other in their scattering behaviour if the distance

between them becomes too small, which could explain the observed cp-dependence. This

can be seen in Fig. 7.3 on p. 99: A value of Qsca = 5 means that the optical scattering

cross section exceeds the geometrical cross section by a factor of 5 and, hence, the

distance between the center of the pigments ap-p should be ap-p =
√

5 dp, when dp is

the diameter of the pigment, in order to avoid optical interaction of the pigments. It

is difficult to determine the volumetric fraction σ that corresponds to the best cp-value

as the pigments are random in size and shape. However, judging from the measured

dependence, it should be close to the optimum of σ = 50 %.

The random pyramid sample RP outperforms sample P5* by 1.13 mA/cm2 and the

planar sample P0 by 2.28 mA/cm2 and provides the best light trapping scheme evaluated

here. The random pyramids have the advantage that the material with the highest

refractive index is textured which means that i) light must not traverse an interface, like

from Si to PDR and back, to be scattered, i.e. no reflection and refraction occurs and

ii) the fraction of total internally reflected light from Eq. 2.43 on p. 22 is largest.
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Figure 7.13: The figure shows how uncertainties in the absorptance and transmit-
tance affect the fit parameters of the optical model and the photogener-
ated current density in the Si absorber. The symbols mark the best fit
parameters of sample P5*.

7.4.2 Sensitivity analysis of optical model

We evaluate the sensitivity of the output parameter J∗Si and the fit parameters Λb , aPDR

and Tb of the optical model on uncertainties of the measured quantities absorptance

Ameas and transmittance Tmeas. As we have described in Ch. 3, the uncertainty of the

both measurands is enhanced when the sample has a light trapping scheme and is thus

difficult to determine. Here, we assume maximum uncertainties of 5 %rel for wavelengths

λ > 1135 nm and 1 %rel for wavelengths 950 < λ < 1135 nm. Light with wavelengths

λ < 950 nm does not interact with the PDR. We independently and randomly vary the

absorptance and transmittance of sample P5* within the assumed uncertainty range

and fit the spectra with the model as shown in Fig. 7.11 on p. 110. Figure 7.13 shows

the impact on the fit parameters and the resulting J∗Si for a total number of 100 fits.

The symbols mark the best fit parameters for sample P5* from Tab. 7.2 on p. 108. The

boxplot shows the median, the upper and lower quartile and the minimum and maximum

values. The assumed uncertainties in the measured spectra result in an uncertainty of

< 0.03 mA/cm2 in the photogenerated current density J∗Si.
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7.4.3 Impact of refractive index of matrix material

Sample preparation

The refractive index of the matrix material affects the optical performance of the PDR

in two antagonizing ways. On the one hand, the scattering efficiency Qsca of the PDR

increases, the more the refractive index of the pigment np and of the matrix nm differ

from each other, which suggests to pick a material with small nm. On the other hand, the

randomized light becomes more focused towards the surface normal upon the transition

from PDR to Si, the lower the refractive index of the matrix is, suggesting to pick a

larger nm. In this section, we study the impact of nm on the gain in J∗Si through the

PDR. For this, we substitute the spin-on SiO2 matrix by PECVD SiNx.

The PECVD process allows to vary the refractive index of the resulting SiNx by the silane

mass flow during the deposition. We set the silane flow to values between 2.5 sccm and

12.5 sccm, the deposition temperature to 400◦C and the deposition time to 13.5 min.

Ellipsometry at a wavelength of 633 nm on planar reference samples yield a resulting

layer thickness of (250 ± 20) nm for each variation and refractive indices of nm =1.78,

2.02, 2.24, 2.54 and 2.77. We prepare five PDR samples for each refractive index to

reduce the statistical uncertainty. These variations are carried out with two pigment

concentrations of 0.14 and 0.3 g/ml. As a reference we deposit each SiNx-layer on a

sample without pigments, i.e. cp = 0 g/ml, as well.

Results and discussion

Figure 7.14 shows the results of the optical characterization that is carried out in the

same way as described in the previous section. The gain in J∗Si(cp) in Fig. 7.14 a) refers

to the respective reference J∗Si(0) with the same refractive index but with zero pigment

concentration. The blue triangles indicate the arithmetic mean of the absolute optical

gain. The samples below the mean are with the lower pigment concentration. The

dependence of the gain on nm in this configuration is weak with a tendency towards a

higher gain with higher nm. The total difference between the J∗Si-values with nm = 1.78

and 2.77 is 0.20 mA/cm2. The findings indicate that for the PDR of the presented form,

the probability for light to re-enter the silicon absorber (which increases with nm) is

more important than the internal reflectance and scattering efficiency within the PDR.

We add the ∆J∗Si-value of the SiO2-matrix from Fig. 7.12 to Fig. 7.14 to emphasize this

statement. The SiO2-matrix enhances J∗Si by 1.15 mA/cm2 compared to a maximum of

1.03 mA/cm2 for the SiNx-matrix. The SiO2-matrix performs better than SiNx despite

its low nm. The reason is that the liquid precursor better infiltrates the voids between the

pigments compared to the PECVD SiNx. This is shown in the SEM micrographs of the

SiNx-covered pigments in Fig. 7.15 a) and b) and sketched in c). The PECVD deposition
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is not surface conformal, in contrast to atomic layer deposition, and leaves uncovered

gaps between the pigments and at the pigment/Si interface. These gaps hamper the

re-entrance of light into the silicon wafer. The result thus suggests to evaluate liquid

precursors with a higher refractive index, e.g. spin-on titanate [197], in combination

with Si nanopowder. Figure 7.14 b) and c) show a plot of two of the fit parameters,

Tb and Λb, of the respective samples. While the Lambertian character shows no clear

trend over nm. In fact, the mean of samples P3 and P5* with the SiO2-matrix is lower

compared to the samples with SiNx-matrix. The main differences are in transmission

through the rear side which for the PECVD samples decreases with nm. The samples

with SiO2-matrix have the lowest Tb for the reasons described above. The trend within

the SiNx-samples arise from a higher re-entrance probability into the Si with increasing

nm.

7.4.4 Impact of external rear mirror

Experimental results

We study the optical performance of the PDR in combination with a detached Ag

rear mirror that reduces the impact of different rear transmittances Tb of the samples.

Furthermore, an external reflector or backsheet better emulates the configuration in

the module. We measure the reflectance spectra of the best PDR sample P5* and the

references P0 and RP with the Ag mirror as illustrated in Fig. 7.8 a)-c) on p. 107. We

fit the spectra with Eq. 7.8 by fixing Tb at a value of 0.01 according to the reflectance of

Ag in air. The two remaining free parameters are thus Λb and aPDR. The fixation of Tb

is a simplification, as the light can bounce several times between the PDR and the Ag

mirror before it enters the Si again which would result in a higher Tb. We find, however,

no difference in fit quality if we reduce Tb, as a larger Tb-value can be compensated

by a smaller aPDR-value. So, instead of introducing a 3-layer system with Si absorber,

PDR and rear mirror, we stick with the simplification. Figure 7.16 shows the reflectance

spectra (symbols) and the corresponding fit (lines) for the three investigated samples.

Table 7.3 lists the best fit parameters as well as the corresponding photogenerated current

density J∗Si that we obtain by using these the fit parameters and Eq. 7.3 to calculate the

absorptance ASi. This absorptance is then inserted into Eq. 2.4 to calculate J∗Si. The J∗Si

refers to the wavelength region between 700 and 1400 nm.

The sample with no light trapping scheme benefits the most from the detached rear mir-

ror and, accordingly, the optical gain through the PDR and the random pyramids reduce

to 0.80 mA/cm2 and 1.44 mA/cm2, respectively. The optical gain increases again when

the samples have a lower external front reflectance as more light enters the absorber.
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Figure 7.14: The figure shows a) the gain in photogenerated current density J∗
Si(cp)−

J∗
Si(0) over the sample with no pigments and only the matrix mate-

rial with refractive index nm on the rear side. We distinguish between
PECVD SiNx and spin-on SiO2 as matrix material. b) and c) show the
fit parameters Tb and Λb, respectively. Besides the results for the five
individual samples for each variation, the arithmetic mean is plotted.
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Figure 7.15: The figure shows a) and b) SEM micrographs of the tilted cross sections
of the PDR with SiNx-matrix which is less surface conformal than the
liquid SiO2 precursor illustrated in Fig. 7.4. c) shows a sketch of the
difference between the gap-filling spin-on matrix and the PECVD matrix
that leaves voids between the pigments.
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Figure 7.16: The figure shows the measured reflectance spectra (symbols) and the fit
via Eq. 7.8 (lines).

Table 7.3: Overview of the best fit parameters and the photogenerated current densi-
ties with detached rear reflector. For the J∗

Si of the last column we assumed
an 80nm-thick SiNx,n=1.9 front side ARC.

Name Λb aPDR Tb J∗Si [mA/cm2] J∗Si with ARC [mA/cm2]

P0 0.008 0 0.01 14.60 19.50
P5* 0.461 0.007 0.01 15.40 20.47
RP 0.819 0.002 0.01 16.04 21.31

The last column in Tab. 7.3 lists the J∗Si for when we assume a 80nm-thick SiNx,n=1.9

ARC on the front side, yielding gains of 0.97 mA/cm2 and 1.81 mA/cm2 of sample P5*

and RP over P0, respectively.

Classification of Si nanopowder PDR

The optical model allows to extrapolate the gain in J∗Si to different absorber thicknesses

WSi. This implies the assumption that the PDR works on the same level for any absorber

thickness which can be achieved if the size of the Si pigments or pyramids is adapted

following Mie theory. In addition, the parasitic absorptance parameter aPDR of the

PDR is assumed to be independent of wavelength not only until 900 nm but between

400-1400 nm. We will estimate the error due to this assumption after the description

of the results. Figure 7.17 shows the expected gain of the Si nanopowder PDR (Λb =

0.461, aPDR = 0.007) over a sample with no light trapping (Λb = 0.008, aPDR = 0)

when applied to an absorber with a planar SiNx,n=1.9 -coated front side and a detached

Ag rear reflector. The literature values distinguish between type-I PDRs with a higher
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refractive index of the pigment and type-II PDR with a higher refractive index of the

matrix. The type-I PDRs, except for Inns et al. who use silica nanospheres [202], have

TiO2 particles as pigments either in pure form or as white paint with a binding medium.

The error bars of the literature values are, if not stated in the source paper, estimated

to account for experimental differences in, e.g., the detached rear side mirror or the

front side ARC. As we have shown, a detached rear side mirror diminishes the relative

absorptance enhancement due to PDR while a lower front side reflectance increases

it. The Si nanopowder PDR outperforms reported type-I PDRs which stresses the

performance of Si as pigment.

In practice, the Si nanopowder PDR will absorb more light parasitically with decreas-

ing WSi. This is because of two reasons: First, the weakly absorbed light interacts

more often with the PDR at the rear side. Second, the photons with a smaller wave-

length have a higher absorption probability in the PDR, as Fig. 7.5 indicates. We es-

timate the impact of both effects by assuming a 10 times higher parasitic absorptance

parameter aPDR = 0.07. However, if we only changed the absorption coefficient in

the PDR, the estimate would exaggerate the parasitic absorptance for absorber thick-

nesses above 100 µm. Therefore, the difference in the photogenerated current densi-

ties ∆J∗Si = J∗Si(aPDR = 0.007, WSi) − J∗Si(aPDR = 0.07, WSi) is additionally weighted

by the transmittance factor exp(−α800 nmWSi), where we choose the absorption coeffi-

cient at 800 nm. This assures that the impact of the larger aPDR essentially applies for

WSi / 80 µm. The red dashed line in Fig. 7.17 shows the impact of the assumed parasitic

absorptance and is calculated by J∗Si(aPDR = 0.007, WSi) − exp(−α800 nmWSi)∆J
∗
Si. It

shows that the optical gain is still high compared to the TiO2 based type-I PDRs under

the assumptions.

The type-II PDR of Eisenlohr et al. outperforms the type-I PDRs including the one

presented here. The reason for this is the large probability of light to re-enter the

silicon absorber, as the poly-Si matrix has the same refractive index as the absorber (see

previous section).

7.5 Characterization of samples with POLO junctions

While samples without surface passivation are well-suited to study the optical perfor-

mance of the PDR, they do not reflect the actual structure of a solar cell. We therefore

study the performance of the Si nanopowder PDR on solar cell precursors that have car-

rier selective poly-Si on oxide (POLO) junctions. In this section, we compare the optical

as well as the electrical performance of the light trapping schemes that are illustrated
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Figure 7.17: The figure shows the gain in photogenerated current density
J∗

Si(PDR or RP) − J∗
Si(planar) due to a light trapping structure on the

rear side for different absorber thicknesses WSi. The inset shows the
sample structure with front side ARC and a detached rear mirror. The
dashed red line accounts for a higher parasitic absorptance in the PDR.
The symbols show literature values of type-I ([i]: [202], [ii]: [187], [iii]:
[189], [iv]: [186], [v]: [203], [vi]: [40]) and type-II ([vii]: [193]) PDRs.

in Fig. 7.8 d)-f) on p. 107. The combined analysis gives insight into whether the PDR

could yield an efficiency-wise improvement over random pyramids.

7.5.1 Preparation of POLO cell precursor

The base material we use for the POLO junctions is (140±4) µm-thick and (15.6× 15.6)

cm2-sized n-type Cz-Si with a resistivity of 8 Ωcm. The wafers have a surface roughness

from wire sawing as can be seen in the SEM micrographs in Fig. 7.9 on p. 109. The

POLO junctions are prepared as described in Ref. [204]: After an RCA cleaning, the

samples receive a 1.7 nm-thick thermal oxide, followed by a 30 nm-thick LPCVD intrinsic

amorphous silicon (a-Si) layer on both sides of the wafer. The a-Si layers are then

doped via ion implantation. The boron implantation dose is 2× 1014 cm−2 for a planar

surface. The phosphorous implantation dose is 2.5× 1015 cm−2 for a planar surface and

4.25×1015 cm−2 for a surface textured with random pyramids. Afterwards, the samples

are annealed at 950◦C for 30 min. During this annealing step, the a-Si transforms to

poly-Si and the thin interface oxide locally breaks up and allows dopant diffusion from

the poly-Si into the c-Si as indicated in Fig. 7.8 d)-f) [167, 205]. The front side of the
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samples gets coated by a 80 nm-thick SiNx,n=1.9 AR-layer. All samples are laser-cut into

(2.5× 2.5) cm2 pieces.

Table 7.4 lists the samples with POLO junctions that we investigate. The matrix for

the samples with PDR is the siloxane-based SiO2 precursor. We evaluate a reduced

number of pigment concentrations cp. This is to verify that the Si pigments have no

impact on the passivation quality. The PDR is deposited on the hole selective contact

which implies that the electron selective contact is on the front side (see Fig. 7.8 d) and

e)). Having a perovskite-Si tandem solar cell in mind, we motivate this choice by the

strong absorption of the hole transporting material in the perovskite solar cells [206]

that should not directly face the sun. However, changing the polarity has a negligible

impact on the photogenerated current density for poly-Si layers that are thinner than

30 nm [207]. The random pyramid reference has a thickness of WSi = (160±5) µm which

is above the thickness of the PDR samples. We examine the relevant structure with the

electron selective contact on the textured side (see Fig. 7.8 f)) as this allows for optimum

performance of the Si cell [164, 171].

Table 7.4: The table lists the investigated samples with its light trapping scheme,
absorber thickness WSi and pigment concentration in the PDR cp.

Name LT scheme WSi [µm] cp [g/ml]

POLO 0 Fig. 7.8 d) 140 0
POLO 1 Fig. 7.8 e) 140 0.07
POLO 2 Fig. 7.8 e) 140 0.15
POLO 3 Fig. 7.8 e) 140 0.25
POLO 4 Fig. 7.8 e) 140 0.34

POLO RP Fig. 7.8 f) 160 -

7.5.2 Optical and electrical characterization of POLO samples

Optical characterization

We measure the absorptance and transmittance of the samples of Tab. 7.4 and analyze

the spectra with the optical model as described for the samples in Fig. 7.10. For the fit

procedure, we constrain the values for Λb and Tb to lie between 0 and 1. Figure 7.18

shows the measured and fitted absorptance and transmittance spectra. The best fit re-

sults for the three parameters Λb, aPDR and Tb are listed in Tab. 7.5. The fit uncertainty,

as stated in the last column of Tab. 7.5, is below 0.12 mA/cm2 which is quite satisfac-

tory given that the assumptions of the optical model do not strictly hold for the POLO

samples. For example, as the samples have a saw-related roughness and highly doped

poly-Si layers that exhibit free carrier absorption on both surfaces, the light scattering

and the parasitic absorption do not exclusively occur at the rear side as stipulated in
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Figure 7.18: The figure shows the measured and fitted absorptance and transmittance
spectra of the POLO samples.
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the model. This explains the large values for Λb and the comparatively small fraction

of useful absorptance S, even for sample POLO 0 with no pigments. The absorptance

enhancement mainly manifests itself in the transmission probability Tb that decreases

with the pigment concentration cp. This must not obscure that the PDR induces light

scattering as we have shown before for the unpassivated samples. We again focus on

the photogenerated current density J∗Si as the metric for optical performance. We de-

termine a gain in J∗Si of 1.30 mA/cm2 over the sample POLO 0 with no pigments. This

value is higher than the gain of 0.96 mA/cm2 (see Tab. 7.2) that we have obtained for

the same cp for the 300 µm-material due to the difference in the absorber thickness WSi

and the presence of a front side ARC. The random pyramid sample shows a high gain of

3.53 mA/cm2. Due to its larger absorber thickness, we scale the J∗Si of sample POLO RP

by a factor 20.86/22.44=0.93, which is the ratio of the photogenerated current densities

of a Lambertian light trapping scheme with the same external front surface reflectance

as POLO RP for absorber thicknesses of 140 and 160 µm. The actual value for J∗Si is thus

20.46 mA/cm2. This shows that random pyramids outperform the best PDR structure

by 0.69 mA/cm2.

Table 7.5: Overview of the best fit parameters and the photogenerated current den-
sities from the measured, J∗

meas, and calculated, J∗
Si, absorptance spectra.

The measure S is defined in Eq. 7.10 and the difference J∗
meas−J∗

fit describes
the quality of the fit.

Name τeff [µs] Λb aPDR Tb
J∗meas S

J∗Si J∗meas − J∗fit
[mA/cm2] [mA/cm2] [mA/cm2]

POLO 0 640± 50 1 4.98× 10−3 0.632 18.91 0.976 18.47 0.12

POLO 1 508± 21 0.972 7.01× 10−3 0.398 19.97 0.951 18.98 0.04

POLO 2 475± 27 0.922 7.79× 10−3 0.293 20.77 0.939 19.51 0.02

POLO 3 520± 29 0.944 1.11× 10−2 0.197 21.76 0.908 19.77 0.02

POLO 4 518± 27 1 9.85× 10−3 0.227 21.26 0.916 19.48 0.03

POLO RP 269± 14 1 4.55× 10−3 0.207 23.06 0.954 22.00 (20.46) 0.07

Electrical characterization

We measure the effective minority carrier lifetime τeff of the samples with the dynamic

ILM technique. Figure 7.19 a) shows the lifetime images at an illumination intensity

equivalent to 1 sun. The samples POLO 0, POLO 2 and POLO 4 were cleaved prior

to this measurement for SEM characterization (see Fig. 7.9 on p. 108). Table 7.5 lists

the values for τeff with the uncertainty that results from averaging over the sample area.

The comparison with the POLO 0 sample shows that the Si nanopowder PDR slightly

deteriorates the lifetime. However, as this decrease in τeff is independent of the pigment

concentration cp, the reason for this difference might relate to the deposition of IPA

or the sample handling caused by the additional spin-coating step. All PDR samples

have a higher lifetime than the sample with random pyramids. The lifetime level of the

investigated POLO samples, planar or textured, is low compared to optimized samples
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that have been published in Refs. [164, 171]. Nevertheless, the difference in τeff between

textured and planar POLO junctions that we obtain is also present for samples with

optimized junction quality so the following conclusions are valid.

We calculate the quality factor QF for the samples with Eq. 2.60 by translating the

measured τeff into the implied open-circuit voltage V ∗oc with Eq. 2.56 and extending the

integration boundaries for the calculation of J∗Si to 300-1400 nm to include the whole

convertible solar spectrum. For calculating the fill factor FF ∗, we determine the differ-

ential ideality factor m of the POLO samples from the suns-implied V ∗oc curve illustrated

in Fig. 7.19 b). The suns-implied V ∗oc curve is a acquired by the photoconductance decay

method [64] and contains the ideality in its slope according to the one-diode equation

[208]

log

(
J∗sc
J0
× suns

)
=

V ∗oc

mVth
. (7.11)

The photogenerated current density J∗sc at 1 sun and the dark saturation current density

J0 do not have to be known to calculate m. We determine a differential ideality factor

of m ≈ 0.64 at an illumination of 1 sun. The value for the ideality indicates that the

samples are in high injection and limited by Auger recombination [5, 209].

Figure 7.20 shows the resulting quality factors QF (see Eq. 2.60) that are normalized

to the sample POLO 0. For the QF of the sample POLO RP, the J∗Si is scaled to a

thickness of 140 µm as described earlier. We find that all samples differ by less than

±3 %. Two samples with PDR have a higher QF than the random pyramid sample:

POLO 3 and POLO 4 show a relative gain in the quality factor over the planar sample

of ∆QF = (2.6 ± 0.6)% and ∆QF = (2.7 ± 0.7)%, respectively while POLO RP has

a ∆QF = (1.2 ± 0.8)%. The differences, however, are as large as the measurement

inaccuracy which is mainly introduced by the uncertainty in τeff. The uncertainty in

J∗Si plays a minor role. Nevertheless, the result shows that the benefit of the better

surface passivation by the planar POLO junction compensates the disadvantage in the

optical performance for the samples investigated here. The importance of the pigment

concentration cp is stressed by the difference between the samples POLO 1 through 4.

The sample POLO 4 (cp ≈ 0.34 g/ml) yields a ∆QF = (2± 0.6)% higher quality factor

than the sample POLO 1 (cp ≈ 0.07 g/ml).
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Figure 7.21: The figure shows a photograph prior to PDR deposition of the 4-inch Si
wafer with 7 (2 × 2) cm2 IBC cells and a sketch of the cross section of
the cell. The cells have a planar front side and, after its deposition, a
silicon nanopowder PDR between the metal fingers.

7.6 Application of PDR to solar cells

Cell structure

We aim to verify the performance of the silicon nanopowder PDR on solar cells. We

therefore fabricate interdigitated back-junction back-contact (IBC) solar cells with car-

rier selective POLO junctions and a planar front side as illustrated in Fig. 7.21. The Si

wafer has a thickness of 280 µm and a double layer AR-coating on the front side. The

main characteristic of an IBC cell is that it has the carrier selective junction, here the

already described POLO junctions, and the metal contact for both polarities at the rear

side. Both poly-Si polarities are separated by an undoped intrinsic poly-Si spacer that

prevents otherwise occuring carrier recombination when the p+ and n+-poly-Si regions

are in contact [204, 210]. 7 cells with a size of (2 × 2) cm2 are processed on a 4-inch

substrate wafer. As we are mainly interested in the impact of the PDR on the cell per-

formance, we refrain from discussing the cell preparation in detail. These can be found

in Refs. [169, 170].

We deposit the PDR with the same spin-coating parameters as described in Sec. 7.2 on

p. 99. Figure 7.22 shows an optical microscope image of a part of the rear side of the

cell prior and after PDR deposition. In the micrograph, it is possible to distinguish

between the different poly-Si polarities. The n+-poly-Si region appears yellow while

the intrinsic and p+-poly-Si regions appear dark and pale blue, respectively. This is

due to thickness variations in the thermal silicon oxide between the metal layer and the

poly-Si. The oxide growth rate depends on the doping density of the poly-Si. The oxide

layer serves as a dielectric spacer and improves the rear side reflectance of the cell. For

contact formation, this oxide is locally opened successively by lithography masking and

wet chemical etching by a buffered hydrofluoric acid solution. The contact openings are

visible through the metal layer in Fig. 7.22 a). From the 7 cells, 5 work as solar cells.
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Figure 7.22: The figure shows a microscope image of a part of the cell from the rear
side prior a) and after b) PDR deposition. The unmetalized area fraction
is 40 %.

These are enumerated from 1 through 5. We calculate the unmetalized area fraction from

the microscope image to be 40 % for cells 1 through 4 and 56 % for cell 5. Figure 7.22 b)

shows the wafer after deposition of the PDR. It can be seen that the PDR does not fully

cover the gap region between the metal fingers, which have a height of 10 µm.

Cell measurement

We measure the solar cells prior and after the deposition of the PDR with an IV-tester

(LOANA from pv-tools [211]). For this, the cells are placed on a black chuck with

pins that contact the busbars. An LED array illuminates the cell with different light

intensities, each of which the voltage and current of the cell are measured. A metal

plate with an aperture of (2 × 2) cm2 is placed on top of the wafer and assures that

only a single cell of the wafer is illuminated. We compare the short-circuit current

density Jsc, the open-circuit voltage Voc, the fill factor FF and the conversion efficiency

η. For the first three parameters, we determine the absolute difference due to the PDR,

i.e. ∆Jsc = Jsc,PDR − Jsc,no PDR and so on. For the efficiency, we determine the ratio

ηPDR/ηno PDR in order to compare the efficiency gain to the quality factor in Fig. 7.20.

Figure 7.23 shows the results of the five cells. All show a higher short-circuit current

density after the deposition of the PDR. The gain is between 0.26 to 0.6 mA/cm2. The

red symbols mark the gain we would expect from the results from Fig. 7.12 on p. 112.

It refers to the product of the maximum gain of 1.15 mA/cm2 and the unmetalized

area fraction. The average gain is below the expected gain due to the fact that the

unmetalized area is not covered by Si nanoparticles completely as shown in Fig. 7.22.

The open-circuit voltage and the fill factor are affected slightly for cells 3 through 5

with changes below 0.5 mV and below 1 %abs. However, while the open-circuit voltage

shows no clear trend, the fill factor increases through the PDR deposition for all three

cells. This increase is already apparent in the so-called pseudo fill factor pFF , which is
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obtained from the currentless Jsc- Voc curve. The deposition of the PDR thus improves

the injection-dependence of the POLO-IBC cell.

A larger improvement is observed for cell 1. This is due to a slight misalignment of the

cell position with respect to the metal mask in the measurement before PDR deposition

which means that a small fraction of the cell area is not illuminated. This results in an

underestimation of the cell performance. The increase of 0.6 mA/cm2 in Jsc can thus

not be attributed to the PDR alone. Cell 2 on the other hand shows a degradation in

voltage and fill factor. The reason is a lower shunt resistance of this cell after the PDR

deposition which we attribute to a damage from wafer handling. This cell, however, still

shows a gain in short-circuit current density due to the PDR.

The cell efficiency improves by 1.1 %rel and 1.7 %rel for cells 3 and 4 with a PDR area

fraction of 40 % and by 2.9 %rel for cell 5 with a PDR area fraction of 56 %. This reflects

the expectations from the test samples in Fig. 7.20, given that for the quality factor the

improvement in the FF has not been accounted for. The best cell in absolute measures

is cell 3 where the efficiency increases from 22.0 % to 22.2 %. The largest absolute gain

is for cell 5 from 21.35 % to 22.0 % due to the PDR.

7.7 Summary and discussion

In this chapter, we evaluate a light trapping scheme that is compatible with an electri-

cally flat surface. The light trapping structure is an easy-to-apply diffuse rear reflector

that consists of Si nanopowder as scattering pigment embedded in a SiO2 matrix ma-

terial. The deposition of the PDR simply relies on a spin-coating process where no

nanostructuring or vacuum equipment is needed.

The induced absorptance enhancement by this PDR has a useful fraction that is ab-

sorbed in the Si wafer and a useless fraction that is absorbed in the PDR. We explain

the parasitic absorption by free carrier absorption in the Si pigments because some of

the particles show a high phosphorous content. Our analytical optical model helps to

separate both fractions and allows the determination of the optical gain from absorp-

tance spectra. The model is a useful tool to characterize light trapping schemes prior to

making solar cells.

We study the impact of the composition of the PDR regarding the volumetric fraction

of the Si pigments and the ratio of the refractive indices of pigment, np, and matrix

material, nm, on the optical gain in the Si wafer. The optical gain increases first linearly

then sublinearly with the volumetric fraction, as is expected from Mie theory. However,

the optical gain also increases for a smaller ratio np/nm despite a smaller scattering

efficiency within the PDR. This is because the re-entrance probability of light into the
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Figure 7.23: The figure shows the difference in short-circuit current density ∆Jsc,
open-circuit voltage ∆Voc and fill factor ∆FF induced by the PDR.
The efficiency is given as a relative improvement ηPDR/ηno PDR. The
red symbols in the ∆Jsc-plot mark the expected gain. The unmetalized
area fraction is 40 % for cells 1 through 4 and 56 % for cell 5.

Si wafer, once it has been scattered in the PDR, is more important for its performance

as a rear reflector. This explains our findings that the Si nanopowder PDR performs

worse than type-II PDRs, where the matrix material has a higher refractive index than

the pigment and worse than random pyramids where the light becomes scattered in the

Si directly without having to re-enter the absorber. In the best composition, the Si

nanopowder PDR outperforms previously reported type-I PDRs that are based on TiO2

pigments.

We characterize the electrical performance in the presence of a PDR on wafers with

passivating POLO (poly-Si on oxide) junctions and compare it with random pyramids.

The POLO junctions are suited for the combination with a PDR as the electrically active

surface is separated from the recombination active PDR by the thin interface oxide. The

random pyramids exhibit a larger surface recombination compared to the PDR samples.
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This difference suffices to compensate for the inferior optical performance of the PDR.

Compared to the sample with no light trapping scheme, we find that the PDR can

enhance the efficiency by (2.7± 0.7)%rel while the relatively low lifetime of the random

pyramid sample allows for a boost of only (1.2±0.8)%rel. Hence, the benefit of the PDR

over random pyramids critically depends on the difference in the total recombination

rate of POLO junctions on planar (100)-surfaces over (111)-facets and on how much this

difference can be reduced in the future. Either way, the Si nanopowder PDR proves to

be a promising alternative to a random pyramid rear side texture if the front surface of

the silicon solar cell has to remain flat.

We apply the PDR to the rear side IBC solar cells with a planar front side. The PDR

is active in the unmetalized region of the rear side. An improvement in the short-

circuit current density as well as in the fill factor result in a 2.9 %rel higher cell efficiency

compared to no PDR for an unmetalized area fraction of 56 %. The physical reason why

the PDR improves the fill factor is yet unclear.

Further improvements of the PDR could be achieved if the re-entrance probability into

the Si wafer is enhanced, e.g. by using a liquid matrix precursor that has a higher

refractive index than SiO2. The flexibility in composing the PDR also allows to make

it, e.g., laterally conductive by using a conductive matrix and/or doped Si pigments,

however, at the cost of a higher parasitic absorptance. Another option is to apply the

PDR before metalization on top of the SiO2-layer in Fig. 7.21. This would increase the

active area of the PDR.





Chapter 8

Efficiency limit of crystalline Si

solar cells with Lambertian light

trapping

In this chapter, we change our focus from the development and characterization of light

trapping schemes to the impact of the theoretical concept of Lambertian light trapping

on the limiting efficiency of crystalline Si solar cells. Previous papers calculated the

limiting efficiency of solar cells with an approximate expression for the Lambertian

absorptance. Here, we apply the accurate expression for Lambertian light trapping.

Parts of this chapter have been published in Ref. [212].

8.1 Calculating the limiting efficiency

In 1960, Shockley and Queisser published a calculation of the limiting efficiency of solar

cells by applying the detailed balance principle [16]. Neglecting empirical data for, e.g.,

the solar spectrum or the absorption coefficient, they assumed the sun and the solar cell

to be black bodies at 6000 K and 300 K, respectively. They further assumed the absorp-

tance of the cell as a step function where every photon with an energy above the band

gap is absorbed. Over the years, the detailed balance limit has been refined by including

the in those days valid empirical data for the solar spectrum, the absorptance and the

intrinsic recombination [5, 213, 214]. The latest refinement was published by Richter et

al. in 2013 [5]. All the refinements, however, use the weak absorption approximation

of the Lambertian limit to calculate the absorptance and thereby underestimate it, as

Tiedje et al. already pointed out [213]. Before we discuss the absorptance in more detail,

the approach to calculate the limiting efficiency is briefly discussed.

133
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The efficiency of an ideal crystalline silicon solar cell is limited by intrinsic material

properties only. The charge carrier recombination rate is independent of the location

within the cell volume and consists only of the intrinsic processes, radiative and Auger

recombination. This implies that the solar cell has ideal contacts, no resistance losses and

neither defect nor surface recombination. The charge carrier generation is maximized

by assuming that the absorber fulfills the Lambertian limit, i.e. light within the cell

volume is fully randomized, it exhibits no front surface reflection and has a perfectly

reflecting rear mirror. The current-voltage curve of this ideal cell then reads

J(V ) = JL(V )− JAug(V )− Jrad(V ) , (8.1)

where JL(V ) is the light-generated current density, JAug(V ) the Auger recombination

current density and Jrad(V ) the radiative recombination current density. JL(V ) depends

on the voltage due to the free carrier absorption (FCA).

The Auger recombination is the dominant intrinsic loss mechanism for solar cells at

the maximum power point [5, 213]. We calculate JAug(V ) = qWRAug as in Ref. [5],

with q and W symbolizing the elementary charge and the absorber thickness. The

parameterization of the Auger recombination rate RAug = ∆n/τAug(n0, p0,∆n) is given

in dependence of the excess carrier density ∆n(= ∆p) and the Auger carrier lifetime

τAug. In an ideal solar cell, the output voltage V equals the separation of the quasi-Fermi

levels and relates to the carrier densities by

(n0 + ∆n)(p0 + ∆n) = n2
i,eff exp

(
qV

kT

)
. (8.2)

n0 and p0 are the equilibrium electron and hole concentrations, respectively. The ef-

fective intrinsic carrier concentration ni,eff is temperature dependent and incorporates

band gap narrowing as described in Ref. [5].

We take the generalized Planck law [215] that gives the photon emission rate of an

absorber with a band-to-band absorptance Abb and a Fermi-level splitting of V as basis

for calculating the net radiative recombination current density,

Jrad = qBrelπ

∫ 1450 nm

250 nm
Abb(λ, V )

2c

λ4

 1

exp
(

hc
λkT −

qV
kT

)
− 1
− 1

exp
(
hc
λkT

)
− 1

 dλ .

(8.3)

The relative coefficient of radiative recombination Brel accounts for the injection-depen-

dence of the radiative recombination: at higher injection levels the Coulomb attraction

between the recombination partners decreases due to screening and radiative recombi-

nation rate decreases [216]. We have to include Brel as the band-to-band absorption
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coefficient αbb in the absorptance Abb is taken at low injection [217]. The subtrahend

in the bracket describes the emission of radiation in thermal equilibrium (V = 0). The

symbols h, c, k and T denote Planck´s constant, the vacuum velocity of light, the

Boltzmann constant and the temperature of the Si lattice. The generalized Planck law

accounts for the effect of photon recycling where photons from radiative recombination

become reabsorbed and thus no extra correction factor as in [5, 214] is required.

8.2 Lambertian limit absorptance with free carrier absorp-

tion

The light-generated current density JL is calculated as in Eq. 2.4 with integration bound-

aries between 250 to 1450 nm. The extended integration boundaries are necessary to

make the results comparable to the ones from Ref. [5]. For the band-to-band absorptance

Abb, previous publications used the weak absorption limit that without consideration of

FCA reads [58]:

Abb,noFCA,wl(λ) =
1

1 +
1

4n2(λ)αbb(λ)Weff

. (8.4)

It can be calculated from Lambertian limit (Eq. 2.47) by approximating the diffuse

transmittance Td ≈ 1− 2αbbWeff for αbbWeff � 1.

The free carrier absorption process (FCA) contributes to the overall absorptance but

does not create electron hole pairs. Previous calculations of the limiting efficiency of Si

solar cells took this weak absorption approximation and extended it by the absorption

coefficient due to FCA, αfca. The share of the band-to-band absorptance in the presence

of FCA then reads [5, 213, 214]

Abb,wl(λ, V ) =
αbb(λ)

αtot(λ, V )
× 1

1 +
1

4n2(λ)αtot(λ, V )Weff

, (8.5)

with αtot(λ, V ) = αbb(λ) + αfca(λ, V ). As the FCA process depends on the injection

level and thus the voltage V , the band-to-band absorptance depends on the voltage as

well. We take the parameterization for αfca from Ref. [199], just as in Ref. [5].

The accurate absorptance of the Lambertian limit in the presence of FCA, however, is

given by Eq. 2.47. We extend it by the FCA and it then reads

Abb(λ, V ) =
αbb(λ)

αtot(λ, V )
×

(1− T 2
d (αtot))n

2(λ)

n2(λ)− (n2(λ)− 1)T 2
d (αtot)

. (8.6)
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Figure 8.1: The figure shows the band-to-band absorptance spectra as calculated with
Eqs. 8.5 (broken line) and 8.6 (solid line) for a crystalline Si wafer with a
thickness of W = 110µm and at short-circuit condition V = 0. The inte-
grated difference (dash-dotted line) corresponds to a short-circuit current

gain on 0.17 mA/cm
2
.

Figure 8.1 shows the difference between the band-to-band absorptance from the weak ab-

sorption limit of Eq. 8.5 and the accurate expression for the Lambertian limit with FCA

of Eq. 8.6. The absorptances are calculated for a thickness of W = 110 µm of a virtually

undoped (ND = 1011 cm−3) crystalline Si wafer under short-circuit conditions V = 0.

Thickness and doping density are chosen to give the maximum efficiency when using the

weak absorption limit as in Ref. [5]. The weak absorption approximation underestimates

the Lambertian limit especially for wavelengths between 900 and 1100 nm.

Besides the absorption coefficient of the FCA αfca, we take the same sources for the

band-to-band absorption coefficient αbb and for the AM1.5G spectrum Φ as Ref. [5]

to calculate JL with Eq. 2.4. We apply trapezoidal integration and a piecewise cubic

interpolation of the optical constants at the tabulated wavelength values of the solar

spectrum. This leads to values of JL = 43.30 mA/cm2, when using the approximated

formula Eq. 8.5 and JL = 43.47 mA/cm2, when using the accurate formula Eq. 8.6 for

the band-to-band absorptance.
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8.3 Impact on efficiency limit

We calculate the efficiency limit η by evaluating the current-voltage curve from Eq. 8.1

and solving it for maximum power point conditions, i.e. when d(JV )/dV equals zero.

We run the model described in Sec. 8.1 with the two formulas for the band-to-band

absorptance. When using Eq. 8.5, we find agreement with Ref. [5] in all parameters of

the illuminated J-V curve to within 2 counts of the 4th digit. The results are listed

in the second row of Tab. 8.1. When using Eq. 8.6, the light-generated current density

increases, as described in the previous section, while the open-circuit voltage and the

fill factor change by less than 0.1 mV and 10−3 in absolute measures, respectively. The

results are shown in the third row of Tab. 8.1.

Table 8.1: Limiting efficiency of Si solar cells η with an absorber thickness W as
calculated with the band-to-band absorbance from Eq. 8.5 and Eq. 8.6. The
open-circuit voltage Voc, the short-circuit current density Jsc = JL(0V )
and the fill factor FF are listed as well. The last digit of all figures from
this work is rounded. The base doping of the absorber is ND = 1011 cm−3.

Eq. W [µm] η [%] Voc [mV] Jsc = JL(0V ) [mA/cm2] FF [%] Reference

8.5 110 29.43 761.3 43.31 89.26 [5]
8.5 110 29.43 761.4 43.30 89.28 this work
8.6 110 29.55 761.4 43.47 89.28 this work
8.6 98.1 29.56 763.3 43.36 89.31 this work

Figure 8.2 shows the limiting efficiency for varying absorber thickness when using the

different absorptance formulas. The accurate expression for Abb reduces the optimum

cell thickness from 110 µm to 98.1 µm. The new limiting efficiency for Lambertian light

trapping is 29.56 %. The increase of the limiting efficiency by 0.13 %abs is small but not

negligible. This becomes more obvious when considering that the scope of experimental

improvements based on the currently best Si solar cell with an efficiency of 26.7 % [15]

increases by 5 % relative to at least 2.8 %abs efficiency points until meeting theoretical

limit.

8.4 Summary

In this chapter, we recalculated the theoretical maximum of the energy conversion effi-

ciency of a crystalline Si solar cell by using the exact equation for the optical absorptance

by a Lambertian light trapping scheme with free carrier absorption, Eq. 8.6. Previously

published calculations used an approximated formula that underestimated the absorp-

tance. We furthermore apply the generalized Planck law for simulating the radiative

recombination which simplifies the treatment of photon recycling. When using the same
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(98.1 µm, 29.56 %)

(110 µm, 29.43 %)

Eq. (8.6)

Eq. (8.5)
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Figure 8.2: The figure shows the limiting efficiency η of an intrinsic crystalline Si
solar cell for varying absorber thickness W . The accurate expression for
Lambertian light trapping increases the efficiency limit to 29.56 % and
reduces the optimum cell thickness to 98.1µm.

material parameters and the same solar spectrum as in Ref. [5], we find that the max-

imum efficiency for an undoped Si wafer increases from 29.43 % to the new value of

29.56 %. Furthermore, the optimum wafer thickness reduces from 110 µm to 98.1 µm.



Chapter 9

Summary

The thesis deals with light trapping schemes for silicon solar cells. As light trapping

becomes increasingly important for decreasing absorber thickness, we first evaluate the

feasibility of a multilayer process, that produces multiple thin macroporous Si layers

with excellent light trapping ability. The macropores fully penetrate the wafer. In a

second part, we focus on light trapping schemes that represent an improvement over the

state-of-the-art random pyramid texture. We use the etching of macropores to form a

blind hole texture for the front side of a Si wafer. The macropores extend only a few

µm into the wafer. Another scheme addresses the rear side of a Si wafer in form of a

pigmented diffuse reflector (PDR). The advantage of this PDR is that it separates the

light trapping structure from the recombination active surface. The third part focusses

on the theoretical efficiency limit of Si solar cells under Lambertian light trapping.

Part 1: Chapters 4 and 5

The first topic of this thesis deals with the etching of macropores in silicon and in how

far it can be used as a kerf-less wafering technique. Therefore, we study the impact of

the etching parameters (current, voltage and illumination intensity) on the macropore

formation, or, more precisely, on the morphology and dissolution rate. The practical

success in this work is the detachment of 4 single 18 µm-thick porosified absorber layers

with a size of (0.5× 0.5) cm2 that are produced in a closed etching process, i.e. without

dismounting the sample from setup. We realize this by a minimization of the anodic

voltage during the enlargement of the pore diameter. This way, we alter the dissolution

chemistry towards a more direct dissolution reaction that results in a tapered pore tip

and prevents the branching of a single pore into many smaller pores. The consideration

of the interface chemistry exceeds the scope of the well-established space charge region

model and makes the multilayer etching concept feasible for the first time.

The drawback of the voltage minimization is that during the time the voltage is below

139
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the characteristic voltage Ups, the pore tip is no longer electropolished, which is charac-

teristic for the steady-state condition between charge transfer in the semiconductor (hole

current) and mass transport in the electrolyte (HF flow rate). This results in individual

growth rates of the pores until eventually some pores die out completely. This form of

irreversible pore reorganization becomes worse with every pore diameter enlargement or

separation layer and limits the layer detachment to the here found number of 4.

In order to increase the number of detachable layers and the reproducibility one could

modify the process, e.g. by etching and detaching the layers one by one. We demonstrate

the detachment of 5 layers which in total make up for 75 % of the substrate wafer. Modi-

fications like this make the overall process yet more elaborate which ultimately questions

the usefulness of the multilayer etching compared to other kerf-less techniques.

Part 2: Chapters 6 and 7

This leads over to the second topic of the thesis where we use the tunabilty of the macro-

pore diameter to create a micron-scaled macroporous blind hole texture. We benchmark

blind holes with different pore lengths against AR-coated random pyramids as a texture

for the front side of Si solar cells by comparing the optical and electrical properties. The

front surface reflectance can be reduced to a AM1.5G-weighted value of 1 %. This resid-

ual reflectance is due to the 80 nm-wide flat parts between the individual pores, where

the interpore distance is 4 µm. While the front surface reflection decreases monotonously

with larger pore depth lpore, the light trapping ability deteriorates. For a pore distance

of 4 µm, a pore depth of 17.5 µm has the largest photogeneration which is 97.2 % of

the Lambertian limit. The AR-coated random pyramid texture reaches 95.9 % of the

Lambertian limit.

The blind hole texture, despite its relatively large surface area enhancement factor, al-

lows for relatively low surface recombination velocities of < 10 cm/s when passivated

with atomic layer deposited AlOx. We attribute this low value to a non-uniform distri-

bution of charge carriers in the pore wall region that extenuates the linear correlation

between the geometrical surface area and the surface recombination velocity. Taking

both the electrical and optical performance of the texture into account, we end up with

an optimum pore depth of lpore ≈ 8 µm. The texture allows for a 2.0 − 5.3 %rel higher

quality factor, a measure that is proportional to the eventual conversion efficiency, than

random pyramids coated with an anti-reflection layer.

The blind hole texture is thus a promising candidate to be used as a front side texture

in highly efficient lab-type solar cells. For a more widespread use, the process has to be

transferred to a larger area first and then reduced in its complexity.

We evaluate a second light trapping scheme that is implemented on the rear side of a

silicon absorber. This case is particularly interesting, if the front side of the wafer has to
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remain flat, e.g. when used as a bottom cell in a tandem or multijunction device. Polysil-

icon on oxide (POLO) junctions not only form a highly selective passivated contact that

is required for highest efficiencies. They also allow for a spatial separation of the light

trapping scheme from the recombination active surface. To demonstrate this, we apply

a pigmented diffuse reflector (PDR) on the rear side that consists of Si nanopowder as

a scattering pigment embedded in a silicon oxide matrix. Previous reports use particles

with a smaller refractive index than Si, like TiO2 particles, as scatterers. The PDR is

applied in a simple spin-coating process and relies on no nanostructuring or vacuum

equipment.

We derive an analytical optical model that allows to distinguish between useful absorp-

tion in the Si wafer and parasitic absorption in the PDR. By applying the model, we are

able to qualify the light trapping scheme from absorptance measurements. We find that

on a 300 µm thick absorber, the PDR increases the photogenerated current density by

1.15 mA/cm2. Random pyramids on the rear side result in an increase of 2.28 mA/cm2.

This difference can be attributed to the fact that for random pyramids the scattering

takes place in the Si itself while in case of the PDR the light first has to re-enter the Si

absorber once it has been scattered within the PDR. The Si nanopowder PDR outper-

forms previous type-I PDRs that are based on TiO2 pigments.

We apply the PDR on solar cell precursor samples with POLO junctions and find that

the inferior optical performance of the PDR versus random pyramids is compensated by

a smaller recombination rate. Overall, this results in a quality factor of the PDR light

trapping scheme that exceeds the sample with no light trapping scheme by (2.7±0.7) %rel.

For the pyramidal light trapping scheme, this value amounts to (1.2 ± 0.8) %rel. The

usefulness of the PDR, however, critically depends on the advantage of POLO junctions

in passivating (100) surfaces over (111) surfaces

We eventually validate the performance of the PDR on solar cell level by applying it

to the rear side of POLO-IBC cells that have a planar front side. The PDR is active

on the unmetalized region only, as we deposit it on the finished cell. We find that the

gain in short-circuit current density correlates well with the value we expected from the

absorptance measurements on the test samples. The PDR even increases the fill factor,

which in combination with the short-circuit current density leads to an improvement of

the efficiency by 2.9 %rel for an unmetalized fraction of 56 %. The best cell efficiency with

a PDR is 22.2 %. The positive effect of the PDR on the fill factor may thus even result

in an efficiency gain for cells with POLO junctions that already have a light trapping

scheme, e.g. a textured front side.
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Part 3: Chapter 8

In the last part of the thesis we re-calculate the limiting efficiency of silicon solar cells

with Lambertian light trapping by using the accurate expression for the absorptance.

This leads to an increase by 0.13 %abs of the previously valid limit to the new limit of

29.56 % for an intrinsic Si wafer of thickness 98.1 µm.



Appendix A

Clear sky insolation on a

collecting surface

The formulas in this appendix can be found in Chapter 7 of Ref. [148]. The aim is to

give a general expression for the direct beam insolation on a collecting surface, e.g. a

solar cell. This expression is used for the calculation of the data in Fig. 6.9.

A.1 Sun´s position

We start with the description of the sun´s position at the sky at any time of the day,

which is described by the hour angle H, for any day of the year, which alters the

declination angle δ, and for an observer at any latitude L on the Earth.

Figure A.1 a) defines the altitude of the sun at noon βN for an observer at a latitude L.

The altitude is the angle between the sun and the local horizon. At noon, the altitude

relates to the latitude of the observer on earth and the declination angle by

βN = 90◦ − (L− δ) . (A.1)

The declination δ is defined as the angle formed between the equator plane and a line

drawn from the center of the earth and the sun. However, as the radius of the earth is

small compared to the distance to the sun, we take the angle between the equator plane

and the line between the center of the sun and position of the observer on the earth´s

surface as δ. The declination varies between the extremes of ±23.45◦ and can be written

as

δ = 23.45◦ sin

(
360

365
(n− 1)

)
, (A.2)
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Figure A.1: The figure defines a) the angles to determine the sun´s altitude at noon
βN for an observer at latitude L, accounting for the declination δ of the
earth´s axis, b) the angles φs and β that determine the sun´s position
for an observer during the day, and c) the angles for light that is incident
under an angle α on a solar cell that is tilted by Σ with respect to the
earth´s surface and by φc with respect to the North-South axis.

where n symbolizes the day of the year and thus varies between 1 and 365.

Figure A.1 b) defines the sun´s position during the day by the azimuth angle φs and the

altitude angle β ≤ βN. They depend on the latitude, the day number and on the time

of day. We account for the time of day by the hour angle H which is defined as

H =

(
15◦

hour

)
(hours before solar noon) . (A.3)

At 11 a.m., the hour angle is thus H = +15◦ and at 2 p.m. H = −30◦. The sun´s

position angles are given by

sinβ = cosL cos δ cosH + sinL sin δ (A.4)

sinφs =
cos δ cosH

cosβ
(A.5)

Figure A.2 b) illustrates the azimuth φs and the altitude β above the horizon, for Hamelin

at a latitude L of 52.1◦N. The sun is above the horizon for positive values of β.
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Figure A.2: The figure shows the sun´s position in Hamelin (L = 52◦ N) at different
times during the day and year.

A.2 Insolation in dependence of air mass and tilt of solar

cell

The clear sky direct beam radiation onto the solar cell in Fig. A.1 c) that is tilted by an

angle Σ and forms an azimuth angle of φc with the south-north axis can be written as

IBC = IB cosα , (A.6)

where IB is the insolation in W/m2 normally incident on the earth´s surface and α is

the angle of incidence on the solar cell. α can be calculated by

cosα = cosβ cos (φs − φc) sin Σ + sinβ cos Σ . (A.7)

We account for the air mass ratio m = 1/sinβ that attenuates the insolation according

to

IB = A exp (−km) . (A.8)

A symbolizes the apparent extraterrestrial insolation an k is a dimensionless factor.

Empirical expression for both are

A = 1160 + 75 sin

(
360

365
(n− 275)

)
(A.9)

k = 0.174 + 0.035 sin

(
360

365
(n− 100)

)
(A.10)
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with n again being the number of the day.



Appendix B

Etching parameters for

macropore samples

Table B.1 lists the etching parameters of the macropore samples in Chs. 2, 4 and 5.

We use shiny-etched n-type Czochralski (Cz) Si wafers that have a resistivity of (1.5±
0.3) Ωcm and a thickness of (305 ± 5) µm. For the blind hole samples in Ch. 6 we use

a different material. This is both side polished n-type float-zone (FZ) Si wafers that

have a resistivity of (3± 2) Ωcm and a thickness of (280± 20) µm. However, the samples

from Ch. 6 are described therein. All samples have a phosphorous diffusion at the rear

side with a sheet resistance of 10 Ω and are etched with the etching setup ELYPOR-3

described in Ch. 3. The etch modes are abbreviated: ”curr.”, ”volt.” and ”illu.” stand

for current, voltage and illumination mode, respectively. The electrolyte, in addition to

HF, contains 7.5 vol.% acetic acid for all samples. The samples have a planar front side,

if the pitch is not specified (−). The illumination intensity rises linearly with the voltage

applied to the LED array. A calibration via a photodiode yields that 1 V corresponds

to an illumination intensity of 8.6 mW/cm2.

Table B.1: The table shows a list of the porosified samples in Chs. 2, 4 and 5.

sample
etch HF

temp. [°C] pitch [µm]
Current J(t) Voltage Illumination

mode conc. [wt%] [mA/cm2(min)] U(t) [V(min)] I(t) [V(min)]

Fig. 2.15

1 curr. 1.5 20 − -1 to 4 (0.5) 0 (0.5)

2 curr. 1.5 20 − -1 to 4 (0.5) 1 (0.5)

3 curr. 1.5 20 − -1 to 4 (0.5) 5 (0.5)

4 curr. 1.5 20 − -1 to 4 (0.5) 8 (0.5)

Tab. 4.1

5 curr. 1

10.9

− -1 to 1.5 to -1 (1) 5 (1)

12.0

14.0

16.0

18.0

147



Appendix B. Etching parameters 148

20.1

21.9

24.1

6 curr. 2

18.0

− -1 to 1.5 to -1 (1) 5 (1)

18.9

20.1

21.1

22.0

23.0

24.0

7 curr. 3

11.6

− -1 to 1.5 to -1 (1) 5 (1)

12.1

14.0

16.1

18.1

20.0

22.0

24.0

8 curr. 3.5

14.2

− -1 to 1.5 to -1 (1) 8 (1)

15.0

14.0

16.0

17.0

18.0

19.0

20.0

9 curr. 4

10.1

− -1 to 1.5 to -1 (1)

5 (1)
12.0

16.2
8 (1)

18.0

Fig. 4.1

10 illu. 3.5 20 − 8 (45) 0.5 (45)

Fig. 4.2

11 illu. 3.5 20 5 8 (45) 0.5 (45)

12 illu. 3.5 20 6 8 (60) 0.5 (60)

13 illu. 3.5 20 9 8 (60) 0.5 (60)

14 illu. 3.5 20 11 8 (60) 0.5 (60)

Figs. 4.3, 4.4 and 4.5

15 illu. 3.5 20 6 4 (40) 0.7 (40)

16 illu. 3.5 20 7 6 (40) 0.7 (40)

17 illu. 3.5 20 6 8 (40) 0.7 (40)

18 illu. 3.5 20 7 10 (40) 0.7 (40)

19 illu. 3.5 20 6 12 (40) 0.7 (40)

20 illu. 3.5 20 6 16 (40) 0.85 (40)

Fig. 4.5

21 illu. 3.5 20 6 0.5 (120) 0.5 (120)

22 illu. 3.5 20 6 2 (30) 0.5 (30)

23 illu. 3.5 20 6 7 (30) 0.5 (30)

24 illu. 3.5 20 6 9 (30) 1 (30)

25 illu. 3.5 20 6 14 (30) 2 (30)

26 illu. 3.5 20 6 18.6 (30) 2 (30)

Fig. 4.7

27 volt. 3 20 7 8 (45) 3 (45)

28 illu. 3 20 7 8 (45) -0.2 (45)

29 illu. 3 20 7 8 (45) 0.0 (45)
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30 illu. 3 20 7 8 (45) 0.5 (45)

31 illu. 3 20 7 8 (45) 1 (45)

Fig. 4.8

32 illu. 3 20 7

|: 8 (5) 0.38 (5)

15(0.25) 0.38 (0.25) :|
repeated 100×

Fig. 5.3

33 illu. 3 20 8

8 (30) 0.5 (30)

8-20 (10) 0.5-1.2 (10)

20 (2) 1.2 (2)

20-8 (3) 1.2-0.5 (3)

8 (10) 0.5 (10)

Fig. 5.4

illu. 8 (40) 0.4 (40)

34 volt. 3 20 8 8-16 (5)
3.5 (10)

volt. 16 (5)

35

illu.

3 20 8

8 (40) 0.4 (40)

volt. 8-16 (5)

3.5 (18)volt. 16 (8)

volt. 16-8 (5)

36

illu.

3 20 8

8 (40) 0.4 (40)

volt. 8-16 (5)

3.5 (18)volt. 16 (8)

volt. 16-8 (5)

volt. 8 (10) 1.2 (10)

Fig. 5.6

37

illu.

3 20 6

7 (29.5) 0.5 (29.5)

volt. 7-16.3 (5)

3.5 (17.5)volt. 16.3 (7.5)

volt. 16.3-7 (5)

volt. 0 (0.3) 0 (0.3)

volt. 6.5 (10) 1.2 (10)

illu. 6.5 (22) 0.5 (22)

volt. 6.5-15 (5)

3.5 (18)volt. 15 (8)

volt. 15-6.5 (5)

volt. 0 (0.3) 0 (0.3)

volt. 6 (10) 1.2 (10)

illu. 6 (25) 0.5 (25)

volt. 6-13.9 (5)

3.5 (18.7)volt. 13.9 (8.7)

volt. 13.9-6 (5)

volt. 0 (0.3) 0 (0.3)

volt. 5.6 (10) 1.2 (10)

illu. 5.6 (27.5) 0.5 (27.5)

volt. 5.6-13 (5)

3.5 (19.4)volt. 13 (9.4)

volt. 13-5.6 (5)

volt. 0 (0.3) 0 (0.3)

volt. 5.2 (10) 1.2 (10)

Fig. 5.8

38

illu.

3 20 5

6.5 (60) 0.6 (60)

volt. 6.5-16 (3)

3 (16)volt. 16 (8)

volt. 16-6.5 (5)
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volt. 6.5 (10) 0.85 (10)

recondition surface

illu. 6.5 (50) 0.6 (50)

commence from step 2
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Prof. Dr. Herbert Pfnür für die Übernahme des Korreferats sowie Prof. Dr.
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