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Abstract: A multi-objective optimization strategy to find optimal designs of composite multi-rim
flywheel rotors is presented. Flywheel energy storage systems have been expanding into applications
such as rail and automotive transportation, where the construction volume is limited. Common flywheel
rotor optimization approaches for these applications are single-objective, aiming to increase the stored
energy or stored energy density. The proposed multi-objective optimization offers more information for
decision-makers optimizing three objectives separately: stored energy, cost and productivity. A novel
approach to model the manufacturing of multi-rim composite rotors facilitates the consideration of
manufacturing cost and time within the optimization. An analytical stress calculation for multi-rim
rotors is used, which also takes interference fits and residual stresses into account. Constrained by a
failure prediction based on the Maximum Strength, Maximum Strain and Tsai-Wu criterion, the discrete
and nonlinear optimization was solved. A hybrid optimization strategy is presented that combines a
genetic algorithm with a local improvement executed by a sequential quadratic program. The problem
was solved for two rotor geometries used for light rail transit applications showing similar design results
as in industry.
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1. Introduction

Leading countries in renewable energy such as Sweden or Germany rely on energy storage
systems. Sun and wind are fluctuating sources of energy and cannot provide the required energy at
any time. Therefore, the probability of power failures increases, resulting in significant costs. In Berlin,
the outage cost per hour at noon is estimated at 22.74 million euro [1]. When more electricity is
produced by renewable energy sources than dissipated, energy storage systems store the energy and
allow consuming the electricity later. In addition, energy storage systems help harness the potential of
recuperation in transportation applications [2,3], e.g., in automobiles or light rail transit (LRT) trains.

There are several ways to store energy. While batteries are the most popular approach, they have
certain disadvantages—such as limited cycle life and disposal issues—making them unsuitable
for some applications [4]. Flywheel Energy Storage Systems (FESS) are an interesting alternative,
suitable for short-term storage with high cycle efficiency >85% [4,5]. Essentially, FESS typically consist
of a rotor for storing energy, a bearing system to support the rotor, a motor/generator unit (electrical
machine) for converting the mechanical energy into electrical energy and vice versa, and an enclosure
that also functions as vacuum housing to minimize air drag losses on the fast spinning rotor [6].
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FESS allow a very high number of charge/discharge cycles resulting in a useful lifetime of
greater than 20 years. Further, FESS have a low environmental impact and the state of charge can
be easily monitored. FESS excel in uninterruptible power supply (UPS) applications and electrical
grid frequency regulation due to their high reliability, fast response and high-cycle charge-discharge
capabilities [5,7]. On the other hand, less experience with this technology and higher costs currently
impede the application of FESS in other fields [8]. Finding a cost-efficient design for FESS is therefore
crucial to make them more attractive to a wider range of applications.

The flywheel rotor is the determining factor for the energy capacity as well as the typically most
cost-intensive component. Dimensions and material choices for FESS rotors vary significantly depending
on the application. Small rotors made of lightweight materials such as fiber-reinforced polymer composites
having a mass in the order of a few tens kilograms can typically be found in mobility applications such as
hybrid and electric vehicles, including energy recovery systems for some race cars. On the upper end,
steel FESS rotors with mass in the order of tens of metric tons exist as stationary systems for the short-term
energy supply for very high peak-power applications [7]. Flywheel rotors for various applications
have been modeled and optimized in previous works [9–14]. Considering fiber-reinforced polymer
composite rotors, optimization models were restricted by circumferential stresses and radial stresses
in the rotor. To determine whether the rotor will fail, failure criteria—such as the Maximum Strength,
Maximum Strain or the Tsai-Wu criterion—were introduced. To increase the energy density of the
flywheel, multi-rim rotors are often considered. Since the circumferential stresses are at their highest level
at the outermost rim, it would be useful to employ high strength materials such as unidirectional carbon
fiber polymer composites that are filament-wound to form the outer rim geometry. For the inner rims
lower strength materials with lower cost are usually sufficient, such as glass or aramid fiber composites,
because stresses are comparatively low. Please note that rims may also be made of isotropic materials such
as metals. Therefore, cost efficiency will increase as expensive materials are not employed in each rim.
Further, flywheel rotors may also fail due to radial stresses since these act transverse to circumferentially
oriented fibers. Assembling the rims into a rotor via press fit improves the stress distribution due
to residual compressive radial stresses [15]. One of the first analytical methods to calculate the rotor
stresses was published in [9]. This model also considered interference between adjacent rims caused
by press fits. The model was later supplemented by the consideration of residual stresses due to the
curing process [10,14], and a split-type hub [16]. Besides the analytical methods, there are also numerical
methods to calculate the stresses [12,13]. Numerical models using the finite element method can determine
results with greater accuracy especially for complex geometries. However, these methods cause higher
computation time, which is a significant disadvantage for optimization problems. Irrespective of the
modeling approach, the design space for multi-rim rotors is significant and the challenge for optimization
strategies is not only finding optimal design parameters, such as the number of rims, the rim thicknesses,
the size of interference fits and the material selection, but also providing guidance to the designer by
elucidating suitable designs within the design space.

1.1. State of the Art

To this point, previous rotor optimization approaches, discussed in the technical literature,
focus on single objective problems and typically optimize the stored energy density (SED) or the
energy to material cost ratio. In [12] an optimization approach is presented that optimizes the cost
to energy ratio based only on material costs. Since flywheel rotors are scalable, finding the solution
with the highest energy to cost ratio is sufficient to create each cost- and energy combination required.
However, FESS technology is also expanding into applications where the construction volume is
limited, such as rail and automotive transportation. Scaling of cost to energy ratio-optimized designs
is therefore not possible and the ability to choose between different optimal designs on a Pareto-front
becomes more useful. Furthermore, the manufacturing process has not been modeled in previous
studies and therefore manufacturing time and cost have been neglected. Also, the material selection
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and the number of rims were externally given, therefore the optimization in [12,13] was limited to
optimal rim thicknesses.

1.2. Outline of the Current Study

In this study, a hybrid multi-objective optimization algorithm is presented. Since the material
selection is also considered, the optimization problem is discrete. Gradient-based optimization
techniques are not feasible for discrete optimization, therefore a genetic algorithm (GA) supported by
a local improvement was used. Global optimization techniques such as the GA generally converge
slower than gradient-based algorithms. However, evolutionary algorithms, such as the GA, are able,
due to their working procedure, to find several Pareto-solutions in a single iteration. Also, they are
robust and require only limited knowledge about the problem [17,18]. The local improvement, which is
executed by sequential quadratic programming (SQP), solves a continuous sub-problem based on
initial solutions created by the GA. The basic idea of using a local improvement strategy to improve
the solution of an optimization is also presented in [19]. SQP is a local gradient-based optimization
algorithm for single-objective nonlinear optimization problems with nonlinear equality and inequality
constraints [20]. The proposed algorithm optimizes three objectives: energy capacity, costs and
productivity. The algorithm therefore considers the influence of manufacturing through a novel
modeling approach. This approach provides a better understanding of trade-offs between different
design solutions. Employing multi-objective optimization may yield more practicable information for
decision-makers to select the right design for a specific flywheel application. To create safe designs,
each of the above-mentioned failure criteria was evaluated, i.e., Maximum Strength, Maximum Strain
and the Tsai-Wu criterion. The algorithm was used to solve optimization problems for cylindrical
disk-shaped geometries commonly used in mobility applications such as LRT.

2. Manufacturing Process

The manufacturing process of multi-rim composite rotors can be categorized into four process
steps: filament winding of the rotor rims, curing, machining (turning) of the rim to provide toleranced
surfaces for assembly, and finally press fitting. Please note that rotor rim assembly via press fitting is
not mandatory. Alternatively, pre-stressed fibers may be wound onto a rotor hub. Nevertheless, to
tailor the model to the assembly methods used in the case studies considered as part of this article,
press fitting was included in the present investigation. A schematic of the entire process is shown in
Figure 1.

2.1. Filament Winding Process

The wet filament winding process typically requires four different devices: the fiber tensioner,
the resin mixing system, the resin bath, and the filament winding machine. These devices are linked
and may operate simultaneously. Fibers such as glass, carbon or aramid are stored on creels which are
located in the fiber tensioner. Each rim will be wrapped around a mandrel situated on the filament
winding machine. To prepare the winding process, the mandrel has to be cleaned and pretreated
with a release agent. Further, the tensioner must be stocked with fiber creels, and the resin and the
curing agent are blended together in a specific ratio. The resin bath must be preheated to a specific
temperature to ensure proper resin viscosity. During the winding process, the electric drive in the
winding machine keeps the fibers in motion. The motor is set at a suitable rotational speed. Often the
rotational speed is constant, causing the fiber speed to increase as the rim becomes larger. This must be
considered when winding a large flywheel. In such cases, it may be necessary to adjust the rotational
speed during the process, as otherwise the fiber speed may exceed allowable limits for achieving a
quality product, e.g., due to insufficient fiber wetting in the resin bath. Before the fibers reach the
mandrel, they dip through the resin bath filled with a mixture of resin and curing agent. The fiber
tensioner applies tension to the fibers while they are wound onto the mandrel, ensuring proper part
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consolidation. After winding, all manufacturing components that are exposed to resin are cleaned in a
solvent bath [21].
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Figure 1. Manufacturing process of fiber composite FESS rotors.

2.2. Curing Process

After completion of the winding process, the entire mandrel-rim assembly is placed into the curing
oven. Some curing ovens can accommodate more than one mandrel. During the curing process inside
the oven, mandrels are typically rotated at low speeds (10–15 rpm) with their axes aligned horizontally
to promote part roundness and even resin distribution, which may otherwise be compromised due to
the effect of gravity. The oven is operated at an appropriate temperature that ensures adequate curing
(cross-linking) of the polymer matrix [21]. For flywheel rim fabrication epoxy polymer matrices are
commonly used, which, depending on the epoxy system, have target curing temperatures ranging
from room temperature to about 150 ◦C. As a general rule, higher temperatures may lead to higher
residual stresses in the composite materials, which may cause damage upon cooling of the rims or
weaken the flywheel during operation. Lower oven temperatures, on the other hand, increase the
curing time and hence cause increasing costs and decreasing productivity. For that reason a limit is
imposed on the number of rims that can be processed with a curing oven.

2.3. Turning Process and Interference Fits

To prepare the rims for interference fit assembly, the outer diameter and possibly the surface on the
inside of each rim need to be machined. The machining step is necessary to ensure the correct dimensions
and tolerances and smooth surfaces required for interference fit assembly. Further improvement of the
surface finish is possible by sanding. Machining is typically employed utilizing a lathe.
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As described above, multi-rim rotors increase the SED, among others, due to interference fits.
Interference fits may be created by temperature fits or press fits or a combination of the two. The basic idea
of temperature fits is that materials expand (or contract) when temperature changes. Composite materials
often have a low coefficient of thermal expansion (CTE). In fact, unidirectional carbon and aramid fiber
composites may even have a negative CTE in fiber direction. Hence, deformation must be sufficient to
achieve adequate radial compression. However, a temperature fit is a good option to fit a metallic rim or
hub into a composite rim. Alternatively, a press fit may be employed. In [15] two different methods for
press fitting are presented. To facilitate press fit assembly, certain rim geometries may be incorporated,
see Figure 2. The first method uses tapered surfaces of the rims. The second method employs a tapered
guiding tool in front of the inner rim to expand the outer rim during the process. By using tapered shapes
the vertical forces, required to fit the inner rim into the outer rim, can be reduced.
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2.4. Machine Costs

A basic manufacturing system is herein considered. It consists of a single four-axis filament
winding machine and a fiber tensioner that can be loaded with up to six creels [21]. Further, a resin
bath, a resin mixing system, a lathe, a press, and a curing oven are part of the manufacturing system.
The required space to calculate room costs along with estimated purchase prices are presented in
Table 1.

Table 1. Prices, space and maintenance costs of manufacturing machines (based on [21]).

Name Acquisition Price [CAD] Space [m2] Maintenance [CAD/year]

FW-machine four-axis 145,000 16 7250
Resin mix-system 125,000 5 6250
Heated resin bath 8000 3 400
Fiber tensioner with 4 creels 71,000 10 3200
Curing oven 50,000 30 2500
Press 50,000 5 2500
Lathe 50,000 5 2500

In the optimization model, the machine costs are considered by calculating the machine hour
rate (MHR). The total time a machine operates within one year is toperation. In accordance with [21],
252 days at 8 h per day are assumed, equaling 2016 h per year. KA are the cost-accounting depreciations.
This study considers a linear depreciation over 10 years. After 10 years the machine is replaced by
a newer version. KI are the cost-accounting interests which are not an actual expense but reflect the
opportunity costs. These costs are not included in the presented study. KM are the maintenance costs
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which are assumed to be 5% of the acquisition price per year. KR and KE are room costs and energy
costs, respectively. Energy costs are neglected in this study and the room costs are assumed to be
20 CAD/m2. An example calculation of the MHR for the four-axis filament winding system consisting
of a four-axis filament winding machine, a resin mixing system, a resin bath and a fiber tensioner
equipped with six creels is shown in Table 2. Similarly, the MHR of the oven, the lathe and the press
are calculated. The MHRs of all machines are depicted in Table 3. Please note that MHR are facility
and enterprise dependent, and values used in this study should therefore be considered an example.

Table 2. Example of a calculation of the MHR for the four-axis filament winding system.

Time of Operation per Year 2016 Hours

Acquisition costs 349,000 CAD
Economic lifetime 10 years
Maintenance costs 17,450 CAD/year
Space 34 m2

Room costs 680 CAD/month
KA 17.30 CAD/h
KM 8.66 CAD/h
KR 4.05 CAD/h
MHR 30.01 CAD/h

Table 3. MHR for the considered machines.

Name MHR [CAD/h]

Filament winding system 30.01
Curing oven 7.29
Press 4.32
Lathe 4.32

3. Modeling

The modeling of the total stored energy (TSE) and material costs is based on [12] while the
analytical calculation of stresses primary rests on [9,10]. To the author’s knowledge, the consideration
of the productivity and manufacturing costs is a novel approach not presented in the technical
literature before.

3.1. Total Stored Energy

The rotor stores kinetic energy by rotation. Assuming a mere rotation around its axis of symmetry,
z, with the rotational velocity ω and the moment of inertia Izz, the energy can be expressed as

Ekin =
1
2

Izzω2 (1)

The moment of inertia is defined by

Izz =
1
2∑ Nrim

j=1 mj

(
r2

j+1 + r2
j

)
, (2)

where mj is the mass of each rotor rim and rj and rj+1 are the inner and outer rim radius, respectively.
Given the material density ρj, the rim mass can be expressed as

mj = πhρj

(
r2

j+1 − r2
j

)
. (3)
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3.2. Costs

3.2.1. Material Costs

Since the material costs are only depended on the mass and the price per mass cmaterial,j the
calculation is straightforward, i.e.,

Cmaterial = πh∑ Nrim
j=1 ρjcmaterial,j

(
r2

j+1 − r2
j

)
. (4)

3.2.2. Manufacturing Costs

In general, manufacturing costs are subdivided into operating costs and conversion costs.
Operating costs occur during the operation of the machine. Hence, they are determined by the
process time multiplied by the sum of the MHR and the labor costs. Conversion costs are incurred
through cleaning, replacing of tools or other processes necessary to prepare a machine for the next task.
Conversion costs are calculated by multiplying the conversion time by the sum of the MHR and the
conversion costs per time cconv. The MHR is part of the calculation for conversion costs because the
machine cannot be used for other tasks during conversion. cconv may represent labor cost or another
MHR when a robot performs the conversion. Since a conversion generally happens for each rim,
the conversion costs are multiplied by the number of rims Nrim. Equation (5) shows a generic formula
for the manufacturing costs.

Cmanu,generic = tprocess(MHR + clabor) + Nrimtconv(MHR + cconv). (5)

The required time for the filament winding process is determined by the volume of the rim,
the cross-sectional area of a fiber strand and the speed of the fibers. It should be noted that the speed
of the fibers is not directly configured but the rotational speed of the mandrel. As the rim grows larger
during the winding process, the fiber speed also increases. For the calculation of the process time it
is sufficient to calculate the average fiber speed. The filament winding process time can be written
as follows

twinding =
∑Nrim

j=1 πh
(

r2
j+1 − r2

j

)
Ncreelsvfibers Aroving

. (6)

The labor cost is assumed to be 35 CAD/h. According to [21], the conversion time for the
preliminary work and the cleaning process for a four-axis filament winding machine is 80 min.
Finally, the costs for filament winding must be divided by the number of spindles for mandrel rotation
and the number of filament winding machines, respectively.

The curing time is depended on many factors such as the oven power, the rim temperature caused
by the chemical reaction of the resin systems and the heat capacity of the rims. These factors are rather
complex, and hence, the curing time is considered a design variable. Since an oven may be able to cure
several rims at the same time, the manufacturing costs per rotor must be divided by the oven capacity.
On the other hand, rotors may consist of more than one rim. Hence the manufacturing costs must be
multiplied by the rim number. Thus, the cost of curing can be written as

Ccuring =
(
tcuring(MHRoven + clabor) + tconv,curing

(
MHR + cconv,curing

)) Nrim

Coven
. (7)

According to [21], the conversion time for the oven is 25 min.
In the present study, only press fitting by tapered rim surfaces was considered. To create tapered

surfaces between adjacent rims, the rims must be machined. The first rim does not need a tapered
surface, whereas the following rims need a tapered surface only on the outside diameter (mandrels are
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provided with the appropriate geometry to shape the rim surface on the inside diameter). Assuming a
constant speed of the tool vturning with the tool width dtool, the process time can be expressed as

tturning =
Nrim

∑
j=2

4πhrj

vturning × dtool
(8)

The process costs result in

Cturning =
tturing(MHR + clabor) + Nrimtconv,turning

(
MHR + cconv,turning

)
Nmachines

(9)

The conversion time for the press is assumed to be 10 min.
Similar to the curing time, the time for press fit assembly is also considered a design variable.

According to [21], this time and the conversion time are 15 min each. Contrary to the previous
manufacturing steps, the process requires two employees. Therefore, the price of labor is doubled.
The process costs can be written as

Cpressing =
(
tpressing(MHR + clabor) + tconv,pressing

(
MHR + cconv,pressing

)) Nrim

Nmachines
(10)

Further details on the applied machine data can be found in Table 4.

Table 4. Applied machine data.

Parameter Value Unit

cLabor 35 CAD/h
cconv 35 CAD/h

tconv,winding 80 min
tconv,curing 25 min
tconv,turning 10 min
tconv,pressing 15 min

Ncreels 6 -
vfibers 1 m/s

Aroving 5 mm2

tcuring 420 min
Coven 10 -

vturning 0.1 m/s
dtool 5 mm
tpress 15 min

3.3. Productivity

The fabrication of a multi-rim rotor not only induces higher TSEs and higher costs but also
lowers productivity. Each rim is wound separately, thus causing additional manufacturing time for
each process. The overall machine utilization for producing a flywheel is significantly increased.
For companies engaged in series production with manufacturing systems that cannot be retooled in
the short term, it is important to be able to meet demand. Productivity hence constitutes an important
objective for flywheel rotor designs. This section describes the model approach for calculating
productivity. In general, productivity is defined by the output per time.

3.3.1. Output

For the manufacturing process of the flywheel rotor, a machine shop production is assumed,
allowing all processes to be executed in parallel. In this case, the output is only determined by the most
time-consuming process. The process time is considered to be the time that is necessary to process
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the j-th rim. In practice, the most time-consuming processes are the curing and the winding process,
respectively. Since the curing time for this study is approximately 7 h, the winding time for a single
rim will usually be lower. Hence, it is assumed that curing is the most time-consuming process and
will thus determine the output of the flywheel production. For this reason, the output is defined as

output = Coven/Nrim. (11)

3.3.2. Time

The total manufacturing time is the time required to produce the above-mentioned output. Unlike the
process time, where only the time to produce a single rim is considered, the manufacturing time takes
into account the number of rims that corresponds to the oven capacity Coven. The manufacturing times
for each process can be written as follows:

twinding,total = (
twinding

Nrim
+ tconv,winding)Coven/Nmachines

tcuring,total = tcuring + tconv,curing

tturning,total = (
tturning

Nrim
+ tconv,turning)Coven/Nmachines

tpressing,total = (
tpressing

Nrim
+ tconv,pressing)Coven/Nmachines

(12)

The expression
twinding

Nrim
can be interpreted as the average operation time needed for a single rim.

Eventually, the overall manufacturing time is calculated by determining the maximum

tmanu = max
(

twinding,total, tcuring,total, tturning,total, tpressing,total

)
. (13)

Since one process may be repeated several times to produce one complete rotor, it should be
noted that the most time-consuming process is not necessarily the process determining the overall
manufacturing time. However, the process with the highest manufacturing time does not define the
output. To gain a better understanding of this aspect, consider the following example.

The average winding process time is 3 h and the oven capacity is three rims. The curing time is
assumed to be 7 h. Therefore, curing is the most time-consuming process. First, it is assumed that
the most time-consuming process, curing, defines the output. Since the oven capacity is three rims
and assuming three rims are needed to build a single flywheel, the output is one (see Equation (11)).
The manufacturing time is then determined by the winding process, as 9 h are required to wind three
rims, resulting in a productivity of 1/9 flywheels/hour. During this process, the curing oven is not
used for 2 h, since the entire winding process takes longer than curing. Therefore, it is examined if the
results are better when the winding process determines the output. Instead of winding three rims in a
row, only two rims are wound. The output is then 2/3 flywheels. This time, the curing oven defines
the total manufacturing time as the 7-h curing process takes longer than 6 h of winding. Thus, the
productivity is 2/21 flywheels/h, which is lower than the previous productivity. Although the oven
has no downtime during this process, it does not work to capacity, resulting in lower performance of
the second approach. In general, a manufacturing process is always optimal if accepted that the most
time-consuming process defines the output.

3.4. Analytical Stress Calculation and Failure Prediction

3.4.1. Load Cases

Rotor stresses are induced by rotation, temperature differences and press fits. During operation
all of these effects together determine the total stress state in the rotor. Note that examining only
the load case for operation is not sufficient. Therefore, as proposed in [13], three load cases are
considered separately.
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The first load case represents residual stresses due to the curing process. Residual stresses can have
a significant impact on the maximum allowable speed and are therefore not negligible. The larger the
temperature difference between curing and operation the higher these stresses will be. Residual stresses
also become increasingly critical for a rising ratio of the outer to inner rim radius. Rims that are thinner
in radial direction are therefore preferable in order to lower the effect of residual stresses.

The second load case considers stresses caused during press fit assembly. A press fit causes
radial compressive stresses which counteract tensile stresses induced at high rotational speeds. This is
generally a positive effect. By only determining the stresses during operation; however, it is not
considered that rims can fail due to too high compressive stresses through the assembly process.

Finally, the third load case describes the rotor stresses during operation.

3.4.2. Analytical Stress Calculation

An analytical stress analysis which also considers interference and residual stresses can be
found in previous publications [9,14] and is therefore only summarized. Introducing the radial and
circumferential stresses σr and σθ, respectively, the following equation can be written

∂σrr

∂r
+

σrr − σθθ
r

+ ρrω2 = 0. (14)

The stress-strain-temperature relation is defined as

σ = Q(ε− α∆T). (15)

where Q is the stiffness matrix expressed in cylindrical coordinates, α is the thermal expansion
coefficient vector, ∆T is the temperature change, ε and σ are the vector of strains and vector of stresses,
respectively. The temperature change is based on the temperature difference between the stress-free
curing temperature and the operating temperature. Hence, a higher curing temperature will lead to
increased residual stresses. The stiffness matrix Q is defined by the material properties [22] and can be
expressed as: 

1
Eθ

−νθr

Er
−νθz

Ez
1
Er

−νrz

Ez

sym.
1

Ez


−1

. (16)

For flywheels with a low height to diameter aspect ratio, a plane stress state can be assumed.
Therefore, the stresses σzz and σθz can be neglected. Each of the equations discussed in this subsection
can be applied to any rim of the rotor. To calculate stresses and displacements for the entire rotor
2(Nrim − 1), continuity conditions are introduced. The radial stresses are continuous at the rim surfaces,
while the radial displacements may differ by an interference δ(i) due to press fitting.

σ
(i+1)
ri = σ

(i)
ro , (17)

u(i+1)
ri = u(i)

ro + δ(i), (18)

for i = 1 to Nrim − 1. The continuity of radial stresses is only valid as long as the rims are attached to
each other. In case of interference fits the attachment vanishes when the tensile stresses induced by
rotation exceed the radial stresses due to the interference fit. Hence, a computed tensile stress would
lead to a detachment failure.
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Since there are 2Nrim constraint equations and therefore 2Nrim unknown constants, two additional
equations are required for the solution. They can be obtained by predefining the radial stresses at the
innermost and outermost rotor radius.

σ
(1)
ri = pin, σ

(Nrim)
ro = −pout, (19)

with the inner and outer pressure pin and pout, respectively. In this study, pin and pout are set to zero.

3.4.3. Failure Criteria

To determine if the rotor will fail for aforementioned load cases, the computed stresses are
compared to the material strengths. For this comparison, three mathematical failure criteria are
considered in this study, i.e., Maximum Stress Failure Criterion, Maximum Strain Failure Criterion and
Tsai-Wu Failure Criterion. The Maximum Stress Failure Criterion is defined as follows:

R1t =
σθθ
XT , for σθθ ≥ 0

R1c =
|σθθ|
XC , for σθθ < 0

R3t =
σrr

YT , for σrr ≥ 0

R3c =
|σrr|
YC , for σrr < 0,

(20)

where XT, XC, YT, YC, are the tensile and compressive material strengths of the longitudinal and
transversal direction, respectively. R1t, R1c, R3t, and R3c denote the strength ratios which indicate
failure if their value is greater than unity. For this reason, it is sufficient to calculate the maximum
of the strength ratios RStress = max

(
R1t, R1c, R3t, R3c). Similarly, the Maximum Strain Ratio can be

written as:
R1t =

εθθE1

XT , for εθθ ≥ 0

R1c =
|εθθ|E1

XC , for εθθ < 0

R2t =
εzzE2

YT , for εzz ≥ 0

R2c =
|εzz|E2

YC , for εzz < 0

R3t =
εrrG12

YT , for εrr ≥ 0

R3c =
|εrr|G12

YC , for εrr < 0.

(21)

Again, the strength ratio can be expressed by a single value

RStrain = max
(

R1t, R1c, R2t, R2c, R3t, R3c
)

. (22)

The Tsai-Wu Failure Criterion is defined as [22]:

RT =
Fσ +

√
(Fσ)

2
+ 4
(

σTF̃σ
)

2
(23)

where F and F̃ denote strength parameters defined by material properties, i.e.,

F̃ =


1

XTXC − 1
2

√
1

XTXC
1

YTYC

−1
2

√
1

XTXC
1

YTYC
1

YTYC

, F =

[
1

XT −
1

XC
1

YT −
1

YC

]
. (24)
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None of these criteria is conservative. To develop an optimization algorithm which prefers the
safest design, all criteria must be considered. Therefore, the maximum of these criteria is calculated:

R = max(RStress, RStrain, RT). (25)

4. Optimization

4.1. Formulation and Characterization of the Optimization Problem

The goal of the rotor optimization is to find optimal rotor designs which yield a higher TSE,
lower costs and a faster production. These conflicting objectives are considered separately, thus implying
the need for multi-objective optimization. In addition to these objectives, there are also three constraints
that represent the three load cases for which the rotor must be designed. To formulate the optimization
problem, the optimization variables as well as the design variables are defined. Design variables are
externally specified variables. This study primarily considers flywheels for transportation applications
such as in cars or trains where the construction volume is limited. The height and the outer radius of the
flywheel are therefore design variables. The inner radius depends on the hub and shaft geometry which
is typically determined by the used electrical machine and bearing system.

FESS rotors are either built with an integrated or external electrical machine. While the external
electrical machine uses a shaft, the integrated topology requires a central stator unit enclosed by the
rotor. A major drawback of the external electrical machine is the necessary hub. High rotational
velocities cause increasing radial forces in the rotor. Hence, the rotor will expand faster than the shaft.
The hub must ensure a stable connection with the rim while compensating for the different growth
of rim and shaft. The consequence is a considerable design challenge: if the hub is too rigid, it will
detach under high radial stresses. Conversely, a too flexible hub does not allow transmitting the high
forces from the rim to the shaft. An integrated topology avoids the aforementioned problems due to
its different assembly. However, this advantage is associated with significant disadvantages. The air
gap of (possible) magnetic bearings and of the electrical machine rises because of occurring strains
with increasing rotational speed. Since an enlarged air gap requires increased magnetic flux to ensure
the same power, energy efficiency is reduced. Further, the motor/generator is almost in direct contact
with the composite materials. Due to the operation in a vacuum enclosure (to reduce substantial air
drag losses), heat from electrical systems can only be dissipated by radiation. Thermal stresses on
surrounding composite materials impose limitations because they reduce strength and may accelerate
material creep processes. Since these disadvantages are difficult to overcome, the presented study is
based on an external electrical machine configuration.

Based on the above consideration, the rotor inner radius is considered to be a design variable.
The optimization tries to increase the TSE by designing a multi-rim rotor. The number of rims
highly increases the optimization time. Therefore, a maximum number of rims Nrim,max is also
externally specified limiting the computation time. Calculating production times and costs requires
information about the used fabrication equipment. Related information represents the last design
variable. Results of the presented optimization tool are therefore only optimal for the selected
fabrication facility configuration. Even though this restricts the validity of the results to a specific
configuration, this procedure also highly simplifies the optimization problem. In practice, companies
usually have machines in place that cannot be easily replaced due to high acquisition costs, and hence,
the optimization tool and design variables would have to be adjusted accordingly.

Optimization variables are optimized and returned by the algorithm. In this study, the optimization
variables are the maximum angular velocity ωmax, the rim number Nrim as well as the rim thickness ti
(i.e., the radial rotor dimension), the radial displacement due to press fitting δi and the material choice
xmaterial,i for each rim i. The rim number and the material choice are the most challenging optimization
variables as they tremendously increase the complexity of the optimization problem. The optimization of
material properties is discrete. Since a gradient cannot be calculated for a discrete problem, this excludes
all local optimization algorithms. Local optimization algorithms are more effective than global algorithms,
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therefore, the discretization of the problem negatively effects the computation time. To solve discrete
optimization problems, they can be transferred into integer problems. For the considered problem,
the tmaterial choice xmaterial,i has to be an integer variable:

xmaterial,i ∈ Z. (26)

Each integer represents a material of a given material set. Hence, xmaterial,i can be interpreted as
the material number. To specify the range of this variable, xmaterial,i is bounded as:

1 ≤ xmaterial,i < k, (27)

where k is the number of considered materials. To specify xmaterial,i as taking discrete values from a set
S = v1, . . . , vk a function S(xmaterial,i) is used that assigns a specific property to each material. Herein,
S denotes a single material property, e.g., the material density ρ. Therefore, the function Sρ would
return the density of material xmaterial,i:

Sρ(xmaterial,i) = ρxmaterial,i . (28)

Since the material choice is the only integer variable in the optimization vector, the entire problem
is called a mixed-integer optimization problem.

The number of optimization variables depends on the number of rims. For this reason, the addition
of the rim number as an optimization variable leads to a dynamically sized optimization vector.
There are no algorithms that can directly solve an optimization problem with a dynamically sized
optimization vector. Therefore, the optimization problem must be solved for each number of rims
separately. The mathematical formulation of the optimization problem is given by Equation (29).

Maximize Ekin(x)
Minimize Ctotal(x)

Maximize P(x)

with respect to x =



Nrim

ω

t1

. . .
tNrim

xmaterial,1
. . .

xmaterial,Nrim

δ1

. . .
δNrim


subject to Rresidual(x)− 1 ≤ 0,

Rpressfit(x)− 1 ≤ 0,
Roperation(x)− 1 ≤ 0,

1 ≤ xmaterial,i ≤ k, xmaterial,i ∈ Z,
t1 + · · ·+ tNrim = ro − ri,
t1 + · · ·+ tNrim = ro − ri,

0 ≤ δi ≤ δub, and
0 ≤ ω ≤ ωub,

(29)

where Rresidual, Rpressfit and Roperation denote the strength ratios for the three load cases. The last
three boundary conditions help to accelerate the convergence procedure by limiting the problem
space. Herein tlb is the lower bound for the rim thickness which can be determined by the production
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accuracy. tub, δub and ωub are the upper bounds for the rim thickness, the radial displacement
and the angular velocity, respectively. They are to be set to reasonable values. The sum of all rim
thicknesses must be equal to the difference between outer and inner radius. This is the only equality
constraint and further increases the problem complexity. In summary, the problem can be classified
as a multi-objective, mixed-integer optimization problem with nonlinear equality and inequality
constraints and a dynamically dimensioned optimization vector.

4.2. Hybrid Optimization Strategy

The optimization problem is solved by a hybrid optimization strategy. A schematic of the entire
procedure is depicted in Figure 3. Since there is no algorithm to solve an optimization problem with
a dynamically sized optimization vector, the problem is solved iteratively. Therefore, the algorithm
runs separately for a pre-defined number of maximum rims Nmax. The number of rims considered is
increased by one after each iteration. The optimization algorithm terminates if the maximum number
of rims is reached. In the result, a sub-problem is created that considers the number of rims as a fixed
design variable. Each iteration generates a Pareto-front with the optimization matrix Xopt and the
corresponding objective values Fopt. Each solution xs,opt, f s,opt on this Pareto-front is compared to the
previous Pareto-front to find the non-dominated solutions.

A solution Pareto-dominates another solution if the following equations are satisfied:

f j
(
x1) ≤ f j

(
x2) ∀j functions in f,

f j
(
x1) < f j

(
x2) for at least one j.

(30)

Therefore, a Pareto-dominant solution has at least one objective value that is better and none that
is worse than the objective values of the dominated solution.

For the sub-problem itself a combination of the GA and SQP was used, which were both
implemented in the numerical computing environment MATLAB (MathWorks, Natick, MA, USA).
The GA is not able to solve the sub-problem for Nrim > 1 in an appropriate time. The number of
optimization variables is increased by three for each additional rim. The calculation of the fitness
values takes longer with an increased number of rims. Further, a large number of optimization
variables makes it more difficult for a stochastic optimization algorithm to find an optimal solution.
To gain a better understanding of the problems associated with a GA, an example is analyzed.

A two-rim flywheel is considered, where the inner rim is made of a glass fiber composite
(xmaterial = 1) and the outer rim is made of a carbon fiber composite (xmaterial = 2). In Table 5
three feasible solutions for the optimization vector and the corresponding objective values are shown.
Solution one and solution two differ only in their rotational speed and the interference between the
both rims. While the speed is increased, the interference is decreased, resulting in higher kinetic energy.
Consequently, solution two has a greater strength ratio, thus the flywheel operates closer to its load limit.
Since these variables do not affect the productivity or the cost, solution two Pareto-dominates solution
one. Assuming the GA compares solution one with solution two, it would assign a better fitness value
to solution two. Solution three is created by only increasing the rotational speed, resulting in the same
objective values as solution two. The third solution; however, has lower stresses due to the greater
interference. Therefore, the third solution would still be feasible even if the rotational speed is set higher.
Overall, the third solution is the best choice. The GA prefers solution two over solution one. Without
knowing solution three, the genetics of solution two would be used to derive the next generation.
Therefore, the worse gene of the interference is also transferred to the descendants. This example
highlights the fact that the GA considers only the fitness value and no gradients. The positive impact
of the increased rotational speed overcompensates the negative impact of the decreased interference.
The algorithm; however, only sees the result, which is the better fitness value. In the long run, this will
lead to an acceptable result. However, this method is associated with unacceptably high computation
time for a large number of rims.
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Table 5. Comparison of three solutions and their objective values.

Solution 1 2 3 Unit

n 20,000 25,000 25,000 rpm
t1 100 100 100 mm
t2 100 100 100 mm

xmaterial,1 1 1 1 -
xmaterial,2 3 3 3 -

δ1 0.5 0.4 0.5 mm
δ2 0 0 0 mm

Ekin 1.2 1.9 1.9 kWh
Ctotal 1154 1154 1154 CAD

P 0.3 0.3 0.3 units/h
Rmax −0.59 −0.09 −0.18 -

To overcome these problems, a local improvement is used. The basic idea is to use the existing
knowledge about the system to accelerate the convergence process. There are two key facts known
about the system. First, the interferences δi only affect stresses. Second, the angular velocity ω only
affects stresses and kinetic energy. After terminating, the GA returns the Pareto-front X’opt, F’opt,
where x’s,opt is a single solution on this front and is defined as:

x′s,opt =



ωopt

t1,opt

. . .
tNrim,opt

xmaterial,1,opt
. . .

xmaterial,Nrim,opt
δ1,opt

. . .
δNrim,opt


(31)

Applying the system knowledge, each solution x’s,opt on the Pareto-front can be further improved
by solving a single-objective sub-problem. This sub-problem only maximizes the kinetic energy by
optimizing the angular velocity and the interferences, i.e.,

Maximize Ekin(x)

with respect to x′′ =


ω

δ1

. . .
δNrim


subject to Roperation(x)− 1 ≤ 0,

Rpressfit(x)− 1 ≤ 0,
0 ≤ δi ≤ δub, and

0 ≤ ω ≤ ωub.

(32)

Since there is no relation between the angular velocity and the interferences on the one hand
and the residual stresses on the other hand, the load case previous to press fitting is not relevant
to this sub-problem. The sub-problem can be characterized as a continuous nonlinear constrained
single-objective optimization problem for which the SQP algorithm is appropriate. Although the
sub-problem has to be solved for each solution x’s,opt, the additional computation time is comparatively
low. This is due to the fact that the sub-problem is less complex and gradient-based algorithms generally
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converge faster. To further improve the optimization result, the GA and the local improvement is run a
second time. Based on the results of the first optimization, the initial population of the GA is generated.

To justify the use of the hybrid optimization strategy, its performance was compared to the
genetic algorithm. It was shown that the solutions of the hybrid strategy always dominated the GA.
In particular, the difference of performance between hybrid and genetic algorithm is larger for a
greater number of rims. This is due to the fact that the number of variables increases with the number
of rims. A high number of variables impedes the optimization procedure of the genetic algorithm.
The local improvement of the hybrid strategy supports the genetic algorithm resulting in greatly
enhanced performance.

5. Case Studies

Two flywheel geometries, one from industry and one from academia, were analyzed using the
developed optimization strategy. The considered geometries for the case studies are depicted in Table 6.
The so-called ACME flywheel was designed for an LRT application [23]. This on-board flywheel design
is intended to store a train’s braking energy to increase the overall energy efficiency. In case of roof
mounting on a train car, the construction volume is limited by the clearance to the catenary. If the
flywheel is installed underneath the cabin floor, the height is limited by the required size for the
passenger cabin. Therefore, the flywheel must be designed in a flat disk shape. The initial design,
created in [23], was made of one aramid fiber and one carbon fiber polymer composite rim.

Table 6. Rotor specifications used for the case studies.

Name Energy [kWh] Rotational
Speed [rpm]

Rotor
Height [mm]

Inner Rotor
Radius [mm]

Outer Rotor
Radius [mm]

ACME flywheel [20] 0.25 30,000 50 100 200
Rosseta T2 [24] 4.0 25,000 200 100 300

In the second design case, the Rosseta T2 flywheel was considered, which is used for the LRT
system in Zwickau, Germany, and is characterized by a disk shape design with a large diameter of
60 cm [24]. This type of flywheel is not mounted on the train but located in train stations (i.e., the flywheel
is stationary).

To obtain realistic results, a safety factor was introduced. A safety factor is considered useful
to take into account effects that are not captured by the optimization algorithm, such as viscoelastic
behavior, uncertainties with material properties, deviations from the plane stress assumption,
and influences of complex hub geometry features. Since integrating the safety factor into the
optimization process significantly changes the results, the safety factor was included by simply
reducing the angular velocity. According to literature, it is a good approximation to assume that
stresses increase quadratically with angular velocity [25]. Therefore, reducing the speed to 70% of the
maximum allowable speed will lead to a safety factor of approximately 2.

The fabrication equipment configurations presented in Section 3.2 were used. The employed
material parameters are listed in Table 7. The hub is considered to be a ring-type hub and is therefore
simply modeled as an additional rim. Since the energy contribution and stresses are comparatively
low for lower radii, this simplification is considered sufficient [13].
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Table 7. Material properties used for the case studies.

Material Property Aluminum Alloy Glass/Epoxy Aramid/Epoxy Carbon/Epoxy Unit

E1 71.7 41.0 66.7 170 GPa
E2 71.7 10.4 5.5 16.36 GPa

G12 26.9 4.3 2.2 7.8 GPa
ν12 0.33 0.28 0.34 0.32 -
ν23 0.33 0.49 0.5 0.41 -
ρ 2810 1970 1343 1568 kg/m3

XT 503 1140 1400 2720 MPa
XC 503 620 335 1689 MPa
YT 503 39 30 64 MPa
YC 503 39 30 64 MPa
S 331 128 158 307 MPa

Specific cost 5 10 22 90 CAD/kg
Longitudinal CTE 23.6 8.6 −3.5 −0.16 10−6/K

Transverse CTE 23.6 22.1 35 18.9 10−6/K

The parameters for the GA and SQP are shown in Table 8 and were not changed for the case studies.
The maximum number of generations is adjusted if the rim number becomes larger. Further, if the rim
number is above one rim, the population size is also increased. While a high number of generations
as well as a high population size may improve the solutions, they too increase the computation
time. Using the proposed parameters, the outcome is a good compromise between performance and
computational effort.

Table 8. Algorithm parameters for the case studies.

Parameter Value Unit

GA: population size (Nrim = 1) 50 -
GA: population size (Nrim ≥ 2) 200 -
GA: minimum number of generations 100 -
GA: maximum number of generations 400 + 200 × Nrim -
GA: relative tolerance 10−5 -
EA: crossover rate 20% -
SQP: objective tolerance 10−4 -
SQP: constraint tolerance 10−5 -
Temperature difference −150 K
Maximum number of rims 5 -
Thinnest rim width 1 mm
Minimum angular velocity 0 rpm
Maximum angular velocity 80,000 rpm
Minimum interference between rims 0 mm
Maximum interference between rims 0.8 mm

The developed optimization algorithm was executed for both geometries. The two-dimensional
and three-dimensional Pareto-fronts of the ACME-flywheel geometry are shown in Figures 3 and 4,
respectively. The three-dimensional view in Figure 5 highlights the fact that productivity decreases
for each additional rim. It has to be noted that the solution representing a rotor entirely made of
aluminum alloy is not presented in the three-dimensional figure. This is due to the fact that the modeled
productivity function can only return values for composite materials. Further, the manufacturing costs
for the pure metal solution are equal to zero since a metal rim is neither filament-wound nor cured.
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In the two-dimensional Pareto-front in Figure 4, SED100% denotes the solution with the highest
SED found. Further, SED85% represents the solution which achieves 85% of the highest SED possible.
Due to the discrete material properties and different numbers of rims, the Pareto-front shows several
cost-jumps between the solutions. Comparing the marked solutions, SED100% achieves a 17% higher
stored energy than SED85%. However, costs also increase by 36%. The Pareto-front creates the
possibility to analyze trade-offs, such as the SED-cost trade-off, that are required. Knowing the
Pareto-front, the design decision may differ, as the associated trade-offs may be considered too large.
This highlights the advantage of a multi-objective optimization approach, which provides more
information for decision-makers.

For each geometry the solution with the highest energy as well as the composite rotor that is
most cost-efficient, and the cheapest solution are herein discussed (see Table 9). In each case, the most
cost-efficient design was a rotor entirely made of aluminum. (However, recall that the model does
not adequately capture manufacturing costs for a pure metal solution). It has to be noted that the
high-energy solution does not necessarily provide the highest energy that is attainable for a certain
geometry. Pareto-fronts are useful to highlight the trade-offs that must be made to achieve higher
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energy. To answer questions about which solution has the highest energy or which solution is the most
cost-efficient, single-objective optimizations may be more appropriate.

Table 9. Summary of case study results: Optimal material choice and objective values for different rotor
designs. (1): lowest costs, (2): highest energy, (3): most cost-efficient composite rotor, AL: aluminum,
A: aramid, C: carbon.

Name Materials Total Cost
[CAD]

Share of
Manufacturing Cost

Energy
[kWh]

Productivity
[units/h]

Cost/Energy
[CAD/kWh]

ACME (1) AL 66 0% 0.09 - 720
ACME (2) AL,C,C,C,C 1244 49% 0.46 0.04 2698
ACME (3) AL,A 269 57% 0.13 0.37 2105

Rosseta T2 (1) AL 706 0% 0.9 - 782
Rosseta T2 (2) AL,C,C 5976 6% 2.96 0.12 2018
Rosseta T2 (3) AL,G 995 16% 0.92 0.36 1079

As shown in Table 9, flywheel energy capacities differ between 90 Wh to 2.96 kWh, while costs
vary between 66 CAD to 5976 CAD. Manufacturing costs tend to be negligible for the higher-capacity
(Rosetta T2) composite flywheel rotor using more expensive materials such as carbon fibers. For the
lowest-capacity composite flywheel (ACME), the manufacturing costs constitute the main cost-driver
with a cost-share of 57%. The analysis thus demonstrates that the impact of manufacturing costs
becomes smaller the larger the rotor volume or the more expensive the used materials become.
The most cost-efficient composite rotor solutions were made of one rim. The productivity for these
one-rim rotors is almost constant (0.37 and 0.36), reflecting the fact that conversion times have a greater
influence on the productivity than different rim sizes. While high-energy solutions favor carbon fiber
composites, cost-efficient rotors consist of glass or aramid fibers. It should be mentioned that the
high-energy solution of the Rosseta T2 does not reach its target energy capacity of 4 kWh. Due to the
use of different failure criteria, safety factors or materials, results can deviate. Using only the Tsai-Wu
criterion the highest-energy solution found had a capacity of 4.86 kWh. Therefore, the optimization
tool might be over-conservative for some geometries. Also, it must be noted that the Rosseta T2 was
made for stationary applications and, hence, scaling is possible. As a result, a single-objective approach
seems to be more appropriate. However, the algorithm shows the ability to create similar results as
found in industrial applications.

6. Conclusions

In this study, a multi-objective optimization strategy for multi-rim composite rotors was
developed. Three objectives were optimized: energy capacity, specific costs and productivity.
To examine the impact of manufacturing, the manufacturing process was analyzed. It consists of four
production steps, of which curing the polymer composite is usually the most time-consuming and
filament winding the most costly process. The examination of the manufacturing processes led to
mathematical expressions for the manufacturing time and costs. With these formulas, the models for
costs and productivity were created. An analytical stress calculation for multi-rim rotors was employed
which also accounts for residual stresses and interference fits between adjacent rims. Since the
compressive stresses occurring directly after press fitting may be higher than during operation, these
load cases were considered separately. To safely predict rotor failure, three different failure criteria
were considered simultaneously: Maximum Strength, Maximum Strain and the Tsai-Wu criterion.

The multi-objective optimization, which returns optimal rim thicknesses, the optimal number
of rims, the optimal material selection, the optimal speed considering a safety factor and the optimal
interferences between each rims, was classified. Since the optimization problem was found to be subject
to strongly non-linear constraints and to be discrete, a global optimization technique was used. Due to
its beneficial performance for multi-objective optimization, the GA was chosen. Domain knowledge
was applied by a local improvement to further increase the optimization performance, resulting in
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a hybrid optimization strategy. The local improvement was realized by solving a non-linear but
continuous sub-problem applying the SQP algorithm. The advantageous performance of the hybrid
optimization algorithm was shown by comparing it to the pure GA.

Further, case studies were presented to examine two existing rotor configurations of which one is
available in academia and one in industry. The obtained results are similar to the existing solutions.
The impact of manufacturing costs became smaller the larger the rotor volume or the more expensive
the used materials are. Therefore, larger flywheels were more cost-efficient.

7. Outlook

Future work should address two main topics: enhancing the modeling depth and increasing
of the number of optimization variables. To achieve a greater modeling depth, more sophisticated
models for the stress calculations can be employed. An enhanced model may consider viscoelasticity
such as creep behavior in the rotor. Since creep may influence the interference fits, its consideration
may be critical, as small deviations of the interference fits may cause significantly different stress
distributions. Also, the material selection process can be enhanced by considering fibers and resins
separately within the optimization to create materials that are more suitable for the application [26,27].
Future optimization algorithms can be enhanced by adding new optimization variables in order
to change the angle of fiber reinforcement or adjust the rotor shape. Further, an overall flywheel
optimization including bearings, and the motor/generator unit may be desirable. Ultimately, modeling
should be validated by experimentation in future studies.
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