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Abstract
Today, short- and long-term structural health monitoring of bridge infrastructures and their safe, reliable and cost-
effective maintenance have received considerable attention. For this purpose, image-assisted total station (here, Leica
Nova MS50 MultiStation) as a modern geodetic measurement system can be utilized for accurate displacement and
vibration analysis. The Leica MS50 measurements comprise horizontal angles, vertical angles and distance measurements
in addition to the captured images or video streams with practical sampling frequency of 10 Hz using an embedded on-
axis telescope camera. Experiments were performed for two case studies under (1) a controlled laboratory environment
and (2) a real-world situation observing a footbridge structure using a telescope camera of the Leica MS50.
Furthermore, two highly accurate reference measurement systems, namely, a laser tracker Leica AT960-LR and a porta-
ble shaker vibration calibrator 9210D in addition to the known natural frequencies of the footbridge structure calculated
from the finite element model analysis are used for validation. The feasibility of an optimal passive target pattern and its
accurate as well as reliable detection at different epochs of time were investigated as a preliminary step. Subsequently,
the vertical angular conversion factor of the telescope camera of the Leica MS50 was calibrated, which allows for an
accurate conversion of the derived displacements from the pixel unit to the metric unit. A linear regression model in
terms of a sum of sinusoids and an autoregressive model of the coloured measurement noise were employed and solved
by means of a generalized expectation maximization algorithm to estimate amplitudes and frequencies with high accu-
racy. The results show the feasibility of the Leica MS50 for the accurate displacement and vibration analysis of the bridge
structure for frequencies less than 5 Hz.
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Introduction

Today, short- and long-term structural health monitor-
ing (SHM) of the bridge infrastructures and their safe,
reliable and cost-effective maintenance has received
considerable attention. For this purpose, various mea-
surement systems with different levels of accuracies and
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prices are being widely used depending on the demand.
SHM is commonly being conducted based on visual
observation, the properties of the material of the struc-
tures and the interpretation of the structural character-
istics by inspecting the changes in the global behaviour
of the structure (e.g. natural frequencies, mode shapes
and modal damping).1 Therefore, SHM is interpreted
as a process to detect structure damages or identify
their characteristics by the discrete or continuous mea-
surements over time. Furthermore, the dynamic charac-
teristics of a structure, such as frequencies, can change
due to the temperature variations or the damages
occurring in the structure.2 From a surveying engineer’s
point of view, it is crucial to detect any deterioration of
the structures (even small cracks) by frequent measure-
ments. Typically, the geodetic measurement systems,
such as total station, robotic total station (RTS), terres-
trial laser scanner (TLS), laser tracker (LT), global posi-
tioning system (GPS) or other sensors such as digital
camera or accelerometer, can be used for displacement
and vibration monitoring. The Nyquist theorem must
be fulfilled to identify the frequencies of the oscillating
structure correctly. Consequently, the proper measure-
ment systems must be used according to the sampling
frequency required and the maximum amplitude
derived from the oscillation of the structure.3 Bridges
(including footbridges or road bridges) generally oscil-
late in a range of 1.2–10Hz (or more).4 Previous
researchers used different geodetic sensors for vibration
monitoring of the bridge structures. Psimoulis and
Stiros,5 for example, used RTS for vibration monitor-
ing of a cable bridge, pedestrian suspension bridge and
steel railway bridge for non-constant sampling rate
measurements of the RTS in a range of 5–7Hz and per-
forming spectral analysis based on the Norm-Period
code.6 Roberts et al.7 presented the hybrid configura-
tion of GPS with a sampling frequency of 10Hz and
triaxial accelerometer with sampling frequency of
200Hz for a bridge deflection monitoring. On one
hand, the accelerometer measurements of this hybrid
measurement system were beneficial to eliminate the
disadvantages of GPS measurements regarding multi-
path, cycle slips errors and the need for good satellite
coverage. On the other hand, GPS measurements were
utilized to suppress accumulation drift of the accelera-
tion data over time through velocity and coordinate
updates. Neitzel et al.8 used the sensor network of the
low-cost accelerometers with a sampling frequency up
to 600Hz, the TLS (Zoller + Fröhlich Imager 5003) in
a single-point measurement mode with a sampling fre-
quency of 7812Hz and a terrestrial interferometric syn-
thetic aperture radar (t-InSAR) with a sampling
frequency of 200Hz for vibration analysis of the bridge
structure. They defined a functional model based on a
damped harmonic oscillation and solved it in the sense
of the least square adjustment. The reason for such a

high sampling frequency of the TLS was to detect dis-
placements smaller than 1mm by averaging the mea-
surements over 100 measurements and to reach a
practical sampling frequency of 78.12Hz. An overview
of the TLS-related structural monitoring was given in
Vosselman and Maas.9

Structural monitoring by means of the vision-based
measurement technologies is becoming increasingly pop-
ular in the context of civil engineering structures such as
buildings, bridges and dams. In particular, an image-
assisted total station (IATS), which can be a total station
with an integrated external camera, for example, a high-
resolution digital camera mounted on top of the scan-
ning system by means of a clamping system, cf.
Omidalizarandi et al.,10,11 or an internally embedded
camera, was employed by Reiterer et al.,12 Bürki et al.,13

Wagner et al.,14,15 Ehrhart and Lienhart,2,16 Guillaume
et al.,17 Wagner18,19 and Lienhart et al.3 Most modern
IATS measurement systems have motorized axes of
rotation, which allow for an automatic rotation of the
telescope to the points previously measured at different
epochs of time. The IATS measurements comprise hori-
zontal directions, vertical angles and distance measure-
ments (in a polar coordinate system) in addition to the
captured object images or video streams using embedded
or externally attached cameras. The internally embedded
on-axis telescope camera in addition to the motorized
axes of rotations is particularly well-suited to an accu-
rate, automatic and autonomous measurement of struc-
tures in static and dynamic monitoring. Subsequently, it
enables us to measure both active targets (i.e. retro-
reflective prism targets) and passive targets (i.e. signa-
lized or non-signalized targets). Therefore, IATS with an
on-axis telescope camera is advantageous over other
vision-based measurement systems since the displace-
ments in the image space can be converted directly to
the metric unit by means of total station capabilities. In
addition, its stability over time can be controlled by
measuring its telescope angles and tilt reading3 using
GeoCOM interface.20

Ehrhart and Lienhart16 used the telescope camera of
an IATS for the displacement and vibration monitoring
of a footbridge structure based on the captured video
frames of the circular target marking rigidly attached
to the structure. Afterwards, least-squares ellipse fitting
based on the Gauss–Helmert model (GHM) was
applied to extract the target centres. Ehrhart and
Lienhart2 and Lienhart et al.3 employed an IATS
(Leica MS50 with a sampling frequency of 10Hz), an
RTS (Leica TS15 with a sampling frequency of 20Hz)
and an accelerometer (HBM B12/200 with a sampling
frequency of 200Hz) for vibration analysis of a foot-
bridge structure based on measurements of the circular
target markings (i.e. signalized targets) and structural
features (like bolts, that is, non-signalized targets) of
the bridge.
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The choice of a feasible optical target pattern and its
accurate, automatic recognition at different epochs of
time is the preliminary step in image-based structural
monitoring using passive targets. Different target pat-
terns with different detection techniques were previ-
ously proposed by several researchers, for instance,
least-squares template matching by Gruen,21 Akca,22

Gruen and Akca23 and Bürki et al.;13 coded target
detection by Zhou et al.;24 ellipse detection by Ehrhart
and Lienhart16 and Guillaume et al.;17 circle matching
by Bürki et al.;13 cross-line detection by Reiterer and
Wagner25 and centre-of-mass detection by Bürki et al.13

Omidalizarandi et al.26 presented an optimal circular
target with the line pattern consisting of four inter-
sected lines and proposed a target centroid detection
approach, which was shown to be robust, reliable and
accurate regarding the lighting condition, dusty envi-
ronment and skewed angle targets.

After extracting the target centroid, the next step is
to accomplish camera calibration to convert the pixel
(px) coordinates to more meaningful metric quantities,
such as theodolite angle readings (i.e. horizontal and
vertical directions27–29). Based on the pixel differences
between the initial pointing to the corresponding target
of interest and the precisely calculated direction to the
detected target centroid, an accurate remeasurement of
the centroid of the target is also possible (i.e. taking
advantage of the motorized axes of rotation of the
IATS). However, the instrument’s axes errors, vertical-
index error and collimation error can also be considered
to perform the conversion from the pixel to the metric
coordinates more precisely. In order to capture sharp
images with the telescope camera of the IATS, the cor-
responding targets should be focused by turning on the
autofocus capability of the IATS. This, however, leads
to changes in the internal camera calibration

parameters. Zhou et al.24 proposed IATS telescope
camera calibration based on measurements of the coded
targets and their angular reading from the total station
at a certain focus positions. Subsequently, new sets of
calibration parameters were calculated by means of
cubic polynomial interpolation at certain focus posi-
tions. In the context of displacement monitoring and
for the purpose of converting object movements within
the image space from the pixel unit to a proper angular
quantity, Ehrhart and Lienhart16 merely calibrated the
vertical angular conversion factor in the temperature-
controlled laboratory with a fixed and stable set-up of
the total station and the target. The video frames of the
circular target marking were captured with a sampling
frequency of 10Hz at a fixed position for different hori-
zontal and vertical rotations of the telescope camera of
IATS. In addition, telescope angles were measured with
a sampling frequency of 20Hz to improve the measured
reference angles by averaging.

The focus of this research is to perform accurate dis-
placement and vibration analysis for two case studies
under (1) a controlled excitation in a laboratory envi-
ronment and (2) an uncontrolled excitation in a real-
world situation observing a footbridge structure using
the telescope camera of the Leica MS50 (Figure 1, left)
with a sampling frequency of 10Hz. Furthermore, two
highly accurate reference measurement systems,
namely, a laser tracker Leica AT960-LR (with a sam-
pling frequency of 200Hz; Figure 1, middle) and a por-
table shaker vibration calibrator (PSVC) 9210D (with a
sampling frequency of 200Hz; Figure 1, right) in addi-
tion to the known natural frequencies of the footbridge
structure calculated from the finite element model
(FEM) analysis are used for validation. To perform
accurate displacement and vibration analysis, first, the
feasibility of the optimal passive target pattern and its

Figure 1. Leica Nova MS50 MultiStation (left), Laser Absolute Tracker AT960-LR (middle) and Portable Shaker Vibration
Calibrator 9210D (right).
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accurate and reliable detection at different epochs of
time are investigated. Subsequently, the vertical angular
conversion factor of the telescope camera of the Leica
MS50 is calibrated, which allows for an accurate con-
version of the derived displacements from the pixel unit
to the metric unit. A linear regression model in terms of
a sum of sinusoids and an autoregressive (AR) model
of the coloured measurement noise is employed to esti-
mate amplitudes and frequencies with high accuracy.
The white noise components of the AR process are
assumed to independently follow a scaled (Student’s)
t-distribution to accommodate for outliers. The adjust-
ment of this combined observation model is carried out
by means of the generalized expectation maximization
(GEM) algorithm described in Alkhatib et al.30 In the
first application and under controlled excitation, we
compare the oscillation frequency and the amplitude
derived from the PSVC time series with the results
obtained from the Leica MS50 video frames and the
LT. In the second application and under uncontrolled
excitation, we compare the oscillation frequency and
the amplitude derived from the LT time series with the
Leica MS50 video frames of the footbridge structure.

Sensor specifications and measurement
systems

We used an IATS (here, Leica Nova MS50
MultiStation; Figure 1, left) for displacement and
vibration analysis in our experiments. The Leica MS50
includes the following:

1. Precise three-dimensional (3D) laser scanning;
2. A precise total station with an
� Angular accuracy of 1$ (according to ISO

17123-3);
� Optical-distance measurement accuracy of

1mm + 1.5 ppm (according to ISO 17123-
4) for prism targets from 1.5 to 10,000m; as
well as

� Optical-distance measurement accuracy of
2mm + 2ppm for non-prism targets (i.e.
here passive targets) from 1.5 to 2000m with
a measurement time of 1.5 s;

3. An overview camera with diagonal field of view
(FOV) of 19.4�;

4. A telescope camera with diagonal FOV of 1.5�;
5. GNSS connectivity.

Both the overview and the telescope cameras include
5MP complementary metal-oxide semiconductor
(CMOS) sensors in which the telescope camera is an on-
axis camera located on the optical path of the Leica
MS50 with 303 optical magnification of the overview
camera.31 In this work, we benefit from the total

station’s capabilities in terms of precise distance mea-
surements of the passive targets, in addition to the digi-
tal imaging by means of the telescope camera. The
angular resolution (a) of the telescope camera is approx-
imately 1.7$/px, which is basically calculated by dividing
the diagonal FOV by the diagonal length of the cap-
tured image in the pixel unit. To accomplish displace-
ment monitoring more accurately, the angular
resolution should be calculated from the calibration pro-
cedure in a controlled laboratory environment.
According to Leica Geosystems,31 the horizontal and
vertical FOVs of the telescope camera of the Leica
MS50 are 1.3� and 1.0�, respectively. As we calculate the
vertical displacement in our experiments, we merely ben-
efit from its vertical angular conversion factor for dis-
placement and vibration monitoring based on the live
video stream functionality of the Leica MS50. The nom-
inal sampling rate of the live video stream of the Leica
MS50 is 20Hz.31 However, in practice, we could capture
the video stream with a sampling frequency of 10Hz
using OpenCV library. In order to get full access to the
individual functionality of the Leica MS50 and for ease
of use, we made use of the GeoCOM interface,20 which
is written in the script language Python 3.4. In addition,
the target centroid detection algorithm proposed by
Omidalizarandi et al.26 is utilized to extract the target
centroid with high accuracy. The resolutions of the cap-
tured images vary from 320 3 240px to
2560 3 1920px. However, for live video stream, it is
only possible to capture video streams with a resolution
of 320 3 240px. Subsequently, the target centroid
detection approach should be robust, reliable and accu-
rate and should work well even in the case of a low-
resolution image. The autofocus is set to ‘on’, and the
white balance is set to ‘automatic’ to ensure the capture
of sharp images. We performed vibration analysis with
an image resolution of 320 3 240px and 13 zoom
(Figure 2, left); however, we achieved meaningless
results, since such small displacements were not detect-
able at all. Therefore, as Ehrhart and Lienhart16 pro-
posed, we reduced the FOV by 83 zoom using the
camera zoom factor functionality of the GeoCOM inter-
face (Figure 2, right), which gave us reasonable results.

Figure 2. The Leica MS50 telescope camera images: image
resolution of 320 3 240 px and 13 zoom (left) and image
resolution of 320 3 240 px and 83 zoom (right).
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It should be noticed that reflectorless distance measure-
ments to the targets allow us to set the telescope’s focus
motor position precisely.16 The entire procedure is con-
trolled via our self-developed graphical user interface
(GUI), which allows an efficient and effective data
acquisition and analysis.

Two highly accurate reference sensor systems are
utilized to perform validation. On one hand, a LT
(Figure 1, middle) with a maximum permissible error
of 15mm + 6mm/m of a 3D point data and measuring
rate output of 3000 points per second (3000Hz)32 was
employed. It allows for sub-millimetre range accuracy
of the target points, which can be considered as a refer-
ence coordinate frame. On the other hand, a PSVC
(Figure 1, right) was employed to perform controlled
excitation. It consists of a highly accurate reference
accelerometer (in our case, a precise PCB ICP quartz
reference accelerometer) and two sensitive dials, which
allow us to adjust the frequency and amplitude. For a
frequency in the ranges of 0.7Hz–2 kHz and 2Hz–
2 kHz, the acceleration can be read out with accuracies
of 6 3% and 6 10%, respectively.33

Passive target centroid detection

The displacement time series for the captured video
frames from the telescope camera of the Leica MS50
can be generated based on the continuous extractions
of the point features (i.e. being signalized or non-signa-
lized) at different epochs of time. Omidalizarandi
et al.26 proposed an optimal passive target (Figure 3)
and its centroid detection approach to tackle this prob-
lem. The proposed target constitutes a circular border
with line pattern including four intersected lines. It is
low-cost and easy to mount. In addition, its target cen-
troid detection approach is accurate, automatic and
fast as well as robust and reliable regarding skew angle

targets and poor environmental conditions, such as low
lighting (i.e. which may be very bright, semi-dark and
dark) and dusty situations. However, the detection
approach failed in totally dark lighting conditions.

The procedure starts by manual initial pointing of
the targets of interest, which is only carried out at the
beginning of the measurements. The telescope is then
rotated automatically by means of the motorized axes
of rotations of the Leica MS50 to the stored positions
of the corresponding targets, and images are captured
by means of the telescope camera. Subsequently, target
centroid detection (see Algorithm 1) is applied, and the
telescope is rotated automatically to the detected target
centroid to capture images or video frames.

Cropping of the captured images is carried out, tak-
ing into account the target object size (in our case
0.06m), slope distance (here, the maximum slope dis-
tance is up to 30m) and horizontal as well as vertical
FOVs of the telescope camera to extract relevant line
features of the aforementioned target pattern and to
speed up the procedure. Horizontal and vertical FOVs
are calculated according to

FOV = 2 � tan�1 D

2 � S

� �
(rad) ð1Þ

where D is the target size in the object space and S the
slope distance in metres. The calculated FOVs are mul-
tiplied by the width and height of the captured image to
obtain the width and height of the cropped image. For
practical reasons, the width and height of the cropped
image are considered three times larger than values cal-
culated to cover the target and its surroundings. This
has been found to be beneficial for extracting the target
centroid in a significant displacement of the target. We
discarded the localising of the target pattern in the cap-
tured images by assuming a good initial target pointing
at the beginning of the measurement. For further infor-
mation concerning the localisation of target, please
refer to Omidalizarandi et al.26 The median blur and
bilateral filtering are applied to reduce the noise and
preserve the sharp edges of the images, respectively.

The line segment detector (LSD) algorithm34 is
applied with stable threshold parameters to extract the
line features:

� The sigma value of the Gaussian filter is set to
0.75;

� The bound of quantization error on the gradient
norm is set to 2.0;

� The gradient angle tolerance is set to 22.5�;
� The minimal density of region points in the rec-

tangle is set to 0.7;
� The number of bins is set to 1024;
� The gradient modulus in the highest bin is set to

255.Figure 3. Designed passive target.
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Next, the azimuths of the lines are calculated, and
the maximum azimuth is selected based on the histo-
gram of the azimuths. Subsequently, those LSD lines
within the angle threshold of 15� from the maximum
azimuth direction are selected. A random sample con-
sensus (RANSAC) algorithm is applied to the selected
lines to fit the optimal line and to get rid of falsely
detected parallel lines. To extract lines more accurately,
the Huber-robust line fitting algorithm in Kaehler and
Bradski35 with specified buffer width from each side of
the fitted RANSAC line is applied. The neighbouring
intersection points within 2 px from each intersection
point are selected by means of the K-d tree neighbour-
hood algorithm. Finally, the maximum intersection
point cluster is selected and their mean yields the final
intersection point (Algorithm 1; see Omidalizarandi
et al.26 for further information).

Calibration of the optical measurement
system

The displacement time series for the captured images of
the Leica MS50 is produced by subtracting the

extracted target centroids at different epochs of time.
Subsequently, the calculated displacements in the pixel
unit are converted to the more meaningful metric unit
by means of the calibration parameters. The calibration
consists of an internal calibration of the telescope cam-
era of the Leica MS50 (regarding focal length, principal
point and radial and tangential distortions) and an
internal calibration of the error sources of the Leica
MS50 measurements (including the zero offset for dis-
tance measurements or horizontal collimation error,
vertical index error, tilting axis error and compensator
index error of angular measurements). As mentioned
previously, the FOV is reduced by 8 3 digital zoom to
capture a small central portion of the image captured
with 1 3 zoom (see Figure 2). Subsequently, it has very
small impact of the aforementioned camera calibration
parameters. However, as described in Ehrhart and
Lienhart,16 these camera calibration parameters can be
neglected due to the relative calculation of the displace-
ment for the sequences of the video frames. However, a
proper design of the target pattern, as proposed in
Omidalizarandi et al.26 (see Figure 3), may eliminate
the influences of the aforementioned small distortions
using the redundant line features and extract them in
the robust and reliable procedure. However, in this
research, we treat the remaining systematic errors, such
as calibration parameters, as coloured noise and sepa-
rate them from the white noise based on an AR model
of the coloured measurement noise (further discussion
about this is in the next section). The displacement time
series of the Leica MS50 is compared with the PSVC
and the LT datasets to give an impression of the accu-
racy of the detected target centroid and to visually
demonstrate the previous statements concerning the
neglecting of the remaining calibration parameters.
Since the output of the PSVC is the acceleration, it can
be converted to the displacement in metric units based
on equation (2)

dzi
=

azi
� az

(2pf )2
ð2Þ

where dzi
is the calculated displacement in the Z

direction (mm), azi
is the acceleration in the Z direction

(m/s2), az is the average of the acceleration data within
the specified period of time (m/s2) and f is the fre-
quency (Hz).

As we can see from Figure 4, the differences in the
amplitudes for all three sensors are at a sub-millimetre-
level accuracy. However, the time synchronization is
still a challenge and needs to be performed precisely. In
this work, the time synchronization is performed merely
for the controlled excitation in the laboratory environ-
ment by changing the frequency and amplitude of the
PSVC and by fitting the time series of all three sensors
at a point of change. Subsequently, as we can also see

Algorithm 1: Target centroid detection using telescope
camera of the Leica MS50

Initialisation:
initial pointing to the target

Input:
D = target size in object space (m)
S = slope distance (m)
captured image

Output:
Detected target centroid (px)

Procedure:
w = image width
h = image height
FOV= 2 � tan�1 D

2�S
� �

dw = 3 � w � FOV
dh = 3 � h � FOV
crop captured image using dw and dh

median blur and bilateral filtering
edge detection using LSD
compute line azimuths
calculate histogram of line azimuths
sort azimuth bin centres in descending order
While (azimuth bin centres array is empty?)

select azimuth bin centre from beginning
select all parallel lines
convert line vectors to raster
RANSAC line fitting
Huber line fitting
discard selected azimuth bin centre

End
compute intersection points of all lines
store intersection points in array
K-d tree neighbourhood
select neighbouring points within 2 pixels
select cluster with maximum intersection points
mean of selected intersection points
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in Figure 4, the synchronization was not achieved per-
fectly. However, time synchronization is not in the
focus of this research and will be investigated as part of
future research.

The vertical angular conversion factor of the tele-
scope camera of the Leica MS50 is calibrated to convert
pixel quantities to metric quantities. The calibration is
started by designing a coded target pattern in the soft-
ware AutoCAD 2016 in the two paper sizes A2 and A4

with fixed coded target distances of 0.09 and 0.0335m.
As previously mentioned, the telescope camera of the
Leica MS50 has a small FOV and cannot cover
the entire target pattern at different distances (see
Figure 5). Subsequently, the coded targets seem to be
more advantageous compared to the chessboard pat-
tern, since both the target centroid coordinates and the
ID (i.e. target identification number) are obtained
simultaneously. The highly accurate 3D object coordi-
nates of the targets are obtained by taking multiple
photos with a high-resolution camera from different
viewing angles and by solving the space resection bun-
dle adjustment in the iterative procedure.

The next step is to extract the target centroids of the
coded target pattern images captured at different dis-
tances up to approximately 30m and to assign them
the unique IDs. To extract a target centroid, median
blur and bilateral filtering are first applied to reduce
the noise and to preserve the sharp edges of the images.
The canny edge detector36 is then applied to extract the
edges. The inner circular part of the coded target is
extracted by means of the Hough circle transform
(HCT).35 To find the circles based on the HCT, the cir-
cle radius is approximately calculated using equations
(1) and (3)–(5)26

dw =
w � FOV

FOVh � p
180

� � (px) ð3Þ

dh =
h � FOV

FOVv � p
180

� � (px) ð4Þ

rc =
min (dw, dh)

2
(px) ð5Þ

where w is the image width (px), h is the image height
(px), dw is the circle diameter in the horizontal direction
(px), dh is the circle diameter in the vertical direction
(px), rc is the circle radius (px) and FOVh and FOVv are
the horizontal and vertical FOVs, which according to
the user manual of the sensor equal 1.3� and 1.0�,
respectively.

Next, the ellipse fitting in a least-squares sense is
applied to the concentric edge contours with detected
Hough circles. In order to assign a unique ID to each
target and to detect coded targets, template matching is
applied by their comparisons with the designed coded
targets. Finally, the vertical angular conversion factor
is calculated based on the equations

b= cos�1 dy

dxy

� �
(rad) ð6Þ

psy=
dXYZ � cos (b)

dy

(mm=px) ð7Þ

p= polyfit(psy, S) ð8Þ

pv = polyval(p, S) ð9Þ

FÔVv =
pv � h

S
(rad) ð10Þ

av =
FÔVv

h
� 180 � 3600

p
(00=px) ð11Þ

where dy is the difference between the target centroid in
y direction (px), dxy is the difference between the target
centroid in both x and y directions (px), dXYZ is the dif-
ference between the target centroid in X , Y and Z direc-
tions (m), psy is the pixel size in the y direction, p is the
coefficient of the best-fitting polynomial of degree 1 in
a least-squares sense, S is the slope distance (m), pv is
the value of the derived polynomial at specified slope
distances, FÔVv is the calculated vertical FOV (rad), h

is the height of the image (px) and av is the vertical
angular conversion factor ($/px).

Figure 4. Displacement time series for the PSVC, the LT and
the Leica MS50 at 3 Hz and distance of 7.52 m.

Figure 5. The coded target images captured using the
telescope camera of the Leica MS50 at distances of 30.39 m
(left) and 14.68 m (right).
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The MATLAB functions polyfit and polyval are
used, respectively, to fit a best line to the psy calculated
for different slope distances and to evaluate it at speci-
fied distances. Figure 6 (left) depicts the psy values cal-
culated for different slope distances, and Figure 6
(right) zooms in around the slope distance of 15m.

The value 1.9583 ($/px) is obtained from the evalua-
tion of the previous equations for calculation of the av,
which is very close to the value 1.9632 ($/px) given in
Ehrhart and Lienhart.16 Furthermore, the calculated
FOVv is approximately 1.04442�, a value which is
slightly different from the value given in the user man-
ual of the sensor.

Displacement and vibration analysis

The discrete Fourier transform (DFT) is typically
applied to estimate the amplitude and frequency of
oscillating objects, such as bridge structures. It might
achieve reasonable results while the measurements are
less contaminated with the coloured noise. To tackle
this problem and to estimate the amplitude and fre-
quency even in the case of high coloured measurement
noise, we proposed a robust and consistent procedure
which can be extended and used for any type of mea-
surement, particularly the vision-based measurement
system, to obtain the highly accurate results. In this
research, we utilize the captured video frames from the
telescope camera of the Leica MS50 for displacement
and vibration analysis of a footbridge structure.

We use a simple harmonic motion to perform the
displacement measurements, which means that the
acceleration measurement is directly proportional to its
displacement from the equilibrium position. In addi-
tion, the acceleration is directed towards the

equilibrium position.37 Subsequently, the extracted tar-
get centroids from video streams of the Leica MS50 or
the 3D coordinates from the LT are always averaged
over a specified period of time to define the equilibrium
position. We can calculate the displacement and accel-
eration for Leica MS50 measurements using the
equations

dyi
=aS(yi � �y) ð12Þ

dai
=aS(yi � �y)(2pf )2 ð13Þ

where S is the slope distance (m), a is the vertical angu-
lar conversion factor ($/px), yi is the extracted target
centroid at epoch i (px), �y is the average of the extracted
target centroid within the specified period of time (px)
and f is the frequency (Hz).

To compare the Leica MS50 and the LT, we can cal-
culate the displacements for the Leica MS50 measure-
ments based on equation (12) and then input the
displacements to equation (15) to calculate the ampli-
tude (mm) and the frequency (Hz), respectively.
Concerning the comparison of the Leica MS50 and the
PSVC, we note that the output of the latter consists of
acceleration measurements; we can calculate accelera-
tions for the Leica MS50 measurements based on equa-
tion (13) and then use equation (15) to calculate the
amplitude (m/s2) and the frequency (Hz). However, it is
also possible to calculate displacements from the accel-
eration measurements via double integration from
equation (15).

To estimate the frequency, merely pixel differences
are sufficient to derive reasonable results due to the lin-
earity property

Ffcf (t)g= cFff (t)g ð14Þ

Figure 6. Depiction of the pixel sizes of the captured images in the direction of y axis with respect to the slope distances (left) and
the magnification of the area highlighted by the circle (right).
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of the Fourier transform.16,38 Despite this possibility,
we performed both displacement and vibration analysis
in metric unit measurements.

We modelled the given vibration measurements
‘1, . . . , ‘n by means of a sum of sinusoids and additive
random deviations e1, . . . , en, as proposed by Kargoll
et al.,39 that is

‘t =
a0

2
+
XM
j= 1

aj cos 2pfjxt

� �
+ bj sin 2pfjxt

� �� �
+ et

ð15Þ

The frequencies f1, . . . , fM and the coefficients a0,
a1, . . . , aM and b1, . . . , bM are treated as unknown
parameters. Collecting these unknowns within the vec-
tor j, we can write the preceding non-linear observa-
tion equations in the form ‘t = ht(j)+ et. To take
coloured measurement noise into account, we assume
the random deviations to be autocorrelated through a
covariance-stationary AR process

et =a1et�1 + � � � +apet�p + ut ð16Þ

in which the coefficients aT = ½a1, . . . ,ap� are also con-
sidered as unknown parameters. Since we expect
numerous outliers of different magnitudes to be present
in the data, the white noise components u1, . . . , un are
assumed to follow the centred and scaled t-distribution
tn(0,s

2) independently with an unknown degree of free-
dom n and with unknown scale factor s2. We, thus,
have a one-dimensional version of the generic observa-
tion model in section ‘Sensor specifications and mea-
surement systems’ in Alkhatib et al.30 Estimation of the
model parameters uT = ½jT , aT ,s2, n�T can, thus, be
carried out efficiently by means of a one-dimensional
version of the GEM algorithm given in section ‘Passive
target centroid detection’ in Alkhatib et al.30 To
develop this algorithm, the observation and AR equa-
tions are inverted into

ut = et � a1et�1 � � � � � apet�p =a(L)(‘t � ht(j)) ð17Þ

where the lag operator Ljet : = et�j and the lag polyno-
mial a(L)= 1� a1L� � � � � apLp are used as conveni-
ent notations. The required initial values e0, e�1 and so
on are set equal to zero for simplicity.

Within iteration step i of this algorithm, the E-step
consists of the adjustment of the observation weights

w
(i)
t =

n(i) + 1

n(i) + u
(i)
t =s(i)

� 	2
ð18Þ

which depend on currently available initial or estimated
parameter values j(i), a(i), s(i) and n(i). The individual
weights then give rise to the diagonal weight matrix
W(i) used within the subsequent M-step. Initially, we

may use the unit weight matrix W(0) = In, the vanishing
AR process a(0) = 0½p 3 1�, the identity scale factor
s(i) = 1 and the degree of freedom n(0) = 30, and these
choices correspond to the initial assumption of approx-
imately standard-normal and uncorrelated random
deviations.

The M-step can be carried out by solving the four
parameter groups individually. First, the parameters j
are determined by solving the linearised normal
equations

Dj(i+ 1) = (A
(i)
)
T

W(i)A
(i)

� ��1

(A
(i)
)TW(i)D‘

(i) ð19Þ

with reduced observations D‘(i)t = ‘t � ht(j
(i)), decorre-

lation filtered reduced observations D‘
(i)

t : =a(i)(L)D‘t,

Jacobi matrix components A
(i)
t, k = ∂ht(j

(i))=∂jk and dec-

orrelation filtered Jacobi matrix components

A
(i)

t, k : =a(i)(L)At, k . By virtue of the functional relation-

ship (equation (15)), the derivatives occurring read

∂ht(j
(i))

∂a0

=
1

2
,

∂ht(j
(i))

∂aj

= cos 2pf
(i)

j xt

� 	

∂ht(j
(i))

∂bj

= sin 2pf
(i)

j xt

� 	

∂ht(j
(i))

∂fj

= 2pt b
(i)
j cos (2pf

(i)
j xt)� a

(i)
j sin (2pf

(i)
j xt)

h i

A Gauss–Newton step with step size g 2 (0, 1� gives

j(i+ 1) = j(i) + gDj(i+ 1) ð20Þ

and this solution yields the estimated coloured noise
residuals e

(i+ 1)
t = ‘t � ht(j

(i+ 1)). Based on these resi-
duals, we assemble the matrix

E(i+ 1) =

e
(i+ 1)
0 � � � e

(i+ 1)
1�p

..

. ..
.

e
(i+ 1)
n�1 � � � e(i+ 1)

n�p

2
664

3
775 ð21Þ

and then compute the solution of the normal equations
with respect to the AR coefficients

a(i+ 1) = (E(i+ 1))
T
W(i)E(i+ 1)

� 	�1

(E(i+ 1))TW(i)e(i+ 1)

ð22Þ

Here, we need to check whether all roots of
a(i+ 1)(z)= 0 are located within the unit circle; if this is
not true, we mirror all roots with a magnitude larger
than 1 into the unit circle in order for the estimated AR
process to be invertible. Applying the inversion (equa-
tion (17)) to this process, the white noise residuals
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result from the coloured noise residuals through
u
(i+ 1)
t =a

(i+ 1)
t (L)e(i+ 1)

t . The scale factor is now com-
puted as the weighted sum of squared white noise resi-
duals divided by the number of observations, that is

(s2)(i+ 1) =
1

n

Xn

t= 1

w
(i)
t u

(i+ 1)
t

� 	2

ð23Þ

Finally, to estimate the degree of freedom of the
underlying t-distribution, we determine the zero of the
equation

0= log n(i+ 1) + 1� c n(i+ 1)

2

� 	
+c n(i+ 1) + 1

2

� 	

� log n(i+ 1) + 1
� �

+ 1
n

Pn
t = 1

logw
(i+ 1)
t � w

(i+ 1)
t

� 	 ð24Þ

where the weights w
(i+ 1)
t are defined as in equation (18)

by substituting u
(i+ 1)
t , s(i) and the variable n(i), and

where c denotes the digamma function. More details
on the derivation and the implementation of this algo-
rithm can be found in Alkhatib et al.30

Experiments and results

We performed accurate displacement and vibration
analysis using video streams from the telescope camera
of a Leica MS50 with a practical sampling frequency of
10Hz. Experiments were performed for two case stud-
ies under (1) a controlled laboratory environment and
(2) an uncontrolled real-world situation observing a
footbridge structure using the telescope camera of
Leica MS50. Furthermore, an LT and a PSVC were
used as two highly accurate reference sensors with a
sampling frequency of 200Hz for the validation pur-
poses. Alternatively, the calculated natural frequencies
of the footbridge structure based on the FEM were uti-
lized for a validation.

The primary step to perform a displacement and
vibration analysis based on the video frames of the
Leica MS50 was to select an optimal passive target pat-
tern and to extract its centroid with high accuracy at
different epochs of time. Next, the vertical angular con-
version factor of the telescope camera of the Leica
MS50 was calibrated, which allows us to convert
derived displacements from the pixel unit to the metric
unit. In addition, the Fourier series (equation (15)) as a
linear regression model and an AR process (equation
(16)) as a coloured noise model were employed to esti-
mate amplitudes and frequencies with high accuracy,
assuming the white-noise components to follow a
scaled t-distribution with an unknown scale factor and
unknown degree of freedom. To estimate the model
parameters by means of the GEM algorithm described
in the preceding section, the number M of Fourier fre-
quencies and the model order p of the AR process were

specified beforehand. We determined the initial values
f
(0)

1 , . . . , f (0)M for the unknown frequencies based on
notable maximum amplitudes within the DFT of the
data. In addition, the model order of the AR process
was set to 25 throughout the entire procedure. To
apply the GEM algorithm, all three datasets were
divided to the segments of n= 1000 consecutive mea-
surements, spanning approximately 5 s for the LT and
PSVC measurements and spanning 100 s for the Leica
MS50 measurements.

Example based on the shaker vibration calibrator

The controlled excitations were performed at the
laboratory of the Geodetic Institute Hannover (GIH)
of the Leibniz Universität Hannover (LUH; see
Figure 7, right) by means of the Leica MS50, LT,
PSVC and IMU Brick 2.0 (which constitutes a low-cost
accelerometer). The analysis of the IMU Brick 2.0 mea-
surements is beyond the scope of this article and will be
carried in our future research. As can be seen from
Figure 7 (left), the optimal passive target pattern as
proposed by Omidalizarandi et al.26 oscillates as part
of the PSVC and is simultaneously measured through
video streaming by means of the telescope camera of
the Leica MS50. The PSVC contains a PCB ICP quartz
reference accelerometer, which outputs highly accurate
acceleration data. Specifically, the oscillation frequen-
cies of 2, 3 and 4Hz with an amplitude of 0.3m/s2 were
adjusted throughout two sensitive dials. Each fre-
quency was measured for a about 7min by all four sen-
sors. However, since the sampling frequency of the
Leica MS50 is only 10Hz in practice, the frequencies of

Figure 7. Vibration analysis of a controlled excitation based on
acceleration measurements from the PSVC 9210D, video
streams from the telescope camera of the Leica MS50, 3D
coordinates from the LT Leica AT960-LR and acceleration
measurements from the IMU Brick 2.0.
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higher than 5Hz could not be captured by the Leica
MS50 (in view of the Nyquist sampling theorem). To
perform measurements with the LT, a Leica red-ring
reflector (RRR) 0.5 in ball with a radius of
6:35mm6 0:0025 mm and an acceptance angle
� 6 30� was mounted on the small platform which
vibrates simultaneously with aforementioned passive
target.

Figure 8 shows the displacement time series of the
extracted target centroid with respect to the mean of
the extracted centroids throughout time in both milli-
metre and pixel units at 2Hz frequency and a slope dis-
tance of 5.3616m. In addition, the first 20 s of the Leica
MS50 data and the first 5 s of the LT and PSVC data
were discarded as transient oscillations.

Figure 9 depicts the DFT of the video streams from
the Leica MS50 at a distance of 5.3616m, where the
frequency induced by the PSVC was 2Hz. This fre-
quency is clearly associated with the maximum ampli-
tude. Figure 10 shows the target centroid extracted
from the Leica MS50 video streams alongside the
adjusted Fourier model at 2Hz for a 5 s time section.

Figure 11 shows the estimated coloured noise resi-
duals and the decorrelated residuals of the Leica MS50
dataset, resulting from the filtering (equation (17)) of
the former residuals by means of the inverted estimated
AR model. Figure 12 shows the adequacy of the esti-
mated AR coloured noise models in the light of an
accepted (periodogram-based) white noise.39

The DFT is shown in Figure 13, which reveals two
main amplitudes at 1.25 and 2.5Hz to shed further
light on the impact of the image motion error (see
Figure 14) on the estimation of the frequency. In addi-
tion, Figure 15 shows a higher coloured noise level in
comparison to Figure 11, which proves the existence of

Figure 9. Typical discrete Fourier transform of one segment of
the Leica MS50 dataset at distance of 5.3616 m, showing the
main amplitude at 2 Hz.

Figure 10. Typical section of the Fourier model (solid line)
fitted to the given measurements of the Leica MS50 dataset
(stars) at 2 Hz within 5 s.

Figure 11. Typical segment showing the estimated coloured
noise residuals and the decorrelated residuals of the Leica MS50
dataset at 2 Hz and a distance of 5.3616 m.

Figure 8. Displacement time series of the extracted target
centroid for the telescope camera images of the Leica MS50 at
2 Hz and a distance of 5.3616 m.
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the image motion errors throughout this time interval
of the experiment.

Table 1 summarizes the statistics of the displacement
and vibration analysis for all three sensors. In most
cases, the frequencies and amplitudes estimated from
the Leica MS50 measurements are very close to those
resulting from the two highly accurate reference sensors
(LT and PSVC). The estimated degrees of freedom of
the t-distribution underlie the white noise components.
Concerning the LT and the PSVC measurements, these
estimates are roughly between 14 and 60, indicating a
rather close approximation of a normal distribution.
By contrast, the estimated degrees of freedom regard-
ing the Leica MS50 measurements are in the range of
2–4.5, for which values the t-distribution has substan-
tial tails; we thus found a large number of outliers in
the measurement noise of that sensor.

Furthermore, the results show that the highest white
noise test acceptance rate (100%) was obtained for the
PSVC measurements, for which an AR order of p= 25

was chosen. Using the same model order, the LT mea-
surements also produced relatively high acceptance
rates in comparison to the PSVC data. However, the
acceptance rates regarding the Leica MS50 measure-
ments fluctuate between 25% and 75%, so that the
adjusted coloured noise model is clearly inadequate for
a number of segments analysed. On one hand, this find-
ing could be related to the image motion error (see
Figure 14) derived from a weak PC performance or
delay in the data transmission procedure from the Leica
MS50 to the PC. On the other hand, it could be related
to a minor shaking of the Leica MS50 throughout the
measurements, and this phenomenon can be taken into
account in our future work by continuously reading the

tilting axis error of the Leica MS50 using the GeoCOM
interface as described in Lienhart and colleagues.3,16 To
improve the coloured noise models and the resulting
performance of the white noise test, it might be benefi-
cial in future experiments to increase the measurement
time to obtain more redundant data and to be able to
increase the AR model order. Moreover, the absolute
deviation of the Mode of estimated amplitudes of the
sensors are listed in Table 1 and compared to those
from the PSVC with an AR order of p= 25. As we
expected, the absolute deviations of the two reference
sensors of LT and the PSVC have minor differences,
which are significantly smaller than those of the Leica
MS50.

Table 2 summarizes the statistics of the displacement
and vibration analysis for all three sensors without AR
processing to give an impression about strength of the
developed algorithm. In addition, the degree of freedom
was fixed to 120, which stands for the t-distribution,
approximating the normal distribution as described in
Abramowitz and Stegun40 and Koch.41 As we expected,
the absolute deviations from the PSVC without the AR
processing are not significant and has less coloured
measurement noise, as the estimated degree of freedoms
indicate approximately the normal distribution (see
Table 1). In addition, the absolute deviations for the
LT measurement without the AR processing are slightly
larger than those including AR processing. However,
the absolute deviations for the Leica MS50 without the
AR processing are mostly and significantly larger than
those included in the AR processing. In addition, as the
estimated degrees of freedom for the Leica MS50 data
are represented by a range of 2–4.5 (see Table 1), it
proves the existence of numerous outliers in the dataset.
Subsequently, by ignoring the AR processing within the
robust estimation procedure developed for the Leica
MS50, the results in some cases do not prove to be reli-
able or accurate enough.

Figure 12. Excess of the estimated periodogram of the
decorrelated (i.e. estimated white noise) residuals of the Leica
MS50 dataset at 2 Hz and a distance of 5.3616 m for the AR(25)
model (jagged line) with respect to the theoretical white noise
periodogram (horizontal centred line) and 99% significance
bounds (horizontal bounded lines).

Figure 13. Typical discrete Fourier transform of one segment
of the Leica MS50 dataset at a distance of 22.6635 m, showing
two main amplitudes at 1.25 and 2.5 Hz.
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Example based on real application of a footbridge
structure

An uncontrolled excitation of a footbridge structure
with a length of 27.051m and a width of 2.72m close
to the GIH (see Figure 16) was measured using the
Leica MS50 and LT. The measurements were carried
out for the first quarter and the middle of the foot-
bridge structure (marked by the circles in Figure 16).
Alternatively, the known natural frequencies of the
footbridge structure were utilized for a validation.
They were calculated based on the FEM analysis of a
design model of the footbridge structure, which was
carried out by the Institute of Concrete Construction

of the LUH. According to that, the vertical natural fre-
quencies of the footbridge structure are 3.642 and
13.294Hz, the longitudinal and the lateral natural fre-
quencies are 2.295 and 7.053 Hz, and the torsional nat-
ural frequencies are 3.759 and 11.828Hz, respectively.
As we can see in Figure 16, the Leica MS50 and the LT
are located at the footpath close to the side of the foot-
bridge structure. Regarding the natural frequencies, we
could only detect the vertical natural frequency of
3.642Hz and could not detect another one with the
value of 13.294Hz due to the low practical sampling
frequency of 10Hz of the Leica MS50 and in view of
Nyquist sampling theorem. On the other hand, it might
be necessary to set-up the Leica MS50 in a place, where

Table 1. Statistics of the displacement and vibration analysis for the Leica MS50, LTand PSVC measurements with an AR order of
p= 25.

Sensor Mode
(f̂ , Hz)

Time (s) NS S (m) Max
(L̂, mm)

Mode
(L̂, mm)

Min
(L̂, mm)

Mode (n̂) WNT (%) Dd (mm)

LT 2.000067 5 85 5.3616 1.7476 1.7358 1.7067 28.467 94.11 0.0327
3.000077 5 83 5.3616 0.8264 0.8203 0.8002 53.229 78.31 0.0011
4.000103 5 87 5.3616 0.4616 0.4598 0.4567 54.345 66.66 0.0032
2.000077 5 80 11.9425 1.7708 1.7565 1.7478 59.547 96.25 0.0269
3.000071 5 104 11.9425 0.8221 0.8186 0.8148 51.202 82.69 0.0008
4.000105 5 83 11.9425 0.4608 0.4578 0.4545 50.171 75.90 0.0057
2.000042 5 85 16.8771 1.7378 1.7256 1.7066 50.212 96.47 0.0310
3.000152 5 82 16.8771 0.8271 0.8151 0.8025 28.257 75.60 0.0044
4.000112 5 127 16.8771 0.4606 0.4574 0.4497 38.732 82.67 0.0061
2.000027 5 99 22.6635 1.7455 1.7231 1.7094 26.180 90.90 0.0321
3.000061 5 86 22.6635 0.8333 0.8246 0.7994 14.272 87.21 0.0044
4.000070 5 84 22.6635 0.4694 0.4665 0.4518 18.819 29.76 0.0035

PSVC 2.000106 5 95 5.3616 1.7227 1.7031 1.675 44.371 100 0.0
3.000221 5 99 5.3616 0.8300 0.8192 0.8006 54.612 100 0.0
4.000146 5 101 5.3616 0.4665 0.4630 0.4595 53.664 100 0.0
2.000142 5 91 11.9425 1.7514 1.7296 1.7041 47.149 100 0.0
3.000186 5 93 11.9425 0.8262 0.8194 0.8104 51.829 100 0.0
4.000299 5 93 11.9425 0.4667 0.4635 0.4569 50.199 100 0.0
2.000099 5 97 16.8771 1.7166 1.6946 1.6755 40.411 100 0.0
3.000128 5 97 16.8771 0.8256 0.8195 0.8043 49.681 100 0.0
4.000220 5 137 16.8771 0.4665 0.4635 0.4593 42.223 100 0.0
2.000075 5 121 22.6635 1.7111 1.6910 1.6721 45.319 100 0.0
3.000178 5 113 22.6635 0.8258 0.8202 0.8118 54.992 100 0.0
4.000215 5 133 22.6635 0.4661 0.4630 0.4602 48.468 100 0.0

MS50 2.001359 100 4 5.3616 1.6256 1.6181 0.4063 3.8933 75 0.0850
3.002026 100 4 5.3616 0.7496 0.7473 0.7424 4.4704 75 0.0719
4.002689 100 4 5.3616 0.4849 0.4119 0.4091 3.4502 25 0.0511
2.001327 100 4 11.9425 1.7250 1.7184 1.7147 4.4514 75 0.0112
3.003544 100 4 11.9425 0.7888 0.7842 0.6814 4.2560 25 0.0352
4.002680 100 4 11.9425 0.4339 0.4322 0.4287 1.9757 25 0.0313
2.002867 100 4 16.8771 1.6986 1.5932 0.2670 4.4179 50 0.1014
3.002015 100 4 16.8771 0.8293 0.7925 0.7678 3.4979 50 0.0270
4.002692 100 3 16.8771 0.4352 0.4347 0.4225 3.1020 33.33 0.0288
2.001887 100 4 22.6635 1.7356 1.4911 0.1650 1.9504 25 0.1999
3.002021 100 4 22.6635 0.7808 0.7591 0.7536 3.3790 75 0.0611
4.002694 100 4 22.6635 0.4240 0.4209 0.3817 2.8920 25 0.0421

LT: laser tracker; PSVC: portable shaker vibration calibrator; AR: autoregressive.

f̂ is the estimated frequency, NS the number of segments analysed, S the slope distance, L̂ the estimated amplitude or displacement, n̂ the estimated

degree of freedom, WNT the acceptance rate of the white noise test applied to the NS segments analysed and Dd the absolute deviation of the

mode (L̂) of the sensors compared to those from PSVC.
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it can measure the passive targets perpendicularly to
detect the longitudinal and lateral natural frequencies
of the footbridge structure. However, this was not the
case in our measurement campaign and we could not
detect those natural frequencies either.

Figures 17 and 18 show the DFT results for the
Leica MS50 measurement at Points A1 and A2, respec-
tively. In addition, Figure 19 shows the DFT result at
point A1 for the LT measurement as well. Since the
time synchronization needed to be performed between
the Leica MS50 and the LT measurements and was not
the case in our measurement campaign, the one-to-one
comparison between the results of the aforementioned
sensors does not make sense. However, we can rely on

the FEM results of the design model of the footbridge
structure for the validation in this case study. As can
be seen from Figures 17 and 19, the DFT results at
point A1 show the frequency of 4.07Hz with the maxi-
mum amplitude of 0.07mm, which was captured by the
Leica MS50 measurements, whereas the frequency of
4.06Hz with the maximum amplitude of 0.0497mm
was obtained for the LT measurements. However, the
results from the proposed approach show the frequen-
cies of 4.0768 and 4.0631Hz with the maximum ampli-
tudes of 0.0433 and 0.0462mm for the Leica MS50 and
LT measurements, respectively. However, the DFT
result in Figure 18 at point A2 shows the frequencies of
3.65 and 4.1Hz with the maximum amplitudes of 0.079

Table 2. Statistics of the displacement and vibration analysis for the Leica MS50, LTand PSVC measurements without AR model and
n= 120 the degree of freedom.

Sensor Mode
(f̂ , Hz)

Time
(s)

NS S (m) Max (L̂, mm) Mode (L̂, mm) Min
(L̂, mm)

Mode (n̂) WNT (%) Dd (mm)

LT 2.000060 5 85 5.3616 1.7480 1.7363 1.7076 120 0 0.0332
3.000081 5 83 5.3616 0.8263 0.8203 0.8003 120 0 0.0011
4.000134 5 87 5.3616 0.4617 0.4597 0.4568 120 0 0.0033
2.000075 5 80 11.9425 1.7707 1.7565 1.7481 120 0 0.0269
3.000089 5 104 11.9425 0.8223 0.8187 0.8148 120 0 0.0007
4.000113 5 83 11.9425 0.4606 0.4579 0.4546 120 0 0.0056
2.000072 5 85 16.8771 1.7364 1.7247 1.7063 120 0 0.0301
3.000158 5 82 16.8771 0.8312 0.8158 0.8014 120 0 0.0037
4.000096 5 127 16.8771 0.4652 0.4575 0.4525 120 0 0.0060
2.000060 5 99 22.6635 1.7452 1.7228 1.7097 120 0 0.0318
3.000103 5 86 22.6635 0.8394 0.8251 0.8057 120 0 0.0049
4.000111 5 84 22.6635 0.4732 0.4669 0.4618 120 0 0.0039

PSVC 2.000087 5 95 5.3616 1.7231 1.7032 1.6747 120 0 0.0001
3.000249 5 99 5.3616 0.8298 0.8194 0.8006 120 0 0.0002
4.000129 5 101 5.3616 0.4665 0.4630 0.4595 120 0 0.0000
2.000204 5 91 11.9425 1.7503 1.7289 1.7040 120 0 0.0007
3.000169 5 93 11.9425 0.8262 0.8193 0.8102 120 0 0.0001
4.000279 5 93 11.9425 0.4667 0.4633 0.4568 120 0 0.0002
2.000151 5 97 16.8771 1.7176 1.6941 1.6748 120 0 0.0005
3.000116 5 97 16.8771 0.8253 0.8196 0.8042 120 0 0.0001
4.000233 5 137 16.8771 0.4666 0.4635 0.4592 120 0 0.0000
2.000024 5 121 22.6635 1.7115 1.6912 1.6743 120 0 0.0002
3.000144 5 113 22.6635 0.8258 0.8204 0.8118 120 0 0.0002
4.000229 5 133 22.6635 0.4662 0.4631 0.4602 120 0 0.0001

MS50 2.001361 100 4 5.3616 1.6205 1.6161 1.0136 120 0 0.0870
3.002032 100 4 5.3616 0.7492 0.7462 0.7449 120 0 0.0730
4.002711 100 4 5.3616 0.4067 0.4059 0.3928 120 0 0.0571
2.001328 100 4 11.9425 1.7182 1.7125 1.7012 120 0 0.0171
3.002494 100 4 11.9425 0.7857 0.7490 0.3325 120 0 0.0704
4.002717 100 4 11.9425 0.4276 0.4261 0.4222 120 0 0.0374
2.001526 100 4 16.8771 1.6960 1.5940 0.8262 120 0 0.1006
3.002020 100 4 16.8771 0.7934 0.7840 0.7752 120 0 0.0355
4.002711 100 3 16.8771 0.4325 0.3174 0.1332 120 0 0.1461
2.001868 100 4 22.6635 1.0612 0.5376 0.4042 120 0 1.1534
3.002025 100 4 22.6635 0.7619 0.7578 0.7422 120 0 0.0624
4.002723 100 4 22.6635 0.4212 0.4178 0.4114 120 0 0.0452

LT: laser tracker; PSVC: portable shaker vibration calibrator; AR: autoregressive.

f̂ is the estimated frequency, NS the number of segments analysed, S the slope distance, L̂ the estimated amplitude or displacement, WNT the

acceptance rate of the white noise test applied to the NS segments analysed and Dd the absolute deviation of the Mode (L̂) of the sensors compared

to those from PSVC in Table 1.
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Figure 15. Typical segment showing the estimated coloured
noise residuals (dashed line) and the estimated white noise
residuals (solid line) of the Leica MS50 dataset at 2 Hz and a
distance of 22.6635 m.

Figure 16. Vibration analysis of the footbridge structure using
the telescope camera of the Leica MS50 to measure the passive
targets attached to the side of the footbridge (areas highlighted
by the circles) and using the LT to measure an attached corner
cube reflector close to the aforementioned passive targets.

Figure 17. Point A1: Typical discrete Fourier transform of one
segment of the Leica MS50 dataset at a distance of 16.5 m from
footbridge structure, showing the main amplitude of 0.07 mm at
a frequency of 4.07 Hz.

Figure 18. Point A2: Typical discrete Fourier transform of one
segment of the Leica MS50 dataset at a distance of 20.01 m from
footbridge structure, showing the main amplitudes of 0.079 and
0.055 mm at frequencies of 3.65 and 4.1 Hz, respectively.

Figure 19. Point A1: Typical discrete Fourier transform of one
segment of the LT dataset at a distance of 16.499 m from the
footbridge structure, showing the main amplitude of 0.0497 mm
at a frequency of 4.06 Hz.

Figure 14. Displacements of the extracted target centroid for
telescope camera images of Leica MS50 at 2 Hz and a distance of
22.6635 m.
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and 0.055mm, respectively. However, the proposed
approach shows the frequencies of 3.6451 and
4.0978Hz with the maximum amplitudes of 0.051 and
0.0367mm, respectively, which are comparable to those
calculated from the FEM with the frequency of
3.642Hz, and these findings demonstrate the correct-
ness of our calculations. The higher frequency of
approximately 4.07Hz obtained might be due to either
modulating the higher frequency of 13.294Hz or an
additional vibration produced by people passing across
the footbridge structure and the latter not reaching a
stable situation at the time of measurement.

In addition, Figures 20–22 illustrate the estimated
coloured noise residuals and the decorrelated (i.e. esti-
mated white noise) residuals for the Leica MS50 at the
two points of A1 and A2 in addition to the LT mea-
surements, respectively. We should mention that the LT

measurements of the bridge structure were performed
with a corner cube reflector of lesser quality than for
measurements within the laboratory experiment.
Consequently, a high level of noise in the displacements
for some segments appears in the results, which we can
be improved in our future work by employing a corner
cube reflector of a better quality. In addition, we could
even improve the Leica MS50 results by taking angular
tilt axis errors into account and by avoiding the very
minor shaking of the instrument.

Conclusion

A robust and consistent procedure was proposed to
perform an accurate displacement and vibration analy-
sis of a footbridge structure using an IATS (here, Leica
MS50). The Leica MS50 benefits accurate distance
measurements to the object in addition to the captured
video streams with a practical sampling frequency of
10Hz using an embedded on-axis telescope camera.
The experiments were carried out for two case studies
under a controlled excitation in the laboratory environ-
ment and an uncontrolled excitation of a footbridge
structure. In a first case study, the results were validated
by means of two highly accurate reference measurement
systems, namely, the portable shaker vibration calibra-
tor 9210D (with a sampling frequency of 200Hz) and
the Leica AT960-LR LT (with a sampling frequency of
200Hz). In the second case study, the validation was
performed based on the known natural frequencies of
the footbridge structure calculated from the FEM anal-
ysis. In addition, the LT measurement was also used for
a validation.

To extract target centroid from video streams of the
Leica MS50, the feasibility of an optimal passive target
pattern including four intersected lines and its accurate
and reliable detection approach, proposed in
Omidalizarandi et al.,26 were investigated at different

Figure 20. Point A1: Typical segment showing the estimated
coloured noise residuals (dashed line) and the estimated white
noise residuals (solid line) of the Leica MS50 dataset with the
main amplitude at 4.07 Hz for the footbridge structure.

Figure 22. Point A1: Typical segment showing the estimated
coloured noise residuals (dashed line) and the estimated white
noise residuals (solid line) of the LT dataset with the main
amplitude at 4.06 Hz for the footbridge structure.

Figure 21. Point A2: Typical segment showing the estimated
coloured noise residuals (dashed line) and the estimated white
noise residuals (solid line) of the Leica MS50 dataset with the
main amplitudes at frequencies of 3.65 and 4.1 Hz for the
footbridge structure.
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epochs of time as a preliminary step. Subsequently, the
vertical angular conversion factor was calibrated in the
laboratory environment to convert derived displace-
ments from the pixel unit to the metric unit.

To estimate amplitudes and frequencies for all three
sensors with high accuracy, vibration measurements
either in the length unit or the acceleration unit were
input to the Fourier series as a linear regression model
comprising a sum of sinusoids and additive random
deviations. Furthermore, the coloured measurement
noise was decorrelated through a covariance-stationary
AR process of an order 25, assuming the white noise
components to independently follow a central and
scaled t-distribution with an unknown scale factor and
unknown degree of freedom. At the end, model para-
meters were estimated by means of the GEM algorithm
as described in Alkhatib et al.30 The unknown frequen-
cies were initiated by means of notable maximum
amplitudes within the DFT of the data to perform
adjustment of the combined observation model for a
footbridge application.

The results indicate that the estimated frequencies
and amplitudes from the Leica MS50 measurements
were very close to those resulting from the two highly
accurate reference sensors (LT and PSVC) in the
laboratory environment and to those resulting from the
FEM analysis and the LT for the real application of
the footbridge structure. It was shown that the DFT
results and our proposed approach achieved approxi-
mately similar results when estimating the frequencies.
However, the results for the amplitudes varied from
minor to significant changes depending on the coloured
noise behaviour of the measurements. To show the
strength of the proposed approach, the estimated
results were compared in two cases of the AR model in
the order of 25: with an unknown degree of freedom
and without the AR process considering a constant
degree of freedom of 120, which is close approximation
of a normal distribution.

The estimated degrees of freedom of the t-distribu-
tion, in the case of considering the AR model order of
25, reveals that the LT and the PSVC measurements are
a rather close approximation of a normal distribution,
while, by contrast, the estimated degrees of freedom
regarding the Leica MS50 measurements with substan-
tial tails show a large number of outliers in the measure-
ment noise of that sensor. Moreover, the results show
that the highest white noise test acceptance rate (100%)
was obtained for the PSVC measurements. The LT
measurements also produced relatively high acceptance
rates in comparison to the PSVC data. However, the
acceptance rates regarding the Leica MS50 measure-
ments fluctuate between 25% and 75%, so that the
adjusted coloured noise model is clearly inadequate for
a number of analysed segments. Furthermore, the
image motion error for some video frames derived from

a weak PC performance or delay in the data transmis-
sion procedure from the Leica MS50 to the PC has a
significant influence on the estimated frequencies and
amplitudes and shows a higher coloured noise level
compared to the good quality video frames captured. In
summary, the results show the feasibility of Leica MS50
for an accurate displacement and vibration analysis of
the footbridge structure for frequencies less than 5Hz
(in view of the Nyquist sampling theorem).

In our future work, we will measure the minor shak-
ing of the Leica MS50 throughout the measurements
by continuously reading the tilting axis error of the
Leica MS50 using the GeoCOM interface. It might be
beneficial to increase the measurement time to obtain
more redundant data and to be able to increase AR
model order to improve the coloured noise models and
the resulting performance of the white noise test. In
addition, the proposed approach can be extended to
the time-dependant AR model to characterize the
coloured noise behaviour of the measurements over
time. Furthermore, the time synchronization for the
measurements of the sensors can be performed to have
a more realistic comparison of the results at a certain
point of time. Moreover, we will improve the LT mea-
surements for a footbridge structure by employing a
corner cube reflector of a better quality. The internal
calibration of the error sources of the Leica MS50 mea-
surements might improve the results. The possibility of
performing experiment with the Leica MS60 with a
maximum sampling frequency of 20Hz could also
improve the results. Finally, global optimization can be
applied for more accurate and reliable results to esti-
mate model parameters with unknown frequencies.
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