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Deutschsprachige Kurzzusammenfassung

Die vorliegende Dissertationsschrift befasst sich mit simplizialen Arrange-
ments von Hyperebenen. Ein Arrangement von Hyperebenen in Rr heißt
simplizial, falls jede Komponente von Rr \

(⋃
H∈AH

)
ein offener simplizialer

Kegel ist. In Kapitel 1 geben wir eine kurze Einleitung. Genaue Definitio-
nen, etwas mehr Hintergrund und wichtige bekannte Resultate folgen in
Kapitel 2, wo wir auch das allgemeinere Konzept des Tits Arrangements
definieren.

In Kapitel 3 werden einige Resultate für die obigen Tits Arrangements
bewiesen. Es wird eine kombinatorische Charakterisierung von Paaren von
Tits Arrangements gegeben, die sich lediglich um eine Hyperebene unter-
scheiden. Hierzu nutzen wir ungerichtete Varianten klassischer Dynkin Di-
agramme (sog. schwache Dynkin Diagramme). Weiterhin betrachten wir
endliche Spiegelungs Gruppoide; diese sind Varianten der sogenannten Weyl
Gruppoide, lassen sich aber nur aus gewissen Tits Arrangements konstru-
ieren. Schließlich klassifizieren wir kristallographische Tits Arrangements,
deren Rang mindestens sieben beträgt und die eine Kammer mit gewissen
vorgegebenen Dynkin Diagrammen enthalten.

Kapitel 4 enthält eine Klassifikation affiner Tits Arrangements des Rangs
drei, deren Normalenvektoren auf einer projektiven kubischen Kurve liegen.

In Kapitel 5 studieren wir simpliziale Arrangements von Geraden in
P2(R). Selbst in dieser einfachsten Situation liegt keine vollständige Klassi-
fikation vor. Grünbaum hat jedoch eine Liste gegeben, welche bis auf vier
weitere Arrangements (gefunden von Michael Cuntz) alle zur Zeit bekann-
ten Beispiele enthält. Man vermutet, dass die aktuell vorhande Liste bis auf
endlich viele weitere Korrekturen vollständig ist. Wir bestätigen diese Ver-
mutung für gewisse Klassen von simplizialen Arrangements mit speziellen
Eigenschaften. Beispielsweise wird gezeigt, dass ein freies simpliziales Ar-
rangement A mit tAi = 0 für i > 5 aus höchstens vierzig Geraden besteht.
Weiterhin zeigen wir, dass es bis auf Isomorphie nur endlich viele simpliziale
Arrangements in P2(R) gibt, deren Normalenvektoren auf einer irreduziblen
projektiven Kurve beschränkten Grades liegen.

In Kapitel 6 untersuchen wir ein interessantes Phänomen: ist ein sim-
pliziales Arrangement A in V := Pr−1(R) gegeben, dann lassen sich aus A
in natürlicher Weise gewisse duale Arrangements in V ∗ konstruieren. Diese
dualen Arrangements sind in vielen Fällen ebenfalls simplizial und wir geben
einige Klassifikations- und Endlichkeitssätze in diesem Kontext. Weiterhin
zeigen wir, wie gewisse sporadische Arrangements aus Spiegelungsgruppen
konstruiert werden können.
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Abstract

In this thesis, we study simplicial arrangements of hyperplanes. Classically,
a simplicial arrangement A in Rr is a finite set of linear hyperplanes such
that every component of Rr \

(⋃
H∈AH

)
is an open simplicial cone. A short

introduction is given in Chapter 1.
In Chapter 2, we review the precise definitions and collect some im-

portant known results; we also recall the more general concept of a Tits
arrangement and the corresponding notions.

In Chapter 3, we establish some results for these Tits arrangement. In
particular, we give a combinatorial characterization of pairs of Tits arrange-
ments differing by one hyperplane. For this, we introduce weak Dynkin
diagrams, which generalize the classical Dynkin diagrams in the crystallo-
graphic case. Moreover, we show how one may associate a so called finite
reflection groupoid to certain Tits arrangements, generalizing the concept
of the Weyl groupoid in the crystallographic case. Furthermore, we clas-
sify crystallographic Tits arrangements of rank at least seven containing a
chamber whose associated Dynkin diagram is of a certain prescribed type.

Chapter 4 contains a classification of affine rank three Tits arrangements
whose associated root vectors lie on a projective cubic curve.

In Chapter 5, we focus on the classical subject of simplicial line arrange-
ments in P2(R). A classification even in this case is still an open problem.
However, there exists a catalogue published by Grünbaum listing almost all
currently known examples; only four additional arrangements have been dis-
covered by Michael Cuntz. One of the main conjectures in the field is that
the current catalogue is complete up to finitely many additions. We prove
this conjecture for various special kinds of simplicial arrangements. For in-
stance, we prove that a free simplicial arrangement A such that tAi = 0
for i ≥ 6 consists of at most forty lines. We also show that there are only
finitely many (combinatorial isomorphism classes of) simplicial line arrange-
ments whose associated root vectors lie on an irreducible projective algebraic
curve of fixed (or at least bounded) degree.

In the last Chapter 6, we study an interesting phenomenon: given a
simplicial arrangement A in V := Pr−1(R), one may associate in a natural
way certain arrangements in the dual space V ∗. It turns out that these dual
arrangements are also simplicial in many cases and we give finiteness, classi-
fication as well as some experimental results in this setup. For instance, we
show how to construct certain sporadic arrangements via reflection groups.
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Chapter 1

Introduction

An arrangement of hyperplanes is a finite set of hyperplanes in a finite di-
mensional vector space. Arrangements form a classical field of study in both
pure and applied mathematics. Arguably more than in most other fields of
study, there is a beautiful interaction between geometry, algebra, combina-
torics, topology and probably even more. Classical references are the books
by Orlik and Terao (see [27]) and Grünbaum (see [18]). The latter focuses
more on combinatorial aspects of the theory and its relations to polytope
theory, while the first also deals with more algebraic and group theoretic as-
pects of the subject. A more recent monograph has been published by Dimca
in 2017 (see [13]), focusing more on the algebraic geometric part of the story.

One of the most fascinating aspects of the subject lies in the fact that
many problems concerning arrangements may be formulated on a very el-
ementary level, which makes the subject accessible for a broad variety of
people. However, solutions to such seemingly easy problems often turn out
to be very difficult and thus require new ideas, which in turn stimulate the
progress of mathematics itself.

This way, new fields of study arise and connections between seemingly
unrelated subjects manifest themselves. For instance, it turns out that cer-
tain properties or invariants, which seem to be algebraic or topological, can
be shown to be combinatorial in nature: this is exemplified by the fact that,
given a complex hyperplane arrangement A in V := Cr, the Betti numbers
of the space obtained by removing all hyperplanes in A from V are deter-
mined entirely by the so called intersection lattice of A, which is a purely
combinatorial invariant of the arrangement.

In this thesis, we will be interested in simplicial arrangements of hy-
perplanes in a real vector space. Classically, simplicial arrangements are
defined very elementary: the arrangement A in V := Rr is called simplicial,
if all hyperplanes in A pass through the origin and if every component of
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V \
(⋃

H∈AH
)

is bounded by precisely r hyperplanes of A (we give more
precise definitions and some more background in Chapter 2). It is an im-
mediate observation that in R2 the second condition is automatic, once the
first is satisfied. Thus geometrically, the first case of actual interest is r = 3.
Natural examples are for instance the arrangements consisting of the reflect-
ing hyperplanes of finite real reflection groups.

In the paper [12], the notion of a simplicial arrangement is generalized
to the more flexible notion of so called Tits arrangements. In Chapter 2,
Sections 2-3, we recall their definition and associated notions.

In Chapter 3, we then provide some interesting results for these Tits
arrangements. In the first section, we prove a theorem which characterizes
Tits arrangements differing by only one hyperplane. It turns out that a
hyperplane may be removed from a Tits arrangement if a certain combina-
torial condition involving so called weak Dynkin diagrams is satisfied. These
diagrams are graphs associated with the chambers of an arrangement which
contain geometric and combinatorial data. They already proved to be very
useful in [8].

In the second section, we follow ideas of Michael Cuntz and introduce
finite reflection groupoids associated to Tits arrangements. These are alge-
braic structures which may be associated with certain (but not all) Tits ar-
rangements. In some sene, they are non-integral generalizations of so called
Weyl groupoids, which correspond to crystallographic Tits arrangements (see
Chapter 2, Section 3).

We give a classification result for highly symmetric finite Tits arrange-
ments in R3 which can be coordinatized over Q and which permit such a
groupoid structure. Moreover, we can prove a finiteness result for spherical
Tits arrangements which are realizable over some algebraic number field K
and which admit a groupoid structure as above.

In the last section of Chapter 3, we are interested in locally spherical
crystallographic Tits arrangements of rank at least seven. We show that, up
to isomorphism, there exists only one locally spherical crystallographic Tits
arrangement containing a chamber whose associated Dynkin diagram is of

type E
(1)
6 , E

(1)
7 , E

(1)
8 respectively (we use the notation in [24, Chapter 4]).

The same is true for arrangements containing a chamber whose diagram is

of type A
(1)
r−1 or D

(2)
r for r ≥ 8. Similarly, we can prove that there are, again

up to isomorphism, exactly two Tits arrangements as above containing a
chamber whose associated Dynkin diagram is of type E8.

In Chapter 4, we give a classification of affine rank three Tits arrange-
ments whose normal vectors are contained in a cubic curve. In the process,
we discover an affine Tits arrangement A having a vertex v such that in-
finitely many lines of A are incident with v. We remark that to our knowl-
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edge, no classical affine simplicial arrangement with this property already
appeared in the literature. Moreover, we observe the interesting geometric
fact that the normal vectors of A are contained in the union of an irreducible
conic σ with a line ` touching σ in the real projective plane. This in turn im-
plies that the incidence structure of A is similar to the incidence structure of
arrangements belonging to the infinite series R(1): these are spherical rank
three Tits arrangements which are closely related to the symmetry struc-
ture of the regular n-gon for n ≥ 3 (see [4, Section 3] or Chapter 2, Section
4 for precise definitions and background). The similarity of the incidence
structures originates from the fact that the normal vectors of arrangements
belonging to R(1) also lie on the union of a projective conic σ′ and a projec-
tive line `′; however, in the spherical case the curves σ′ and `′ do not meet
in the real projective plane.

Clearly, simplicial arrangements can also be defined naturally in projec-
tive space (using the canonical map π : Rr \ {0} −→ Pr−1(R)). Doing so,
we may visualize a simplicial arrangement in R3 as a triangulated projective
plane. Thus, at least for r = 3 simplicial arrangements in Rr appear to
be elementary objects which ought to be easily understood. However, the
reality is different: it is still one the great open problems to give a complete
classification of such triangulations, even in the case for arrangements which
may be defined over Q (see [19] and [6]). Only under some very strong con-
ditions, one can give bounds for the size or even classifications of simplicial
arrangements in Rr. So far, only the crystallographic and supersolvable ar-
rangements are well understood and completely classified (see Section 2.4
for additional results and references).

In Chapter 5, we will have a special focus on the case r = 3 and we
will present certain conditions which permit finiteness and in some cases
even classification results. The conditions we present will be combinatorial,
geometric and in some sense algebraic. For instance, we will give a classi-
fication of free simplicial line arrangements having the property that every
point of the plane is incident with at most four lines of the arrangement.
By a similar argument, we show that any (not necessarily simplicial) free
arrangement A, having the property that every point of the plane is incident
with at most five lines of A, consists of at most 185 lines.

Motivated by the observation that the root vectors of all arrangements
from the infinite series R(1) (see Section 2.4 for definitions) lie on a cubic
curve, we also study simplicial line arrangements whose associated root vec-
tors are contained in the locus of some homogeneous polynomial of bounded
degree d. We show that for fixed d, there are only finitely many combinato-
rial isomorphism classes of arrangements having this property.

Finally, in the last Chapter 6 we present certain natural constructions
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suggested by Michael Cuntz which associate with a simplicial arrangement
in V := Pr−1(R) certain dual arrangements in V ∗ which turn out to be
simplicial in many cases.

Basically, the idea is the following: given an arrangement A in V , one
considers the set VA of vertices determined byA. Clearly, by projective dual-
ity, any subset of VA defines an arrangement in V ∗. The crucial observation
is that for certain well chosen subsets, the corresponding dual arrangements
tend to be simplicial as well.

We note that the above construction works particularly well if we take
subsets of vertices with fixed or bounded multiplicity. Doing so, we are able
to construct many sporadic simplicial arrangements from the root sets of
certain finite reflection groups. Moreover, there are arrangements which are
invariant under the above construction, i.e. there exist arrangements A with
the property that a certain dual arrangement of A is isomorphic to A itself.
For instance, this holds for all arrangements corresponding to exceptional
reflection groups of type F4, H4, E6, E7, E8. We note that for r ≥ 6, the
arrangements of type Cr, Dr have this property as well.

We also give certain classification and finiteness results related to these
phenomena in the case V = P2(R).

At the end of Chapters 3 − 6, we present some possibly interesting re-
lated open problems and questions which we have not been able to resolve
yet, but whose solutions would mean -in our opinion- considerable progress
in the field of simplicial arrangements.

Acknowledgement. I am very grateful to my advisor Michael Cuntz for
his steady support and for many helpful and stimulating discussions. I also
wish to thank Bernhard Mühlherr for some inspiring conversations on the
subject. Moreover, I want to thank Piotr Pokora for his interest in the subject
and for bringing some interesting papers to my attention. Thanks are also
due to my family and to everybody who supported me during the process
of writing this dissertation. Last but not least, I thank both the Deutsche
Forschungsgemeinschaft (DFG) for their financial support and the Institut
für Algebra, Zahlentheorie und Diskrete Mathematik at Leibniz Universität
Hannover for providing a place to work with the right atmosphere.
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Chapter 2

Background, definitions and
known results

2.1 Simplicial arrangements of hyperplanes in Rr

and Pr−1(R), the classical case

The aim of this section is to introduce arrangements of hyperplanes in a finite
dimensional real vector space. Arrangements in projective space will be
defined as well. We introduce useful associated notions and report on some
already known results, which will turn out to be relevant for our upcoming
work.

We start with the following most basic definition:

Definition 2.1. i) Let A be a finite set of linear hyperplanes in V := Rr
for some positive r ∈ N. Then A is called an arrangement of hyperplanes.
If
⋂
H∈AH = {0}, then A is called essential. The connected components of

V \
(⋃

H∈AH
)

are called the chambers of A. We call A simplicial if every
chamber of A is an open simplicial cone. Equivalently, A is simplicial if
every chamber is bounded by precisely r hyperplanes of A.
Let LA be the collection of all subspaces of V of the form

⋂
H∈BH for

some subset B ⊂ A. Ordering LA by reverse inclusion makes it into a lat-
tice, the so called intersection lattice of A. We denote the Möbius function
of LA by µ and define the characteristic polynomial of A by the formula
χ(A, t) :=

∑
X∈LA µ(X)tdim(X).

Any arrangement of hyperplanes in V induces a cell-decomposition on the
unit sphere Sr−1 and two arrangements A1,A2 are called combinatorially
isomorphic if the associated cell-decompositions are isomorphic.
ii) Let π : Rr \ {0} −→ Pr−1(R) be the natural map and let A be an essen-
tial arrangement of hyperplanes in Rr. Then by taking the image of each
hyperplane of A under π, we obtain an arrangement P(A) in Pr−1(R).
Now if B = P(A) for some essential hyperplane arrangement A, then B is
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called a projective arrangement of hyperplanes. The arrangement B induces
a cell-decomposition of Pr−1(R) which is simplicial if and only if the corre-
sponding cell-decomposition induced by A on the unit sphere is simplicial.
Consequently, the arrangement B is called simplicial, if A is simplicial. We
write fBi , 0 ≤ i ≤ r−1, for the number of cells having (projective) dimension
i. The vector fB defined by (fB)i := fBi is called the f-vector of B. In case
r = 3, we call B a (projective) line arrangement. Two projective arrange-
ments P(A),P(A′) are called combinatorially isomorphic if the arrangements
A,A′ are combinatorially isomorphic.

Remark 2.1. Assume that A is not essential. Then X :=
⋂
H∈AH has

positive dimension. By passing to the quotient space V := V/X, we obtain
an arrangement A such that

⋂
H∈AH = {0}. Thus A is essential. Here H

denotes the image of H under the natural map V −→ V .

Next we introduce a simple (but very useful) combinatorial invariant
associated to an arbitrary projective arrangement of hyperplanes.

Definition 2.2. Let A′ be an essential arrangement of hyperplanes in Rr
and let A := P(A′) be the associated projective arrangement in Pr−1(R). If
v ∈ LA′ such that dim(v) = 1, then v is called a vertex of A.
We define m(v) := |{H ∈ A′ | v ⊂ H}| and call this number the weight or
multiplicity of v. Denote the set of vertices of A by V. Then we define the
multiplicity of A to be m(A) := maxv∈V m(v).
Writing tAi := |{v ∈ V | m(v) = i}| we define the t-vector of A by (tA)i := tAi
for r − 1 ≤ i ≤ m(A). By definition we have tAi = 0 for i > m(A).

We remark that in case r = 3, the t-vector of an arrangement A captures
a lot of information. In particular, the number of chambers can be read off
directly from tA:

Remark 2.2. Let A be a projective line arrangement with associated f-vector
fA = (fA0 , f

A
1 , f

A
2 ). Then we have fA0 =

∑
i≥2 t

A
i by definition. Moreover,

we have fA1 =
∑

i≥2 it
A
i , because the vertices partition the lines of A into

segments, called the edges of A. Finally, as P2(R) has Euler characteristic
equal to one, we conclude that fA2 = 1 +

∑
i≥2(i− 1)tAi .

Moreover, we have the following useful relations which are satisfied by
the t-vector of any real projective line arrangement:

Theorem 2.1. Let A be an arrangement of n lines in P2(R). Then the
following statements hold:(

n

2

)
=
∑
i≥2

(
i

2

)
tAi , (2.1)

tA2 ≥ 3 +
∑
i≥4

(i− 3)tAi . (2.2)
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If the multiplicity of A is at most n− 3, then the following inequality holds:

tA2 +
3

2
tA3 ≥ 8 +

∑
i≥4

4i− 15

2
tAi . (2.3)

If the multiplicity of A is at most 2n
3 , then we also have the following esti-

mates: ∑
i≥2

itAi ≥
n2 + 3n

3
, (2.4)

∑
i≥2

i2tAi ≥
4

3
n2. (2.5)

Proof. Equation (2.1) follows from counting pairs of lines in two different
ways. Inequality (2.2) is known as Melchior’s inequality and a proof can be
found in [26]. The estimate (2.3) is more recent, see [32] for a proof. Finally,
inequalities (2.4), (2.5) are proved in [25].

Remark 2.3. i) Let A be an arrangement of n lines in P2(R). Note that
by definition we always have tAn = 0, as the hyperplane arrangement in R3

corresponding to A is required to be essential. Usually, one has to require
this additional condition in order to have (2.2). Moreover, we observe that
A is simplicial if and only if we have equality in (2.2).
ii) We remark that inequality (2.3) also holds true for arrangements of pseu-
dolines. See [2] for more background on this topic. We shall make use of
this observation in Chapter 5.

We define Coxeter diagrams, a combinatorial invariant attached to the
chambers of a hyperplane arrangement:

Definition 2.3. Let A be a hyperplane arrangement in Pr−1(R) and let K
be a chamber of A. Then we associate to K a weighted undirected graph
ΓKC in the following way: the vertices of ΓKC are given by the s hyperplanes
H1, ...,Hs bounding K. Two vertices Hi, Hj are connected by an edge in
ΓKC if and only if there are at least three hyperplanes of A containing the
subspace Hi ∩ Hj . The weight of this edge is then given by the precise
number of hyperplanes of A containing Hi ∩Hj . The graph ΓKC is referred
to as the Coxeter diagram at K. If A is simplicial then ΓKC has precisely
r vertices for every chamber K. A simplicial projective arrangement A is
called irreducible if ΓKC is connected for any chamber K of A. Otherwise
A is called reducible. We observe that up to isomorphism the graph ΓKC
depends only on the chamber K.

Remark 2.4. Let A be a simplicial projective arrangement of hyperplanes.
Assume that A contains a chamber K whose corresponding Coxeter dia-
gram ΓKC is not connected. So by definition, the arrangement A is reducible.

8



Moreover, it is not hard to see that in this case A may be realized as prod-
uct arrangement: if ΓKC has m components, then there are arrangements
A1, ...,Am such that A = A1 × ... × Am (see [27] for more details on this
construction). This observation justifies the introduced terminology.

The following result shows that an irreducible simplicial arrangement of
n lines has multiplicity at most n

2 . For the sake of completeness, we include
a proof.

Proposition 2.1. Let A be an irreducible simplicial line arrangement in
P2(R) with m := |A|

2 . Then we have tAi = 0 for all i > m. Moreover, we
always have tAm ≤ 1.

Proof. Suppose that there was some i > m such that tAi > 0. Pick a vertex
v of weight i and denote the set of lines passing through v by Lv. Then there
are 2i chambers K1, ...,K2i having v as a vertex. Each of these chambers has
precisely one wall supported by a line not contained in Lv. As |A\Lv| < m,
we conclude that there must be some ` ∈ A \ Lv such that ` is a wall in
three neighbouring chambers Kj1 ,Kj2 ,Kj3 . But then ` contains a segment
bounded by two vertices of weight two. It follows that A is not irreducible,
contradicting our initial assumption. This proves the first claim. Next we
show that tm ≤ 1. Suppose that tm > 1. Then clearly tm = 2 and we
denote the two vertices of weight m by v1 and v2. Then v1 and v2 may or
may not be connected by a line of A and one checks that any line of A not
passing through both v1 and v2 contains a segment bounded by two vertices
of weight two. Therefore A is not irreducible. This completes the proof.

Remark 2.5. Let A be an irreducible simplicial arrangement of n lines. Then
the above result shows that the multiplicity of A is less than 2n

3 . Therefore,
the relations (2.4) and (2.5) are always true for irreducible simplicial line
arrangements (see Theorem 2.1). This allows for instance to give lower
bounds on the number of chambers for such arrangements.

Next we introduce free hyperplane arrangements. These will occur in
Chapter 5, where we establish some finiteness and classification results con-
cerning free simplicial line arrangements.

Definition 2.4. Let K be a field and let A = P(A′) be a projective arrange-
ment of hyperplanes in Pr−1(K). By choosing coordinates we identify the
symmetric algebra Sym((Kr)∗) with the polynomial ring S := K[x1, ..., xr].
For every H ∈ A′ choose a homogeneous linear form lH ∈ S such that
H = ker(lH) and let D be the free S-module of derivations of S over K.
We define a submodule

DA :=
{
θ ∈ D | θ(lH) ∈ (lH), H ∈ A′

}
⊂ D.

Then A is called free if DA is a free S-module.
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We will mainly need the following property of free arrangements, which
is known as Terao’s factorization theorem. A proof can be found for instance
in [27].

Theorem 2.2. Let A be an arrangement of hyperplanes in Pr−1(R). If A
is free, then for the characteristic polynomial χ(A, t) we have the following
formula:

χ(A, t) =
∏

1≤i≤r
(t− di).

The numbers d1, ..., dr are the degrees of homogeneous generators in a basis
for DA. In particular, these degrees are combinatorially determined.

Remark 2.6. i) Theorem 2.2 is also true for hyperplane arrangements de-
fined over arbitrary fields.
ii) The theorem shows that the degrees of the generators in a homogeneous
basis for DA are uniquely determined by the combinatorics, if A is free.
However, it is not clear whether or not the property of being free is de-
termined by the combinatorics as well: given two hyperplane arrangements
A1 = P(A′1),A2 = P(A′2) such that A1 is free and such that LA′1

∼= LA′2 , is
it true that A2 is free as well?

This problem is known as Terao’s Conjecture and is still open even in
the case of line arrangements. We point out that the conjecture is false if
one does not fix the characteristic of the base field (see [34]).

2.2 A generalization: Tits arrangements in Rr

In this section we define so called Tits arrangements. These are a gener-
alization of classical simplicial arrangements of hyperplanes defined in the
last section. Tits arrangements have been first introduced in [12]. The main
difference to the classical objects lies in the fact that we are not necessarily
taking complements with respect to the entire ambient space V , but only
with respect to a certain open convex cone T ⊂ V . We give the following
definition:

Definition 2.5. Let A be a set of linear hyperplanes in V := Rr and let
T be an open convex cone in V . We say that A is locally finite in T if
for every x ∈ T there exists a neighbourhood Ux ⊂ T of x, such that
{H ∈ A | H ∩ Ux 6= ∅} is a finite set. A hyperplane arrangement (of rank
r) is a pair (A, T ), where T is a convex open cone in V , and A is a set of
linear hyperplanes such that the following holds:

• H ∩ T 6= ∅ for all H ∈ A,

• A is locally finite in T .
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Usually we omit the reference to T , since it should always be clear from
the context. Hence often times we just speak of the set A as hyperplane
arrangement. Denote by T the topological closure of T with respect to the
standard topology of V . If X ⊂ T then the localization at X (in A) is
defined as

AX := {H ∈ A |X ⊂ H}.

If X = {x} happens to be a singleton, then we write Ax instead of A{x}. We
call (Ax, T ) the parabolic subarrangement at x. The pair (A′, T ) is called a
parabolic subarrangement of (A, T ) if there exists x ∈ T such that A′ = Ax.
Similarly, we define the restriction of A with respect to X by

AX := {H ∩X |X 6⊂ H}.

The connected components of T \
⋃
H∈AH are called the chambers of A. If

K is a chamber then its walls are given by the hyperplanes contained in the
set

WK := {H ≤ V | dim(H) = r − 1, 〈H ∩K〉R = H,H ∩K = ∅}.

The arrangement (A, T ) is called thin if WK ⊂ A for each chamber K. A
simplicial hyperplane arrangement (of rank r) is an arrangement (A, T ) such
that each chamber K is an open simplicial cone. T is called the Tits cone
of the arrangement. A simplicial arrangement is called a Tits arrangement
if it is also thin. Let the pair (A, T ) be a Tits arrangement and denote the
set of chambers by K. Then we have the following thin chamber complex

S(A, T ) :=

{
K ∩

⋂
H∈X

H |K ∈ K, X ⊂WK

}
,

whose poset-structure is given by set-wise inclusion. If U ≤ V such that
dim(U) = 1 and K ∩ U ∈ S(A, T ) for some chamber K, then v := K ∩ U
is called a vertex of A. The number m(v) := |{H ∈ A | v ⊂ H}| is called
the weight or multiplicity of v. We call the Tits arrangement (A, T ) locally
spherical if all vertices of A meet T . Denote by V the set of vertices of A
and define the multiplicity of A by m(A) := supv∈V m(v). The arrangement
(A, T ) is called spherical if T = V . If ∂T = ker(α) for some α ∈ V ∗, then
the Tits arrangement (A, T ) is called affine.

Remark 2.7. i) We observe that classical simplicial hyperplane arrangements
in V := Rr may be identified with spherical Tits arrangements in V .
ii) Let (A, T ) be a Tits arrangement in Rr and let x ∈ T . We write Ax
for the essential arrangement of rank r − 1 corresponding to the parabolic
subarrangement Ax. Then by [12, Proposition 4.4] we know that Ax is
again a Tits arrangement. Thus by abuse of notation, we may say that every

11



parabolic subarrangement of a Tits arrangement is again a Tits arrangement.
iii) Note that for a simplicial arrangement (A, T ), the closure of T can
be reconstructed from the chambers of A: we have T =

⋃
K∈K(A)K. In

particular, the Tits cone T is determined by A. For details on this, see [12,
Lemma 3.24].

Next we recall the so called chamber graph of A and state some of its
elementary properties.

Definition 2.6. i) Let (A, T ) be a Tits arrangement with set of chambers
K. We say that two chambers K,L ∈ K are (H-)adjacent, if H := K ∩ L
is a hyperplane. Define the chamber graph of A to be the simplicial graph
G := G(A, T ) whose vertex set is given by K such that K,L ∈ K are
connected by an edge if and only if they are adjacent. A path inG connecting
two chambers K,L ∈ K is called a gallery from K to L. The gallery is called
minimal if it is of length dG(K,L), where dG is the natural distance function
of the metric space K.
ii) Let x ∈ T and denote by Kx ⊂ K the set of chambers whose closure
contains x. Define the graph Gx to be the graph with vertex set Kx such
that K,L ∈ Kx are connected by an edge if and only if they are adjacent.
Then Gx is a subgraph of G, called the parabolic subgraph at x. A subgraph
of G is called parabolic if it is of the form Gx for some x ∈ T .
iii) Let (M,d) be an arbitrary connected metric space. For a, b ∈ M we
denote by σ(a, b) the segment between a and b. Now let A ⊂M and x ∈M .
Then y ∈ A is called a gate from x to A, if y ∈ σ(x, z) for any z ∈ A. This
gate is uniquely determined, existence provided. The set A is called gated
if every x ∈M has a gate to A.

We then have the following basic results for the graph G(A, T ) (see [12]
for proofs of these statements).

Proposition 2.2. Let (A, T ) be a Tits arrangement with chamber graph G.
i) The graph G and all its parabolic subgraphs are connected.
ii) For x ∈ T , the set Kx is a gated subset of (K, dG).

Next we define the notion of isomorphism for Tits arrangements and we
introduce crystallographic Tits arrangements.

Definition 2.7. a) Let V := Rr. A root system is a set R ⊂ V ∗ such that

• 0 /∈ R,

• if α ∈ R then −α ∈ R,

• there exists a Tits arrangement (A, T ) such thatA = {ker(α) | α ∈ R}.

If R is a root system and (A, T ) is as above, then we say that the Tits
arrangement A is associated to R. A root system R is called reduced if

12



for all α ∈ R we have R ∩ 〈α〉R = {±α}. If A is associated to R, then we
sometimes write (A, T,R) instead of just A or (A, T ). The image of R under
the natural map V ∗ −→ P(V ∗) is called the dual point set corresponding to
A and is denoted by A∗.
b) Let (A, T,R), (A′, T ′, R′) be two Tits arrangements. Then these are called
isomorphic if there exists g ∈ GL(V ) such that gA = A′ and g ∗ R = R′,
where g ∗ α = α ◦ g−1 for α ∈ V ∗. If one can choose coordinates such that
R ⊂ Kr for some subring K ⊂ R, then we say that A is realizable over K.
c) Let (A, T ) be a Tits arrangement associated to R and let K be a chamber.
Then the root basis of K is the set

BK := {α ∈ R | ker(α) ∈WK ,∀x ∈ K : α(x) > 0}.

We call the Tits arrangement (A, T ) crystallographic (with respect to R) if

R ⊂ ±
∑
α∈BK

N0α

for each chamber K.

Remark 2.8. As pointed out already, we may identify spherical Tits ar-
rangements of rank r with classical simplicial arrangements of hyperplanes
in Rr. Thus, we now have two notions of isomorphism for such arrange-
ments. Namely, combinatorial isomorphism in the sense of Definition 2.1
and isomorphism in the sense of Definition 2.7. We note that the latter
implies the first.

2.3 Crystallographic Tits arrangements and Car-
tan graphs

In this section we recall the correspondence between crystallographic Tits
arrangements and connected simply connected Cartan graphs permitting a
root system described in [33]. This generalizes the respective correspondence
in the classical case obtained in [3].

First we recall the notion of a generalized Cartan matrix. For this, we
use the same terminology as introduced in [24]. In the following definition,
all relations of the form X > 0, X ≥ 0 are understood componentwise.

Definition 2.8. Let r ∈ N, I := {1, ..., r} and consider a matrix C ∈ ZI×I .
i) The matrix C = (ci,j)i,j∈I is called a generalized Cartan matrix if the
following holds:

• ci,i = 2 for all i ∈ I.

• If i 6= j ∈ I then ci,j ≤ 0.
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• For all i 6= j ∈ I the inequality ci,j < 0 implies that cj,i < 0 .

ii) We say that a generalized Cartan matrix C is of finite type, if the following
conditions hold:

• det(C) 6= 0

• there exists u > 0 such that Cu > 0

• Cv ≥ 0 implies v > 0 or v = 0

iii) We say that a generalized Cartan matrix C is of affine type, if the
following conditions hold:

• corank(C) = 1

• there exists u > 0 such that Cu = 0

• Cv ≥ 0 implies Cv = 0

Now we are ready to define Cartan graphs and their associated Weyl
groupoids.

Definition 2.9. i) Let r ∈ N and set I := {j ∈ N | 1 ≤ j ≤ r}. For i ∈ I
we denote by αi the i-th standard basis vector in ZI . Sometimes we refer to
αi as a simple root.
ii) Let r ∈ N and let A be a non-empty set. A Cartan graph C consists of
the following data:

• For each i ∈ I there is an involutive bijection ρi : A −→ A.

• For each a ∈ A there is a generalized Cartan matrix Ca = (cai,j)i,j∈I ∈
ZI×I such that cai,j = c

ρi(a)
i,j for all i, j ∈ I.

We write C =
(
I, A, (ρi)i∈I , (C

a)a∈A
)
. The integer r is called the rank of C

and A is referred to as the set of objects of C.
iii) For each i ∈ I and each a ∈ A the generalized Cartan matrix Ca defines
involutive linear maps σai : ZI −→ ZI in the following way:

σai (αj) := αj − cai,jαi.

For fixed a ∈ A the maps σai , i ∈ I, are called the simple reflections at
a. The Weyl groupoid W (C) associated to C =

(
I, A, (ρi)i∈I , (C

a)a∈A
)

is
the category whose objects are given by the elements of the set A and
whose morphisms are given by compositions of the maps σai , viewed as
elements of Aut(ZI). Here the morphism σai is considered as an element
in Hom(a, ρi(a)). The category W (C) is a groupoid because all morphisms
are actually isomorphisms.
iv) The Cartan graph C is called connected if for each a, b ∈ A there is a
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morphism ω ∈ Hom(a, b). It is called simply connected if for all a ∈ A the
set Hom(a, a) consists only of the identity map at a.
v) The Cartan graph C is called standard if there exists a generalized Cartan
matrix C such that for all a ∈ A we have Ca = C.
vi) Let C =

(
I, A, (ρi)i∈I , (C

a)a∈A
)
, C′ =

(
I ′, A′, (ρ′)i∈I , (C

′a)a∈A′
)

be two
Cartan graphs. Then C and C′ are called equivalent if there are bijections
φ0 : I −→ I ′, φ1 : A −→ A′ such that we have

φ1(ρi(a)) = ρ′φ0(i)(φ1(a)),

C
φ1(a)
φ0(i),φ0(j)

= Cai,j

for all i, j ∈ I, a ∈ A.

Remark 2.9. If C is standard then the corresponding Weyl groupoid W (C) is
actually a Weyl group. It is obtained as a subgroup of Aut(ZI) generated by
the simple reflections associated with the unique Cartan matrix appearing
in C.

We continue by introducing root systems of type C, where C is a Cartan
graph.

Definition 2.10. Let C :=
(
I, A, (ρi)i∈I , (C

a)a∈A
)

be a Cartan graph of
rank r. For every a ∈ A, let Ra ⊂ ZI be a non-empty subset. Then for all
a ∈ A and each i, j ∈ I we define ma

i,j := |Ra ∩ (N0αi +N0αj)|. We say that

R := R(C, (Ra)a∈A)

is a root system of type C, if it satisfies the following conditions:

(R1)Ra = Ra+ ∪ −Ra+, where Ra+ = Ra ∩ Nr0 for all a ∈ A.
(R2)Ra ∩ Zαi = {αi,−αi}, for all i ∈ I, a ∈ A.
(R3) σai (Ra) = Rρi(a), for all i ∈ I, a ∈ A.
(R4) If i 6= j ∈ I and a ∈ A such that ma

i,j is finite, then (ρiρj)
mai,j (a) = a.

The root system R is called finite if for all a ∈ A the set Ra is finite. In this
case the corresponding Cartan graph is called finite, if it is connected. The
root systemR is called irreducible if all Cartan matrices in the corresponding
Cartan graph are indecomposable. Finally, C is called locally spherical if it
possesses a root system and if |Ra ∩ U | <∞ for all a ∈ A and every proper
subspace U ⊂ QI , generated by simple roots at a.

Remark 2.10. i) Let C be a Cartan graph. For each object a ∈ A we define
the real roots at a by

(Rre)a := {ω(αj) | ω ∈ Hom(b, a), b ∈ A, j ∈ I} ⊂ ZI .
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We remark that if the Cartan graph C possesses a root system of type C
then the collection

(
(Rre)a

)
a∈A forms a root system of type C as well.

ii) If C is simply connected then condition (R4) implies that for each a ∈ A
and arbitrary i 6= j ∈ I we have the following identity:

(σiσj)
mai,j−1σiσ

a
j = (σjσi)

mai,j−1σjσ
a
i = Idr,

where Idr denotes the identity matrix in ZI×I .
Next we introduce Dynkin diagrams. These are graph theoretical encod-

ings of generalized Cartan matrices. In some sense, these are finer invariants
than Coxeter diagrams. They will be useful in Chapter 3.

Definition 2.11. Let C :=
(
I, A, (ρi)i∈I , (C

a)a∈A
)

be a Cartan graph of
rank r. Then the Dynkin diagram Γa at a is a labelled directed graph given
by the Cartan matrix Ca in the following way: the vertices of Γa are indexed
by the simple roots αi, where 1 ≤ i ≤ r. Two different vertices αi 6= αj
are connected by an arrow pointing towards αi with label −cai,j if and only
if cai,j 6= 0. For an object a ∈ A we shall say that a is of “finite type X” if
Γa is the diagram associated to some finite Weyl group X. Similarly, the
diagram Γa is said to be of weakly finite type, if Γa occurs in a finite Cartan
graph of rank at least eight. Moreover, Γa is said to be of affine type, if the
corresponding generalized Cartan matrix is of affine type.

In [24], Kac gives a complete classification of generalized Cartan ma-
trices of finite and affine type and we will use the same notation for the
corresponding Dynkin diagrams in Chapter 3.

Remark 2.11. Let R ⊂ Nr0 be such that |R ∩ (Zαi + Zαj)| < ∞ for all
1 ≤ i, j ≤ r. Then we may associate with R a generalized Cartan matrix
C = (ci,j)1≤i,j≤r ∈ Zr×r in the following way: for i 6= j as above we set
ci,j := −max{k | k ∈ N, k · αi + αj ∈ R} while ci,i := 2. So by Definition
2.11 there is a Dynkin diagram Γ associated with R.

Now we can formulate the correspondence between connected simply
connected Cartan graphs permitting a root system and crystallographic Tits
arrangements. We give the following theorem (see [33, Corollary 2.6.24]):

Theorem 2.3. Let A be the set of all crystallographic Tits arrangements
with reduced root systems, let C be the set of all connected, simply connected
Cartan graphs permitting a root system. Let ∼= denote isomorphism on A as
well as equivalence on C. Then there is a one to one correspondence

Λ : C/∼= −→ A/∼=.

Remark 2.12. i) We remark that a Tits arrangement is locally spherical in
the sense of Definition 2.5 if and only if the corresponding Cartan graph is
locally spherical in the sense of Definition 2.10.
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ii) If C is locally spherical with associated root system R and corresponding
hyperplane arrangement (A, T ), then by [12, Lemma 3.24] for the Tits cone
T it holds

T =
⋃

K∈K(A)

K,

showing the analogy to the Tits cone associated with a Coxeter group (see
[23]).

2.4 Important problems and results in the classi-
cal case

In this section we present some open problems as well as some important
results on simplicial arrangements in the classical case, i.e. problems and
results on spherical Tits arrangements in some Rr.

We will be mainly (but not exclusively) interested in classification and
finiteness results (and problems). These results will turn out to be relevant
in Chapter 5 and Chapter 6, where we try to make some advances concern-
ing some of the mentioned problems.

We start with the following positive result, which asserts that at least
our knowledge of spherical crystallographic Tits arrangements appears to
be complete:

Theorem 2.4. We have a complete list (up to combinatorial isomorphism)
of spherical crystallographic Tits arrangements in any rank r ≥ 2.

This result has been established in the papers [9], [7], [8]. For r = 2
one has a bijective correspondence to triangulations of convex n-gons by
non-intersecting diagonals while for r ≥ 3 the classification is obtained via
machine computations by exploiting several strong conditions induced by
the crystallographic property. For instance, one can prove that in a spher-
ical crystallographic Tits arrangement every root is either simple or a sum
of two positive roots, which is a crucial fact for the classification algorithm.
Clearly, this need not be true for a general simplicial arrangement. There-
fore, the techniques used in the classification do not seem to generalize to
other classes of simplicial arrangements.

However, using the famous correspondence between (combinatorial iso-
morphism classes of) pseudoline arrangements and wiring diagrams (see [2]
or [6] for details on this), one can prove the following result for simplicial
line arrangements. These may of course be identified with spherical rank
three Tits arrangements.
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Theorem 2.5. We have a complete list (up to combinatorial isomorphism)
of simplicial line arrangements in P2(R) consisting of at most 27 lines.

This result is again obtained by machine computations. This time, one
has to use clever ideas to recognize whether or not a given wiring-fragment
may be completed to a simplicial (pseudo)line arrangement. A proof and a
detailed description of the algorithm can be found in [6]. It turns out that
the problem of determining whether or not a given arrangement of pseudo-
lines has a realization as arrangement of straight lines is not the crucial point
of the classification. An algorithm that is capable of determining whether or
not this is the case (at least in every instance occurring in the classification)
is described in [4].

We now come to a more recent result. For this we recall that an ar-
rangement of hyperplanes A in Rr (in the sense of Definition 2.1) is called
supersolvable, if the intersection lattice LA admits a maximal chain of mod-
ular elements (see [27] for more details). Moreover, we define the following
three families of simplicial line arrangements (we use the same notation as
in [19]):

Definition 2.12. Let n ≥ 3 be a natural number and for 1 ≤ k ≤ n let

Pk :=

(
cos

(
2kπ

n

)
: sin

(
2kπ

n

)
: 1

)
∈ P2(R)

be the vertices of a regular n-gon centred at the origin of the affine z = 1
plane. We denote by An the arrangement in P2(R) obtained by taking the
lines containing the n sides of the n-gon together with its n lines of mirror
symmetry. Then An is a simplicial arrangement consisting of 2n lines whose
isomorphism class is denoted A(2n, 1) in [19]. We define the set

R(1) := {An | n ∈ N≥3} .

If n is even, then we obtain another simplicial arrangement A′n from An
by adding the line at infinity (which is given by the equation z = 0). The
corresponding isomorphism class is denoted by A(2n+ 1, 1). We define

R(2) :=
{
A′n | n = 2k, k ∈ N≥2

}
.

Finally, we call a projective line arrangement A a near pencil arrangement
if there exists ` ∈ A such that all lines in A\{`} pass through a single point
p with p /∈ `. We define

R(0) := {A | A is a near pencil arrangement} .

These are referred to as the infinite series of simplicial line arrangements,
the third one R(0) being considered trivial.
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Remark 2.13. i) We remark that the arrangement A3 is combinatorially
isomorphic to the reflection arrangement A(A3). Moreover, the arrangement
A′4 is combinatorially isomorphic to the reflection arrangement A(B3).
ii) For n ≥ 3 let An be defined as above. Then the dual point set of An is
located on a reducible projective cubic curve consisting of a conic σ and a
line ` such that σ and ` do not meet in the real projective plane. Moreover,
we note that the arrangements belonging to R(1) ∪ R(2) are projectively
unique. For details on this, see for instance [4].
iii) The arrangements An are relevant also in the context of the so called
Dirac-Motzkin conjecture, which asserts that up to finitely many exceptions,
every arrangement of n lines in P2(R) determines at least n

2 vertices of weight
two. Indeed, a quick computation shows that the only non-zero values of the
t-vector of the arrangement An are tAn2 = n, tAn3 =

(
n
2

)
, tAnn = 1. Moreover,

in the paper [17] it is shown that the Dirac-Motzkin conjecture is actually a
theorem (at least for sufficiently large arrangements). Thus, for sufficiently
large n, the arrangements An may be regarded as extremisers with respect
to said theorem.
iv) We note that for n ≥ 3 one always has tAn3 ≥ tAn2 . Let x ∈ N be a natural
number. It is an interesting observation that for any simplicial arrangement
A in P2(R) with tA2 ≥ tA3 such that tAi = 0 for i /∈ {2, 3, x} one always has
x ≤ 8: by assumption A is simplicial and therefore tA2 = 3 + (x − 3)tAx .
By Proposition 2.1 and [28, Theorem 2.2] this yields the following chain of
inequalities:

7tA2
4
≥ tA2 +

3tA3
4
≥ n+

x(x− 4)

4
tAx = n+

x(x− 4)(tA2 − 3)

4(x− 3)
.

If x ≥ 9 this implies 0 ≤
(
x(x−4)
4(x−3) −

7
4

)
tA2 ≤

3x(x−4)
4(x−3) − n. From this we may

deduce that n ≤ 3x(x−4)
4(x−3) < 3x

4 < 3n
4 < n, which is absurd.

Using the notation introduced above, we can now formulate the following
classification result whose proof can be found in [11].

Theorem 2.6. We have a complete list (up to combinatorial isomorphism)
of irreducible supersolvable simplicial arrangements in any rank r ≥ 3. If
r = 3, then the arrangements in question are exactly those combinatorially
isomorphic to one of the infinite series R(1),R(2). Moreover, if r ≥ 4, then
the only examples are combinatorially isomorphic to the reflection arrange-
ments A(Ar),A(Br) or to an arrangement obtained from A(Br) by removing
a suitable hyperplane.

The proof proceeds by induction on the rank by a very careful exami-
nation of Coxeter diagrams together with several other geometric and com-
binatorial observations, most of which rely on the fact that, in a simplicial
arrangement, one may use reflections to pass from a given chamber to an
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adjacent chamber.

We now turn to unsolved problems concerning spherical Tits arrange-
ments. In the rank three case, there is an impressive catalogue published by
Grünbaum (see [19]) listing almost all currently known examples: only four
additional arrangements have been discovered in the paper [6]. The most
challenging problem in rank three is therefore probably the following one:

Conjecture 1. Up to finitely many corrections, the present catalogue of
(combinatorial isomorphism classes of) simplicial arrangements in P2(R) is
complete.

In Chapter 5 and Chapter 6 we will provide proofs for this conjecture for
some special classes of arrangements. In particular, we prove that our list
of free simplicial arrangements in P2(R) having multiplicity at most four is
complete (see Theorem 5.5). Moreover, we show that a free simplicial line
arrangement with multiplicity at most five consists of at most forty lines (see
Theorem 5.8). We can also prove that a free simplicial line arrangement A
whose multiplicity is bounded by six, and which has the property tA3 ≥ 3

4 t
A
2 ,

consists of at most 1480 lines (see Theorem 5.10). We can also prove finite-
ness results for some classes of simplicial arrangements exhibiting some sort
of duality (see for instance Corollary 6.1, Theorem 6.2 and Theorem 6.3).

Of course we can formulate a similar conjecture in arbitrary rank. We
remark that there is also a lesser known publication by Grünbaum and
Shephard (see [21]), listing some examples in rank four. However, for ranks
greater than four, in the general case almost nothing is known. Nonetheless,
we formulate the following generalization of Conjecture 1.

Conjecture 2. There are only finitely many combinatorial isomorphism
classes of simplicial arrangements in Pr−1(R) for every r ≥ 3.

We close this chapter with the following extreme relaxation of Conjecture
2, which appears to be still unproved and which shows how limited our
current understanding of simplicial arrangements still is (see [21], p.99).

Conjecture 3. Let r ≥ 3 be a natural number. Then there exists a hy-
perplane arrangement in Rr which does not occur as a subarrangement of a
simplicial arrangement in Rr.
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Chapter 3

Some results on Tits
arrangements

In this chapter we establish some results on Tits arrangements. The first
section contains a characterization of pairs of Tits arrangements (A,A′) such
that A′ is obtained from A by removing one hyperplane (see Theorem 3.1).
This is achieved by generalizing some of the concepts presented in Section
2.3 to the non-crystallographic case.

In the second section, we follow ideas of Michael Cuntz to study locally
spherical Tits arrangements which admit a groupoid structure similar to the
Weyl groupoid associated to a crystallographic arrangement. Again, we give
a characterization of those Tits arrangements admitting such a structure (see
Theorem 3.2). Moreover, we give a classification result for highly symmetric
rational arrangements in the spherical rank three case (see Theorem 3.3).

The third section contains some results on locally spherical crystallo-
graphic Tits arrangements. More precisely, we show that the appearance
of a certain Dynkin diagram Γ determines the arrangement in question
in many cases. Using the notation in [24, Chapter 4], we prove this for

Γ ∈ {A(1)
r−1, E

(1)
6 , E

(1)
7 , E

(1)
8 , D

(2)
r | r ≥ 8}. If Γ is of type E8, then we can

prove that there are two possible arrangements containing a chamber whose
Dynkin diagram is given by Γ (see Theorems 3.5 - 3.9).

3.1 Pairs of Tits arrangements differing by one hy-
perplane

The goal of this section is to give a characterization of pairs of Tits arrange-
ments ((A, T ), (A′, T )) in Rr such that |A \ A′| = 1. The characterization
will be in terms of so called weak Dynkin diagrams (see Definition 3.3). The
goal is achieved by proving Theorem 3.1.
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To get started, we give the following definition.

Definition 3.1. Let (A, T ) be a Tits arrangement with set of chambers
K. Let K ∈ K and B := (v1, ..., vr) be a basis for Rr. Then B is called
a basis for K, if K = {

∑r
i=1 λivi | λi > 0 for 1 ≤ i ≤ r}. In this case, we

write K = (v1, ..., vr)>0.

We begin with the following well known observation which will be central
for most ideas in this chapter.

Lemma 3.1. Let (A, T ) be a Tits arrangement in Rr and assume that K
and K ′ are two adjacent chambers of A. Choose a basis B := (v1, ..., vr)
for K and a unit vector w such that K ′ = (v1, ..., vi−1, w, vi+1, ..., vr)>0.
Then there exists a unique reflection σKBi fixing all vertices vj for j 6= i and
mapping vi to t·w for some t > 0 such that the following holds: if (α1, ..., αr)
and (β1, ..., βr) are dual bases for (v1, ..., vr), (v1, ..., vi−1, t · w, vi+1, ..., vr)
respectively, then βi = −αi.

Proof. We may assume i = 1. Set B := (v1, ..., vr) and let (γ1, ..., γr) be the
dual basis for (w, v2, ..., vr). Now choose real numbers λi for 1 ≤ i ≤ r such
that w =

∑r
j=1 λjvj . Observe that since K and K ′ are adjacent simplicial

chambers, we necessarily have λ1 < 0 while λj ≥ 0 for all j 6= 1. Further it
holds that (t−1 · γ1, γ2, ..., γr) is a dual basis for the basis (t · w, v2, ..., vr):

t−1 · γ1(t · w) =
t

t
= 1,

t−1 · γ1(vi) = 0 for all i > 1,

γj(t · w) = t · γj(w) = 0 and γj(vj) = 1 for all j > 1,

γj(vi) = 0 for all j 6= i > 1.

Clearly, the condition t−1 · γ1 = −α1 holds precisely when t = −λ−11 > 0.

Set cKB1,i := λi
λ1

for 2 ≤ i ≤ r. Then by specifying

σKB1 (v1) = −v1 −
∑
i≥2

cKB1,i vi,

σKB1 (vi) = vi

we obtain a linear map σKB1 : Rr −→ Rr whose corresponding matrix with

respect to (v1, ..., vr) is given by


−1 0 ... 0

−cKB1,2 1 ... 0
...

...
. . .

...

−cKB1,r 0 · · · 1

. In particular, σKB1 is

a reflection.
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Remark 3.1. The reflections σKBi also induce maps σ
KB∗
i on the dual of

Rr: if B = (v1, ..., vr) is a basis for K with corresponding dual basis B∗ =

(α1, ..., αr), then with respect to B∗ the map σ
KB∗
i is given by the transposed

matrix of the matrix representing σKBi with respect to B.

In the next lemma we want to clarify in which way the matrix for the
reflection σKBi changes if we rescale the elements in a basis B chosen for the
chamber K. To this end we introduce some notation.

Definition 3.2. Let (A, T ) be a Tits arrangement with set of chambers
K. If K ∈ K with basis B := (vK1 , ..., v

K
r ), then we associate with the pair

(K,B) a matrix CKB := (cKBi,j )i,j∈I , where for i 6= j the entry cKBi,j is defined

as in the proof of Lemma 3.1 and cKBi,i := 2 for all 1 ≤ i ≤ r. The matrix

CKB is called the weak Cartan matrix with respect to (K,B).
If B∗ = (αK1 , ..., α

K
r ) is dual to B, then by the above definition we have

σ
KB∗
i (αKj ) = αKj − c

KB
i,j α

K
i ,

for the maps induced on the dual space by the reflections constructed in
Lemma 3.1.

Now we can conveniently describe what happens with the reflection con-
structed in Lemma 3.1 if we rescale the basis chosen for our chamber K.

Lemma 3.2. Let B,K,K ′ be as in the previous lemma and suppose that
µ1, ..., µr are positive real numbers such that B′ := (µ1v1, ..., µrvr) is another

basis for the chamber K. Then we have c
KB′
i,j = µi

µj
cKBi,j . In particular, we

have cKBi,j · c
KB
j,i = c

KB′
i,j · c

KB′
j,i for all i 6= j.

Proof. We may assume that i = 1. So take two bases B := (v1, ..., vr),
B′ := (µ1v1, ..., µrvr) for the chamber K. Let w be the same unit vector as in
Lemma 3.1 not lying on the hyperplane determined by v2, ..., vr. So we have
K ′ = (w, µ2v2, ..., µrvr)>0. Choose real numbers ν1, ..., νr, λ1, ..., λr such that
w =

∑r
j=1 νjµjvj as well as w =

∑r
j=1 λjvj . Then it follows that νjµj = λj ,

in particular we have ν1µ1 = λ1. By the construction in Lemma 3.1 we find

σ
KB′
1 (µ1v1) = −ν1−1w = −µ1

λ1
w = −µ1

λ1

∑r
j=1 λjvj =

∑r
j=1

µ1
µj

(−λj
λ1

)µjvj =

−µ1v1 +
∑r

j=1(−
µ1
µj
cKB1,j )µjvj . This proves the claim.

Remark 3.2. The proof of the last lemma shows that rescaling the ele-
ments in B does not change the reflection σKBi . Consider the case i = 1:

µ1σ
KB′
1 (v1) = σ

KB′
1 (µ1v1) = −ν1−1w = −µ1

λ1
w = µ1σ

KB
1 (v1) and therefore

σ
KB′
1 (v1) = σKB1 (v1). Since σ

KB′
1 fixes µjvj we clearly also have σ

KB′
1 (vj) =

vj = σKB1 (vj) for each j > 1. Altogether it follows that σ
KB′
1 = σKB1 .

However, the matrix representing the reflection σKB1 with respect to B′ will
of course be conjugate to the matrix representing the same reflection with
respect to B.
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Using the last two results we may associate with each chamber of a sim-
plicial hyperplane arrangement an undirected weighted graph as described
in the following definition.

Definition 3.3. Let (A, T ) be a Tits arrangement in Rr and denote by K
its set of chambers. Then we may associate with each K ∈ K an undirected
weighted graph Γ̃K in the following way: we choose a basis B = (vK1 , ..., v

K
r )

for K and we denote the vertices of Γ̃K by the symbols vK1 , ..., v
K
r .

We agree that vKi , v
K
j are joined by an edge with weight Γ̃Kij := cKBi,j ·c

KB
j,i

if and only if this quantity is nonzero. We call Γ̃K the weak Dynkin diagram
at K. Note that by Lemma 3.2 the graph Γ̃K does not change if we rescale
the elements in B. Thus, up to isomorphism, the graph Γ̃K depends only
on K. Compare also Definition 2.11.

We continue with some technical statements which will turn out to be
useful in the rest of this chapter.

Lemma 3.3. Let (A, T ) be a Tits arrangement in Rr and let K be a chamber
of A with basis B = (vK1 , ..., v

K
r ). Suppose that in Γ̃K the vertices vKi , v

K
j

are not adjacent. Then it follows that cKBi,j = 0 = cKBj,i .

Proof. Let B be as above and denote its dual basis by B∗. We write B∗ =
(αK1 , ..., α

K
r ) and we denote the chamber adjacent to K via the root αKi

by K ′. We take σKBi (B) as basis for K ′ with corresponding dual basis

(αK
′

1 , ..., αK
′

r ). Hence αK
′

j = σ
KB∗
i (αKj ) = αKj − c

KB
i,j α

K
i for all i 6= j and

σ
KB∗
i (αKi ) = −αKi . Now by assumption at least one of cKBi,j , c

KB
j,i must

be zero because αi, αj are not connected in Γ̃K . So Suppose that cKBi,j =

0 and assume cKBj,i = t < 0. We consider the parabolic subarrangement

corresponding to αKi , α
K
j and denote it by B. Then cKBi,j = 0 implies that

−αKi and αKj constitute the walls of a certain chamber κ of B. Now write

σ
KB∗
j (αKi ) = αKi −c

KB
j,i α

K
j = αKi −tαKj with respect to the basis (−αKi , αKj ).

We obtain σ
KB∗
j (αKi ) = −(−αKi )− tαKj . But as t < 0, this implies that the

hyperplane corresponding to the root σ
KB∗
j (αKi ) has non-empty intersection

with the chamber κ. This contradiction shows that cKBi,j = 0 whenever

cKBj,i = 0. The claim follows.

By a similar argument we can prove the following lemma. However, as
we do not need this result for our further investigations, we omit the proof.

Lemma 3.4. Let (A, T ) be a Tits arrangement in Rr and let K be a chamber
of A with basis B = (vK1 , ..., v

K
r ). If the vertices vKi , v

K
j are adjacent in Γ̃K

then the weight of the connecting edge is at least 1.

Now we are in a position to prove the announced theorem which char-
acterizes pairs of Tits arrangements which differ by only one hyperplane.
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Theorem 3.1. Let (A, T ) be a Tits arrangement in Rr and denote by K its
set of chambers. Fix some H ∈ A and denote the set of chambers containing
H as a wall by KH . Then (A \ {H}, T ) defines a Tits arrangement if and
only if for each K ∈ KH it holds that the vertex in Γ̃K corresponding to H
is a leaf.

Proof. We need to check that each chamber of the hyperplane arrangement
defined by A\ {H} is a simplicial cone. Clearly, the only chambers affected
by the removal of H are those contained in KH . So let K ∈ KH and choose
a basis B for K with corresponding dual basis B∗ = (αK1 , ..., α

K
i , ..., α

K
r ),

where i is the label corresponding to H: thus WK =
{

ker (αKj ) | 1 ≤ j ≤ r
}

.

Consider the chamber Ki ∈ KH which is adjacent to K via the wall
corresponding to ker (αKi ), so Ki = σKBi (K). Now take Bi := σKBi (B) as

basis for Ki with corresponding dual basis B∗i := (αKi1 , ..., αKir ). By Lemma

3.1 we have αKij = σ
KB∗
i (αKj ) for j ∈ I. It follows that

WKi =
{

ker(σ
KB∗
i (αKj )) | 1 ≤ j ≤ r

}
.

If we remove the hyperplane H, then the chambers K,Ki will merge to a
single chamber K0 of A \ {H} and the walls of K0 are clearly given by

WK0 =
(
WK ∪WKi

)
\
{

ker(αKi )
}
.

On the other hand, the chamber K0 is a simplicial cone if and only if
|WK0 | = r. The last equation holds precisely when there exists exactly

one l ∈ {1, ..., i − 1, i + 1, ..., r} such that αKil = σ
KB∗
i (αKl ) and αKl are

non-collinear. But by Lemma 3.3, the last condition is easily seen to be
equivalent to the condition that there is precisely one vertex in Γ̃K which is
connected with αi by an edge. This finishes the proof of the theorem.

3.2 Reflection groupoids associated to Tits
arrangements

In this section we want to use the reflections defined in Lemma 3.1 of the
previous section to associate with certain locally spherical Tits arrangements
a so called finite reflection groupoid with the property that for each pair of
objects a, b there is precisely one morphism mapping a to b. It turns out
that not every locally spherical Tits arrangement admits such a structure.
Hence our goal is to give a characterization of those locally spherical Tits
arrangements which do admit such a groupoid structure. Following ideas
proposed by Michael Cuntz, we begin with the following definition.

Definition 3.4. Let r ≥ 2 and let A be a locally spherical Tits arrangement
in Rr with set of chambers K. Fix a chamber K0 and let B0 be a basis for
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K0. Assume that each product of reflections ω := σik ...σ
K0B0
i1

(as constructed
in Lemma 3.1) such that ω(K0) = K0 is given by the identity matrix with
respect to B0. Then by composition of the reflections constructed in Lemma
3.1, our choice of B0 determines bases for all other chambers in a natural

way: given a chamber K we choose a shortest word ωK := σjl ...σ
K0B0
j1

mapping K0 to K and we choose as a basis for K the image of B0 under ω.
We denote by BK the basis associated to the chamber K in this way and
we say that A admits a finite reflection groupoid (with respect to B0).

We denote this groupoid by GB0
A . The objects of GB0

A are the chambers
of the arrangement A and its morphisms are given by compositions of the

simple reflections σ
KBK
i , where σ

KBK
i is identified with its matrix with re-

spect to BK and the composition takes place in GL(Rr). The reflection

σ
KBK
i is considered as an element of Hom(K,σ

KBK
i (K)) and products of

simple reflections are interpreted accordingly. Moreover, we write ωL,KB0
for

the unique morphism from L to K (with respect to B0). By construction,
each such morphism is represented by a unique matrix in GL(Rr).

Remark 3.3. i) In the above definition we have omitted most of the upper

indices in the equations ω := σik ...σ
K0B0
i1

, ωK := σjl ...σ
K0B0
j1

. However, this
is no problem because all other upper indices are uniquely determined from
the one given. Most of the time we will follow this convention.
ii) The condition stated in the above definition does not depend on the
chosen chamber K0, i.e. if there is a chamber K0 such that the condition is
satisfied for K0, then it is also satisfied for every other chamber K: indeed,
suppose the condition of the definition is satisfied for a chamber K0 and

let K be a different chamber. Suppose that γ = σin ...σ
KBK
i1

is a product
of reflections mapping K to itself. Now choose a product of reflections

ω = σjm ...σ
K0B0
j1

mapping K0 to K. Then ω−1γω is a product of reflections
mapping K0 to itself and therefore it is given by the identity matrix with
respect to B0. But then it is given by the identity matrix with respect to
BK as well. This implies that also γ is given by the identity matrix with
respect to BK .
iii) Let A,A′ be Tits arrangements such that A′ = gA for some g ∈ GL(Rr).
Then A admits a finite reflection groupoid if and only if A′ does so.

Example 3.1. i) Let A be the spherical Tits arrangement associated to some
finite real reflection group G. Then A admits a finite reflection groupoid. In
this case, the associated groupoid is actually a group and it may be identified
with the group G.
ii) Let A be a locally spherical crystallographic Tits arrangement. Then by
Theorem 2.3 we know that A admits a finite reflection groupoid. In this
case, the associated groupoid can be identified with the corresponding Weyl
groupoid.
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iii) Let A be a line arrangement belonging to one of the infinite series
R(1),R(2). Then A admits a finite reflection groupoid (see Corollary 3.1).
iv) Let A be the Tits arrangement in R2 whose lines are spanned by the
following vectors: (1, 0), (0, 1), (−1, 2), (−3, 1). Then A does not admit a
finite reflection groupoid. Indeed, let ω be the morphism corresponding to
a full turn starting at the chamber K := ((1, 0), (0, 1))>0. Let r, s ∈ R>0

be positive real numbers. Then one checks that with respect to the basis
Br,s
K := ((r, 0), (0, s)), the morphism ω is given by the matrix

ωr,s :=

(
25 0
0 1

25

)
.

Our strategy in order to characterize those locally spherical Tits ar-
rangements that do admit a reflection groupoid as described above will be
as follows: we show that A yields such a groupoid structure if and only
if every parabolic subarrangement of A yields such a structure. Since our
arrangements are locally spherical every parabolic subarrangement is finite.
Hence it makes sense to start with the following proposition, which clarifies
the situation for spherical rank two Tits arrangements. It turns out that
there exists a connection to so called 1-quiddity cycles associated to frieze
patterns (see [10]). For the proof, we use ideas taken from a manuscript
provided by Michael Cuntz.

Proposition 3.1. Let A be a spherical Tits arrangement in R2 containing
the chamber K0 := (e1, e2)>0 where B0 := (e1, e2) is the standard basis of
R2. Let |A| = n and label the chambers counterclockwise K0, ...,K2n−1,K2n

where K2n = K0. Consider the reflections σ1, σ2, ..., σ2n with the prop-
erty that σi : Ki−1 −→ Ki as constructed in Lemma 3.1. Denote by ci
the off-diagonal entry of the matrix representing σi with respect to Bi−1 :=

σi−1(Bi−2). For 1 ≤ i ≤ 2n we define η(ci) :=

(
ci 1
−1 0

)
.

Then A admits a finite reflection groupoid if and only if we have:

η(c2n)...η(c2)η(c1) =

(
1 0
0 1

)
. (3.1)

Proof. We define τ :=

(
0 1
1 0

)
. Then for any 1 ≤ i ≤ 2n we have

τ

(
−1 0
ci 1

)
= η(ci) =

(
1 ci
0 −1

)
τ.

Thus by Lemma 3.1 and the above identity we conclude that

σ2n...σ1 = σ2nτ
2σ2n−1σ2n−2τ

2...τ2σ3σ2τ
2σ1 = η(c2n)...η(c1).
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Hence (3.1) is equivalent to the equation σ2n...σ1 =

(
1 0
0 1

)
which holds

if and only if A admits a finite reflection groupoid. This completes the
proof.

Remark 3.4. Proposition 3.1 shows that up to a change of basis every spher-
ical rank two Tits arrangement admitting a finite reflection groupoid is de-
termined by a sequence cm, ..., c1 such that

η(cm)...η(c1) =

(
1 0
0 1

)
.

As mentioned above, these sequences are called 1-quiddity cycles (see [10]).
Let A be a locally spherical Tits arrangement admitting a finite reflection
groupoid. Fix a chamber K0 of A and a corresponding basis B0. Observe
that the entries of the 1-quiddity cycles corresponding to rank two local-
izations of A are entries of suitable weak Cartan matrices (with respect to
(K0, B0)) appearing in A. If (cm, ..., c1)B0 is such a 1-quiddity cycle, then
we say that (cm, ..., c1)B0 is associated to A.

In the next theorem we are going to reduce the problem of determining
whether or not A admits the desired groupoid structure to parabolic sub-
arrangements. Together with Proposition 3.1, this will yield the promised
characterization of locally spherical Tits arrangements admitting a finite
reflection groupoid. To do this, we give a little lemma.

Lemma 3.5. Suppose that (A, T ) is a Tits arrangement in Rr. Let K1,K2

be two adjacent chambers and let L be another chamber. Then the distance
between K1 and L in the chamber graph corresponding to (A, T ) is different
from the distance between K2 and L.

Proof. Let H ∈ A be the unique hyperplane that separates K1 and K2.
Then L lies either on the same side as K1 with respect to H or it lies
on the same side as K2 with respect to H. In the first case we obtain
dist(K2, L) = dist(K1, L) + 1, because every hyperplane that separates K1

and L also separates K2 and L. In the latter case a similar argument gives
dist(K1, L) = dist(K2, L) + 1.

Theorem 3.2. Assume r > 2 and let (A, T ) be a locally spherical Tits
arrangement in Rr. Then A admits a finite reflection groupoid if and only
if every parabolic subarrangement of A admits a finite reflection groupoid.

Proof. If A admits a finite reflection groupoid, then clearly the same is true
for every parabolic subarrangement. So it suffices to show that if every
parabolic subarrangement of A admits a finite reflection groupoid, then A
does so as well.
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So fix a chamber K0 and a basis BK0 for K0. Let ω be a product of
reflections (constructed as in Lemma 3.1) mapping K0 to itself. The strat-
egy is now to prove the statement by induction on the maximal occurring
distance between K0 and chambers along the path of ω.

If the maximal occurring distance is one, then there is nothing to prove,
since reflections are involutive. So assume that the maximal occurring dis-
tance to K0 along ω is greater than one. Let K be a chamber along the
path ω whose distance to K0 is maximal. From all vertices x of A incident
with K we choose an x0 with the property that the gate G from K0 to Ax0
has minimal distance to K0. Now let K1 be the chamber of Ax0 that comes
right before the chamber K along the path of ω; similarly let K2 be the
chamber of Ax0 that comes right after the chamber K along the path of ω.

We observe that the distance between K1 and K0 as well as the distance
between K2 and K0 is less than the distance between K0 and K: by Lemma
3.5 we have dist(K1,K0) 6= dist(K,K0),dist(K2,K0) 6= dist(K,K0). Thus,
by choice of K it follows max{dist(K1,K0),dist(K2,K0)} < dist(K,K0).
Since all parabolic subarrangements admit finite reflection groupoids, we
may replace the subpath of ω connecting K1 and K2 by a path δ connecting
K1 and K2 and visiting only chambers whose distance to K0 is less than the
distance between K and K0. We can do this for every chamber along the
path of ω whose distance to K0 is maximal. Therefore we may replace ω
by ω′ such that the maximal occurring distance between K0 and chambers
along the path of ω′ is smaller than the maximal distance between K0 and
chambers along the path of ω. By induction the claim follows.

In the following example we will give an application of Theorem 3.2.
Namely, we are going to determine all combinatorial isomorphism classes
of irreducible spherical rank three Tits arrangements that admit a finite
reflection groupoid and which consist of at most 27 hyperplanes. In the
process, we collect all appearing weak Dynkin diagrams. By part ii) of
Example 3.1 it remains to consider non-crystallographic arrangements, as
the crystallographic arrangements always correspond to Weyl groupoids.
We note that such a non-crystallographic arrangement consists of at least
10 hyperplanes. Thus, we may restrict attention to arrangements satisfying
10 ≤ |A| ≤ 27. In the following, we will use the results and the same
notation as in [6].

Example 3.2. We consider non-crystallographic spherical Tits arrange-
ments A in R3 with 10 ≤ |A| ≤ 27. Up to combinatorial isomorphism,
these have been classified in [6]. Note also that a posteriori, all obtained
arrangements are projectively unique: if A′ is a Tits arrangement which is
combinatorially isomorphic to an arrangement A as above, then there exists
an element g ∈ GL(R3) such that for any H ∈ A we have gH ∈ A′. It is
conjectured that this is true for every spherical Tits arrangement in R3. It
seems that so far, no proof is known. We start by giving an enumeration
(up to labelling) of all weak Dynkin diagrams appearing in arrangements as
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above. For this, let ρ be the real zero of the polynomial P := X3 − 3X − 25
and define the following constants, which will appear as edge weights of the
corresponding weak Dynkin diagrams:

η1 : = 4 sin
( π

14

)
− 2 sin

(
3π

14

)
+ 4 cos

(π
7

)
,

η2 : = 2− 2 sin
( π

18

)
+ 2 cos

(π
9

)
,

η3 : = 4 sin
( π

22

)
− 4 sin

(
3π

22

)
+ 4 sin

(
5π

22

)
+ 4 cos

( π
11

)
− 2 cos

(
2π

11

)
,

η4 : = −4 sin
( π

26

)
+ 4 sin

(
3π

26

)
− 4 sin

(
5π

26

)
+ 4 cos

( π
13

)
− 2 cos

(
2π

13

)
+ 4 cos

(
3π

13

)
,

η5 : =
1

9
ρ2 +

1

9
ρ+

7

9
,

η6 : =
1

9
ρ2 +

4

9
ρ+

13

9
,

η7 : =
1

3
ρ+

2

3
,

η8 : =
1

9
ρ2 +

1

9
ρ− 2

9
.

Now we are ready to give the enumeration of the weak Dynkin diagrams:

Γ1

3
2 1

Γ2
2 1

Γ3
1 3

Γ4

3
2

12

Γ5
3

11

Γ6
2 3

Γ7
1 1

Γ8

3
2 2

Γ9

3
2

3
2

Γ10
2 2

Γ11
1

11

Γ12
1

3
21

Γ13
3 3

Γ14
4

11

Γ15

4
3

11

Γ16
2

12

Γ17
4 1

Γ18

4
3 1

Γ19
1

19

Γ20
1

12

Γ21
3

21

30



Γ22
4 2

Γ23
1

52

Γ24
2

5
2

Γ25
1 6

Γ26
2 6

Γ27

3+
√
5

2 1

Γ28
1 2+

√
5

Γ29
1

1+
√
5

2

Γ30
1

1

3+
√ 5

Γ31
2

3+
√
5

2

Γ32
1

1
3+
√ 5

2

Γ33
1

1

1+
√ 5

2

Γ34

3+
√
5

2
3+
√
5

2

Γ35

1+
√
5

2 2
Γ36

1+
√
5

2

1

1+
√ 5

2

Γ37
1

5+
√
5

2

Γ38
1

2+ √
51

Γ39
1 3+

√
5

Γ40

3+
√
5

2 3+
√
5

Γ41
1

1
9+

4
√ 5

Γ42
1

2+
√
5

2

Γ43
2+
√
2 1

Γ44
1

2+
√
2

2

Γ45
1

1

1+
√ 2

Γ46
1 1+

√
2

Γ47
1

1
3+

2
√ 2

Γ48
2

2+
√
2

2

Γ49
2 3+2

√
2

Γ50
2 2+

√
2

Γ51
2+
√
3 1

Γ52
1 η1

Γ53
1 η2

Γ54
1 η3

Γ55
1 η4

Γ56
1 η5

Γ57
η6

11

Γ58
1 η7

Γ59
1 η6

Γ60
η8 η7

Γ61
η6 η5

Γ62
η8

11

Γ63
1 η8

Γ64
η6 η6

Γ65
η6

η
51

Γ66
η7

η
81

Figure 3.1: Weak Dynkin diagrams of some non-crystallographic spherical Tits arrangements
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Next we give a table in which we associate the weak Dynkin diagrams to the
Tits arrangements in which they arise. We also determine all Tits arrange-
ments of the considered type admitting a finite reflection groupoid.

label weak Dynkin diagrams finite reflection groupoid

(10, 1) 7,11,27 yes

(12, 1) 3,7,11 yes

(13, 1) 2,3,7,20 yes

(13, 4) 2,7,11,20 yes

(14, 1) 7,11,52 yes

(14, 3) 2,7,11,20,27,28,29,30,31,32,33,35 no

(14, 4) 7,11,27,28,29,32,34,36 no

(15, 1) 27 yes

(15, 3) 2,7,10,14,15,16,17,18 no

(15, 4) 2,7,11,20,27,28,29,31,32,33,35 no

(15, 5) 7,11,56,57,58,59 yes

(16, 1) 7,11,43 yes

(16, 4) 7,27,32 yes

(16, 5) 2,7,27,29,31,32,33,34 no

(16, 6) 1,2,3,4,5,6 no

(16, 7) 1,2,3,5,6,7,8,9,10,11,12,13 no

(17, 1) 2,7,11,20,43 yes

(17, 5) 2,7,27,31,32 yes

(17, 6) 1,2,3,4,5,6,7,8,9,12,13,21 no

(17, 7) 1,2,3,5,7,8,11,12,20,21 no

(17, 8) 2,7,11,20,43,44,48,49,50 yes

(18, 1) 7,11,53 yes

(18, 2) 1,2,3,17,19,20 yes

(18, 4) 2,7,27,31,32 yes

(18, 5) 2,7,27,31,32 yes

(18, 6) 1,2,3,4,5,6,7,8,9,10,12,13,21 no

(18, 8) 1,2,3,5,7,8,10,11,12,16,17,20,21,22 no

(19, 2) 2,7,27,31,32 yes

(19, 7) 1,2,3,5,6,7,8,9,10,12,13 no

(20, 1) 7,11,37 yes

(20, 2) 2,7,27,31,32 yes

(21, 1) 2,7,11,20,37 yes

(21, 2) 2,31 yes

(21, 7) 7,11,56,57,58,59,60,61,62,63,64,65,66 no

(22, 1) 7,11,54 yes

(22, 2) 1,2,3,5,7,8,11,12,21,23,24,25 no

(22, 3) 2,7,11,27,28,29,31,32,33,38,39,40 yes
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label weak Dynkin diagrams finite reflection groupoid

(22, 5) 7,11,41,42 yes

(23, 1) 1,2,3,5,6,7,8,10,11,12,17,20,21,22,23,24,25,26 no

(23, 2) 2,7,11,20,27,39,41,42 yes

(24, 1) 7,11,51 yes

(24, 2) 2,7,43,44,45,46,47 yes

(24, 3) 1,2,3,5,6,7,8,10,11,12,17,20,21,22,23,24,25,26 no

(24, 4) 2,7,11,20,27,39,41,42 yes

(25, 1) 2,7,11,20,51 yes

(25, 3) 2,20,27 yes

(25, 5) 2,7,43,45,46 yes

(25, 8) 2,7,11,20,27,39 yes

(26, 1) 7,11,55 yes

(26, 2) 2,20,27,28,29,30 yes

(27, 1) 2,20,27,28,29,30 yes

Table 3.1: Non-crystallographic spherical Tits arrangements in R3 with at most 27 hyperplanes

We remark that the list of appearing weak Dynkin diagrams determines the
Tits arrangement in question in many cases: the 51 different arrangements
yield 44 different lists of weak Dynkin diagrams. Hence these diagrams ap-
pear to be rather strong invariants (at least in the spherical case).
We also observe that Tits arrangements having the same list of weak Dynkin
diagrams are pretty “close” in the Hasse diagram corresponding to the set
of all finite Tits arrangements in rank three; for this consider [6, Figure 6].
Finally, we see that from all the arrangements in consideration there are
sixteen that do not admit a finite reflection groupoid. From those there are
eleven arrangements defined over the rational numbers, four arrangements
defined over the quadratic field Q(

√
5) and one arrangement defined over the

cubic extension Q(ρ), where ρ is the real number defined in the beginning of
this example. Moreover, the computed data yields that certain weak Dynkin
diagrams only appear in arrangements admitting a finite reflection groupoid
while others only appear in arrangements not having this property. This
agrees with our theoretical results, see also Remark 3.4.

The computed data shows that all considered arrangements belonging to
one of the infinite series R(1),R(2) admit finite reflection groupoids. Using
symmetries of the regular n-gon, it is another immediate consequence of
Theorem 3.2 that this is true in general. We obtain the following result:

Corollary 3.1. Let A be an arrangement from one of the infinite series
R(1),R(2). Then A admits a finite reflection groupoid.

We continue by giving a result on highly symmetric Tits arrangements in
rank three which admit a finite reflection groupoid. To state the result, we
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need the following definition, which generalizes the concept of “real roots”
introduced in Chapter 2 to non-crystallographic situations.

Definition 3.5. Let A be a locally spherical Tits arrangement in V := Rr
with set of chambers K. Assume that A admits a finite reflection groupoid.
Fix a chamber K0 and a corresponding basis B0 for K0.

Consider two chambers K,L ∈ K and let L = K1,K2, ...,Km−1,Km = K
be a minimal gallery from L to K. The basis for Ki determined by B0 is
denoted by Bi for 1 ≤ i ≤ m and the corresponding dual bases are denoted

by B∗i . Thus we have ωL,KB0
= σ

Km−1Bm−1

im−1
...σ

K1B1
i1

for the unique morphism
taking L to K.

We identify the dual morphism σ
KjB∗

j

ij
with its matrix with respect to

B∗j and write

ω̃L,KB0
:= σ

Km−1B∗m−1

im−1
...σ

K1B∗1
i1

∈ GL(Rr)

for the matrix corresponding to the morphism dual to ωL,KB0
(see Definition

3.2).
Now if K is any chamber of A then we define

RKB0
:=
{
ω̃L,KB0

(αi) | 1 ≤ i ≤ r, L ∈ K
}
⊂ ± (R≥0)r ,

where α1, ..., αr are the standard basis vectors in Rr.
We call RKB0

the root set at K (with respect to B0). Two chambers K,L

are called equivalent, if RKB0
= RLB0

. Clearly, this defines an equivalence
relation on K.

For fixed K, we define GKB0
:=
{
ω̃K,LB0

| RLB0
= RKB0

}
⊂ GL(Rr) and call

it the automorphism group of K (with respect to B0). Moreover, we define
R(A)B0 :=

{
RKB0

| K ∈ K
}

to be the set of different root sets occurring in
A (with respect to B0).

Remark 3.5. Let A be as in the above definition.
i) The set GKB0

is a group because for two chambers L,L′ with RLB0
= RL

′
B0

,

the matrices σ
LB∗

L
i , σ

L′
B∗
L′

i are the same for every 1 ≤ i ≤ r. Furthermore, it
is clear that we have ω

(
RKB0

)
= RKB0

for any ω ∈ GKB0
.

ii) If K,L are two chambers of A, then the automorphism groups GKB0
, GLB0

are conjugate: let ω ∈ GLB0
and define ω′ := ω̃K,LB0

. Then the matrix ω′−1ωω′

is an element of GKB0
. In particular, all automorphism groups are isomor-

phic.
iii) If A is spherical, then we have |K| = |GKB0

||R(A)B0 | for any chamber
K ∈ K. Moreover, the number |R(A)B0 | serves as a measure for the degree
of symmetry exhibited by the arrangementA. In particular, if |R(A)B0 | = 1,
then A is a reflection arrangement.

34



iv) If A is not crystallographic, then the root set RKB0
need not be reduced.

This happens for instance for the (non-crystallographic) arrangements be-
longing to the infinite series R(1). Thus, these arrangements are naturally
multiarrangements via their groupoid structure.

Now we are ready to give the following result:

Theorem 3.3. Let A be a spherical rank three Tits arrangement with set of
chambers K. Assume that A admits a finite reflection groupoid. Fix some
K0 ∈ K and a corresponding basis B0. If A is realizable over Q and if
|R(A)B0 | ≤ 8, then |A| ≤ 27. In particular, we have a complete list (up to
combinatorial isomorphism) of such arrangements.

Proof. For a simplicial arrangement A in R3 with set of chambers K it holds

|K| = 4

3

∑
i≥2

itAi .

On the other hand, as A is realizable over Q we have |GK0
B0
| ≤ 48 (see [16]).

Thus, using part iii) of Remark 3.5 and relation (2.4) in Theorem 2.1, we
obtain the following inequality:

4

9
(|A|2 + 3|A|) ≤ |K| ≤ |R(A)B0 ||G

K0
B0
| ≤ 8 · 48.

For this, recall that by Proposition 2.1, the multiplicity of an irreducible
simplicial arrangement in R3 is at most |A|2 ; so relation (2.4) does indeed
apply. We conclude that |A| ≤ 27. The classification result now follows
from Theorem 2.5.

If we are only interested in finiteness results, then the idea behind the
above proof may be generalized to arrangements realizable over algebraic
number fields in arbitrary dimension. We give the following theorem, which
concludes this section.

Theorem 3.4. Let r ≥ 3 and let A be a spherical Tits arrangements in Rr
which has a realization over some algebraic number field K. Assume that A
admits a finite reflection groupoid. Fix a chamber K0 and a corresponding
basis B0 and suppose that |R(A)B0 | ≤ m|A|1−ε for some m, ε > 0. Then
there exists M := M(r,K,m, ε) such that |A| ≤M .

Proof. Let S(r,K) denote the Schur bound: the order of every finite sub-
group G in GL(r,K) divides S(r,K) (see [22, Theorem 14]). In particular,
we have |G| ≤ S(r,K) for every finite subgroup G in GL(r,K). Thus, using
similar arguments as in the proof of Theorem 3.3 and applying Shannon’s
Theorem (see [30]), we obtain

2|A| ≤ |K| ≤ m|A|1−εS(r,K).

Hence, we may take M :=
(
mS(r,K)

2

)1/ε
. This completes the proof.
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3.3 Crystallographic Tits arrangements of rank at
least seven

In this section, we are interested in locally spherical crystallographic Tits
arrangements of rank at least seven. We show that the appearance of certain
Dynkin diagrams determines the arrangement in quite a few cases. More
precisely, for r ≥ 8 we classify locally spherical crystallographic Tits arrange-

ments containing an object of Dynkin type E8, E
(1)
6 , E

(1)
7 , E

(1)
8 , A

(1)
r−1, D

(2)
r

respectively (we use the notation in [24, Chapter 4]). Our methods rely
heavily on the classification of spherical crystallographic Tits arrangements
obtained in [8].

As in the mentioned paper [8], instead of dealing with Tits arrangements
themselves, we choose the language of Cartan graphs to formulate and prove
our results. This approach is justified by the correspondence described in
Theorem 2.3.

In the following, C :=
(
I, A, (ρi)i∈I , (C

b)b∈A
)

will always denote a con-
nected simply connected locally spherical Cartan graph of some rank r :=
|I|. By Theorem 2.3, the Cartan graph C then corresponds to a locally
spherical crystallographic Tits arrangement A in Rr. Recall that a Dynkin
diagram Γ is said to be of weakly finite type, if Γ appears as Dynkin diagram
in some finite Cartan graph of rank at least eight (see Definition 2.11); sim-
ilarly, Γ is said to be of affine type, if the corresponding Cartan matrix is of
affine type.

We start with the following proposition, which determines the possible
Dynkin diagrams that may appear in a rank r Cartan graph C as above for
r ≥ 8.

Proposition 3.2. Let C = (I, A, (ρi)i∈I , (C
b)b∈A) be as above with |I| ≥ 8.

Then at each object a ∈ A the corresponding Dynkin diagram Γa is either of
weakly finite type or it is of affine type or it is one of the following (up to
obvious symmetries and labelling of the vertices):

D′Br :
α1 α3 α4

. . .
αr−3 αr−2 αr−1 αr

⇒

α2

D′Cr :
α1 α3 α4

. . .
αr−3 αr−2 αr−1 αr

⇐

α2
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D′Dr :
α1 α3 α4

. . .
αr−3 αr−2

α2

αr

αr−1

D′D′r :
α1 α3 α4

. . .
αr−3 αr−2 αr

α2 αr−1

D̃′8 :
α1 α2 α4 α5 α6 α7 α8

α3

Proof. Let a ∈ A and let Γa be the Dynkin diagram at a. As C is locally
spherical, we conclude that each connected subgraph Γ′ of Γa on r−1 vertices
is one of those listed in [8]. So it remains to examine in how many ways
one can attach a further vertex to Γ′ such that each connected subgraph (of
the obtained graph) on r − 1 vertices is still one of those listed in [8]. This
yields the above possibilities for Γa, proving the claim.

The last result already puts us in a position where we can prove our
first theorem. It asserts that for r ≥ 8, there exists precisely one locally
spherical Cartan graph containing an object with a Dynkin diagram of type

A
(1)
r−1, D

(2)
r respectively.

Theorem 3.5. Suppose that r ≥ 8 and consider the Cartan graph C =
(I, A, (ρi)i∈I , (C

b)b∈A). Assume that there is an object a ∈ A such that the

associated Dynkin diagram Γa is of type A
(1)
r−1 or D

(2)
r . Then C is standard.

Proof. i) Consider the case where Γa is of type A
(1)
r−1. We may assume that

Γa is labelled in the following way:

α1 α2 α3

. . .
αr−3 αr−2 αr−1

αr

.

As C is connected it is enough to show that Γρi(a) = Γa for all i ∈ I. Consider
Γρr(a) first. By [5, Lemma 4.5] and the definition of Cartan graphs, we

see that car,j = c
ρr(a)
r,j for all j ∈ I different from r; also cai,j = c

ρr(a)
i,j for

all i ∈ I such that car,i = 0 and arbitrary j ∈ J . Thus, by inspecting

Γa it follows that each entry of Cρr(a) is determined except for the entries
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c
ρr(a)
1,r , c

ρr(a)
1,2 , c

ρr(a)
r−1,r, c

ρr(a)
r−1,r−2. But Proposition 3.2 shows that all these entries

must be equal to −1 and thus equal to ca1,r, c
a
1,2, c

a
r−1,r−2, c

a
r−1,r respectively.

This proves that Γρr(a) = Γa.
By symmetry the other cases are dealt with in the same way. We con-

clude that Γρi(a) = Γa for all i ∈ I. Hence C is standard of type A
(1)
r−1.

ii) Now assume that Γa is of type D
(2)
r . We assume that Γa is labelled in

the following way:

α1 α2

⇐
α3 α4

. . .
αr−3 αr−2 αr−1 αr

⇒ .

Since C is connected, it is enough to show that Γρi(a) = Γa for each i ∈ I.
Because C is locally spherical of rank r ≥ 8, the results in [8] show that
the parabolic Cartan graphs CJ1 , CJ2 corresponding to the index sets J1 :=
I \ {r}, J2 := I \ {r − 1, r} are standard of type Br−1, Br−2 respectively.

Hence, the parabolic Dynkin diagram Γ
ρi(a)
J1

corresponding to J1 is of
type Br−1 for all 1 ≤ i ≤ r − 1. On the other hand, by inspection of Γa

we conclude that σr|∑
1≤i≤r−2 Zαi is the identity map . Hence the parabolic

diagram Γ
ρr(a)
J2

corresponding to J2 is of type Br−2.
Defining J3 := I \{1}, J4 := I \{1, 2}, the same argument shows that for

2 ≤ i ≤ r the parabolic diagram Γ
ρi(a)
J3

is of type Br−1 while the parabolic

diagram Γ
ρ1(a)
J4

is of type Br−2.

It follows that Γρi(a) is of type D
(2)
r for all i ∈ I and therefore C is

standard of type D
(2)
r .

We continue with the following result for the diagram of type E
(1)
8 .

Theorem 3.6. Suppose that C = (I, A, (ρi)i∈I , (C
a)a∈A) contains an object

b such that the Dynkin diagram Γb is given as follows:

Γb =
α1 α2 α3 α4 α5 α6 α7 α8

α9

.

Then for each object a ∈ A, it holds that Γa = Γb. Thus, the Cartan graph

C is standard of type E
(1)
8 .

Proof. Let a be an arbitrary object of C. As C is connected and simply
connected, there exists a unique morphism ωa which takes b to a. We will
prove the claim by induction on the length of ωa.

• Assume that ωa = σbi for some i ∈ I. As C is locally spherical, we
conclude that the parabolic root set RbJ corresponding to J := I \ {1}
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is standard of type E8 (this follows from the classification results given

in [8]). Recall that for k, l ∈ I we have cbk,l = c
ρk(b)
k,l ; further for

j, k, l ∈ I such that cbj,k = 0 we have cbk,l = c
ρj(b)
k,l . Using this together

with Proposition 3.2, we may conclude that Γρi(b) = Γb for i 6= 1. We
observe that the same rules combined with Proposition 3.2 also yield
Γρ1(b) = Γb.

• Let n ≥ 2 and assume that the claim holds for all morphisms of
length less than n. Assume that ωa = σjσin−1 ...σ

b
i1

. We define b′ :=

ρin−1 ...ρi1(b) and observe that by induction Γb
′

= Γb. By the same

reasoning as above, we conclude that Γa = Γρj(b
′) = Γb

′
= Γb.

In order to deal with Cartan graphs containing an object with Dynkin

diagram of type E
(1)
7 , we need the following lemma, which describes the

behaviour of occurring parabolic subarrangements. The proof is immediate
via the results obtained in [8]

Lemma 3.6. Let C = (I, A, (ρi)i∈I , (C
a)a∈A) denote the uniquely deter-

mined finite Cartan graph containing an object b with the following Dynkin
diagram:

Γb =
α2 α5 α7 α6 α3 α1

α4

.

Then C contains eight different root sets R1, ..., R8 with associated Dynkin
diagrams Γ1, ...,Γ8. We may order the root sets in such a way that the
following holds:
a) Γi = E7 for 1 ≤ i ≤ 4, Γ5 = Γb, Γ6 = Γ7 = ΓD7 and Γ8 = ΓA7.
b) σ1(R1) = R2 and σi(R1) = R1 for i 6= 1.
c) σ1(R2) = R1 and σ3(R2) = R3, σi(R2) = R2 for i 6= 1, 3.
d) σ3(R3) = R2 and σ6(R3) = R4, σi(R3) = R3 for i 6= 3, 6.
e) σ6(R4) = R3 and σ7(R4) = R5, σi(R4) = R4 for i 6= 6, 7.
f) σ7(R5) = R4, σ5(R5) = R6 and σ4(R5) = R8, σi(R5) = R5 for i 6= 4, 5, 7.
g) σ5(R6) = R5 and σ2(R6) = R7, σi(R6) = R6 for i 6= 2, 5.
h) σ2(R7) = R6, σi(R7) = R7 for i 6= 2.
i) σ4(R8) = R5, σi(R8) = R8 for i 6= 4.

Now we can prove the following theorem which takes care of Cartan

graphs containing an object whose Dynkin diagram is of type E
(1)
7 :
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Theorem 3.7. Let C = (I, A, (ρi)i∈I , (C
a)a∈A) be a Cartan graph containing

an object b ∈ A such that Γb is of type E
(1)
7 with the labelling given as follows:

Γb =
α1 α2 α3 α4 α5 α6 α7

α8

.

Then Γa = Γb for every a ∈ A. Thus, C is standard of type E
(1)
7 .

Proof. Let a be an object of C. We first show that Γb = Γa automatically
implies that the parabolic root set RaJ corresponding to J := I \ {1} is
standard of type E7. To see this, observe that the classification results in
the finite case imply that there are two possibilities for RaJ : either it is
standard of type E7 or it is given by some root set whose associated finite
Cartan graph contains an object with the following Dynkin diagram:

α2 α3 α4 α5 α6 α7

α8

.

For this we refer to the results in [8]. But then by Lemma 3.6, C itself would
contain an object with the following Dynkin diagram:

α1 α2 α3 α4 α5 α6 α7

α8

.

However, Proposition 3.2 tell that there is no such diagram appearing in a
Cartan graph as above. Hence RaJ must be standard of type E7. Using this
and the fact that C is connected and simply connected, we will prove the
claim by induction on the length of the unique morphism ωa which takes b
to a.

• Assume that ωa = σbj for some j ∈ I. We use that for k, l ∈ I we

have cbk,l = c
ρk(b)
k,l ; further for j, k, l ∈ I such that cbj,k = 0 we have

cbk,l = c
ρj(b)
k,l . These rules show that Γρ1(b) = Γb. For j 6= 1 we may

also use that the parabolic root set RbJ corresponding to J = I \ {1}
is standard of type E7. We obtain Γρj(b) = Γb for all j ∈ I.

• Let n ≥ 2 and assume that the claim holds for all morphisms of length
less than n. Consider the morphism ωa := σjσin−1 ...σ

b
i1

and define

b′ := ρin−1 ...ρi1(b). Then by induction we have Γb
′

= Γb. Thus, by
the argument given at the beginning of the proof, we know that the
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parabolic root set Rb
′
J corresponding to J = I \{1} is standard of type

E7. As above, we may conclude that Γa = Γρj(b
′) = Γb

′
= Γb for all

j ∈ I. This completes the proof.

We continue by classifying those locally spherical Cartan graphs con-
taining an object whose Dynkin diagram is of type E8. For this, we need
the following lemma.

Lemma 3.7. Let C = (I, A, (ρi)i∈I , (C
a)a∈A) be a non-standard Cartan

graph containing an object b of Dynkin type E8 with labelling given as follows:

Γb =
α2 α5 α7 α6 α3 α1 α8

α4

.

Then C also contains an object a such that Γa is of Dynkin type D̃′8 with
labelling given as follows:

Γa =
α2 α5 α7 α6 α3 α1 α8

α4

.

Proof. Let c be an object such that Γc = Γb. Then the parabolic root set
at c corresponding to J := I \ {8} will be either standard of type E7 or it
will be given by one of the root sets R1, R2, R3, R4 introduced in Lemma
3.6. If we are in the latter case then the claim follows by the same lemma.
Now suppose that for any object c such that Γc = Γb the parabolic root set
RcJ is standard of type E7. Then C itself is standard of type E8. But by
assumption C is a non-standard Cartan graph. This contradiction proves
the claim.

Next we prove that there is at most one locally spherical Cartan graph
containing an object of Dynkin type D̃′8. Together with the fact that there

is a restriction of E
(1)
8 containing such an object, this will yield the desired

result.

Proposition 3.3. Let C = (I, A, (ρi)i∈I , (C
a)a∈A) be a Cartan graph. If C

contains an object of Dynkin type D̃′8, then C is uniquely determined.

Proof. Suppose that a is an object of C with Dynkin diagram

Γa =
α2 α5 α7 α6 α3 α1 α8

α4

.
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We set J := I \ {8} and we use the root sets R1, ..., R8 as introduced in
Lemma 3.6. It is enough to prove the following three statements:

i) If i > 1 and if b is an object such that RbJ = Ri, then R
ρ8(b)
J = Ri.

ii) If RbJ = R1, then R
ρ8(b)
J = E7.

iii) If RbJ = E7, then R
ρ8(b)
J = R1.

We start with statement i): for i = 5 the claim is an immediate consequence
of Lemma 3.6. Now consider i = 4. By Lemma 3.6 we have σ8σ

b
7 = σ7σ

b
8 and

therefore σb8(R
b
J) = σ7σ8σ

b
7(R4) = σ7σ8(R5) = σ7(R5) = R4. Using a similar

argument one reduces the claim for i = 3 to the already established case for
i = 4. And similarly the claim for i = 2 reduces to the claim for i = 3. Now
consider i = 6. Again it holds that σ8σ

b
5 = σ5σ

b
8 and therefore σb8(R

b
J) =

σ5σ8σ
b
5(R6) = σ5σ8(R5) = σ5(R5) = R6. As above the claim for i = 7

reduces to the claim for i = 6. Hence in order to establish claim i) it remains
to consider i = 8. Again σ8σ

b
4 = σ4σ

b
8 and therefore σb8(R

b
J) = σ4σ8σ

b
4(R8) =

σ4σ8(R5) = σ4(R5) = R8. Next we turn to statement ii): we need to show

that RbJ = R1 implies R
ρ8(b)
J = E7. We have σ1σ8σ

b
1 = σ8σ1σ

b
8. Hence

σ1σ8σ
b
1(R1) = σ1σ8(R2) = σ1(R2) = R1 and so R1 = σ8σ1σ

b
8(R1). Now

suppose that σb8(R1) = Rj for some j ∈ {1, 2, 3, 4}. If j > 1 then by Lemma
3.6 we conclude σ8σ1σ

b
8(R1) = σ8σ1(Rj) = σ8(Rj) = Rj , contradicting

the equation R1 = σ8σ1σ
b
8(R1). On the other hand j = 1 implies that

R1 = σ8σ1σ
b
8(R1) = σ8σ1(R1) = σ8(R2) = R2, a contradiction. This shows

that σb8(R1) must be standard of type E7. Statement iii) is proven similarly.
Hence the proof is finished.

With the last proposition we can prove the following result:

Theorem 3.8. Let C = (I, A, (ρi)i∈I , (C
a)a∈A) be a Cartan graph. Assume

that there is an object b such that Γb is of finite type E8. Then C is either
standard of type E8 or it corresponds to the restriction of the affine reflection

arrangement E
(1)
8 to a hyperplane.

Proof. We may assume that C is a non-standard Cartan graph. Let A′ be
the crystallographic arrangement obtained as the restriction of the affine

reflection arrangement E
(1)
8 to a hyperplane and denote by C′ the corre-

sponding Cartan graph. By Lemma 3.7 and Proposition 3.3, we conclude
that C is uniquely determined by the fact that it is non-standard Cartan
graph containing an object a such that Γa is of type E8. Moreover, one
checks that C′ is an example of such a non-standard Cartan graph. This
proves the claim.

We close this section with the following result, which asserts that there is
only one locally spherical Cartan graph containing an object whose Dynkin

diagram is of type E
(1)
6 .
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Theorem 3.9. Let C = (I, A, (ρi)i∈I , (C
a)a∈A) be a Cartan graph. Assume

that there exists an object b such that Γb is given as follows:

Γb =
α1 α2 α3 α4 α5

α6

α7

. (3.2)

Then we have Γa = Γb for every object a. Hence, C is standard of type E
(1)
6 .

Proof. Using similar arguments as in the proofs before, we observe that it
is enough to show that for every object a such that Γa is as in (3.2), the
parabolic root set RaJ corresponding to J := I \ {7} is standard of type
E6. By the results in [8], we have the following possibilities for RaJ and the
theorem is proved once we have excluded the last three of them:

• Case 1: RaJ is the standard root set of type E6.

• Case 2: RaJ is one of the root sets appearing in the Cartan graph of
rank six with Nr.2 given in [8].

• Case 3: RaJ is one of the root sets appearing in the Cartan graph of
rank six with Nr.3 given in [8].

• Case 4: RaJ is one of the root sets appearing in the Cartan graph of
rank six with Nr.4 given in [8].

Case 2: Denote the Cartan graph corresponding to RaJ by C. Then
C contains seven different root sets R1, ..., R7 with corresponding Dynkin
diagrams Γi. The results in [8] show that we may label the Ri in such a way
that the following holds:
i) Γ1,Γ2,Γ3 are the only diagrams of type E6. These are given by the graph
in (3.2) with the vertex α7 removed.

ii) The Dynkin diagram Γ4 is given as follows:
α1 α2 α3 α4 α5

α6

.

iii) σ5(R1) = R2;σ4(R2) = R3;σ3(R3) = R4.
By the above we conclude that there exists a morphism ω mapping b to
some object a with the following diagram:

Γa =
α1 α2 α3 α4 α5

α6

α7

. (3.3)
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However, Γa contains a forbidden subgraph (remove the vertex α5). For
this, remember that C is locally spherical and examine the list of possible
Dynkin diagrams in the finite case given in [8]. Thus, Case 2 cannot occur.

Case 3: The argument is similar to Case 2. Denote the Cartan graph
corresponding to RaJ by C and observe that there are 14 different root sets
R1, ..., R14 with corresponding Dynkin diagrams Γ1, ...,Γ14 occurring in C.
The work in [8] shows that we may label them in such a way that the fol-
lowing statements hold:
i) Γ1,Γ2,Γ3 are the only diagrams of type E6. These are given by the graph
in (3.2) with the vertex α7 removed.

ii) The Dynkin diagram Γ4 is given as follows:
α1 α2 α3 α4 α5

α6

.

iii) σ5(R1) = R2;σ4(R2) = R3;σ3(R3) = R4.
As in Case 2, this yields an object a whose diagram is the same as in (3.3).
Again, this is not possible.

Case 4: Again, the argument is similar to the preceding cases. We de-
note the Cartan graph corresponding to RaJ by C and observe that in this
case, we have 21 different root sets R1, ..., R21 and associated Dynkin dia-
grams Γ1, ...,Γ21 which appear in C. This time, we label them such that the
following holds:
i) Γ4,Γ5,Γ6 are the only diagrams of type E6 that appear in C. These are
obtained from the graph (3.2) by removing the vertex α7.

ii) The Dynkin diagram Γ3 is given as follows:
α1 α2 α3 α4 α5

α6

.

iii) σ1(R6) = R4;σ2(R5) = R4;σ3(R4) = R3. As above, this yields a forbid-
den diagram. Hence, Case 4 cannot occur as well.

3.4 Open problems and related questions

In this section, we collect two interesting open problems related to the results
obtained in this chapter.

Motivated by Theorem 3.8, we start with the following one, which asks
to classify locally spherical crystallographic Tits arrangements containing a
chamber whose associated Dynkin diagram is of type E6 or E7. We state
the problem in terms of Cartan graphs.

Problem 1. We ask to classify all locally spherical connected simply con-
nected Cartan graphs C containing an object b whose Dynkin diagram Γb is
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given by one of the following:

Γ =
α1 α2 α3 α4 α5

α6

,

Γ′ =
α1 α2 α3 α4 α5 α6

α7

.

Compared to the situation of Theorem 3.8, the problem appears to be
much more difficult. This comes from the fact that there are a lot more
possible parabolic subarrangements in ranks five and six (see the results in
[8]). Thus, a potential solution has to address many different cases.

We finish the chapter with the following problem, which asks for bounds
on the number of different root sets that may occur in a finite reflection
groupoid associated to some spherical Tits arrangement.

Problem 2. Let r ≥ 3 and let A be a spherical Tits arrangements in Rr
which has a realization over some (fixed) algebraic number field K. Assume
that A admits a finite reflection groupoid and let K0 be a chamber of A
together with a corresponding basis B0. Do there exist positive real numbers
m0, ε0 such that |R(A)B0 | ≤ m0|A|1−ε0 for any arrangement A as above?

If this was true, then by Theorem 3.4 we could conclude that there
are only finitely many combinatorial isomorphism classes of spherical Tits
arrangements satisfying the conditions in Problem 2.
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Chapter 4

Affine Tits arrangements on
cubic curves

It is an important observation that after choosing suitable coordinates, the
dual point sets corresponding to simplicial arrangements from the infinite
series R(1) are all contained in the locus of a (reducible) homogeneous cubic
polynomial. More precisely, each point set is contained in the union of an
irreducible conic σ and some line not meeting σ.
Motivated by this, we ask for possible infinite simplicial arrangements whose
dual point sets are contained in a cubic curve. More precisely, we shall be
interested in affine rank three Tits arrangements having this property.

In this chapter, we give a classification of such arrangements. Our strat-
egy for the classification builds upon the results obtained in [12] and on
elementary results from the geometry of the projective plane, like Bézout’s
theorem and the fact that the irreducible conic in P2(R) is a self-dual curve.
Indeed, if one chooses coordinates such that σ is given by the equation
x2 + y2− z2 = 0, then the corresponding dual curve σ′ is given by the same
equation. Here, by the dual curve of a curve C in P2(R) we mean the curve
C ′ in (P2(R))∗ consisting of all points which are dual to tangent lines of C.

We find that there are only two classes of irreducible affine Tits arrange-

ments satisfying the above property: namely the arrangement of type A
(1)
2

whose corresponding dual point set is contained in the union of three pro-
jective lines, and a class of arrangements which we call Ã0

2 (see Figure 4.1).
The dual point set of Ã0

2 is contained in the union of a projective conic σ
and a projective line l touching σ. It turns out that the arrangement Ã0

2

is an example of an irreducible affine Tits arrangement which is not locally
spherical. More precisely, we have the following main theorem:

Theorem. Let the pair (A, T ) be an affine rank three Tits arrangement
and assume that the projective root vectors of A are contained in the locus
of a homogeneous cubic polynomial. Then A is either a near pencil, an

arrangement of type A
(1)
2 , or it is an arrangement of type Ã0

2.
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A subset of the arrangement of type Ã0
2

Figure 4.1

This result is established by proving Theorem 4.2 in Section 4.1. In
Section 4.2 we discuss some related open questions.

4.1 The classification

In order to prove the main theorem of this chapter, we use the following
notation:

Notation. Let (A, T ) be a Tits arrangement of rank three. By abuse of
notation we denote the set of projective lines {g | ∃H ∈ A : g = π(H)}
by A as well; here π : {U ≤ R3 | dimU ≥ 1} −→ {U ≤ P2(R)} is the
natural projection. If p ∈ (P2(R))∗ then we denote the corresponding dual
line by p∗ ⊂ P2(R). Likewise, if l ⊂ (P2(R))∗ is a projective line, then its
corresponding dual point is denoted by l∗ ∈ P2(R). Similarly, if A is a set
of projective lines in P2(R), we write A∗ ⊂ (P2(R))∗ for the corresponding
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set of dual projective points (and vice versa).

The main strategy of the proof can be summarized as follows: according
to the possible factorizations of a homogeneous cubic polynomial P , there
are naturally three cases to consider. Namely, P may factor as a product
of three linear polynomials, or it may factor as a product of an irreducible
quadratic polynomial and a linear polynomial, or P may be irreducible.
We examine all three cases and collect all (up to projectivity) affine Tits
arrangements A such that A∗ ⊂ V (P ).

We start with the following lemma which will be used extensively to rule
out the possibility of existence of certain Tits arrangements. It basically
says that near pencils are the only rank three Tits arrangements containing
a segment bounded by two vertices of weight two.

Lemma 4.1. Let A be an Tits arrangement of rank three. Suppose there is
a line g ∈ A containing two vertices v1, v2 of weight two such that there is
no other vertex contained in the bounded segment between v1 and v2 on g.
Then A is a near pencil.

Proof. Denote by g1, g2 the two lines meeting g in v1 respectively v2 and set
v := g1∩g2. Using w(v1) = w(v2) = 2 it follows that there are two chambers
with vertices v1, v2, v and it is easy to see that every line g′ ∈ A \ {g} needs
to pass through v.

We state two further lemmas, which will turn out to be useful and may
be interesting in their own right.

Lemma 4.2. Let A be an affine Tits arrangement of rank three. Then there
is at most one vertex of A contained in ∂T .

Proof. Suppose there were two vertices v 6= w ∈ ∂T . Then there is a
chamber K having v as a vertex. As A is thin, it follows that K has to
be contained in the cone C generated by two neighbouring lines passing
through v. As the lines passing through w accumulate at ∂T we conclude
that there are infinitely many lines passing through w and intersecting K,
a contradiction.

Lemma 4.3. Let A be a Tits arrangement of rank three. Suppose there
is a vertex v of weight two which is surrounded by neighbouring vertices
v1, v2, v3, v4 of weight three. Then A is spherical and |A| ∈ {6, 7}.

Proof. We denote the lines intersecting in v by g1, g2 and we agree that
v1, v3 ∈ g1 while v2, v4 ∈ g2. It is clear that there are no further vertices
lying in the bounded segment between v1 and v4 and the same is true for
the bounded segments between v1 and v2, v2 and v3, v3 and v4. Denote
the line passing through vi and vj by gi,j and observe that the spherical
arrangement B ⊂ A defined by B := {gi,j | 1 ≤ i, j ≤ 4} is simplicial. Now
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by the above there are cells Ki,j of A containing the vertices vi and vj for
{i, j} ∈ {{1, 4}, {1, 2}, {2, 3}, {3, 4}} and these cells are triangles. Suppose
there was a line in A not contained in B supporting an edge of such a cell
Ki,j . This edge needs to pass through either vi or vj . But then the weight
of either vi or vj needs to be strictly greater than three, contradicting our
assumption. This shows that the only line one may add to B in such a way
that the obtained arrangement is simplicial with the vertices v1, v2, v3, v4
having weight three is the line passing through the points g1,2 ∩ g3,4 and
g1,4 ∩ g2,3.

The next proposition and the following theorem are preliminary results
which will be used to simplify the proof of Proposition 4.2.

Proposition 4.1. Let A be a Tits arrangement of rank three. Assume that
A∗ is contained in the union of two lines. Then A is a near pencil.

Proof. Suppose A∗ ⊂ l1 ∪ l2. Then after dualizing the lines l1, l2 ⊂ (P2(R))∗

become two points v1, v2 ∈ P2(R). Suppose that w(v1) = |Av1 | ≥ 3 and pick
a line g of A such that v1 /∈ g and v2 ∈ g. Observe that there is at most
one line in Av1 meeting g in a vertex of weight greater than two. Further,
different lines in Av1 produce different intersections with g. Since g contains
only one vertex with weight possibly bigger than two, we may use Lemma
4.1 to conclude that A is a near pencil. If on the other hand w(v1) = 2 then
we choose g ∈ A passing through v1 but not through v2. Then g contains
a segment bounded by two vertices of weight two. Hence by Lemma 4.1 it
follows that A is a near pencil.

Remark 4.1. We observe that in the situation of the last proposition there
is a unique p ∈ A∗ such that A∗ \ {p} is contained in one of the two lines
l1, l2 while p is contained in the other one.

Theorem 4.1. The near pencil is the only Tits arrangement A of rank three
such that A∗ lies on a conic.

Proof. Let P ∈ R[x, y, z] be a homogeneous polynomial of degree two and
set σ := V (P ). Suppose that A∗ ⊂ σ ⊂ (P2(R))∗ for some rank three Tits
arrangement A. First, assume that P is the product of two distinct linear
polynomials. Then by Proposition 4.1 the only Tits arrangements lying on
σ are near pencils. If P splits as a square of a linear polynomial, then every
p ∈ A∗ lies on a single line which means that all lines of A pass through
a single point. Hence A is not simplicial. Now, finally suppose that P is
irreducible. By Bézout’s theorem every line meets σ in at most two points.
Hence the weight of any vertex of A is bounded by two. But this implies
that A is a near pencil consisting of three lines.

The next proposition is a first step towards our main theorem.
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Proposition 4.2. Let A be an affine Tits arrangement of rank three. Sup-
pose that A∗ is contained in the union of at most three lines. Then A is

either a near pencil or it is an arrangement of type A
(1)
2 .

Proof. Taking into account Theorem 4.1 it is enough to consider the case
where A∗ is contained in the union of exactly three lines: A∗ ⊂ l1 ∪ l2 ∪ l3 ⊂
(P2(R))∗. We define v1 := l∗1, v2 := l∗2, v3 := l∗3 ∈ P2(R) and consider two
cases:
a) Suppose that l1 ∩ l2 ∩ l3 = w ∈ (P2(R))∗. Then the corresponding points
v1, v2, v3 all lie on the line w∗ ⊂ P2(R). If |Avi | = |Avj | =∞ for two different
values i, j, then we have w∗ = ∂T because A is locally finite in T .

Let k 6= i, j and assume that |Avk | < ∞. Then it is easy to see that
A contains a segment bounded by two vertices of weight two. By Lemma
4.1 we may assume that |Avk | = ∞. Observe that all vertices in T have
weight bounded by three. But since A is not spherical, Lemma 4.3 shows
that every vertex in T has weight exactly three. From this it is easy to see

that the arrangement A is of type A
(1)
2 .

Now suppose that there is precisely one i such that |Avi | =∞ and pick
a line g ∈ A such that vj ∈ g, vi /∈ g for some j 6= i. Then it is easy to see
that g contains a segment bounded by two vertices of weight two. Hence by
Lemma 4.1 the arrangement A is a near pencil.
b) Assume l1 ∩ l2 ∩ l3 = ∅. Then the three points v1, v2, v3 are not collinear.
Hence it is impossible to have |Avi | =∞ for all 1 ≤ i ≤ 3. But then we may
assume that |Av1 | =∞ and |Av3 | <∞. Now if |Av2 | <∞ as well, then we
may argue as in case a) to show that A is a near pencil. So assume that
|Av1 | = |Av2 | = ∞ and |Av3 | < ∞. Again, we may argue as in case a) to
conclude that A is a near pencil.

Remark 4.2. If we drop the condition on A to be affine, then we find some
more possible (spherical) arrangements such that A∗ is contained in the
union of three lines: for instance the arrangement of type A(10, 3) (as de-
noted in [19]) and some of its subarrangements.

Our next goal is to show that there is no affine Tits arrangement A
such that A∗ is contained in the locus of an irreducible homogeneous cubic
polynomial. This may be deduced from Lemma 4.3 and the following result:

Lemma 4.4. Let A be an affine Tits arrangement of rank three. Assume
that every vertex of A has weight three and suppose that A∗ ⊂ V (F ) for
some homogeneous cubic polynomial F . Then F is not irreducible.

Proof. Consider the affine space E := P2(R)\{∂T} and look at the arrange-
ment induced by A on E; by abuse of notation we denote this arrangement
by A as well.

Fix a line g of the arrangement A. Denote by Ag the set of all lines in
A which are not parallel to g and set A′ := Ag ∪ {g} ⊂ A. Observe that if
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g′ is a line of A parallel to g, then Ag = Ag′ . Assume that there is a vertex
v of A′ of weight three not lying on g. We may choose v in such a way that
there is a line gv ∈ A′ passing through v such that the bounded segment
on gv reaching from v to g ∩ gv does not contain any other vertex of A′ of
weight three. We say that v has distance k to g if k is minimal with the
property that there is a line g′ ∈ A′ such that the interior of the bounded
segment on g′ reaching from v to g′ ∩ g contains exactly k vertices of A′ all
of which have weight two.

Let us first consider the case where v has distance zero to g. We will
show that then there must be a vertex of A of weight three, contradicting
our assumption on A. There are two possibilities: either there are two
lines g1, g2 passing through v such that there is no vertex of weight two
of A′ contained in the bounded segments reaching from v to g ∩ g1, g ∩ g2
respectively, or there is only one such line. Consider the first possibility.
Let g1, g2 be as above and denote by g3 the third line passing through v.
Similarly, denote by g4 the third line passing through g ∩ g2 and assume
that the bounded segment s on g3 reaching from v to g ∩ g3 contains the
vertex g3∩g4. Using the fact that there can be only finitely many lines of A′
passing through the bounded segment on g reaching from g∩g3 to g∩g2, we
see that A′ has a vertex w of weight two contained in s. As by assumption
every vertex of A has weight three, there must be a line g0 ∈ A passing
through w which is parallel to g. But then there is a vertex of weight two
of A contained in the line g2, a contradiction. Now we deal with the second
possibility. Denote the three lines passing through v again by g1, g2, g3. We
may assume that the bounded segment on g1 reaching from v to g∩ g1 does
not contain any vertices of A′. Moreover, we may assume that g ∩ g1 is not
contained in the bounded segment on g reaching from g ∩ g2 to g ∩ g3 and
that g∩g3 is not contained in the bounded segment on g reaching from g∩g1
to g∩ g2. Again, using the fact that there are only finitely many lines of A′
passing through the bounded segment on g reaching from g ∩ g1 to g ∩ g2,
we conclude that A′ must have a vertex w′ of weight two contained in the
bounded segment on line g2 reaching from v to g∩ g2. Thus, there must be
a line in A parallel to g and passing through w′. But then A must have a
vertex of weight two, contradicting our assumption.

Now assume that the distance from v to g is greater than zero and call
it k. Let g′ ∈ A′ be a line passing through v and containing exactly k
vertices v0, ..., vk−1 of weight two of A′ between v and g ∩ g′. Without loss
of generality we may assume that vk−1 is closest to v. As the arrangement
A has only vertices of weight three we conclude that there must be a line
g′′ parallel to g and passing through vk−1. Now consider the arrangement
A′′ := Ag ∪ {g′′} ⊂ A. We observe that A′ and A′′ differ only by one line
not belonging to Ag, hence v is also a vertex of A′′ and its distance to g′′

is zero. As above this implies that A has a vertex of weight two, which is
impossible by assumption. Hence A′ has no vertex v as above: every vertex
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of A′ of weight three must lie on g. This shows that Amust contain infinitely
many lines which are parallel to g. But then F cannot be irreducible as it
must contain a linear factor corresponding to the infinitely many lines of A
parallel to g.

Corollary 4.1. There is no affine Tits arrangement A of rank three such
that A∗ is contained in the locus of an irreducible homogeneous polynomial
of degree three.

Proof. Consider an arrangement A of lines in the real projective plane
such that A∗ ⊂ V (P ) ⊂ (P2(R))∗ for some irreducible P ∈ R[x, y, z] with
deg(P ) = 3. Let v ∈ P2(R) be an arbitrary vertex of A. Then in the dual
setting v∗ is given by a line and the weight of v is bounded by |v∗ ∩ V (P )|.
Bézout’s theorem gives |v∗ ∩ V (P )| ≤ deg(v∗) · deg(P ) = 3. Now if A is
simplicial and affine then by Lemma 4.3 each vertex of A has weight exactly
three. But then by Lemma 4.4 it follows that P cannot be irreducible.

Remark 4.3. i) Let P be an irreducible cubic polynomial. If one drops
the assumption on A to be affine in Corollary 4.1, then the proof above
shows that there are possible candidates for (spherical) Tits arrangements
A such that A∗ ⊂ V (P ) : namely all spherical arrangements having only
vertices of weight two or three. Since these are precisely the arrangements
A(6, 1), A(7, 1) and the near pencils with at most four lines, we will not
investigate this further.
ii) If A∗ ⊂ V (P ) for some possibly reducible polynomial P , we may still
apply Bézout’s theorem to conclude the following: suppose that P is a
product of three linear factors. Then A has at most three vertices of weight
possibly bigger than three and all other vertices have weight bounded by
three.

If on the other hand P is the product of an irreducible quadratic factor
and a linear factor, then A has at most one vertex of weight possibly bigger
than three while all other vertices have weight bounded by three.

It remains to consider the possibility that A∗ is contained in the locus
of a cubic homogeneous polynomial having an irreducible quadratic factor.
As preparation, we introduce some more notation.

Definition 4.1. a) Let σ be an irreducible conic in P2(R) and consider a
subset M ⊂ σ. There exists a projectivity Ψ such that Ψ(σ) is given by the
polynomial P := x2 + y2 − z2 and is thus contained entirely in the affine
z = 1 chart of P2(R). We say that p1, ..., pk ∈M are consecutive with respect
to Ψ, if for any 1 ≤ i ≤ k − 1 it is true that one of the segments on Ψ(σ)
bounded by Ψ(pi),Ψ(pi+1) contains no other point of Ψ(M).
b) Consider the map φ : R3 × R3 −→ R3 sending v1, v2 ∈ R3 to their vector
product v1× v2. This induces a map ψ :

(
P2(R)× P2(R)

)
\∆ −→ (P2(R))∗,

where ∆ := {(x, x) | x ∈ P2(R)}. By a slight abuse of notation, we write
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ψ(v1, v2) = v1 × v2 ∈ (P2(R))∗ for two different projective points v1, v2 ∈
P2(R). Observe that for p, q ∈ (P2(R))∗ the vector product p × q gives the
vertex in P2(R) obtained as the intersection of the dual lines p∗, q∗. Similarly,
if v, v′ are two points in P2(R), then the vector product v×v′ gives the point
in (P2(R))∗ which is dual to the line passing through v and v′.

Now we can prove the following statement (compare also [4, Thm. 3.6],
where case c) of the following proposition is examined for spherical Tits
arrangements).

Proposition 4.3. Suppose that A is an affine rank three Tits arrangement
and assume that A∗ ⊂ σ ∪ l for some irreducible conic σ ⊂ (P2(R))∗ and an
arbitrary line l ⊂ (P2(R))∗. Then the following statements hold:

a) |A∗ ∩ σ| =∞, unless A is a near pencil.

b) |A∗ ∩ l| =∞ and (∂T )∗ ∈ l.

c) If |σ ∩ l| = 0 then A is a near pencil.

d) If |σ ∩ l| = 1 then σ ∩ l = (∂T )∗, unless A is a near pencil.

e) If |σ ∩ l| = 2 then A is a near pencil.

Proof. a) Define B := A∩σ∗ and suppose that |B| <∞. SinceA is affine and
hence necessarily infinite, we set L := A∩ l∗ and conclude that |L| =∞. So
we have A = B∪L and it is easy to see that we find a line in B containing a
segment bounded by two vertices of weight two. By Lemma 4.1 we conclude
that A is a near pencil.
b) If A is a near pencil then both statements are easily seen to be true.
So we may assume that A is not a near pencil. We show that the second
statement is a consequence of the first. So suppose that |A∗ ∩ l| = ∞ and
assume that (∂T )∗ /∈ l. Dualizing we obtain that the point l∗ does not lie
on the line ∂T . Hence l∗ lies in T and there are infinitely many lines of A
passing through l∗. But since A is locally finite in T this is impossible. So
it suffices to prove that |A∗ ∩ l| = ∞. We show that |A∗ ∩ l| < ∞ gives
a contradiction: fix some q ∈ σ ∩ A∗ and consider the pencil Pq of lines
lq,q′ ⊂ (P2(R))∗ passing through q and q′ ∈ (σ ∩ A∗) \ {q}. By part a) it
follows that |A∗ ∩ σ| = ∞, since by assumption A is not a near pencil. In
particular, we have |Pq| = ∞. Hence there must be a pair of neighbouring
lines lq,q′ , lq,q′′ ∈ Pq whose intersections with l are both not contained in A∗.
This is true because by assumption there are only finitely many points in
A∗∩ l. But this means that the line q∗ ∈ A must contain a segment bounded
by two vertices of weight two, which by Lemma 4.1 implies that A is a near
pencil. This is the desired contradiction.
c) Since σ ∩ l = ∅ we may use part b) to conclude that (∂T )∗ /∈ σ. But then
it follows that |A∗ ∩ σ| < ∞, since points of A∗ may accumulate only in a
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neighbourhood of (∂T )∗ (because A is locally finite in T ). Now by part a)
it follows that A is a near pencil.
d) By part b) we already know that (∂T )∗ ∈ l. Assume that (∂T )∗ /∈ σ.
Then it follows that |A∗ ∩ σ| < ∞, because points of A∗ may accumulate
only in a neighbourhood of (∂T )∗. Hence we may use part a) to conclude
that A must be a near pencil.
e) After applying a projectivity as in part a) of Definition 4.1, we may
assume that σ = V (P ) where P := x2 + y2 − z2. So σ is contained entirely
in the affine z = 1 patch of (P2(R))∗. We write σ′ for the conic in P2(R)
defined by the same polynomial.

Suppose that A is not a near pencil. As points of A∗ may accumulate
only in a neighbourhood of (∂T )∗, we have (∂T )∗ ∈ σ ∩ l. Observe that
for p = (a : b : 1) ∈ σ ∩ A∗ ⊂ (P2(R))∗ the corresponding dual line p∗

is the tangent to σ′ at the point (−a : −b : 1) ∈ P2(R). In particular, if
(∂T )∗ = (x : y : 1), this implies that there is a sequence of tangent lines
to σ′ converging towards the tangent line at the point (−x : −y : 1), and
this tangent line is precisely ∂T . It remains to identify the dual lines q∗

corresponding to q ∈ l∩A∗. We may assume without loss of generality that
in the z = 1 patch of (P2(R))∗ the line l is given by the equation y = λ
for some 0 ≤ λ < 1. Hence any q ∈ l will have homogeneous coordinates
q = (x0 : λ : 1). So if λ > 0, the equation of the dual line q∗ in the z = 1
patch of P2(R) will be y = −x0·x

λ −
1
λ ; if on the other hand λ = 0, then the

equation of q∗ will be x = − 1
x0

. Hence if λ > 0, then all lines pass through

the point (0 : − 1
λ : 1) which implies that l∗ = (0 : − 1

λ : 1); if λ = 0, then all
lines pass through l∗ = (0 : 1 : 0). This shows that l∗ /∈ σ′. Since (∂T )∗ ∈ l
we conclude that l∗ ∈ ∂T . Now we take ∂T as line at infinity. Doing so,
we obtain A as union of tangent lines to a parabola together with infinitely
many parallel lines each of which being non-parallel to the symmetry axis
of the parabola. But then A is not simplicial.

The following lemma will be the key to proving the main theorem of this
chapter.

Lemma 4.5. Let σ be an irreducible conic together with a projectivity Ψ
as in part a) of Definition 4.1. Assume that l is a line touching σ. If A
is an irreducible affine rank three Tits arrangement such that A∗ ⊂ σ ∪ l,
then A is determined by specifying four points on σ which are consecutive
with respect to Ψ. More precisely, if p−1, p0, p1, p2, p3, p4 ∈ A∗ ∩ σ are six
consecutive points (with respect to Ψ), then we have the following formulas
for p−1 and p4 in terms of p0, ..., p3:

p4 = (p0 × (l∗ × (p1 × p3)))× (p1 × (l∗ × (p2 × p3))) , (4.1)

p−1 = (p2 × (l∗ × (p0 × p1)))× (p3 × (l∗ × (p0 × p2))) . (4.2)

Proof. Denote by L1, L2 ⊂ A the set of lines corresponding to elements in
A∗ ∩ σ,A∗ ∩ l respectively. Observe that every h ∈ L2 passes through the

54



point l∗ while no line belonging to L1 passes through l∗: if l∗ ∈ g and g∗ ∈ σ
for some g, then g∗ ∈ l ∩ σ = {(∂T )∗}, by part e) of Proposition 4.3. As A
is thin by definition, we conclude that g /∈ A.

Note also that every vertex of weight two ofAmust lie on a line belonging
to L2. Indeed, assume there was a vertex v of weight two such that v = g∩g′
for some g, g′ ∈ L1. As A∗ ⊂ σ ∪ l and because no line belonging to L1

passes through l∗, we may use part ii) of Remark 4.3 to conclude that every
neighbour of v has weight bounded by three. But then by Lemma 4.1 every
neighbour of v has weight precisely three, because A was assumed to be
irreducible. By Lemma 4.3 we obtain that A is spherical, a contradiction.
In particular, it follows that for every vertex v′ obtained as intersection of
elements in L1 there is a line h ∈ L2 passing through v′. Also, every vertex
of weight two is a neighbour of l∗.

These conditions already suffice to prove the claim. Let p0, p1, p2, p3 ∈
A∗∩σ be four consecutive points (with respect to Ψ). We need to construct
the points p−1, p4 ∈ A∗ ∩ σ such that both p−1, p0, p1, p2 and p1, p2, p3, p4
are consecutive (with respect to Ψ). By symmetry, it suffices to construct
p4. For this, denote the line corresponding to pi by gi and let h be the
line passing through the vertices l∗, g1 ∩ g3. Similarly, denote by h′ the line
passing through the vertices l∗, g2 ∩ g3. Then g4 is the line passing through
the vertices g0 ∩ h, g1 ∩ h′. From this, one reads off that (4.1) holds. This
completes the proof.

Remark 4.4. Let P be a homogeneous cubic polynomial having an irre-
ducible quadratic factor. If A is an irreducible spherical Tits arrangement
such that A∗ ⊂ V (P ), then one may use part ii) of Remark 4.3 to conclude
that there are two possibilities for A: either A is the arrangement A(7, 1)
or A belongs to the infinite family R(1).

Now we can construct the arrangement of type Ã0
2 and prove that up

to projectivity it is the only irreducible affine rank three Tits arrangement
whose dual point set is contained in the locus of a cubic polynomial having
an irreducible quadratic factor:

Proposition 4.4. Up to projectivity, there is only one irreducible affine
rank three Tits arrangement A such that A∗ is contained in the locus of a
cubic polynomial P having an irreducible quadratic factor. The arrangement
A may be defined by the following set of dual points:

A∗ =

{(
k :

k(k − 1)

2
: 1

)
,

(
1 :

k

2
: 0

)
| k ∈ Z

}
.

Proof. Let l ⊂ (P2(R))∗ be the line corresponding to the linear factor of P
and let σ ⊂ (P2(R))∗ be the irreducible conic corresponding to the quadratic
factor of P . We then have A∗ ⊂ σ ∪ l ⊂ (P2(R))∗ and by Proposition 4.3 we
may assume that l touches σ at the point (∂T )∗.
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Let p1, p2, p3, p4 ∈ A∗ ∩ σ be four consecutive points (with respect to
some projectivity Ψ). After a change of coordinates we may assume that

(∂T )∗ = (0 : 1 : 0) , p2 = (1 : 0 : 1) ,

p3 = (2 : 1 : 1) , p4 = (3 : 3 : 1) .

We then have p1 = (x : y : z) for some x, y, z ∈ R. Now consider the ver-
tices v := p2 × p3, v

′ := p1 × p4 ∈ P2(R) and let g ⊂ P2(R) be the line
passing through v and v′. Then by (the proof of) Lemma 4.5 we know that
g ∈ A and that g passes through the vertex l∗. As l∗ ∈ ∂T , we may write
l∗ = (a : 0 : b) for certain a, b ∈ R. In order to prove the statement we will
distinguish four cases.

Case 1. Assume that x = y = 0. This implies that p1 = (0 : 0 : 1). We
claim that l∗ = (0 : 0 : 1). To see this write l∗ = (a : 0 : b) for some a, b ∈ R
as above. The fact that g passes through l∗ implies that a = 0 and therefore
we have l∗ = (0 : 0 : 1).

Now consider the projectivity Φ : (P2(R))∗ −→ (P2(R))∗ taking the
point pi to pi+1 for 1 ≤ i ≤ 4. We obtain A∗ ∩ σ =

{
Φk(p1) | k ∈ Z

}
={(

k : k(k−1)2 : 1
)
| k ∈ Z

}
, using Lemma 4.5 and induction. Observe that

the lines of A corresponding to points in A∗ ∩ l are exactly the lines passing
through l∗ and a vertex of the form p × p′ for p, p′ ∈ A∗ ∩ σ (see the proof
of Lemma 4.5). We conclude that A∗ ∩ l =

{(
1 : k2 : 0

)
| k ∈ Z

}
. It is now

easy to check that A∗ =
{(
k : k(k−1)2 : 1

)
,
(
1 : k2 : 0

)
| k ∈ Z

}
defines an ir-

reducible affine Tits arrangement.

Case 2. Assume that x 6= 0 and y = 0. Then we may assume that p1 =
(1 : 0 : z). Write l∗ = (a : 0 : b) for a, b ∈ R. The fact that g passes through
l∗ implies that a 6= 0. Thus, we may assume that l∗ = (1 : 0 : b). It follows
that z = b+4

3 and therefore p1 =
(
1 : 0 : b+4

3

)
. Observe that the five given

points (∂T )∗, p1, p2, p3, p4 on σ determine its equation. Using this together
with Lemma 4.5, the condition p5 ∈ σ implies that b ∈ {−1,−3

2 ,−
7
3 ,−3}. As

p0, p5 6= pi for 1 ≤ i ≤ 4, we conclude that b ∈ {−1,−3
2 ,−3} is impossible.

In the remaining case b = −7
3 , we observe that the conic σ may be defined by

the polynomial f = −10
3 X

2+2XY + 28
3 XZ−

10
3 Y Z−6Z2. By assumption, we

know that the line l touches σ at the point (∂T )∗. Thus, as l∗ =
(
1 : 0 : −7

3

)
,

there exists 0 6= λ ∈ R such that the following equations are satisfied:

1 = λ
∂f

∂X

∣∣
(∂T ∗)

,

0 = λ
∂f

∂Y

∣∣
(∂T ∗)

,

−7

3
= λ

∂f

∂Z

∣∣
(∂T ∗)

.
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The first equation gives λ = 1
2 . But then the third equation reads −7

3 = −5
3 .

This contradiction shows that Case 2 cannot occur.

Case 3. Assume that x = 0 and y 6= 0. Then without loss of generality,
we may assume that p1 = (0 : 1 : z). Again, we write l∗ = (a : 0 : b) for
suitable a, b ∈ R and as g passes through l∗, we obtain a 6= 0. Thus, we
may assume that l∗ = (1 : 0 : b), leading to z = − b+3

3 . We conclude that

p1 = (0 : 1 : − b+3
3 ). The relation p5 ∈ σ gives b ∈ {−3,−1}. As p5 6= pi for

1 ≤ i ≤ 4, we conclude that this is impossible.

Case 4. Assume that both x 6= 0 and y 6= 0. Then we may suppose that
p1 = (1 : y : z). Write l∗ = (a : 0 : b) for suitable a, b ∈ R. As before,
by considering the line g, we conclude that −3za − 3ay − by + 4a + b = 0.
Suppose that a = 0. Then without loss of generality b = 1 and we have
y = 1, in particular p1 = (1 : 1 : z). As p5 ∈ σ, we conclude that z ∈ {13 ,

1
2}.

Again, this is not possible because p0, p5 6= pi for 1 ≤ i ≤ 4.
Hence, we may assume that a = 1. In particular, we have z = 4

3 −
b(y−1)

3 − y and p1 = (1 : y : 4
3 −

b(y−1)
3 − y).

Suppose that b 6= −3. Using the condition p5 ∈ σ, we compute that

y ∈
{

1, −3b
2−10b−7
2(b+3) , 2b2+5b+3

2(b2+3b+3)

}
. As p1 6= p4, we can exclude the case y = 1.

Assume that y = 2b2+5b+3
2(b2+3b+3)

. Then we obtain p1 = p5, a contradiction.

So we necessarily have y = −3b2−10b−7
2(b+3) . In particular, this implies that

p1 =
(

1 : −3b
2−10b−7
2(b+3) : b

2+4b+5
2

)
. Therefore, the conic σ may be defined by

the polynomial f := (b − 1)X2 + 2XY − (b − 7)XZ − 2(b + 4)Y Z − 6Z2.
To see this, one only has to check that f(pi) = 0 for 1 ≤ i ≤ 5. The line l
touches σ at the point (∂T )∗ = (0 : 1 : 0). Therefore, as l∗ = (1 : 0 : b), we
know that there exists 0 6= λ ∈ R such that the following equations hold:

1 = λ
∂f

∂X

∣∣
(∂T ∗)

,

0 = λ
∂f

∂Y

∣∣
(∂T ∗)

,

b = λ
∂f

∂Z

∣∣
(∂T ∗)

.

The first equation gives λ = 1
2 . Thus, the third equation yields b = −2 and

we obtain p1 =
(
1 : 1

2 : 1
2

)
= (2 : 1 : 1) = p3, a contradiction.

It remains to consider the case b = −3. Then we have l∗ = (1 : 0− 3)
and p1 =

(
1 : y : 1

3

)
. Clearly, we have y 6= 1 because p1 6= p4. Then Lemma

4.5 yields p5 = (3 : 3 : 1) = p4, another contradiction. This completes the
proof.

We obtain the following Corollary:
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Corollary 4.2. There are irreducible affine Tits arrangements which are
not locally spherical.

Proof. This follows from Proposition 4.4. The arrangement constructed
there is such an example: the vertex l∗ is incident with infinitely many lines
of A.

Finally, using Proposition 4.2, Corollary 4.1, Proposition 4.3, and Propo-
sition 4.4, we obtain the promised main theorem:

Theorem 4.2. Let A be an affine rank three Tits arrangement such that
A∗ is contained in the locus of a homogeneous polynomial of degree three.
Then, up to projectivity, A is either a near pencil, an arrangement of type

A
(1)
2 , or it is an arrangement of type Ã0

2.

4.2 Open problems and related questions

In this section we want to point out some possibly interesting related prob-
lems. First, we ask if there exists an affine rank three Tits arrangement A
(viewed as arrangement of lines in the real projective plane) such that A∗ is
contained entirely in the locus of an irreducible homogeneous polynomial:

Problem 3. Does there exist some irreducible homogeneous polynomial P ∈
R[x, y, z] such that A∗ ⊂ V (P ) for a suitable irreducible affine rank three Tits
arrangement A?

Observe that given a Tits arrangement A and an irreducible homoge-
neous polynomial P of degree d such that A∗ ⊂ V (P ), it follows immediately
that A is locally spherical. Indeed, suppose there was a vertex v of A such
that infinitely many lines ofA pass through v. Then after dualizing it follows
that infinitely many points of A∗ lie on the line v∗. But since by assumption
A∗ ⊂ V (P ), it follows that infinitely many points lie on the intersection
V (P ) ∩ v∗. But Bézout’s theorem tells that |V (P ) ∩ v∗| ≤ d · 1 = d < ∞,
because P was assumed to be irreducible and hence v∗ cannot be a compo-
nent of V (P ). This contradiction shows that A must be locally spherical.

This leads to the next problem. Are there other examples of irreducible
affine rank three Tits arrangements which are not locally spherical?

Problem 4. Classify (up to projectivities) all irreducible affine rank three
Tits arrangements A which are not locally spherical.

Observe that if A is not locally spherical, then by Lemma 4.2 there is
precisely one vertex v on the boundary of the Tits cone T . In particular,
it follows that for every line l 6= v∗ we have |A∗ ∩ l| < ∞. If in addition
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we know that A∗ ⊂ V (P ) for some homogeneous polynomial P of degree d,
then by Bézout’s theorem the last inequality can be strengthened to

|A∗ ∩ l| ≤ |V (P ) ∩ l| ≤ d

for every line l 6= v∗ which is not a component of V (P ).

We close this section by proposing the following final problem which is
probably the most difficult:

Problem 5. Classify (up to projectivities) all affine rank three Tits ar-
rangements A such that A∗ ⊂ V (P ) for some homogeneous polynomial
P ∈ R[x, y, z].

A solution to the last problem seems to be an important step towards
a classification of all affine rank three Tits arrangements. Indeed, if A is
such an arrangement and if A =

⋃
i∈I Li for some finite index set I and sets

of mutually parallel lines Li, i ∈ I, then A∗ is contained in the locus of a
polynomial P of degree |I|: the polynomial P is a product of linear factors
corresponding to the sets Li, i ∈ I. For example, affine Tits arrangements
coming from Nichols algebras of diagonal type are always of this type.

Even if we enlarge A by finitely many countable subsets of tangent lines
to certain conics, we still find a polynomial P ′ such that the enlarged ar-
rangement is contained in the locus of P ′. The polynomial P ′ may be taken
as the product of P together with the irreducible quadratic polynomials
defining the (dual) conics in question. This gives the impression that the
class of affine rank three Tits arrangements whose dual points sets are con-
tained in the locus of some polynomial is rather large, as demonstrated by
the fact that only usage of at most quadratic polynomials already leads to
nontrivial considerations. It may even be conjectured that for every irre-
ducible affine rank three Tits arrangement B there is a certain polynomial
Q such that B∗ ⊂ V (Q). If this is true, then clearly a solution to Problem 5
amounts to a complete classification of affine rank three Tits arrangements.
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Chapter 5

Combinatorics of free and
simplicial line arrangements

In this chapter we are interested in spherical rank three Tits arrangements.
These may be identified with simplicial arrangements of lines in the real
projective plane. Despite some considerable progress (see for instance the
papers [6], [7], [8]), a complete classification of simplicial line arrangements
in P2(R) still remains an open problem. However, there is a catalogue pub-
lished by Grünbaum (see [19]), listing all currently known combinatorial
isomorphism classes of simplicial line arrangements except for four arrange-
ments discovered in [6].
The current belief is that -up to finitely many further corrections- the given
catalogue is complete.

In this chapter we collect some more evidence for this belief. In par-
ticular, we show that Grünbaum’s catalogue contains all free simplicial line
arrangements whose vertices have weight bounded by four (see Theorem
5.5). Similarly, we prove that a free simplicial line arrangement whose ver-
tices have weight bounded by five consists of at most forty lines (see Theorem
5.8). This implies that there is only a (rather small) finite number of such
arrangements possibly missing in Grünbaum’s catalogue. See also Theorem
5.10 for a similar (but somewhat weaker) statement concerning free simpli-
cial arrangements having only vertices of weight bounded by six.

Motivated by the observation that the dual point set of a simplicial ar-
rangement belonging to the infinite series R(1) is contained in a cubic curve,
we also study simplicial arrangements whose dual point sets are contained
in some projective curve of bounded degree (see Theorem 5.13).

Moreover, we prove a combinatorial analogue of the fact that hyperplane
arrangements in R3 having isometric chambers are Coxeter arrangements
(see Theorem 5.3 and the paper [14]).

Our techniques also allow us to prove finiteness results concerning line
arrangements which are only free but not necessarily simplicial. In partic-
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ular, we prove that there are only finitely many combinatorial isomorphism
classes of free line arrangements in P2(R) having only vertices of weight
bounded by five (see Theorem 5.11).

Most given arguments are purely combinatorial and focus on the t-vector
of an arrangement (see Chapter 2). Therefore, one obtains corresponding
statements for arrangements of pseudolines in many cases.

5.1 Combinatorics of simplicial line arrangements

In this section we study the combinatorics of simplicial line arrangements.
The main goal is the classification up to combinatorial isomorphism of all
simplicial line arrangements A having multiplicity at most four such that
χ(A, t) splits over R. It turns out that such an arrangement is automati-
cally crystallographic. Moreover, we prove that there are only finitely many
combinatorial isomorphism classes of simplicial arrangements whose multi-
plicities are at most five and whose characteristic polynomials have only real
roots. We are able to give classification results in this situation if we impose
some further restriction. Furthermore, we prove a combinatorial analogue
of the theorem which says that every hyperplane arrangement in R3 having
isometric chambers is a Coxeter arrangement. All goals (except Theorem
5.2) are achieved by using purely combinatorial methods.

5.1.1 Basic relations involving tA and bounds for tA2 , t
A
3

Let A be a simplicial projective line arrangement. In this subsection we
first collect some known results on tA. We then proceed to derive upper and
lower bounds for the numbers tA2 , t

A
3 . These results will then be used in the

following two subsections to derive some interesting results on arrangements
having low multiplicity.

We start with the following basic but very useful lemma.

Lemma 5.1. Let A be an arrangement of n lines in P2(R). Then for the
t-vector tA the following relations hold:∑

i≥2

(
i

2

)
tAi =

(
n

2

)
, (5.1)

1 +
∑
i≥2

(i− 1)tAi = fA2 , (5.2)

∑
i≥2

tAi = fA0 , (5.3)

∑
i≥2

itAi = fA1 , (5.4)
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3 +
∑
i≥4

(i− 3)tAi ≤ tA2 . (5.5)

Moreover, we have equality in (5.5) if and only if A is simplicial. In this
case, we also have 2(fA0 − 1) = fA2 = 2

3f
A
1 .

Proof. This follows from Remark 2.2 and Theorem 2.1.

The next two lemmas are easy but very important results (see also [6,
Lemma 3.2] and Lemma 4.1 from the previous chapter).

Lemma 5.2. a) Let A be a simplicial line arrangement in P2(R). Suppose
there is a line ` ∈ A containing an edge bounded by two vertices of weight
two. Then A is not irreducible.
b) Assume that A is an irreducible simplicial line arrangement. Then we
have the estimate 4tA2 ≤ fA2 . Equality holds if and only if every chamber
contains a vertex of weight two.
c) Assume that A is an irreducible simplicial line arrangement. Then we
have the following analogue of Melchior’s inequality involving the number of
triple points:

tA3 ≥ 4 +
∑
i≥5

(i− 4)tAi .

Proof. a) By definition A is not irreducible if there exists a chamber K such
that the Coxeter diagram ΓKC is not connected. If ` ∈ A contains an edge

e bounded by two vertices of weight two, then the Coxeter diagrams ΓKiC
corresponding to the chambers K1,K2 containing e are not connected.
b) By part a) every chamber has at most one vertex of weight two. Denote
the set of chambers of A by K and denote by V2 the set of vertices of A
which have weight two. Then clearly we have

∑
K∈KK ∩ V2 ≤ fA2 . On

the other hand, every v ∈ V2 is contained in exactly four chambers. Hence
4tA2 =

∑
K∈KK ∩ V2 ≤ fA2 . The statement about equality is now obvious.

c) By part b) and Lemma 5.1 we have −2 + 2
∑

i≥2 t
A
i = fA2 ≥ 4tA2 . After

rearranging terms, this yields tA3 ≥ 4 +
∑

i≥5(i− 4)tAi .

Remark 5.1. If A is simplicial but not irreducible, then A is a near pencil
arrangement with tA2 = |A|− 1 and fA2 = 2(|A|− 1). So in this case one has
fA2 < 4tA2 .

Lemma 5.3. Let A be a simplicial line arrangement in P2(R). Assume that
A has some vertex v of weight two such that every neighbour of v has weight
three. Then |A| ∈ {6, 7}.

Proof. This follows from Lemma 4.3.

The following corollary has no further applications in this chapter. Still,
it seems to be interesting in its own right.
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Corollary 5.1. Let A be an irreducible simplicial line arrangement in P2(R)
and assume that every chamber of A contains at least two vertices of weight
three. Then A is combinatorially isomorphic to one of the arrangements
A(6, 1), A(7, 1) (as denoted in [19]).

Proof. Suppose that every chamber of A has at least two vertices of weight
three. By relation (5.5) in Lemma 5.1 we know that there exists a chamber
containing a vertex of weight two. Hence, by assumption we have a vertex
of weight two whose neighbours all have weight three. By the last lemma
we conclude that 6 ≤ |A| ≤ 7, and the claim follows from Theorem 2.5.

We proceed to give a little lemma which tells us about the combinatorial
consequences for an arrangement A if χ(A, t) splits over R.

Lemma 5.4. Let A be an arrangement of n lines in P2(R) and consider the
number m := (n+1)2−4fA2 . Then for the characteristic polynomial χ(A, t)
we have the following formula:

χ(A, t) = t3 − nt2 + (fA2 − 1)t+ n− fA2 .

In particular, the roots of χ(A, t) are given by 1, n−1+
√
m

2 , n−1−
√
m

2 . Thus,

χ(A, t) splits over R if and only if m ≥ 0. In this case we have fA2 ≤
(n+1)2

4 .

Proof. Let Ã be the hyperplane arrangement associated to A and let L
denote its intersection lattice. By definition χ(A, t) =

∑
X∈L µ(X)tdim(X).

If X ∈ L has codimension two, then µ(X) = |AX | − 1 and if X ∈ L has
codimension one, then µ(X) = −1. Moreover, we have µ(V ) = 1 as well as
the identity µ({0}) = −

∑
{0}6=Y ∈L µ(Y ).

Writing L2 for the subset of L consisting of all elements of codimension
two, the claim then follows from the identity

∑
X∈L2

|AX |−1 =
∑

i≥2(i−1)ti.

For this, observe that
∑

i≥2(i− 1)ti = fA2 − 1, as the Euler characteristic of

P2(R) equals one.

Remark 5.2. It is known that every crystallographic simplicial line arrange-
ment is inductively free and therefore the corresponding characteristic poly-
nomial splits over R (see [1] for a definition of inductive freeness and for
a proof of the mentioned result). Moreover, among the 51 known exam-
ples of combinatorial isomorphism classes of simplicial arrangements with
up to 27 lines which are non-crystallographic, there are 29 such that their
characteristic polynomial has only real roots.

In order to obtain an upper bound for the number of double points in
an irreducible simplicial line arrangement, it suffices by part b) of Lemma
5.2 to bound the number of chambers. This is done in the following result.

63



Proposition 5.1. a) Let A be an irreducible simplicial line arrangement in

P2(R). Then we have the estimate tA2 ≤
(n2)+6

7 , where n := |A|. Moreover,
this bound is tight.

b) If additionally χ(A, t) splits over R then we have tA2 ≤
(n+1)2

16 , which is
stronger then the bound in a) for sufficiently large n.

Proof. a) By part b) of Lemma 5.2 we have 4tA2 ≤ fA2 . Further, using the
relations given in Lemma 5.1, one can check that

fA2 =

(
n

2

)
+ 1−

∑
i≥3

(
i− 1

2

)
tAi ≤

(
n

2

)
+ 1− tA3 − 3tA2 + 9.

Using tA3 ≥ 4, we may conclude that 4tA2 ≤ fA2 ≤ n2−n+12
2 −3tA2 , proving the

first claim. The reflection arrangement of type B3 is an example for which
the given bound is tight.
b) By Lemma 5.4 the characteristic polynomial χ(A, t) splits over R if and

only if (n+1)2

4 ≥ fA2 . Using part b) of Lemma 5.2 it follows that (n+1)2

4 ≥
fA2 ≥ 4tA2 . This proves the claim.

We can determine all simplicial line arrangements in P2(R) whose char-
acteristic polynomials split over R and for which the bound in part a) of
Proposition 5.1 is tight.

Theorem 5.1. Let A be an irreducible spherical Tits arrangement in R3

and write n := |A|. Suppose that tA2 =
(n2)+6

7 and assume that χ(A, t) splits
over R. Then A is combinatorially isomorphic to one of the arrangements
A(6, 1), A(9, 1), A(13, 2) (as denoted in [19]).

Proof. By part b) of Proposition 5.1 we obtain the inequality

n2 − n
14

+
6

7
=

(
n
2

)
+ 6

7
= tA2 ≤

n2

16
+
n

8
+

1

16
.

This in turn leads to the inequality n2

112 −
11n
56 + 89

112 ≤ 0, which clearly only
holds for 6 ≤ n ≤ 16. Now we may use Theorem 2.5 to verify that the given
examples are the only ones in the corresponding range for n.

Remark 5.3. Let A be a simplicial line arrangement with |A| = n. If

tA2 =
(n2)+6

7 then we have equality in the chain of inequalities 4tA2 ≤ fA2 ≤
n2−n

3 − 2
3 t
A
2 + 4. This in turn implies that A has multiplicity at most four.

Hence, Theorem 5.1 may also be deduced as a consequence of Theorem 5.5
from Subsection 5.1.3. Moreover, we observe that for any simplicial line

arrangement A we have tA3 = 4⇔ tA4 =
(n2)−15

7 ⇔ tA2 =
(n2)+6

7 .
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In the following, we want to establish an upper bound for min(tA2 , t
A
3 )

and a lower bound for max(tA2 , t
A
3 ). In order to do this we use a little lemma

which may be interesting in its own right.

Lemma 5.5. Let A be an irreducible simplicial arrangement of n lines in
P2(R). Then the following statements are true:

a) We have 2tA2 ≤
fA2
2 < 2tA2 + tA3 ≤ 2tA2 + tA3 +

tA4
3 ≤

(n2)
3 + 5.

b) If tAi = 0 for i > 6 then we have 2tA2 + tA3 +
tA4
3 =

(n2)
3 + 5. In particular,

we cannot have tA4 ≡ 2 (mod 3) for such an arrangement.

Proof. a) Equation (5.1) from Lemma 5.1 gives 3tA3 =
(
n
2

)
−tA2 −

∑
i≥4
(
i
2

)
tAi .

Moreover, for i ≥ 5 we always have
(
i
2

)
≥ 5(i− 3) and so we conclude that

6tA4 +
∑
i≥5

(
i

2

)
tAi ≥ tA4 + 5

∑
i≥4

(i− 3)tAi = 5tA2 + tA4 − 15.

It follows 3tA3 ≤
(
n
2

)
− 6tA2 − tA4 + 15. This proves the upper bound for

2tA2 + tA3 +
tA4
3 . Now suppose that 2tA2 + tA3 ≤

fA2
2 . From this we deduce that

3 +
∑
i≥4

(i− 3)tAi = tA2 ≤
∑
i≥4

tAi − 1,

which leads to 4 ≤ 0. This contradiction shows that 2tA2 + tA3 >
fA2
2 . Finally,

the inequality 2tA2 ≤
fA2
2 follows from Lemma 5.2, part b).

b) If tAi = 0 for i > 6 then tA2 +3tA3 +6tA4 +10tA5 +15tA6 =
(
n
2

)
, using equation

(5.1) from Lemma 5.1. By simpliciality of A we have tA2 = 3+tA4 +2tA5 +3tA6
(see again Lemma 5.1). We conclude that 6tA2 + 3tA3 + tA4 − 15 =

(
n
2

)
.

It follows n2 − n − 2tA4 ≡ 0 (mod 3). As the polynomial X2 − X + 2
is irreducible over the finite field F3, it follows that tA4 6≡ 2 (mod 3). This
completes the proof.

Corollary 5.2. Let A be an irreducible simplicial arrangement of n lines

in P2(R). Then we have min(tA2 , t
A
3 ) ≤ n2−n+30

18 and max(tA2 , t
A
3 ) >

fA2
6 .

Proof. Assume that maxi≥2 t
A
i = tA3 . Then by Lemma 5.5 we have

3tA2 ≤ 2tA2 + tA3 ≤
(
n
2

)
3

+ 5,

fA2
2
< 2tA2 + tA3 ≤ 3tA3 .

This proves the claim in case maxi≥2 t
A
i = tA3 . The case maxi≥2 t

A
i = tA2 is

dealt with similarly.
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We close this subsection with a theorem which gives a quadratic lower
bound for max(tA2 , t

A
3 ) if A is an irreducible simplicial line arrangement:

Theorem 5.2. Let A be an irreducible simplicial line arrangement in P2(R).
Then we have the inequality

fA2 ≥

⌈
2(|A|2 + 3|A|)

9

⌉
.

Thus, by Corollary 5.2 we obtain:

max(tA2 , t
A
3 ) >

⌈
|A|2 + 3|A|

27

⌉
.

Proof. Observe that by Proposition 2.1 we know that tAi = 0 for i > |A|
2 .

Thus, we may apply inequality (2.4) from Theorem 2.1 to obtain the follow-
ing estimate:

fA1 =
∑
i≥2

itAi ≥

⌈
|A|2 + 3|A|

3

⌉
.

As A is simplicial we have 3fA2 = 2fA1 (see Lemma 5.1), which proves the
lower bound for fA2 . Hence, using Corollary 5.2 we obtain the inequality

max(tA2 , t
A
3 ) >

fA2
6
≥

⌈
|A|2 + 3|A|

27

⌉
,

finishing the proof of the theorem.

Remark 5.4. If A has multiplicity at most five, then the estimate given in
Theorem 5.2 can be improved by using [31, Theorem 1]: this result says that

fA2 ≥ 2n
2−n+2t
t+3 , where t denotes the multiplicity of A.

5.1.2 A combinatorial characterization of finite rank three
Coxeter arrangements

In this subsection we prove that, up to combinatorial isomorphism, spher-
ical rank three Coxeter arrangements are characterized as those arrange-
ments A having the property that ΓKC

∼= ΓC for any chamber K of A and
a suitable fixed connected Coxeter diagram ΓC . This may be regarded as a
combinatorial analogue of the theorem which asserts that spherical Coxeter
arrangements may be characterized as those arrangements having isometric
chambers (see [14]).
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Lemma 5.6. Let A be a line arrangement in P2(R). Assume that there is
a connected Coxeter diagram ΓC such that ΓKC

∼= ΓC for every chamber K
of A. Then A is simplicial and there exists x ∈ N such that

ΓC =
x

.

Proof. Write n := |A| and observe that A is not a near pencil arrangement.
Then by Shannon’s theorem (see [30]) we know that A contains at least
n chambers which are triangles. By assumption, this implies that every
chamber of A must be a triangle and hence the arrangement A is necessarily
simplicial. We have tA2 ≥ 3 by inequality (5.5) from Lemma 5.1. Moreover,
we have tA3 ≥ 4 by part c) of Lemma 5.2. This proves the claim.

Proposition 5.2. Fix x ∈ N and let A be a simplicial line arrangement

in P2(R) such that ΓKC
∼=

x
for every chamber K of A. Then

x ∈ {3, 4, 5}. Moreover, if x = 3 then A is combinatorially isomorphic to
the reflection arrangement of type A3, if x = 4 then A is combinatorially
isomorphic to the reflection arrangement of type B3 and if x = 5 then A is
combinatorially isomorphic to the reflection arrangement of type H3.

Proof. Set n := |A| and suppose that x = 3, so A has only vertices of weight
two or three. Then A is of type A(6, 1) or A(7, 1) (as denoted in [19]). Since
the arrangement A(7, 1) contains a chamber having only vertices of weight
three, it follows that A is of type A(6, 1).

Now assume that x > 3. As A is simplicial we have equality in relation
(5.5) of Lemma 5.1:

tA2 − (x− 3)tAx − 3 = 0. (5.6)

On the other hand, Lemma 5.1 also yields the following identities:

tA2 +

(
3

2

)
tA3 +

(
x

2

)
tAx −

(
n

2

)
= 0, (5.7)

2tA2 − 3tA3 = 0, (5.8)

3tA3 − xtAx = 0. (5.9)

Interpret x as an indeterminate and consider the function field K := Q(x).
Think of n, tA2 , t

A
3 , t
A
x as variables in a polynomial ring R := K[n, tA2 , t

A
3 , t
A
x ]

and consider the ideal I generated by the relations (5.6), (5.7), (5.8), (5.9).
We compute the following Gröbner basis for I:

I =

(
2

(
n

2

)
+

12x+ 6x2

x− 6
, tA2 +

3x

x− 6
, tA3 +

2x

x− 6
, tAx +

6

x− 6

)
.

As tA2 > 0 and x ≥ 4 we infer that x−6 < 0, hence 4 ≤ x ≤ 5. For x = 4 we
obtain n = 9 and tA = (6, 4, 3). If x = 5 then n = 15 and tA = (15, 10, 0, 6).
Now we may use Theorem 2.5 to obtain the full statement.
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Lemma 5.6 and Proposition 5.2 now immediately give us the desired
theorem:

Theorem 5.3. Let A be a line arrangement in P2(R) with associated set of
chambers K. Then the following statements are equivalent:
i) There exists a connected Coxeter diagram ΓC such that ΓKC

∼= ΓC for
every chamber K ∈ K.
ii) A is combinatorially isomorphic to a spherical Coxeter arrangement.

5.1.3 Simplicial line arrangements having low multiplicities

In this subsection we prove that there are only finitely many (combinatorial
isomorphism classes of) irreducible simplicial line arrangements A whose
characteristic polynomials split over R and which have multiplicity bounded
by five. Among these arrangements, we are able to give a classification of
those having multiplicity bounded by four. If A has multiplicity bounded by
six and if tA3 ≥ 3

4 t
A
2 , then we can also prove that there are only finitely many

possibilities for the isomorphism class of A, again provided that χ(A, t)
splits over R. Finally, we show that the validity of an old conjecture stated
in [15] is related to Theorem 5.4, which gives estimates for the values of
tA2 , t

A
3 , t
A
4 , t
A
5 , t
A
6 and which is considered the main result of this subsection.

We start with the mentioned main result:

Theorem 5.4. Let A be an irreducible simplicial arrangement of n lines in
P2(R). Suppose that χ(A, t) splits over R and assume that A has multiplicity
at most six. Then we have:

n2 − 46n+ 273

16
≤ tA2 ≤

(n+ 1)2

16
, (5.10)

n2 − 130n+ 797

24
≤ tA3 ≤

n2 + 134n− 699

24
, (5.11)

tA4 + tA5 ≤
3

2
n− 17

2
, (5.12)

n2 − 46n+ 225

48
≤ tA6 ≤

n2 + 2n− 47

48
. (5.13)

In particular, all estimates hold true if A is a free arrangement having mul-
tiplicity bounded by six.

Proof. By Lemma 5.1 and part b) of Proposition 5.1 we have tA2 = 3 + tA4 +

2tA5 + 3tA6 ≤
(n+1)2

16 . We conclude tA6 ≤ n2

48 + n
24 −

tA4
3 −

2tA5
3 −

47
48 .

As 3tA3 =
(
n
2

)
− tA2 −

∑
i≥4
(
i
2

)
tAi and fA2 = 2

(
fA0 − 1

)
, we may use

Lemma 5.4 to rewrite the condition that χ(A, t) splits over R as n2

48 −
5n
24 +
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7
16 −

tA5
2 −

tA4
6 ≤ t

A
6 . Combining the last two inequalities we obtain:

n2

48
− 5n

24
+

7

16
− tA5

2
− tA4

6
≤ tA6 ≤

n2

48
+

n

24
− tA4

3
− 2tA5

3
− 47

48
. (5.14)

This implies inequality (5.12). Inequality (5.13) now follows from (5.14)

using (5.12): we have n2

48 −
5n
24 + 7

16 −
tA4 +tA5

2 ≤ n2

48 −
5n
24 + 7

16 −
tA5
2 −

tA4
6 and as

tA4 + tA5 ≤ 3n
2 −

17
2 we conclude n2−46n+225

48 = n2

48 −
5n
24 + 7

16 −
3n
4 + 17

4 ≤ tA6 .

Moreover, tA6 ≤ n2

48 + n
24 −

tA4
3 −

2tA5
3 −

47
48 ≤

n2

48 + n
24 −

47
48 because tAi ≥ 0 for

all i ≥ 2.

Finally, tA2 ≥ 3 + 3tA6 ≥ 3
(

1 + n2−46n+225
48

)
= n2−46n+273

16 , which estab-

lishes inequality (5.10). Inequality (5.11) now follows from (5.10),(5.12) and
(5.13) using equation (5.1) of Lemma 5.1. This completes the proof.

We now draw some conclusions from Theorem 5.4.

Theorem 5.5. Let A be an irreducible simplicial arrangement of n lines in
P2(R) having multiplicity at most four. Assume that χ(A, t) splits over R.
Then n ≤ 16. In particular, we have a complete list (up to combinatorial
isomorphism) of such arrangements.

Proof. We have tAi = 0 for i > 4 and as A is simplicial, we have equality
in relation (5.5) of Lemma 5.1. It follows tA2 = 3 + tA4 . Consequently, by
Theorem 5.4 we obtain the upper bound tA2 ≤ 3 + 3

2n−
17
2 .

Similarly, equation (5.1) of Lemma 5.1 gives 3tA3 =
(
n
2

)
−7tA2 +18. Using

this, the condition (n+ 1)2 ≥ 4fA2 translates to tA2 ≥
(n−10)n+45

8 . It follows
(n−10)n+45

8 ≤ tA2 ≤ 3
2n−

11
2 which implies 1 ≤ n ≤ 16. This proves the first

claim. The second claim follows from Theorem 2.5.

Corollary 5.3. Let A be a line arrangement satisfying the conditions of
Theorem 5.5. Then A admits a crystallographic rootset. In particular, every
free simplicial line arrangement having multiplicity bounded by four admits
a crystallographic rootset.

Proof. Both claims can be verified using Theorem 2.5. For the second claim,
observe that the roots of the characteristic polynomial of any free arrange-
ment are given by its exponents. Thus, these roots are integral and in
particular real.

Remark 5.5. a) As every crystallographic arrangement is inductively free
(see [1]), the last corollary shows that for a simplicial line arrangement in
P2(R) whose multiplicity is at most four, the notions of being free and being
inductively free coincide.
b) We observe that every line arrangement satisfying the conditions of The-
orem 5.5 is a subarrangement of the arrangement A(13, 2). This can be
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verified by inspecting the Hasse diagram given in [6]. One should also ob-
serve that the latter arrangement is obtained as a restriction of the reflection
arrangement of type F4. Thus, all free simplicial line arrangements having
multiplicity bounded by four originate from a reflection group.

We can prove another classification result concerning simplicial arrange-
ments in P2(R) having multiplicity bounded by four. In this case we do not
need any assumption on χ(A, t), thus the following theorem is not a direct
consequence of Theorem 5.4.

Theorem 5.6. Let A be an irreducible simplicial line arrangement in P2(R)
having multiplicity at most four. Suppose that every chamber of A has at
most one vertex of weight four and assume that every vertex of weight three
has at least two neighbours of weight two. Then A is combinatorially iso-
morphic to one of the arrangements A(6, 1), A(7, 1), A(8, 1), A(9, 1), A(10, 2)
(as denoted in [19]).

Proof. We may assume that n := |A| ≥ 8. If every chamber has at most
one vertex of weight four, then it follows that 8tA2 − 24 = 8tA4 ≤ fA2 =
n2−n

3 +4− 2
3 t
A
2 . Thus, the number of vertices of weight two is bounded from

above by tA2 ≤ n2−n+84
26 . Write V2(A) for the set of vertices of weight two of

the arrangement A. For v ∈ V2(A), denote by ev the number of vertices of
weight three which are connected to v by an edge. Then by assumption and
Lemma 5.3 we have the estimate 2tA3 ≤

∑
v∈V2 ev ≤ 3tA2 . Using the identity

2tA2 +tA3 + 1
3 t
A
4 = n2−n

6 +5, we obtain the lower bound tA2 ≥ n2−n+36
23 . Hence,

we have established the inequality n2−n+36
23 ≤ tA2 ≤ n2−n+84

26 . This implies
n ≤ 18, so the statement is obtained by Theorem 2.5.

Remark 5.6. The conditions on the vertices of weight three in the last theo-
rem can be relaxed. If we assume that only 7

10 of the vertices of weight three
have at least two neighbours of weight two, while the remaining vertices of
weight three have at least one neighbour of weight two, then it follows that
n ≤ 28. But for n = 28 we have 32 < 612

19 ≤ t
A
2 ≤ 420

13 < 33, contradicting the
fact that tA2 ∈ Z. However, we obtain the same arrangements as in Theorem
5.6.

We can also relax the condition on the vertices of weight four in the last
theorem. However, we only obtain a finiteness result in this case.

Theorem 5.7. Let A be an irreducible simplicial arrangement of n lines
in P2(R) having multiplicity at most four. Write K4,i for the number of
chambers containing i vertices of weight four. If K4,3 ≤ n,K4,2 ≤ 1

8f
A
2 + n

and if every vertex of weight three has at least two neighbours of weight two,
then n ≤ 923.

Proof. The proof is similar to that of Theorem 5.6. Writing V4 for the set
of vertices of weight four and using the conditions on K4,2 and K4,3, we
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obtain the estimate 8tA2 − 24 = 8tA4 =
∑

K∈K |K ∩ V4| ≤
2
8f
A
2 + 7

8f
A
2 +

2n + 3n = 9
8f
A
2 + 5n = 9

8

(
n2−n

3 + 4− 2
3 t
A
2

)
+ 5n. We derive the upper

bound tA2 ≤ 3n2+37n+228
70 . By the same argument as in the proof of Theorem

5.6 we obtain the lower bound tA2 ≥ n2−n+36
23 , leading to the inequality

n2−n+36
23 ≤ 3n2+37n+228

70 . It follows n ≤ 923.

The next theorem yields the announced finiteness result for simplicial
arrangements whose multiplicity is bounded by five and whose characteristic
polynomial splits over R.

Theorem 5.8. Let A be an irreducible simplicial arrangement of n lines in
P2(R) having multiplicity at most five. Assume that χ(A, t) splits over R.
Then it follows that n ≤ 40.

Proof. By assumption and Theorem 5.4 we have n2−46n+225
48 ≤ tA6 = 0. This

implies n ≤ 40.

If in the situation of the last theorem we restrict attention to those
arrangements satisfying tA3 ≥ 13

16 t
A
2 , then we can give the following classifi-

cation result:

Theorem 5.9. Let A be an irreducible simplicial arrangement of n lines
in P2(R) having multiplicity at most five. If χ(A, t) splits over R and if
tA3 ≥ 13

16 t
A
2 , then n ≤ 27. In particular, we have a complete list (up to

combinatorial isomorphism) of such arrangements.

Proof. First, we observe that
(
n
2

)
= tA2 + 3tA3 + 6tA4 + 10tA5 . Moreover, as A

is simplicial we may write 5tA4 + 10tA5 = 5(tA2 − 3). Using this, we conclude

that
(
n
2

)
= 6tA2 +3tA3 +tA4 −15, which implies tA3 = n2−n

6 −2tA2 −
tA4
3 +5. Since

fA2 =
(
n
2

)
+ 1 −

∑
j≥3
(
j−1
2

)
tAj , the splitting of χ(A, t) yields the estimate

tA3 + 3tA2 − 9 = tA3 + 3tA4 + 6tA5 ≥
(
n
2

)
+ 1 − (n+1)2

4 = n2−4n+3
4 . Plugging

in the expression for tA3 obtained above and remembering that tA4 ≥ 0,

we conclude that tA2 ≥ n2−4n+3
4 − n2−n

6 +
tA4
3 + 4 ≥ n2−10n+57

12 . Finally,
because 13

16 t
A
2 ≤ tA3 , we may invoke Lemma 5.5 to arrive at the inequality

n2−10n+57
12 ≤ tA2 ≤

8(n2−n+30)
135 . It is now easy to see that we necessarily must

have n ≤ 27.

Next we show that there are only finitely many combinatorial isomor-
phism classes of simplicial line arrangements A such that 3

4 t
A
2 ≤ tA3 , provided

χ(A, t) splits over R and A has multiplicity at most six.

Theorem 5.10. Let A be an irreducible simplicial arrangement of n lines
in P2(R) having multiplicity bounded by six. Assume that χ(A, t) splits over
R. If 3

4 t
A
2 ≤ tA3 then n ≤ 1480.
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Proof. By Theorem 5.4 we have n2−46n+273
16 ≤ tA2 and tA3 ≤ n2+134n−699

24 . By

assumption we obtain n2+134n−699
24 ≥ 3(n2−46n+273)

64 . This is possible only
when n ≤ 1480.

Unfortunately, we are not able to prove that the set M of combinatorial
isomorphism classes of arrangements considered in Theorem 5.4 is finite: the
case tA2 ≥ tA3 remains open in general. However, we can relate the finiteness
of this set to the following conjecture stated in [15]:

Conjecture 4. Let 5 ≤ k ∈ N be a natural number and let Ak denote the set
of all line arrangements in P2(R) having multiplicity at most k. Then for any
sequence of arrangements (Aν)ν∈N such that Aν ∈ Ak and limν→∞ |Aν | =∞
we have

lim
ν→∞

tAνk
|Aν |2

= 0.

Then Theorem 5.4 yields the following corollary, which closes this sec-
tion.

Corollary 5.4. If |M | = ∞ then Conjecture 4 is false for k = 6. Equiva-
lently, if Conjecture 4 is true for k = 6, then |M | <∞.

Proof. By Theorem 5.4 we have |A|
2−46|A|+225

48 ≤ tA6 ≤
|A|2+2|A|−47

48 , if A ∈
M . So if |M | =∞ we find a sequence (Aν)ν∈N such that limν→∞ |Aν | =∞
and Aν ∈ M for every ν ∈ N. But then limν→∞

tAν6
|Aν |2 = 1

48 > 0 and

Conjecture 4 is false for k = 6.

5.1.4 Free line arrangements having only few vertices of high
multiplicity

In this subsection we investigate the combinatorics of projective line arrange-
ments whose characteristic polynomials have only real roots. Our first main
result is Theorem 5.11, which implies that a free line arrangement having
only vertices of weight bounded by five consists of at most 185 lines. In
particular, there are only finitely many combinatorial isomorphism classes
of such arrangements. Moreover, it turns out that if the number of vertices
of A having high multiplicity is not too large, then the number of lines of
A may be bounded from above. This is made precise in our second main
result, Theorem 5.12.

We start with the following lemma which is similar to Theorem 5.4 of
the last subsection.
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Lemma 5.7. Let A be an arrangement of n ≥ 8 lines in P2(R) having mul-
tiplicity at most five. Assume that χ(A, t) splits over R. Then the following
estimates hold:

tA4
3

+ tA5 ≥
n2 − 10n+ 21

24
, (5.15)

tA2 ≥
n2 − 46n+ 233

8
+ 2tA4 , (5.16)

max(tA4 , t
A
5 ) ≥ n2 − 10n+ 21

32
. (5.17)

Proof. By Theorem 2.1, relation (2.3) we have tA2 +
3tA3
2 ≥ 8 +

tA4
2 +

5tA5
2 . As

3tA3 =
(
n
2

)
− tA2 −6tA4 −10tA5 we may rewrite this as

tA2
2 + n2−n

4 −3tA4 −5tA5 ≥
8+

tA4
2 +

5tA5
2 . It follows tA5 ≤ n2−n

30 +
tA2
15−

7tA4
15 −

16
15 . By Lemma 5.4 the splitting

of χ(A, t) over R translates to (n+1)2 ≥ 4fA2 . Equation (5.2) in Lemma 5.1

yields fA2 = 1+fA1 −fA0 = 1+tA2 +2tA3 +3tA4 +4tA5 = n2−n+3
3 +

tA2
3 −t

A
4 −

8tA5
3 .

Now we use inequality (5.5) from Lemma 5.1 to conclude that the estimate

n2

4
+
n

2
+

1

4
≥ fA2 ≥

n2 − n+ 6

3
− 2tA4

3
− 2tA5

holds. From this we deduce that tA5 ≥ n2

24 −
5n
12 + 7

8 −
tA4
3 , proving (5.15).

We have thus established the following chain of inequalities:

n2 − 10n

24
+

7

8
− tA4

3
≤ tA5 ≤

n2 − n
30

+
tA2 − 16

15
− 7tA4

15
.

This implies (5.16). In order to prove (5.17) we consider two cases. First

assume that tA4 ≤ tA5 . Then by the above we know that tA5 ≥ n2−10n
24 + 7

8 −
tA4
3 ≥

n2−10n
24 + 7

8 −
tA5
3 . From this we conclude that tA5 ≥ n2−10n+21

32 . The
case tA4 ≥ tA5 is dealt with similarly. This finishes the proof.

With the last lemma we are ready to prove our first result for this section.

Theorem 5.11. Let A be a line arrangement in P2(R) having multiplicity
bounded by five. Assume that χ(A, t) splits over R. Then |A| ≤ 185.

Proof. We may assume that n := |A| > 7. As χ(A, t) splits over R we have
(n+1)2

4 ≥ fA2 . Together with the first estimate in Lemma 5.7 this yields

(n+ 1)2

4
≥ fA2 ≥ 1 + tA2 + 2tA3 + 4(

tA4
3

+ tA5 ) ≥ 1 + tA2 +
n2 − 10n+ 21

6
.

We conclude n2+26n−51
12 ≥ tA2 . But now the second estimate in Lemma 5.7

gives us the following chain of inequalities: n2+26n−51
12 ≥ tA2 ≥ n2−46n+233

8 .
This implies n ≤ 185, finishing the proof.
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Remark 5.7. If one additionally requires tA5 = 0 in the above theorem, then
we can conclude n ≤ 19. This follows immediately from [31, Theorem 1].

We observe that Lemma 5.7 also yields the following classification result
in the simplicial case:

Corollary 5.5. Let A be a simplicial line arrangement in P2(R) such that
χ(A, t) has only real roots. If A has only vertices of weight two, three or
five and if every chamber of A contains at most one vertex of weight five,
then |A| ≤ 26. In particular, we have a complete list (up to combinatorial
isomorphism) of such arrangements.

Proof. By Lemma 5.7 we have tA5 ≥ n2−10n+21
24 . On the other hand, as every

chamber contains at most one vertex of weight five and because χ(A, t) has

only real roots, it follows that 10tA5 ≤ fA2 ≤
(n+1)2

4 . Thus, n must satisfy

the inequality n2−10n+21
24 ≤ (n+1)2

40 . This implies n ≤ 26.

Next we show that Theorem 5.11 is actually a special case of a more
general statement. Observe that contrary to the preceding results, in the
following we do not require all vertices of the considered arrangements to
have weight bounded by five.

Moreover, in the proof of the next theorem we use the concept of pseu-
doline arrangements. For precise definitions and background on this, see [2].
For us it will be enough to know the following: an arrangement of pseudo-
lines is a finite set B of n ≥ 3 smooth closed curves in P2(R) such that the
following conditions are satisfied:

• Curves in B do not intersect themselves.

• Different curves in B intersect transversally at precisely one point.

• Not all curves in B pass through the same point.

Observe that one may define a t-vector tB for a pseudoline arrangement
B in the same way as for straight line arrangements. Moreover, the values
fBi for 0 ≤ i ≤ 2 are defined in the same way as well. Using these definitions,
all results (except Theorem 5.2) from Subsection 3.1 as well as Lemma 5.7
hold true for arrangements of pseudolines. Using this, we are ready to prove
our second main theorem.

Theorem 5.12. Let A be a line arrangement in P2(R) such that χ(A, t) has
only real roots . Write ∆i :=

∑i−2
j=4 j and assume 0 ≤ tAi ≤ αi for i ≥ 6 and

arbitrary real numbers αi. Then we have |A| ≤ 95+2
√

2056 + 63
∑

i≥6 ∆iαi.

In particular, if αi = 0 for all i ≥ 6 then |A| ≤ 185. If additionally tA5 = 0
then |A| ≤ 19.
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Proof. We construct a pseudoline arrangement A′ with n := |A| = |A′|
in the following way: by a perturbation we transform any vertex v of A
having weight x ≥ 6 into one vertex v′ of A′ of weight five and λ(x) vertices
w′1, ..., w

′
λ(x) of A′ of weight two. All vertices of A of weight at most five

remain unchanged. One checks that λ(x) =
∑x−1

j=5 j. Therefore we obtain

fA
′

2 = fA2 +
∑

i≥6 ∆it
A
i . The assumptions imply fA

′
2 ≤

(n+1)2

4 +
∑

i≥6 ∆iαi

and by construction we have tA
′

i = 0 for i > 5. Hence we may write fA
′

2 =

1 + fA
′

1 − fA
′

0 = 1 + tA
′

2 + 2tA
′

3 + 3tA
′

4 + 4tA
′

5 = n2−n+3
3 +

tA
′

2
3 − t

A′
4 −

8tA
′

5
3 .

Now we use Melchior’s inequality to conclude that the estimate

n2

4
− n

2
+

1

4
+
∑
i≥6

∆iαi ≥ fA
′

2 ≥
n2 − n+ 6

3
− 2tA

′
4

3
− 2tA

′
5

holds. From this we deduce that
tA
′

4
3 + tA

′
5 ≥ n2

24 −
5n
12 + 7

8 −
1
2

∑
i≥6 ∆iαi.

Moreover, by Theorem 2.1, relation (2.3) we have tA
′

2 +
3tA
′

3
2 ≥ 8+

tA
′

4
2 +

5tA
′

5
2 .

As 3tA
′

3 =
(
n
2

)
− tA′2 − 6tA

′
4 − 10tA

′
5 we may rewrite the last inequality as

tA
′

2
2 + n2−n

4 − 3tA
′

4 − 5tA
′

5 ≥ 8 +
tA
′

4
2 +

5tA
′

5
2 .

It follows tA
′

5 ≤ n2−n
30 +

tA
′

2
15 −

7tA
′

4
15 −

16
15 ≤

n2−n
30 +

tA
′

2
15 −

tA
′

4
3 −

16
15 .

From this, we obtain the chain of inequalities

n2 − n
30

+
tA
′

2

15
− 16

15
≥ tA

′
4

3
+ tA

′
5 ≥

n2

24
− 5n

12
+

7

8
− 1

2

∑
i≥6

∆iαi,

from which we conclude that tA
′

2 ≥ n2−46n+233
8 − 15

2

∑
i≥6 ∆iαi. Moreover,

fA
′

2 = 1+tA
′

2 +2tA
′

3 +4(
tA
′

4
3 +tA

′
5 )+

5tA
′

4
3 ≥ 1+tA

′
2 +4· n2−10n+21

24 −2
∑

i≥6 ∆iαi,

implying the estimate (n+1)2

4 − n2−10n+21
6 − 3

∑
i≥6 ∆iαi− 1 ≥ tA′2 . Thus we

have established the following chain of inequalities:

n2 + 26n− 51

12
+ 3

∑
i≥6

∆iαi ≥ tA
′

2 ≥
n2 − 46n+ 233

8
− 15

2

∑
i≥6

∆iαi.

This is possible only when n ≤ 95+2
√

2056 + 63
∑

i≥6 ∆iαi. It only remains

to prove the last assertion. So assume that tAi = 0 for i ≥ 5. Then by [31,

Theorem 1] we have 2n
2−n+8

7 ≤ fA2 ≤
(n+1)2

4 . This implies n ≤ 19.

If A is a line arrangement in P2(R), then we write A for the (combi-
natorial) isomorphism class of A. Using this notation, the last theorem
immediately yields the following corollary, which closes this section.

Corollary 5.6. Let ε > 0 be a real parameter and let 3 ≤ x ∈ N. Define the
set Axε :=

{
A | maxi≥6 t

A
i ≤ |A|2−ε, tAi = 0 for i > x, χ(A, t) splits over R

}
.

Then Axε is finite for any choice of x and ε.
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5.2 Simplicial and free line arrangements on alge-
braic curves

In this section, we will be interested in the combinatorics of free and sim-
plicial line arrangements in P2(R) having the property that their dual point
sets in (P2(R))∗ are contained in the locus of some homogeneous polynomial
of bounded degree. This is motivated by the observation that all dual point
sets corresponding to simplicial arrangements from the infinite series R(1)
(see Chapter 2, Section 4) are contained in the locus of a cubic polynomial
(see also Chapter 4, where affine simplicial arrangements and their dual
point sets are studied).

Using results obtained in the previous section, we prove that for any fixed
d there are only finitely many combinatorial isomorphism classes of simpli-
cial line arrangements whose dual point sets are contained in the locus of
an irreducible homogeneous polynomial of degree at most d (see Theorem
5.13). We then proceed to show that a similar statement holds true for free
line arrangements, which are not necessarily simplicial (see Theorem 5.14
and Corollary 5.7).

Before starting with the results, we give a quick reminder on the duality
between points and lines in the real projective plane.

Remark 5.8. If A is an arrangement of lines in P2(R), then A defines a dual
set of points A∗ ⊂ (P2(R))∗ in a natural way: if ` ∈ A is a line in P2(R), then
the corresponding dual point `∗ = (X : Y : Z) ∈ (P2(R))∗ is characterized
by the condition ` =

{
(vx : vy : vz) ∈ P2(R) | Xvx + Y vy + Zvz = 0

}
.

Similarly, if v = (vx : vy : vz) ∈ P2(R), then the corresponding dual line
l := v∗ is given by l =

{
(X : Y : Z) ∈ (P2(R))∗ | vxX + vyY + vzZ = 0

}
.

We start with the following Lemma, which explains how to use Bézout’s
theorem in order to give bounds on the multiplicities of vertices of A if we
know that the dual point set A∗ is contained in the locus of some homoge-
neous polynomial.

Lemma 5.8. Let A be an arrangement of n lines in P2(R). Assume that
A∗ ⊂ V (P ) for some homogeneous polynomial P ∈ R[x, y, z] of degree d.
Write P = Q ·

∏
1≤i≤s li, where the l1, ..., ls ∈ R[x, y, z] are (not necessarily

distinct) linear forms and Q has no linear factors. Then A contains at most
s vertices of multiplicity greater than d.

Proof. Vertices v of A are points in P2(R). Therefore, the dual l := v∗ is a
line in (P2(R))∗. By Bézout’s theorem we know that |A∗∩l| ≤ |V (P )∩l| ≤ d,
unless l is a component of V (P ). As by assumption V (P ) contains at most
s linear components, this proves the claim.
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The following lemma will be the key to our main theorem of this section.
It gives bounds on the maximal number of vertices with high multiplicity in
a line arrangement whose dual point set is contained in a projective algebraic
curve of bounded degree. For this, we use the work in [29].

Lemma 5.9. Let d ∈ N be a positive integer and assume that A is an
arrangement of n lines in P2(R) such that A∗ ⊂ V (F ) ⊂ (P2(R))∗ for
some homogeneous polynomial F ∈ R[x, y, z] of degree d. Then the following
statements hold:
a) If F has no linear factors and if d ≥ 2, then there exist constants Nd, λd ∈
R such that for n ≥ Nd we have the estimate maxi≥4 t

A
i ≤

∑
i≥4 t

A
i ≤ λdn

11
6 .

b) If F is irreducible and if d ≥ 4, then there are constants Md, µd ∈ R such

that for n ≥Md we have the estimate maxi≥3 t
A
i ≤

∑
i≥3 t

A
i ≤ µdn

11
6 .

Proof. a) Choose a line l ⊂ P2(R))∗ such that for any p ∈ A∗ we have p /∈ l.
After a change of coordinates we may assume that the line l is given by
the equation z = 0. Now consider the affine space E := (P2(R))∗ \ l. Then
A∗ ⊂ E and moreover we have A∗ ⊂ V (G), where G := F (x, y, 1) ∈ R[x, y].
Observe that because F has no linear factors, the polynomial G ∈ R[x, y]
does not have any linear factors as well. Indeed, if F has prime factorization
given by F =

∏
1≤i≤r F

ei
i , then, as z does not divide F , the polynomial G

has prime factorization G = F (x, y, 1) =
∏

1≤i≤r F (x, y, 1)eii . In particular,
G has no linear factors if F has none.

In particular, the curve V (G) ⊂ E does not contain a line. By [29,
Corollary 6.3] we know that there are λd, Nd ∈ R such that for n = |A∗| ≥ Nd

the points in A∗ determine at most λdn
11
6 proper collinear quadruples. As

every vertex of weight at least four of A yields a proper collinear quadruple
of A∗, this proves the claim.
b) As in part a) we may assume that for any p ∈ A∗ we have p /∈ l, where
the line l ⊂ (P2(R))∗ is given by the equation z = 0. Then A∗ is contained
in the affine space E := (P2(R))∗ \ l and as above we have A∗ ⊂ V (G),
where G := F (x, y, 1) ∈ R[x, y] is irreducible of degree d ≥ 4. In particular,
the curve V (G) is neither a line nor a cubic. Thus, by [29, Corollary 6.2]
we find constants Md, µd ∈ R such that for all n ≥ Md the points in A∗
determine at most µdn

11
6 proper collinear triples. Because every vertex of A

of weight at least three yields a proper collinear triple of A∗, this completes
the proof.

Now we are ready to prove the first theorem of this section:

Theorem 5.13. Let d be a positive integer and let Ad denote the set of
all combinatorial isomorphism classes of simplicial line arrangements A in
P2(R) such that there exists F ∈ R[x, y, z], homogeneous and irreducible,
with deg(F ) ≤ d and A∗ ⊂ V (F ). Then the set Ad is finite for any choice
of d.
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Proof. We write n := |A|. If d ≤ 2 then the statement is trivially true. For
d = 3 the statement follows from Lemma 5.3. Hence we may suppose that
d ≥ 4. Then, because F is irreducible, by part b) of Lemma 5.9 we know

that there are µd,Md ∈ N such that maxi≥4 t
A
i ≤ maxi≥3 t

A
i ≤ µdn

11
6 for

n > Md. As A is simplicial we have equality in Melchior’s inequality, hence
tA2 = 3 +

∑
i≥4(i − 3)tAi and therefore tA2 ≤ 3 + µd(d − 3)2n

11
6 , by Lemma

5.8. Hence, using the identity
(
n
2

)
=
∑d

i=2

(
i
2

)
tAi , we arrive at the estimate

µdn
11
6 ≥ tA3 ≥

n2 − n
6

− 1− 1

3
µd(d− 3)2n

11
6 − 1

3

d∑
i=4

(
i

2

)
µdn

11
6 .

Thus, for n > Md we have the following inequality:

n2 − n− 6

2
≤

(
3 + (d− 3)2 +

d∑
i=4

(
i

2

))
µdn

11
6 . (5.18)

Clearly, for fixed d inequality (5.18) can hold only for finitely many values of
n. Denote the maximal such value by nd. Then we have |A| ≤ max{Md, nd}
for any A whose isomorphism class belongs to Ad. In particular, the set Ad
is finite.

Using Corollary 5.6, we observe that the requirement on the appearing
polynomials F in the last theorem to be irreducible can be relaxed: if we
assume that χ(A, t) splits over R, then we only have to require that F does
not have any linear factors. Moreover, we can then drop the condition on A
to be simplicial. This leads to the following theorem:

Theorem 5.14. Let d be a positive integer and denote by Bd the set of
combinatorial isomorphism classes of line arrangements A in P2(R) satisfy-
ing the following two properties:
1) There exists a homogeneous polynomial F ∈ R[x, y, z] without any linear
factors such that deg(F ) ≤ d, A∗ ⊂ V (F ).
2) χ(A, t) splits over R.
Then the set Bd is finite for any choice of d.

Proof. Let A be as required and write n := |A|. We may assume that d ≥ 2
and we denote the combinatorial isomorphism class of A by A.

By part a) of Lemma 5.9 there are λd, Nd ∈ R such that for n ≥ Nd we

have the inequality maxi≥4 t
A
i ≤ λdn

11
6 . Now choose Md ≥ max{Nd, λ

12
d }.

Then for n ≥ Md we have n ≥ max{Nd, λ
12
d } ≥ λ12d . This gives λd ≤ n

1
12 .

Thus, for n ≥ Md we have maxi≥4 t
A
i ≤ λdn

11
6 ≤ n

23
12 . Now define the set

S :=
{
A | maxi≥6 t

A
i ≤ |A|

23
12 , tAi = 0 for i > d, χ(A, t) splits over R

}
.

Thus, if A satisfies the conditions 1) and 2) of the theorem and if |A| ≥Md,
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then A ∈ S. Moreover, by Corollary 5.6 we know that the set S is finite
(just put x = d and ε = 1

12 in the cited result).
On the other hand, there are only finitely many combinatorial isomor-

phism classes of line arrangements consisting of at most Md lines. This
proves the claim.

Remark 5.9. We remark that for every even n = 2m with m ≥ 3 there is
a simplicial arrangement of n lines, denoted Am, belonging to the infinite
series R(1) and there is a reducible cubic C, consisting of a conic and a line,
such that A∗m ⊂ C. Moreover, the characteristic polynomials of all these
arrangements split over R. Therefore, the requirement on F to not have any
linear factors in Theorem 5.14 is necessary.

The last theorem immediately yields the following corollary, achieving
the announced result for free line arrangements and closing this section.

Corollary 5.7. Let d be a positive integer and denote by Cd the set of
combinatorial isomorphism classes of free line arrangements A in P2(R)
such that there exists F ∈ R[x, y, z], homogeneous and without any linear
factors, with deg(F ) ≤ d and A∗ ⊂ V (F ). Then the set Cd is finite for any
choice of d.

Proof. This follows from Theorem 5.14 because the roots of the character-
istic polynomial of a free line arrangement are integral.

5.3 Open problems and related questions

In Theorem 5.13 of the last section we have shown that there are only
finitely many combinatorial isomorphism classes of simplicial line arrange-
ments whose corresponding dual point sets are contained in the locus of an
irreducible homogeneous polynomial of some fixed degree d. Thus, we ask
if it is possible to give a classification result instead.

For instance, it is easy to see that for d = 2 the only possible candidates
are near pencil arrangements consisting of three lines. Furthermore, if d = 3
then by Lemma 5.3 we know that a possible candidate consists of six or
seven lines. Thus, the cases d ≤ 3 are easy. But what about d ≥ 4?

Problem 6. Let d ≥ 4 be a natural number. We ask for a classification up
to combinatorial isomorphism of all simplicial line arrangements A whose
corresponding dual point sets A∗ are contained in the locus of an irreducible
homogeneous polynomial of degree d.

Observe that for d = 4 we can solve the problem if we additionally
require that the arrangements in question are free. For this, observe that
if A∗ is contained in the locus of an irreducible polynomial of degree four,
then by Lemma 5.8 we know that tAi = 0 for i > 4. But then by Theorem
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5.5 it follows that |A| ≤ 16. Now one may use Theorem 2.5 to find all
desired arrangements. We remark that one may choose coordinates in such
a way that the dual point sets of these arrangements are all contained in the
irreducible curve C which may be defined by the polynomial

P := x
3
y − x2y2 + 3xy

3 −
x3z

3
− 2x

2
yz −

7xy2z

2
−

2y3z

3
+ x

2
z
2
+

5xyz2

2
+ y

2
z
2 −

2xz3

3
−
yz3

3
.

This shows that it might be easier to investigate the following problem first:

Problem 7. Let d > 4 be a natural number. We ask for a classification
up to combinatorial isomorphism of all free simplicial line arrangements A
whose corresponding dual point sets A∗ are contained in the locus of an
irreducible homogeneous polynomial of degree d.

Furthermore, it is unclear whether or not there is a maximal d′ such that
the dual point set of any simplicial arrangement which is not combinatori-
ally isomorphic to an arrangement of the known infinite series R(1),R(2), is
contained in the locus of an irreducible homogeneous polynomial of degree
at most d′. If this was true, then our results imply that (up to combina-
torial isomorphism) there are only finitely many examples of simplicial line
arrangements besides the two infinite series. In other words, up to finitely
many corrections, the catalogue of Grünbaum presented in [19] would be
complete. Therefore, the following problem seems relevant:

Problem 8. Let A be a simplicial line arrangement which is not combinato-
rially isomorphic to an arrangement of the infinite series. Does there exist
d ∈ N, independent of A, such that A∗ is contained in the locus of some
irreducible homogeneous polynomial of degree at most d?

As above, it may be easier to restrict attention to free simplicial arrange-
ments and attack the following problem first:

Problem 9. Let A be a free simplicial line arrangement which is not com-
binatorially isomorphic to an arrangement of the infinite series. Does there
exist d ∈ N, independent of A, such that A∗ is contained in the locus of
some irreducible homogeneous polynomial of degree at most d?

We have the impression that a solution to any one of these problems
would mean a considerable step towards a solution to the question of com-
pleteness of Grünbaum’s catalogue.

We continue with a somewhat different problem related to the local com-
binatorial structure of a simplicial line arrangement. We are interested in the
maximal number of vertices having multiplicity at least five, which can be
contained in a single chamber of an irreducible simplicial line arrangement.
More precisely, we ask the following:
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Problem 10. Let A be an irreducible simplicial line arrangement in P2(R).
Is it true that every chamber of A contains at most one vertex of multiplicity
bigger than four?

Observe that the answer to the above problem is “no” for simplicial
arrangements of pseudolines (counterexamples can be generated by using
the algorithm in [6]). Thus, a potential proof cannot be purely combinato-
rial. However, if the answer for straight line arrangements was “yes”, then
we could for instance derive a classification of simplicial line arrangements
whose characteristic polynomials split over R and which have only vertices
of weight two, three and five: this follows from the proof of Corollary 5.5.

We close this section by posing a problem on free line arrangements:
motivated by Theorem 5.11, we ask if for x ≥ 6 there always exist absolute
bounds Nx such that whenever A is a free line arrangement having only
vertices of multiplicity bounded by x, then |A| ≤ Nx:

Problem 11. For each x ≥ 6, prove or disprove that there are only finitely
many combinatorial isomorphism classes of free line arrangements in P2(R)
whose vertices all have weight bounded by x.

Observe that in order to solve the last problem, it would be enough to
prove a subquadratic upper bound for the values tAi , 6 ≤ i ≤ x, for any free
line arrangement A such that |A| ≥ mx is sufficiently large. This follows
from Corollary 5.6.
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Chapter 6

Simplicial arrangements and
duality

In this chapter, we investigate simplicial arrangements A in V := Pr−1(R)
and associated arrangements in V ∗ defined by certain subsets of the set of
vertices of A. This may be motivated by the following observation. If one is
interested in simplicial arrangements in V whose hyperplanes are permuted
by some reflection group G, then one needs to find finite subsets of V ∗ which
are stable under the action of G. Clearly, this amounts to taking orbits of
certain well chosen vectors. We observe that one way to find such “nice”
vectors is to consider the reflection arrangement A of type G, viewed as
projective arrangement in V ∗. Then G will act on the set Vi(A) of vertices
of A having multiplicity i, i.e. those points in V ∗ which are contained in
exactly i hyperplanes of A. Consequently, G will also act on unions of such
subsets. Thus, defining a map Φr

j by Φr
j(A) :=

⋃
i≥j Vi(A), we can associate

to A in a natural way certain finite subsets of V ∗ of the above type. These
subsets then define hyperplane arrangements in V and in many cases the
obtained arrangements are simplicial with their hyperplanes being permuted
by G (see Proposition 6.3 for some instances of this phenomenon).

Clearly, the map Φr
j can be defined for any type of arrangement. We ob-

serve that if one considers simplicial arrangements which are not necessarily
of type A(G) for some reflection group G, then the phenomenon described
above occurs in quite a few cases as well (again, see Proposition 6.3 for some
instances). Moreover, there are examples of simplicial arrangements A in V
having the remarkable property that for suitable j the arrangement Φr

j(A) in
V ∗ is combinatorially isomorphic to the arrangement A itself: for instance,
if r ≥ 6 then the reflection arrangements of type Cr have this property (see
Theorem 6.5). We study this remarkable property in some detail for reflec-
tion arrangements and in the case of the real projective plane and its dual.
More precisely, we classify simplicial line arrangements which are “fixed” in
the above sense under the maps Φ3

2,Φ
3
3 (see Proposition 6.1, Corollary 6.1)
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and we provide some upper bounds for the size of a simplicial line arrange-
ment “fixed” under the map Φ3

4 (see for instance Theorem 6.2, Theorem
6.3 and Corollary 6.4). Writing tAi for the number of vertices having mul-
tiplicity i, we observe that in all known examples we always have tA2 ≥ tA3 .
However, we can prove this only in some special cases (see Problem 14).
Moreover, the characteristic polynomials of all known (simplicial) examples
always have only real roots (see also Problem 13).

The outline of this chapter is as follows. In Section 1 we introduce some
notation and we give precise definitions of the map Φr

j (and some variant)
introduced above. Section 2 then contains our results in the case of the
real projective plane. In Section 3 we collect some interesting experimental
results, in particular we give an example of an arrangement “fixed” under Φ3

4

which is not simplicial and whose characteristic polynomial has a non-real
root. Moreover, we prove some related results for the reflection arrangements
of type Cr(r ≥ 6), Dr(r ≥ 5), F4, H4, E6, E7, E8. Finally, in Section 4 we
point out some possibly interesting related problems.

6.1 The maps Φr
j and Ψr

j

In this section we give precise definitions of our objects of interest and we
fix some notation.

First, we recall the following principle of duality between projective
points and hyperplanes in Pr−1(R) and fix the corresponding notations:

Notation. If A is a projective arrangement of hyperplanes in V := Pr−1(R),
thenA defines a dual set of points in a natural way: ifH ∈ A is a hyperplane,
then the corresponding dual point H∗ ∈ V ∗ is determined by the condition
H = {x ∈ V | H∗(x) = 0} and vice versa.

Thus, every finite set of points in V ∗ (not all contained in a hyperplane)
yields an arrangement of hyperplanes in V and vice versa.

Moreover, if A is an arrangement of hyperplanes in V or if P is a finite
pointset in V ∗, then we always denote the corresponding dual objects by A∗
and P∗.

Now we are ready for the central definition of this chapter.

Definition 6.1. LetA be an arrangement of n hyperplanes in V := Pr−1(R).
For a natural number i ≥ r − 1 we denote by V r

i (A) the set of all points
in V which are contained in at least i hyperplanes of A. Then for each
r − 1 ≤ i ≤ n we define the arrangement

Φr
i (A) := (V r

i (A))∗
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of hyperplanes in the dual space V ∗. Similarly, we define

Ψr
i (A) :=

(
V r
i (A) \ V r

i+1(A)
)∗
.

Remark 6.1. If A,B are arrangements in V such that the arrangement Φr
i (A)

in V ∗ is combinatorially isomorphic to the arrangement B, then by abuse of
notation we write Φr

i (A) = B. We apply the same convention for the maps
Ψr
i .

6.2 Simplicial arrangements in P2(R) fixed under
Φ3
j for j ≤ 4

In this section we investigate simplicial line arrangements A in the real pro-
jective plane having the property that Φ3

j (A) = A, for some 2 ≤ j ≤ 4. The
reason for considering only these small values of j comes from the fact that
we do not know of any example having the above property for some j > 4.
In the cases j = 2, 3, we can provide a complete classification of simplicial
arrangements satisfying Φ3

j (A) = A (see Proposition 6.1 and Corollary 6.1).
The case j = 4 is more difficult but also more interesting: some of the
largest known examples are fixed under the map Φ3

4 (see also Proposition
6.3). Unfortunately, in this case we can provide only upper bounds for the
number of lines, provided that some extra conditions are satisfied. More-
over, in most cases these bounds will also depend on the multiplicity of the
arrangement A in consideration (see Theorem 6.2, Theorem 6.3, Corollary
6.4, and Theorem 6.4).

Before starting with our main discussion, we collect some already estab-
lished facts in the following lemma. As we shall refer to these facts many
times in this chapter, this will allow us to express ourselves conveniently.

Lemma 6.1. Let A be an irreducible simplicial arrangement of n lines in
P2(R). Then the following statements hold:

a) tA2 ≤
(n2)+6

7 ;

b) tAk = 0 for k > n
2 ;

c) min(tA2 , t
A
3 ) ≤ (n2)+15

9 and max(tA2 , t
A
3 ) > n2+3n

27 ;

d) 2tA2 ≤
fA2
2 < 2tA2 + tA3 ≤ 2tA2 + tA3 +

tA4
3 ≤

(n2)
3 + 5;

e) If tAi = 0 for i > 6, then 2tA2 + tA3 +
tA4
3 =

(n2)
3 + 5;

f) If χ(A, t) has only real roots, then fA2 ≤
(n+1)2

4 ;
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g)
2fA1
3 = 2(fA0 − 1) = fA2 ≥ 2

9

(
n2 + 3n

)
.

Proof. This follows from Proposition 5.1, Proposition 2.1, Corollary 5.2,
Theorem 5.2, Lemma 5.4 and Lemma 5.5.

We start our discussion of simplicial arrangements fixed under some map
Φk
j by considering the easiest case first. Namely, we set k = 3 and j = 2.

We obtain the following result:

Proposition 6.1. Let A be a simplicial line arrangement in P2(R). Then
A is a near-pencil arrangement if and only if Φ3

2(A) = A.

Proof. Assume first that A is a near-pencil arrangement and write n := |A|.
Then tA2 = n − 1, tAn−1 = 1 and tAi = 0 for i /∈ {2, n − 1}. Moreover, all
vertices of weight two are contained in a single line ` ∈ A. Considering the
arrangement Φ3

2(A), we observe that ` corresponds to a vertex of weight
n− 1 of Φ3

2(A) while the remaining n− 1 lines determined by the points of
V 3
2 (A) correspond to vertices of weight two of Φ3

2(A). It follows that Φ3
2(A)

is a near-pencil as well.
Now assume that Φ3

2(A) = A and suppose that A is not a near-pencil.
Then by part g) of Lemma 6.1 we obtain

(n− 3)2

3
=
n2 + 3n

3
− 3n+ 3 ≤ fA1 − 3n+ 3 = 3fA0 − 3n.

Moreover, Φ3
2(A) = A implies that fA0 = n. It follows (n − 3)2 ≤ 0. But

then n = 3 and A is a near-pencil, contradicting our assumption.

Naturally, the next case to consider is k = 3 and j = 3. Also in this case
we can give a complete answer:

Theorem 6.1. Let A be an irreducible simplicial arrangement in P2(R).
Assume that we have

∑
i≥3 t

A
i ≤ |A|. Then |A| ≤ 14.

Proof. We write n := |A|. Then by part g) of Lemma 6.1 we obtain the
following inequality:

fA1 = 3(fA0 − 1) = 3tA2 − 3 + 3
∑
i≥3

tAi ≤ 3tA2 − 3 + 3n.

Applying Lemma 6.1, part g) once more, we conclude that the estimate

(n− 3)2

3
=
n2 + 3n

3
− 3n+ 3 ≤ fA1 − 3n+ 3 ≤ 3tA2

holds. But then by part a) of Lemma 6.1 we obtain the inequality

(n− 3)2

9
≤ tA2 ≤

(
n
2

)
+ 6

7
. (6.1)

It is now easy to see that (6.1) can hold only when n ≤ 14.
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Corollary 6.1. Let A be a simplicial line arrangement in P2(R) such that
Φ3
3(A) = A. Then A is combinatorially isomorphic to one of the arrange-

ments A(10, 2), A(10, 3), A(13, 2) (as denoted in [19]).

Proof. Clearly, the condition Φ3
3(A) = A implies that

∑
i≥3 t

A
i = |A|. The

result now follows from Theorem 6.1 together with Theorem 2.5.

We now come to our main object of study in this section. Namely, we
are interested in simplicial arrangements A in P2(R) satisfying the condition
Φ3
4(A) = A. We start with the following lemma:

Lemma 6.2. Let A be an irreducible simplicial line arrangement in P2(R)
and assume that Φ3

4(A) = A. If tA2 ≥ tA3 , then there exists j ≥ 5 such that
tAj > 0.

Proof. We write n := |A|. Assume that tAi = 0 for i > 4. Using this together
with part g) of Lemma 6.1, we conclude that tA2 = 3 + tA4 . By assumption
Φ3
4(A) = A and therefore tA2 = 3 + n.

As tA2 ≥ tA3 , we may use Lemma 6.1, part c) to obtain the lower bound

tA2 >
fA2
6 . Now we use [31, Theorem 1] to conclude that

n+ 3 = tA2 >
fA2
6
>

2(n2 − n+ 8)

6 · 7
=
n2 − n+ 8

21
.

The last inequality implies n ≤ 24. Using Theorem 2.5, we see that there
is no irreducible simplicial arrangement A of multiplicity at most four such
that Φ3

4(A) = A and tA2 ≥ tA3 . This proves the claim.

Corollary 6.2. Let A be an irreducible simplicial arrangement of n lines
in P2(R) of multiplicity at most four. Assume that Φ3

4(A) = A. Then

tA =
(

3 + n, n
2−15n−6

6 , n
)

and χ(A, t) has a non-real root.

Proof. By assumption we have tA4 = n and tA2 = 3+n. By part e) of Lemma
6.1 we obtain the corresponding value for tA3 . The claim about χ(A, t)
follows from Theorem 5.5 (the t−vectors of all simplicial arrangements A′
with multiplicity four for which χ(A′, t) splits over R differ from the one
given above).

Remark 6.2. i) Let A be projective line arrangement of multiplicity four
such that Φ3

4(A) = A. Then every line of A contains exactly four vertices of
weight four. By assumption, we also have tA4 = |A|. So, if we write n := |A|,
then A defines n points and n lines in the real projective plane such that
every point is incident with exactly four of the lines and such that every line
contains exactly four of the points. Such a pair of points and lines is called
a n4-configuration (see [20] for more on this and related topics).
ii) Corollary 6.2 leaves us with the impression that the existence of a sim-
plicial arrangement A with multiplicity four which is fixed under Φ3

4 seems
to be unlikely.
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We observe that all currently known examples of simplicial arrangements
in P2(R) which are fixed under Φ3

4 share the property tA2 ≥ tA3 . Moreover,
in these examples, the corresponding characteristic polynomials always have
only real roots.

In the next theorem we give a quite satisfactory bound on the size of
a simplicial arrangement A whose characteristic polynomial has a non-real
root and which satisfies both Φ3

4(A) = A and tA2 ≥ tA3 .

Theorem 6.2. Let A be a simplicial arrangement in P2(R) and assume that
χ(A, t) has a non-real root. If tA2 ≥ tA3 and

∑
i≥4 t

A
i ≤ |A|, then |A| ≤ 49.

In particular, if Φ3
4(A) = A and tA2 ≥ tA3 , then |A| ≤ 49.

Proof. We write n := |A|. As A is simplicial we have

fA2 + 2 = 2tA2 + 2tA3 + 2
∑
i≥4

tAi .

Using part d) of Lemma 6.1 and the fact that χ(A, t) has a non-real root,
we derive the following inequality:(

n
2

)
3

+ 5 + tA3 +
5

3
tA4 + 2

∑
i≥5

tAi >
(n+ 1)2

4
+ 2.

It follows t3 >
n2−16n−33+4tA4

12 . Moreover, by part c) of Lemma 6.1 we have

tA3 ≤ n2−n+30
18 . Combining these inequalities we obtain

n2 − n+ 30

18
≥ n2 − 16n− 33 + 4tA4

12
.

The last estimate forces n ≤ 49.

Remark 6.3. We remark that to our knowledge there are no known simplicial
arrangements in P2(R) whose characteristic polynomials have a non-real root
and which are fixed under Φ3

4. However, there are non-simplicial examples of
such arrangements. For instance the arrangement Aζ5 defined in Example
6.1 in the following section. Even though the arrangement Aζ5 itself is
not simplicial, it is closely connected to the set of simplicial arrangements
defined over Q(ζ5)∩R = Q(

√
5) (see Proposition 6.3). We remark also that

Aζ5 satisfies the condition t
Aζ5
2 ≥ tAζ53 .

If we assume that χ(A, t) splits over R, then we can drop the condi-
tion tA2 ≥ tA3 and still get bounds on the size of A in case Φ3

4(A) = A.
However, to do so we need to fix (or at least bound) the multiplicity of A
first. Consequently, the obtained bounds will depend explicitly on the given
multiplicities.
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Theorem 6.3. Let x ∈ N and let A be an irreducible simplicial arrangement
of n lines in P2(R). Assume that the multiplicity of A is at most x and
suppose that the characteristic polynomial χ(A, t) splits over R.

If we have
∑

4≤i≤x t
A
i ≤ n, then the number of lines of A is bounded by

n ≤ 2x2 − 10x+ 17 + 2
√
x4 − 10x3 + 42x2 − 85x+ 67.

In particular, the given bound holds if Φ3
4(A) = A.

Proof. According to part f) of Lemma 6.1, if the characteristic polynomial
χ(A, t) splits over R, then we have the following inequality:

(n+ 1)2

4
≥ fA2 . (6.2)

As A is assumed to be simplicial, we may rewrite (6.2) as

2

3

3 +

(
n

2

)
+
∑

4≤i≤x

(
2i− 3−

(
i

2

))
tAi

 ≤ (n+ 1)2

4
. (6.3)

By rearranging terms, we see that (6.3) is equivalent to

2 +
n2 − n

3
− (n+ 1)2

4
≤ 2

3

∑
4≤i≤x

((
i

2

)
− 2i+ 3

)
tAi . (6.4)

Since by assumption we have
∑

4≤i≤x t
A
i ≤ n, we conclude that (6.4) implies

2 +
n2 − n

3
− (n+ 1)2

4
≤ 2

3

((
x

2

)
− 2x+ 3

)
n.

The last inequality now yields the claim.

If we focus on (simplicial) arrangements with multiplicity at most five
whose characteristic polynomials have only real roots, then we have the
following useful lemma whose proof was given in Chapter 5 (see Lemma
5.7).

Lemma. Let A be an arrangement of n lines in P2(R) having multiplicity at
most five. Assume that χ(A, t) splits over R. Then the following estimates
hold:

tA4
3

+ tA5 ≥
n2 − 10n+ 21

24
;

tA2 ≥
n2 − 46n+ 233

8
+ 2tA4 ;

max(tA4 , t
A
5 ) ≥ n2 − 10n+ 21

32
.
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Theorem 6.3 together with Lemma 5.7 is almost good enough to give a
complete classification of simplicial arrangements fixed under Φ3

4 whose char-
acteristic polynomials have only real roots and whose vertices have weight
bounded by five. We give the following corollary:

Corollary 6.3. Let A be a simplicial arrangement in P2(R) of multiplicity
five such that χ(A, t) splits over R. If Φ3

4(A) = A, then |A| ≤ 33 and tA ∈
{(30, 10, 15, 6), (50, 28, 9, 19), (54, 30, 7, 22), (57, 34, 6, 24), (62, 35, 3, 28),
(66, 38, 1, 31), (69, 43, 0, 33)}.

Proof. This follows from Theorem 6.3 and Lemma 5.7 by examining possible
t−vectors.

Remark 6.4. i) We observe that for any n ∈ {28, 29, 30, 31, 32, 33} the
t-vector of an arrangement satisfying the conditions in Corollary 6.3 is
uniquely determined. Thus, in order to obtain a complete classification
of such arrangements, it would be enough to show that the t−vectors in
question cannot correspond to real line arrangements. However, this seems
to be a quite challenging problem. Moreover, we observe that the condition
tA2 ≥ tA3 is automatic in the situation of Corollary 6.3.
ii) The t-vector of the arrangementA := A(21, 2) (as denoted in [19]) is given
by tA = (30, 10, 15, 6). Moreover, we indeed have Φ3

4(A) = A. We conjec-
ture that this arrangement is the only simplicial example with multiplicity
at most five which is fixed under Φ3

4.

The bound obtained in Theorem 6.3 is quadratic in the multiplicity x of
the given arrangement. In the next proposition we want to improve this by
giving a linear bound. However, for this we need the assumption tA2 ≥ tA3 .
Moreover, the obtained linear bounds will be stronger only for sufficiently
large values of x (see Remark 6.5).

Proposition 6.2. Let x ∈ N and let A be an irreducible simplicial arrange-
ment of n lines in P2(R) of multiplicity at most x. Assume that

∑
i≥4 t

A
i ≤ n.

If tA2 ≥ tA3 then n < 27x− 57.

Proof. By assumption we obtain the following chain of inequalities:

tA2 = 3 +

x∑
i=4

(i− 3)tAi ≤ 3 + (x− 3)

x∑
i=4

tAi ≤ 3 + (x− 3)n ≤ (x− 2)n.

Applying part c) of Lemma 6.1 we conclude that

n2 + 3n

27
< tA2 ≤ n(x− 2).

Dividing by n it follows n < 27x− 57.
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Remark 6.5. The bound given in Proposition 6.2 is stronger than the bound
given in Theorem 6.3 for all x ≥ 10.

Combining Theorem 6.2, Theorem 6.3 and Proposition 6.2, we obtain
the following corollary:

Corollary 6.4. Let 6 ≤ x ∈ N and assume that A is a simplicial arrange-
ment of n lines in P2(R) having multiplicity x. If tA2 ≥ tA3 and Φ3

4(A) = A
then we have the upper bound

n ≤ min
(

2x2 − 10x+ 17 + 2
√
x4 − 10x3 + 42x2 − 85x+ 67, 27x− 57

)
.

Proof. If χ(A, t) has a non-real root, then |A| ≤ 49, by Theorem 6.2. If
x ≥ 6 then both upper bounds given in Theorem 6.3, Proposition 6.2 are
bigger than 49. This proves the claim.

Using the work in [17], we can relax the condition tA2 ≥ tA3 considerably.
However, there is also a price that we have to pay: namely, we cannot
provide explicit bounds any longer.

Theorem 6.4. Let A be an irreducible simplicial arrangement of n lines in
P2(R). Let 4 ≤ x ∈ N and assume that the multiplicity of A is at most x.
If
∑x

i=4 t
A
i ≤ n and tA3 ≤ n

6x t
A
2 , then there exists Nx ∈ N such that n ≤ Nx.

In particular, if Φ3
4(A) = A and tA3 ≤ n

6x t
A
2 , then n ≤ Nx.

Proof. As A is simplicial with multiplicity at most x, we obtain the estimate

tA2 ≤ (x− 2)n

in the same way as in the proof of Proposition 6.2. By assumption this
implies the following inequality:

tA3 ≤
n

6x
tA2 ≤

n

6x
(x− 2)n =

n2(x− 2)

6x
=

(
1

6
− 1

3x

)
n2. (6.5)

Now, as tA2 ≤ (x − 2)n, by [17, Theorem 1.5] it follows that for sufficiently
large n > N0 the arrangement A differs by at most O(x− 2) lines from one
of the following three alternatives:

• n−O(x− 2) lines through a single point ;

• The arrangement Am of the infinite series R(1) for some m = n
2 +

O(x− 2);

• An arrangement dual to a coset of a finite subgroup H of the real non-
singular points of an irreducible cubic curve with |H| = n+O(x− 2).
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We can exclude the first two possibilities for sufficiently large n > N1 ≥ N0

because in these cases we would have a vertex of multiplicity bigger than
x. But because of (6.5) we can exclude the third possibility for sufficiently
large n > N2 ≥ N1 as well: observe that in this case the number of triple
points has magnitude n2

6 +O(n), contradicting (6.5). This shows that there
must exist some absolute bound Nx ≤ N2 such that n ≤ Nx.

6.3 Reflection arrangements and some experimen-
tal results

In this section we want to give some experimental results related to the
maps Φk

j which seem interesting in the context of simplicial arrangements,
see Proposition 6.3. Moreover, we establish related results for the reflection
arrangements of type F4, H4, E6, E7, E8, Cr (r ≥ 6) and Dr (r ≥ 5). For
this, see Theorem 6.5, Theorem 6.6 and Theorem 6.7.

We start by giving the following example of a non-simplicial arrangement
in P2(R) which is fixed under the map Φ3

4.

Example 6.1. Write ζ5 := exp
(
2πi
5

)
and consider the following set Q of

points in the dual projective plane (P2(R))∗:

Q := {
(
−2ζ5 − 6ζ5

2 − 6ζ5
3 − 2ζ5

4 : −ζ5 − 3ζ5
2 − 3ζ5

3 − ζ54 : 0
)
,(

−6ζ5 − 16ζ5
2 − 16ζ5

3 − 6ζ5
4 : −4ζ5 − 10ζ5

2 − 10ζ5
3 − 4ζ5

4 : −2ζ5 − 5ζ5
2 − 5ζ5

3 − 2ζ5
4
)
,(

−6ζ5 − 15ζ5
2 − 15ζ5

3 − 6ζ5
4 : −4ζ5 − 10ζ5

2 − 10ζ5
3 − 4ζ5

4 : −2ζ5 − 5ζ5
2 − 5ζ5

3 − 2ζ5
4
)
,(

−4ζ5 − 10ζ5
2 − 10ζ5

3 − 4ζ5
4 : −3ζ5 − 7ζ5

2 − 7ζ5
3 − 3ζ5

4 : −2ζ5 − 5ζ5
2 − 5ζ5

3 − 2ζ5
4
)
,(

−6ζ5 − 16ζ5
2 − 16ζ5

3 − 6ζ5
4 : −4ζ5 − 11ζ5

2 − 11ζ5
3 − 4ζ5

4 : −2ζ5 − 6ζ5
2 − 6ζ5

3 − 2ζ5
4
)
,(

−4ζ5 − 11ζ5
2 − 11ζ5

3 − 4ζ5
4 : −3ζ5 − 8ζ5

2 − 8ζ5
3 − 3ζ5

4 : −2ζ5 − 5ζ5
2 − 5ζ5

3 − 2ζ5
4
)
,(

−2ζ5 − 5ζ5
2 − 5ζ5

3 − 2ζ5
4 : −2ζ5 − 4ζ5

2 − 4ζ5
3 − 2ζ5

4 : −ζ5 − 2ζ5
2 − 2ζ5

3 − ζ54
)
,(

6ζ5 + 14ζ5
2 + 14ζ5

3 + 6ζ5
4 : 4ζ5 + 10ζ5

2 + 10ζ5
3 + 4ζ5

4 : 2ζ5 + 5ζ5
2 + 5ζ5

3 + 2ζ5
4
)
,(

8ζ5 + 20ζ5
2 + 20ζ5

3 + 8ζ5
4 : 5ζ5 + 13ζ5

2 + 13ζ5
3 + 5ζ5

4 : 2ζ5 + 5ζ5
2 + 5ζ5

3 + 2ζ5
4
)
,(

4ζ5 + 12ζ5
2 + 12ζ5

3 + 4ζ5
4 : 4ζ5 + 10ζ5

2 + 10ζ5
3 + 4ζ5

4 : 2ζ5 + 6ζ5
2 + 6ζ5

3 + 2ζ5
4
)
,(

8ζ5 + 20ζ5
2 + 20ζ5

3 + 8ζ5
4 : 6ζ5 + 14ζ5

2 + 14ζ5
3 + 6ζ5

4 : 2ζ5 + 6ζ5
2 + 6ζ5

3 + 2ζ5
4
)
,(

2ζ5 + 6ζ5
2 + 6ζ5

3 + 2ζ5
4 : 2ζ5 + 6ζ5

2 + 6ζ5
3 + 2ζ5

4 : 2ζ5 + 5ζ5
2 + 5ζ5

3 + 2ζ5
4
)
,(

4ζ5 + 12ζ5
2 + 12ζ5

3 + 4ζ5
4 : 3ζ5 + 9ζ5

2 + 9ζ5
3 + 3ζ5

4 : 2ζ5 + 5ζ5
2 + 5ζ5

3 + 2ζ5
4
)
,(

2ζ5 + 6ζ5
2 + 6ζ5

3 + 2ζ5
4 : 2ζ5 + 5ζ5

2 + 5ζ5
3 + 2ζ5

4 : ζ5 + 2ζ5
2 + 2ζ5

3 + ζ5
4
)
,(

−6ζ5 − 14ζ5
2 − 14ζ5

3 − 6ζ5
4 : −4ζ5 − 9ζ5

2 − 9ζ5
3 − 4ζ5

4 : −2ζ5 − 5ζ5
2 − 5ζ5

3 − 2ζ5
4
)
,

(−1 : −1 : 0) ,(
−2ζ5 − 6ζ5

2 − 6ζ5
3 − 2ζ5

4 : −2ζ5 − 5ζ5
2 − 5ζ5

3 − 2ζ5
4 : −2ζ5 − 5ζ5

2 − 5ζ5
3 − 2ζ5

4
)
,(

−ζ5 − 3ζ5
2 − 3ζ5

3 − ζ54 : −ζ5 − 2ζ5
2 − 2ζ5

3 − ζ54 : 0
)
,(

−ζ52 − ζ53 : 0 : 0
)
,(

−2ζ5 − 5ζ5
2 − 5ζ5

3 − 2ζ5
4 : −ζ5 − 2ζ5

2 − 2ζ5
3 − ζ54 : 0

)
,
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(
0 : ζ5

2 + ζ5
3 : 0

)
,(

−8ζ5 − 21ζ5
2 − 21ζ5

3 − 8ζ5
4 : −5ζ5 − 13ζ5

2 − 13ζ5
3 − 5ζ5

4 : −2ζ5 − 5ζ5
2 − 5ζ5

3 − 2ζ5
4
)
,(

0 : 0 : −ζ5 − 2ζ5
2 − 2ζ5

3 − ζ54
)
,(

−2ζ5 − 5ζ5
2 − 5ζ5

3 − 2ζ5
4 : −ζ5 − 3ζ5

2 − 3ζ5
3 − ζ54 : −ζ5 − 3ζ5

2 − 3ζ5
3 − ζ54

)
,(

−10ζ5 − 26ζ5
2 − 26ζ5

3 − 10ζ5
4 : −6ζ5 − 16ζ5

2 − 16ζ5
3 − 6ζ5

4 : −2ζ5 − 5ζ5
2 − 5ζ5

3 − 2ζ5
4
)
,(

−3ζ5 − 8ζ5
2 − 8ζ5

3 − 3ζ5
4 : −2ζ5 − 5ζ5

2 − 5ζ5
3 − 2ζ5

4 : −ζ5 − 3ζ5
2 − 3ζ5

3 − ζ54
)
,(

2ζ5 + 4ζ5
2 + 4ζ5

3 + 2ζ5
4 : 2ζ5 + 4ζ5

2 + 4ζ5
3 + 2ζ5

4 : ζ5 + 2ζ5
2 + 2ζ5

3 + ζ5
4
)
,(

0 : 2ζ5
2 + 2ζ5

3 : 2ζ5
2 + 2ζ5

3
)
,(

4ζ5 + 12ζ5
2 + 12ζ5

3 + 4ζ5
4 : 2ζ5 + 8ζ5

2 + 8ζ5
3 + 2ζ5

4 : 2ζ5
2 + 2ζ5

3
)
,(

−14ζ5 − 36ζ5
2 − 36ζ5

3 − 14ζ5
4 : −9ζ5 − 23ζ5

2 − 23ζ5
3 − 9ζ5

4 : −4ζ5 − 10ζ5
2 − 10ζ5

3 − 4ζ5
4
)
,(

0 : −1 : −ζ52 − ζ53
)
,(

−2ζ5
2 − 2ζ5

3 : −ζ52 − ζ53 : −ζ52 − ζ53
)
,(

−2ζ5 − 4ζ5
2 − 4ζ5

3 − 2ζ5
4 : −ζ5 − 3ζ5

2 − 3ζ5
3 − ζ54 : 0

)
,(

−8ζ5 − 20ζ5
2 − 20ζ5

3 − 8ζ5
4 : −5ζ5 − 13ζ5

2 − 13ζ5
3 − 5ζ5

4 : −3ζ5 − 8ζ5
2 − 8ζ5

3 − 3ζ5
4
)
,(

0 : −1 : ζ5 + 2ζ5
2 + 2ζ5

3 + ζ5
4
)
,(

ζ5 + 2ζ5
2 + 2ζ5

3 + ζ5
4 : ζ5 + 2ζ5

2 + 2ζ5
3 + ζ5

4 : ζ5 + 2ζ5
2 + 2ζ5

3 + ζ5
4
)
,(

ζ5 + 4ζ5
2 + 4ζ5

3 + ζ5
4 : ζ5 + 3ζ5

2 + 3ζ5
3 + ζ5

4 : ζ5
2 + ζ5

3
)
,(

−8ζ5 − 20ζ5
2 − 20ζ5

3 − 8ζ5
4 : −5ζ5 − 12ζ5

2 − 12ζ5
3 − 5ζ5

4 : −2ζ5 − 5ζ5
2 − 5ζ5

3 − 2ζ5
4
)
,(

2ζ5 + 6ζ5
2 + 6ζ5

3 + 2ζ5
4 : ζ5 + 3ζ5

2 + 3ζ5
3 + ζ5

4 : ζ5 + 2ζ5
2 + 2ζ5

3 + ζ5
4
)
,(

−2ζ5 − 5ζ5
2 − 5ζ5

3 − 2ζ5
4 : −2ζ5 − 5ζ5

2 − 5ζ5
3 − 2ζ5

4 : −ζ5 − 3ζ5
2 − 3ζ5

3 − ζ54
)
,(

8ζ5 + 20ζ5
2 + 20ζ5

3 + 8ζ5
4 : 5ζ5 + 12ζ5

2 + 12ζ5
3 + 5ζ5

4 : 3ζ5 + 7ζ5
2 + 7ζ5

3 + 3ζ5
4
)
,(

ζ5 + 3ζ5
2 + 3ζ5

3 + ζ5
4 : ζ5

2 + ζ5
3 : ζ5

2 + ζ5
3
)
,(

10ζ5 + 26ζ5
2 + 26ζ5

3 + 10ζ5
4 : 6ζ5 + 16ζ5

2 + 16ζ5
3 + 6ζ5

4 : 4ζ5 + 11ζ5
2 + 11ζ5

3 + 4ζ5
4
)
,(

−4ζ5 − 12ζ5
2 − 12ζ5

3 − 4ζ5
4 : −3ζ5 − 9ζ5

2 − 9ζ5
3 − 3ζ5

4 : −ζ5 − 4ζ5
2 − 4ζ5

3 − ζ54
)
,(

−2ζ5 − 6ζ5
2 − 6ζ5

3 − 2ζ5
4 : −2ζ5 − 6ζ5

2 − 6ζ5
3 − 2ζ5

4 : −ζ52 − ζ53
)
,(

0 : ζ5 + 2ζ5
2 + 2ζ5

3 + ζ5
4 : ζ5 + 3ζ5

2 + 3ζ5
3 + ζ5

4
)
,(

−2ζ5 − 6ζ5
2 − 6ζ5

3 − 2ζ5
4 : −ζ5 − 3ζ5

2 − 3ζ5
3 − ζ54 : −ζ52 − ζ53

)
,(

−6ζ5 − 16ζ5
2 − 16ζ5

3 − 6ζ5
4 : −5ζ5 − 13ζ5

2 − 13ζ5
3 − 5ζ5

4 : −4ζ5 − 10ζ5
2 − 10ζ5

3 − 4ζ5
4
)
,(

−2ζ5 − 6ζ5
2 − 6ζ5

3 − 2ζ5
4 : −2ζ5 − 5ζ5

2 − 5ζ5
3 − 2ζ5

4 : −ζ52 − ζ53
)
,(

−6ζ5 − 16ζ5
2 − 16ζ5

3 − 6ζ5
4 : −5ζ5 − 13ζ5

2 − 13ζ5
3 − 5ζ5

4 : −2ζ5 − 6ζ5
2 − 6ζ5

3 − 2ζ5
4
)
,(

0 : −ζ5 − 2ζ5
2 − 2ζ5

3 − ζ54 : 1
)
,(

ζ5 + 4ζ5
2 + 4ζ5

3 + ζ5
4 : 2ζ5

2 + 2ζ5
3 : ζ5

2 + ζ5
3
)
,(

2ζ5 + 4ζ5
2 + 4ζ5

3 + 2ζ5
4 : −1 : 0

)
,(

−10ζ5 − 26ζ5
2 − 26ζ5

3 − 10ζ5
4 : −6ζ5 − 15ζ5

2 − 15ζ5
3 − 6ζ5

4 : −2ζ5 − 5ζ5
2 − 5ζ5

3 − 2ζ5
4
)
,(

10ζ5 + 26ζ5
2 + 26ζ5

3 + 10ζ5
4 : 8ζ5 + 21ζ5

2 + 21ζ5
3 + 8ζ5

4 : 4ζ5 + 11ζ5
2 + 11ζ5

3 + 4ζ5
4
)
,(

0 : ζ5 + 2ζ5
2 + 2ζ5

3 + ζ5
4 : ζ5

2 + ζ5
3
)
,(

−ζ5 − 2ζ5
2 − 2ζ5

3 − ζ54 : −ζ5 − 2ζ5
2 − 2ζ5

3 − ζ54 : 1
)
,(

10ζ5 + 26ζ5
2 + 26ζ5

3 + 10ζ5
4 : 6ζ5 + 15ζ5

2 + 15ζ5
3 + 6ζ5

4 : 4ζ5 + 10ζ5
2 + 10ζ5

3 + 4ζ5
4
)
,(

−2ζ5 − 6ζ5
2 − 6ζ5

3 − 2ζ5
4 : −ζ52 − ζ53 : −ζ52 − ζ53

)
,(

0 : −ζ5 − 2ζ5
2 − 2ζ5

3 − ζ54 : ζ5
2 + ζ5

3
)
,(

−2ζ5 − 6ζ5
2 − 6ζ5

3 − 2ζ5
4 : −2ζ5

2 − 2ζ5
3 : −ζ52 − ζ53

)
}.

Then Q defines an arrangement of 61 projective lines in P2(R). We call
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this arrangement Aζ5. The corresponding t-vector is given by

tAζ5 = (540, 90, 30, 6, 0, 0, 15, 10).

In particular, the arrangement Aζ5 is not simplicial and its characteristic
polynomial has a non-real root. Still, one computes that Φ3

4(Aζ5) = Aζ5.

In the following, we say that an arrangement A is defined over some
algebraic number field K, if K is the minimal field of definition for A in
the sense of [4]. In the next proposition we use this terminology and col-
lect some of the most interesting experimental results concerning simplicial
arrangements and the maps Φk

j (including the case k > 3). In particular,
we establish a connection between the arrangement Aζ5 defined above and
a large subset of the set of currently known simplicial arrangements defined
over the field Q(ζ5) ∩ R = Q(

√
5).

Proposition 6.3. i) Let A := Aζ5 be the arrangement from the above ex-
ample. Then we have Φ3

5(A) = A(31, 1) and Φ3
8(A) = A(25, 3), using the

notation in [19]. Moreover, we have Φ3
2(A(H3)) = A(31, 1), where A(H3)

denotes the reflection arrangement of type H3. Observe also that A(31, 1)
is the largest currently known sporadic simplicial line arrangement defined
over Q(

√
5).

ii) Consider the arrangements A(21, 2), A(37, 2) and A(37, 3) (as denoted in
[19]). Then all three of them are fixed under Φ3

4. Note that A(37, 2) and
A(37, 3) are the largest currently known sporadic simplicial line arrange-
ments defined over the number fields Q(

√
3),Q respectively.

iii) Let A(C3) be the reflection arrangement of type C3. Then we have
Φ3
2(A(C3)) = A(13, 2) (again as denoted in [19]).

iv) Let A(C4),A(F4) be the reflection arrangements of type C4, F4 respec-
tively. Then we have Φ4

5(A(C4)) = A(F4).
v) Let A(C5) be the reflection arrangement of type C5. Then we have
Φ5
8(A(C5)) = A5

4. Here A5
4 denotes the arrangement Nr.4 in the classifi-

cation of crystallographic simplicial arrangements of rank five given in [8].
vi) Let A(C6) be the reflection arrangement of type C6. Then we have
Φ6
13(A(C6)) = A6

4. Here A6
4 denotes the arrangement Nr.4 in the classi-

fication of crystallographic simplicial arrangements of rank six given in [8].
Observe also that A6

4 is the maximal sporadic crystallographic arrangement
in rank six.
vii) Let A(E6) be the reflection arrangement of type E6. Then we have
Φ6
15(A(E6)) = A6

3. As above, A6
3 denotes the arrangement Nr.3 in the clas-

sification of crystallographic simplicial arrangements of rank six given in
[8].

Proof. This can be verified by computer calculations.

In the next theorem we want to prove that for reflection arrangements
of type Cr, we always find some j such that Φr

j(Ar) = Ar, at least for r ≥ 6.
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Theorem 6.5. Let Ar := A(Cr) be the reflection arrangement of type Cr
for r ≥ 6. Then we have Φr

1+(r−2)2(Ar) = Ar.

Proof. For 1 ≤ j ≤ r we denote by αj the j-th standard basis vector in
Rr, also denote by π : Rr \ {0} −→ Pr−1(R) the natural projection. We
choose the crystallographic root system of type Cr for Ar, i.e. Ar consists
of the hyperplanes defined by the projective images of vectors contained in
the orbits OW (αj) for 1 ≤ j ≤ r. Here W ⊂ GL(Rr) is the matrix group
generated by σ1, ..., σr, where

σi(αj) := αj − ci,jαi

for 1 ≤ i ≤ r and

ci,j :=


2, for i = j

0, for |i− j| > 1

−1, for |i− j| = 1 and (i, j) 6= (r − 1, r)

−2, for (i, j) = (r − 1, r)

 .

From this we deduce that the vertices of Ar all have multiplicity given
by l2+l

2 + (r − 1 − l)2 for 0 ≤ l ≤ r − 1. Moreover, there are r vertices of
multiplicity (r− 1)2 and there are r2− r vertices of multiplicity 1 + (r− 2)2.

Furthermore, as l2+l
2 + (r−1− l)2 < 1 + (r−2)2 for r ≥ 6 and 2 ≤ l ≤ r−1,

we conclude that for r ≥ 6 we have |Φr
1+(r−2)2(Ar)| = r2.

Now let W∨ be the group generated by the transposed matrices σ∨1 , ..., σ
∨
r

and observe that

(π (OW∨(α1) ∪ OW∨(α2)))
∗ = Φr

1+(r−2)2(Ar),

|OW∨(α1) ∪ OW∨(α2)| = 2|Φr
1+(r−2)2(Ar)| = 2r2.

Next we define

vi :=


2α1 − α2, for i = 1

−αi−1 + 2αi − αi+1, for 2 ≤ i ≤ r − 2

−αr−2 + 2αr−1 − 2αr, for i = r − 1

−αr−1 + 2αr, for i = r

 .

One checks that v1, ..., vr are all contained inOW∨(α1)∪OW∨(α2). Moreover,
a quick calculation shows that for 1 ≤ i ≤ r we have

σ∨i (vj) = vj − c∨i,jvi,

where

c∨i,j :=


2, for i = j

0, for |i− j| > 1

−1, for |i− j| = 1 and (i, j) 6= (r, r − 1)

−2, for (i, j) = (r, r − 1)

 .
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This shows that up to a change of basis, the set OW∨(α1) ∪ OW∨(α2) is
the root system of type Br. As the corresponding Weyl groups are isomor-
phic, we see that Φr

1+(r−2)2(Ar) = (π (OW∨(α1) ∪ OW∨(α2)))
∗ and Ar are

combinatorially isomorphic. This completes the proof.

Remark 6.6. i) We note that Φr
1+(r−2)2(Ar) and Ar are not equivalent as

crystallographic arrangements. See also [8] for background and for a classi-
fication of (finite) crystallographic arrangements.
ii) We remark that the arrangement defined by π (OW∨(α1) ∪ OW∨(α2)) is
combinatorially isomorphic to Ar also for 2 ≤ r ≤ 5. However, the inequal-
ity l2+l

2 + (r − 1 − l)2 < 1 + (r − 2)2 does not hold any longer for every
2 ≤ l ≤ r − 1. This explains why the theorem is true only for r ≥ 6.

If we consider the reflection groups of type Dr, then we observe a similar
behaviour. However, this time we make use of the maps Ψr

j to describe the
situation.

Theorem 6.6. Let Ar := A(Dr) be the reflection arrangement of type Dr

for r ≥ 5. Then we have Ψr
3−r+(r−2)2(Ar) = Ar.

Proof. The proof is analogous to the proof of Theorem 6.5. For 1 ≤ j ≤ r we
denote by αj the j-th standard basis vector in Rr, also let us denote by π :
Rr \{0} −→ Pr−1(R) the natural projection. We choose the crystallographic
root system of type Dr for Ar, i.e. Ar consists of the hyperplanes defined
by the projective images of vectors contained in the orbits OW (αj) for 1 ≤
j ≤ r. Here W ⊂ GL(Rr) is the matrix group generated by σ1, ..., σr, where

σi(αj) := αj − ci,jαi

for 1 ≤ i ≤ r and

ci,j :=


2, for i = j

0, for |i− j| > 1 and {i, j} 6= {r − 2, r}
−1, for |i− j| = 1 and {i, j} 6= {r − 1, r}
−1, for {i, j} = {r − 2, r}

 .

This implies that the multiplicity of an arbitrary vertex of Ar is given by
one of the following numbers:

(r − 1)2 + r − 1

2
,

l2 + l

2
+ (r − 1− l)2 − r + l + 1, for 0 ≤ l ≤ r − 3.

Moreover, we observe that the multiplicity 3−r+(r−2)2 occurs in total r2−r
many times. We conclude that for r ≥ 5 we have |Ψr

3−r+(r−2)2(Ar)| = r2−r.
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Now let W∨ be the group generated by the transposed matrices σ∨1 , ..., σ
∨
r

and observe that

(π (OW∨(α2)))
∗ = Ψr

3−r+(r−2)2(Ar),

|OW∨(α2)| = 2|Ψr
3−r+(r−2)2(Ar)| = 2(r2 − r).

Next we define

vi :=



2α1 − α2, for i = 1

−αi−1 + 2αi − αi+1, for 2 ≤ i ≤ r − 3

−αr−3 + 2αr−2 − αr−1 − αr, for i = r − 2

−αr−2 + 2αr−1, for i = r − 1

−αr−2 + 2αr, for i = r


.

One checks that v1, ..., vr are all contained in OW∨(α2).
Moreover, one verifies that for 1 ≤ i ≤ r we have

σ∨i (vj) = vj − ci,jvi,

where ci,j is defined as above. This shows that up to a change of basis,
the set OW∨(α2) is the root system of type Dr. From this we see that
Ψr

3−r+(r−2)2(Ar) = (π (OW∨(α2)))
∗ and Ar are combinatorially isomorphic.

This completes the proof.

For the exceptional groups of type F4, H4, E6, E7, E8 we have the follow-
ing result:

Theorem 6.7. i) Let A := A(F4) be the reflection arrangement of type F4.
Then we have Φ4

9(A) = Ψ4
9(A) = A.

ii) Let A := A(H4) be the reflection arrangement of type H4.
Then we have Φ4

15(A) = Ψ4
15(A) = A.

iii) Let A := A(E6) be the reflection arrangement of type E6.
Then we have Ψ6

15(A) = A.
iv) Let A := A(E7) be the reflection arrangement of type E7.
Then we have Ψ7

30(A) = A.
v) Let A := A(E8) be the reflection arrangement of type E8.
Then we have Φ8

63(A) = Ψ8
63(A) = A.

Proof. This can be verified by machine computations.

Remark 6.7. It appears that for the groups of type Ar we do not find any
j such that one of the arrangements Φr

j(A(Ar)), Ψr
j(A(Ar)) is combina-

torially isomorphic to A(Ar). However, there are sporadic simplicial line
arrangements that may be obtained for instance from the (non-simplicial)
arrangement Ψ6

9(A(A6)) by taking suitable restrictions. In particular, us-
ing the notation in [19], the arrangement A(16, 7) arises in this way. This
seems particularly interesting as the mentioned arrangement is not crystal-
lographic.
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6.4 Open problems and related questions

In this section we collect some interesting open problems related to the
considerations of the current chapter. All problems deal with the case of
the real projective plane. We start with the following one, which asks for
realizability of the t−vectors obtained in Corollary 6.3.

Problem 12. Prove or disprove that none of the elements in {(50, 28, 9, 19),
(54, 30, 7, 22), (57, 34, 6, 24), (62, 35, 3, 28), (66, 38, 1, 31), (69, 43, 0, 33)} is re-
alizable as t-vector of a real projective line arrangement.

A solution to the above problem would either give us a certain classi-
fication result (compare Remark 6.4), or it would yield new examples of
simplicial arrangements with nice properties.

We continue with the following question which arises from experimental
data gathered so far:

Problem 13. Let A be a simplicial arrangement in P2(R). Is it true that
Φ3
4(A) = A implies that χ(A, t) has only real roots?

Observe that the answer to the above question is “no”, if we do not
require the arrangement in consideration to be simplicial: the arrangement
Aζ5 defined in Example 6.1 is a counterexample in this case.

The next problem we want to pose concerns the number of double and
triple points determined by a simplicial arrangement A in the real projec-
tive plane such that Φ3

4(A) = A. All currently known examples share the
property tA2 ≥ tA3 . In Corollary 6.3 we have seen that this property holds
true at least if the multiplicity of A is at most five and if χ(A, t) has only
real roots. We ask if it holds in general:

Problem 14. Let A be a simplicial arrangement in P2(R). Does Φ3
4(A) = A

always imply that tA2 ≥ tA3 ?

Note that if the answer to the above question was “yes”, then by Theo-
rem 6.2 we could conclude that at least for |A| ≥ 50 the property Φ3

4(A) = A
implies that all roots of χ(A, t) are real. Thus, a positive solution to Prob-
lem 14 automatically gives a positive solution to Problem 13, at least for
sufficiently large arrangements.

Moreover, we observe that despite being non-simplicial, the arrangement
Aζ5 also does satisfy the condition tA2 ≥ tA3 . Thus, compared to Problem
13, it seems that there might be a chance that the answer to Problem 14 is
always “yes”, even if the arrangement in consideration is non-simplicial.
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We now turn to our final problem. A closer examination of (almost)
all arguments given in Section 6.2 shows that we actually only used the
condition ∑

i≥4
tAi ≤ |A|, (6.6)

which is easily implied by the stronger condition Φ3
4(A) = A.

Moreover, we observe that all currently known examples of simplicial ar-
rangements in the real projective plane satisfy condition (6.6).

Thus, we ask if (6.6) is true for any simplicial arrangement in P2(R):

Problem 15. Let A be a simplicial arrangement in P2(R). Is it always true
that

∑
i≥4 t

A
i ≤ |A|?

Denote by Sx the set of combinatorial isomorphism classes of simplicial
line arrangements in P2(R) with multiplicity at most x whose characteristic
polynomials split over R. We close this chapter with the following interest-
ing observation: if the answer to Problem 15 was “yes”, then by Theorem
6.3 we could conclude that for any x ∈ N the set Sx is finite. Note that this
was proved to be true at least for 3 ≤ x ≤ 5 in Chapter 5.
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