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Are equilibrium fluctuations detectable in diffracted intensities?
Michael C. Tringides,a) Mats I. Larsson,b) Herbert Pfnür, Hannes Frischat, Knut Budde,
and Martin Henzler
Institut für Festkörperphysik, Universita¨t Hannover, Appelstrabe 2, D-30167 Hannover, Germany

~Received 3 January 1997; accepted for publication 1 May 1997!

The capability of diffraction intensity fluctuations to probe dynamic phenomena at equilibrium is
studied. The summation of fluctuations over different domains that scatter incoherently, the role of
statistically ‘‘white-noise’’ generated fluctuations and the time necessary to collect a sufficiently
long signal are investigated. The factors that determine the number of incoherent regions, and
maximize the relative fluctuation without reducing the count rate to such low values that
impractically long acquisition times are needed are discussed. Monte Carlo simulations modeling
thermally generated step fluctuations are used to illustrate the results. ©1997 American Institute
of Physics.@S0021-8979~97!07615-9#

I. INTRODUCTION

The study of time-dependent phenomena on surfaces is
of great interest in understanding the important microscopic
processes that control mass transport and growth. In recent
years the emphasis has been on studying surfaces under non-
equilibrium conditions of practical interest during epitaxy at
low temperature and high flux rates.1 The motivation for
such studies is to develop methods to grow epitaxially new
materials with atomic scale control. However there is also a
need to understand growth at higher temperatures when the
system is closer to equilibrium, e.g., Si growth at step-flow
conditions~i.e., T.630 °C). In addition equilibrium studies
are closely related to theoretical predictions about dynamic
phenomena in the statistical mechanics of two-dimensional
systems.2,3

Equilibrium studies are experimentally more difficult
since they involve low amplitude concentration fluctuations
generated thermally, which are difficult to measure. The re-
sponse of the system back to equilibrium can be sufficiently
slow depending on temperature to be measured within the
acquisition rate of the experiment; however the fluctuations
are in general only a few percent of the average intensity
level. There are not many experimental methods available to
follow the equilibrium response of a system.4

Equilibrium methods are usually based on following
fluctuations:dn(t)5n(t)2n(t), wheren(t) is the relevant
experimental quantity~e.g., concentration! within a probe
areaA positioned at the center of the surface. If the concen-
tration is measured,n(t) is the instantaneous number of at-
oms in the probe area andn(t) its average value. The relative
fluctuations depend ondn(t)/n(t)}1/AA, so it is desirable
to use small probe areas if the corresponding measured quan-
tity used in practice amplifies sufficiently the concentration
fluctuations. For example, the method has been implemented
with the use of field emission microscopy~FEM!4 or scan-
ning tunneling microscopy~STM!,5 where the measured
quantity is the tunnelling current which provides a high am-

plification factor (106) from concentration to tunnelling cur-
rent fluctuations.

In this article we would like to address the question
whether equilibrium fluctuations can be followed with dif-
fraction techniques. If this is possible, one has a far broader
range of applicability to practically all experimental systems;
at the same time complementary information about the sys-
tem’s morphology and symmetry can be obtained from quan-
titative studies of the spot profileS(q). By selecting the ap-
propriate wave vectorq0 for the process of interest~i.e.,
superstructure spots for the formation of periodic overlayers
and domains, split spots for step fluctuations on regularly
stepped surfaces, wave vector of the edge of the Brillouin
zone for island shape oscillations etc.! one can simply follow
the intensity fluctuations

dSq0
~ t !5Sq0

~ t !2Sq0
~ t !, ~1!

whereSq0
(t) is the average intensity. As usual, information

about the system relaxation is found from the decay of the
auto correlation function

C~ t !5^dSq0
~ t !dSq0
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with the configurational averagê & replaced by the
time average over the collected signal, wheredSq0

5A^@dSq0
(0)#2& is the root mean square~rms! value of the

fluctuations.
In using diffraction to measure time-dependent fluctua-

tions it is important to evaluate how summation over the
different incoherent regions of the surface can degrade the
fluctuations. The surface can be decomposed intoN
5(Lb /Lc)

2 regions~whereLb is the beam size andLc the
coherence length! with each region contributing incoherently
to the time-dependent fluctuations. One expects that the
choiceN51 ~i.e., Lb5Lc) results in the maximum relative
fluctuationdSq0

/Sq0
, since it will eliminate the incoherent

summation. However, the conditionN51 will reduce the
average valueSq0

of the measured quantity and will in

turn enhance the statistical fluctuationsdc ~i.e., dc/Sq0

}1/ASq0
). The central issue we would like to address is how

to decide the optimal choice ofN, depending on the particu-
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lar probe used for diffraction~electrons, x ray, etc.!, to maxi-
mize the relative fluctuations but without increasing statisti-
cal fluctuations to such a level that prolonged collection
times are necessary.

We consider the scattering process over the beam as the
sum ofN different stochastic processes~i.e., scattering over
region i ), each with its own average valueSq0

i and fluctua-

tion dSq0

i (t). The total intensity is simply the sum over

the average intensitiesSq0
5( i 51

N Sq0

i 5NSq0

i and under the

assumption that each region generates uncorrelated
fluctuations the fluctuations corresponding to the total inten-
sity are simply given by (dSq0

)25( i 51
N (dSq0

i )25N(dSq0

i )2

i.e., the rms value of the fluctuationsdSq0

5A^(dSq0
)2& grows like AN.6 It is clear that the relative

fluctuations for the total systemdSq0
/Sq0

51/AN decreases
as the number of incoherent domains increases.

The number of pointsM necessary to construct a corre-
lation function with specified accuracy depends monotoni-
cally on the ratio between the statistical noisedc and the
fluctuationsdSq0

~which are generated by the physical pro-
cess under investigation!. Since both of them have the same
dependence onAN it follows that their ratio is independent
of N, i.e., the same sampling time is needed to construct the
correlation functions of comparable accuracy. This is not the
case if the average intensitySq0

is kept constant asN is
reduced~and therefore the relative statistical noise is also
constant! by increasing the current density in such a way that
the number of particles in the incident beam~i.e., electrons,
photons, etc.! remains constant. For example with low-
energy electron diffraction~LEED! this will require the in-
crease of current density from 1022 to 106 A m22, when the
beam size is reduced from 1 mm to 0.1mm; otherwise there
is an optimal choice ofN that compromises the gain of the
increase of the relative fluctuation with the disadvantage of
reducing the counting rate to extremely low levels. The op-
timal choice ofN can be found if the relation between the
acquisition time~which is fully determined by the number of
collected pointsM if measurements are made at the same
average intensity level!, and the ratiodc/dSq0

is known.

II. SIMULATION

We will illustrate the previous considerations with a spe-
cific example of thermally generated roughening of steps that
we have modeled with Monte Carlo simulations. We can
access the relative importance of the number of incoherent
regions (N), statistical noise (dc), and acquisition data
points (M ). We have studied the fluctuations on a regularly
stepped surface heated to a high temperature from an initial
straight step configuration. The details of the simulation can
be found elsewhere.7 Briefly, we start from a stepped surface
of sizeLx3Ly (Lx 5 512a, Ly 5 256a, wherea is the lattice
constant! with 32 steps running in thex direction with peri-
odic boundary conditions in thex direction and screw bound-
ary conditions in they direction. Initially the steps are
straight. The model Hamiltonian involves two interaction en-
ergiesEn and Eb that describe the pairwise interaction be-

tween neighboring atoms. Hops are performed with the prob-
ability exp(2E/kT), wherek andT are Boltzmann’s constant
and the temperature, respectively, andE is the activation
energy for surface diffusion given by

E5niEn1~ni2nf !Eb , ~3!

whereni is the number of nearest neighbors in the initial site
and nf is the number of nearest neighbors in the final site.
The surface can attain equilibrium faster, if it is first heated
at a slightly higher temperatureEn /kT51.5, Eb /kT50.5,
and then cooled down to a temperatureEn /kT
52.1, Eb /kT50.7, where equilibrium is indicated by the
constant average value of the split spot intensity and the
constant terrace length distribution. By using this method we
minimize the time required to reach thermodynamic equilib-
rium especially because of the effective step–step interaction
controlling step meandering discussed elsewhere.7

We have modeled incoherent scattering effects by divid-
ing the surface intoN532 square regions of size 64364. In
calculating the diffracted intensity we have summed inde-
pendently each square region and then added the intensity for
different regions forN51, 4, and 32. The regularly stepped
surface at the out-of-phase conditionkzd5(2n21)p ~where
kz is the wave vector normal to surface terraces,d is the step
height, andn is an integer! produces the characteristic split
spot in intensity versusky profiles ~where ky is the wave
vector normal to the average step direction! with the inverse
of the splitting proportional to the average terrace width.

Figure 1 shows the observed split profiles of the~00!
spot for different values ofN. Since the profiles were ob-
tained by simple addition ofN independent profiles the av-

FIG. 1. Split diffraction intensity profiles of a regularly stepped surface
annealed atEn /kT52.1, Eb /kT50.7 of sizeLx5512a Ly5256a. The
surface was decomposed into 32 regions, each consisting of eight terraces
separated by eight initially parallel steps running in thex direction. The
profiles were summed incoherently from the different surface regionsN
51, 4, and 32~bottom to top!.
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erage intensity increases linearly withN as indicated by the
change of scale on they axis. At this high temperature
(En /kT52.1, Eb /kT50.7) thermal fluctuations are gener-
ated easily and the step meanders around its average position
which induces changes in the intensity of the split spots. The
magnitude of the intensity fluctuations is monotonically re-
lated to the amplitude of the step fluctuations while the den-
sity of fluctuations in time~i.e., the power spectrum! is re-
lated to how fast the step moves and therefore the
microscopic diffusion mechanism producing the fluctuations.

Figure 2 shows the fluctuating part of the signal~after
the average level of the split spot intensity is subtracted out!
for the differentN51, 4, and 32 incoherent region summa-
tions. A time scale was introduced in our simulations by
choosing the normal frequency factorv051013 Hz in the
transition probability v5v0 exp(2E/kT) as described
before.7 Figure 2 shows that the absolute level of the fluc-
tuations increases with increasingN. We have used the rms
value of the fluctuationsdSq0

as a measure of the effective
level of the step meandering. For the chosen annealing tem-
perature the step fluctuates by 20% of the average terrace
length, which produces intensity fluctuations of the relative
magnitudedS/S;0.02 at the wave vector of the splitting.
More pronounced fluctuations should be present if higher
temperatures and rougher steps are produced. Figure 3 shows
that a linear dependence ofdS on AN is a good description
of the results. Despite the expected correlation in meandering
along the length of the step, it is interesting that the summa-
tion of the diffracted intensity shows no correlations, most
likely because the domains are sufficiently large so that the
atom exchange over the domain boundaries are of minor
importance. This in turn will imply that the relative fluctua-
tion dSq0

/Sq0
is reduced as 1/AN sinceSq0

increases linearly
with N. The corresponding correlation functions for different
values ofN are shown in Fig. 4 normalized to the initial
values. Similar time constants are extracted~defined by the
time it takes the intensity to drop to half its value! within

some deviations, because of limited statistics (M51740 was
used to calculate the correlation functions!.

III. DISCUSSION

The result of our simulations that the absolute fluctuation
level grows likedSq0

}AN is expected to be valid in general
for all types of uncorrelated fluctuations generated by other
physical processes. In a given experimental measurement
where the intensity is determined by measuring the count
rate (I 5c/t), as a ratio of the number of countsc over a
fixed gate timet, one should also consider the contribution
of statistical fluctuationsdc, which is proportional to the
square root of the measured number of countsAc. The total
fluctuationdSt has contributions both from fluctuations pro-
duced by the relevant physical processesdSp and statistical
fluctuationsdc; dSt5dSp1dc. The correlation function for
dSt can be composed into the sum of both correlation func-
tions for the physical process and the statistical noise

^dSt~0!dSt~ t !&5^dSp~0!dSp~ t !&1^dc~0!dc~ t !&

1cross terms. ~4!

FIG. 2. Absolute level fluctuations incoherently averaged of the split spot
intensity vs time for different number of regions.N51, 4, and 32~bottom to
top!.

FIG. 3. The effective valuedS5A^@dS(0)#2& of the step fluctuations plot-
ted vsAN, the number of incoherent regions. It grows asAN similarly to the
statistical noise increase with the number of incoherent domains.

FIG. 4. Normalized correlation functions of the data shown in Fig. 2 for
different numbers of incoherent domainsN. They have similar shapes with
approximately the same time constants~within some uncertainty because of
limited statistics!. The statistical errors in the data (dS/S̄)2 are denoted by
error bars.
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The cross terms average to zero since the fluctuations of the
physical process are uncorrelated to statistical fluctuations.
In addition the correlation function of statistical noise aver-
ages out to zero over the time interval calculated, except for
its initial value att50, i.e.,dc5A^(dc(0))2&, i.e., the rms
value of the statistical noise~i.e., a delta function!. The d
function component of the correlation function can be easily
separated out from the experimentally determined correlation
functions.8 However this requires sampling the fluctuations
for sufficiently long time@i.e., a large value ofM in Eq. ~2!#
to guarantee that the full ‘‘white noise’’ spectrum of statis-
tical noise is measured. As discussed previously, this implies
that the acquisition time needed to eliminate the contribution
of statistical noise and to produce a correlation function of
the same accuracy should be independent ofN. In digital
mode measurements it is also important to choose the correct
gate timet to sample the fluctuating process. Ift is chosen
much larger than the characteristic decay constant of the pro-
cess, then the fluctuations will be washed out.

These considerations are relevant to recent x-ray scatter-
ing experiments to measure the static ‘‘speckle’’ pattern that
characterizes coherent scattering over a single regionN51
and the time-dependent fluctuations within this region.2

While N51 is a necessary condition to produce the
‘‘speckle’’ of an imperfect region, which in turn can be used
to determine the exact location of the imperfections, measur-
ing time-dependent fluctuations does not require the same
strict conditionN51. As our previous discussion has indi-
cated minimizingN ~i.e., N51) maximizes the relative fluc-
tuation dSp /Sp but at the same time increases by the same
factor the statistical noise fluctuationdc/ c̄. In Ref. 2 the
condition N51 is obtained by the use of a pinhole in the
path of the incident photon beam that reduces the number of
scatterers in the diffraction process. The physical process
under investigation in Ref. 2 involved the dynamics of criti-
cal fluctuations close to a second order phase transition and
the expected critical slowing down. These are the optimal
conditions to study time-dependent fluctuations since when
the system undergoes a second order phase transition critical
fluctuations can exceed 100% of the average intensity level.
Because of the reduction ofN the average fluctuation count-
ing rate was as low as 631022 counts/s. This required the
use of large gate times (t5100 s! and only a limited number
of data points was possible within the 2 h collection time of
M560 to construct the correlation function. In this case the
optimal number of incoherent regions could be larger than
one. This number is a compromise between maximizing the
relative fluctuations but without reducing the average count
rate and the number of data pointsM to an impractically low
level.

The study of critical fluctuations was recently carried out
with low energy electron microscopy~LEEM!3 by analyzing
fluctuations in real space images for the Si~113!-~331! sur-
face deconstruction. As the transition temperature is ap-
proached and long range order is lost, critical fluctuations are
observed and the disordered phase is formed separated by a
high density of domain walls. The measured intensity over a
square region~with linear dimension four times the instru-

ment resolution! was used to monitor domain wall~i.e., en-
ergy! fluctuations and to deduce the specific heat critical ex-
ponenta. It is not clear to what extent the low spatial cut-off
imposed by the resolution~i.e., no critical fluctuations over a
length scale smaller than the resolution can be observed!
implies a course grain average over critical fluctuations in
time as well. It limits the range of measuring fluctuations to
scales larger than the resolution, as can be seen from the
restricted range of the correlation length~by a factor of 2!.
Possibly, it also filters out the fast frequency components of
the dynamic relaxation of the system. It is possible to use
LEEM in the diffraction mode, where the intensity versus
time is recorded at fixed wave vectors, as suggested by our
study with the clear benefit of reducing the number of inco-
herent regions toN5(L0 /Lc)

25104 and only a 1022 reduc-
tion in the relative level of fluctuations. This experiment al-
lows a selection of any wave vector of interest, so other
critical exponents corresponding to the order parameter can
be measured.

IV. CONCLUSION

We have studied with the use of Monte Carlo simula-
tions equilibrium time-dependent fluctuations that can be fol-
lowed with diffraction. The major question is how diffraction
over incoherent scattering regions~presently unavoidable be-
cause the beam size includes a large number of coherent
regions! reduces the fluctuations. We have shown that the
fluctuations originating from a physical process and the ones
produced by statistical noise increase withAN, if the current
density remains constant in the incident beam. This implies
that the number of pointsM that can be collected to con-
struct the correlation function of a given accuracy are inde-
pendent ofN. This is an important consideration in using
different diffraction probes~i.e., electrons, x ray, He scatter-
ing!; N should be determined as a compromise between
maximizing the relative fluctuation at the minimal cost in
acquisition time necessary to calculate the correlation func-
tion.
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