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Are equilibrium fluctuations detectable in diffracted intensities?

Michael C. Tringides,® Mats I. Larsson,” Herbert Pfniir, Hannes Frischat, Knut Budde,
and Martin Henzler
Institut fir Festkaperphysik, UniversitaHannover, Appelstrde 2, D-30167 Hannover, Germany

(Received 3 January 1997; accepted for publication 1 May 1997

The capability of diffraction intensity fluctuations to probe dynamic phenomena at equilibrium is
studied. The summation of fluctuations over different domains that scatter incoherently, the role of
statistically “white-noise” generated fluctuations and the time necessary to collect a sufficiently
long signal are investigated. The factors that determine the number of incoherent regions, and
maximize the relative fluctuation without reducing the count rate to such low values that
impractically long acquisition times are needed are discussed. Monte Carlo simulations modeling
thermally generated step fluctuations are used to illustrate the result$99® American Institute

of Physics[S0021-897@07)07615-9

I. INTRODUCTION plification factor (16) from concentration to tunnelling cur-
rent fluctuations.

The study of time-dependent phenomena on surfaces is In this article we would like to address the question
of great interest in understanding the important microscopiavhether equilibrium fluctuations can be followed with dif-
processes that control mass transport and growth. In recefraction techniques. If this is possible, one has a far broader
years the emphasis has been on studying surfaces under naange of applicability to practically all experimental systems;
equilibrium conditions of practical interest during epitaxy atat the same time complementary information about the sys-
low temperature and high flux ratésThe motivation for tem’s morphology and symmetry can be obtained from quan-
such studies is to develop methods to grow epitaxially newitative studies of the spot profil§(q). By selecting the ap-
materials with atomic scale control. However there is also Propriate wave vector, for the process of interedi.e.,
need to understand growth at higher temperatures when tifglperstructure spots for the formation of periodic overlayers
system is closer to equilibrium, e.g., Si growth at step-flow@nd domains, split spots for step fluctuations on regularly
conditions(i.e., T>630 °C). In addition equilibrium studies Stepped surfaces, wave vector of the edge of the Brillouin
are closely related to theoretical predictions about dynami@©ne for island shape oscillations gtone can simply follow
phenomena in the statistical mechanics of two-dimensiondf'® intensity fluctuations
systems:® _ _ B 5S4y(1)=Sq ()~ Sqg(D), (1)

Equilibrium studies are experimentally more difficult
since they involve low amplitude concentration fluctuationswhereS, (t) is the average intensity. As usual, information
generated thermally, which are difficult to measure. The reabout the system relaxation is found from the decay of the
sponse of the system back to equilibrium can be sufficientlyauto correlation function
slow depending on temperature to be measured within the 1 M
acqwsmon rate of the experiment; however the fluc.tuat|orl13 C(t)=(5Sq0(t)5SqO(0)>= m Z 8Sq,(7i+1)8Sq (1),
are in general only a few percent of the average intensity =1
level. There are not many experimental methods available to @
follow the equilibrium response of a systém. with the configurational average) replaced by the

Equilibrium methods are usually based on following time average over the collected signal, whe%OIO
fluctuations:én(t) =n(t) —n(t), wheren(t) is the relevant = ‘/<[5S%(0)]2> is the root mean squaKems) value of the
experimental quantitye.g., concentrationwithin a probe flyctuations.
areaA positioned at the center of the surface. If the concen-  |n using diffraction to measure time-dependent fluctua-
tration is measuredy(t) is the instantaneous number of at- tions it is important to evaluate how summation over the
oms in the probe area amqt) its average value. The relative different incoherent regions of the surface can degrade the
fluctuations depend odén(t)/n(t)c1/JA, so it is desirable fluctuations. The surface can be decomposed ihto
to use small probe areas if the corresponding measured quar{Ly/L.)? regions(whereL,, is the beam size ant, the
tity used in practice amplifies sufficiently the concentrationcoherence lengitwith each region contributing incoherently
fluctuations. For example, the method has been implementd@ the time-dependent fluctuations. One expects that the
with the use of field emission microscopfEM)* or scan-  choiceN=1 (i.e., L,=L) results in the maximum relative
ning tunneling microscopySTM),®> where the measured fluctuation 0Sq, /Sy, since it will eliminate the incoherent
quantity is the tunnelling current which provides a high am-summation. However, the conditioN=1 will reduce the
average valuesqO of the measured quantity and will in
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lar probe used for diffractiofelectrons, x ray, etg.to maxi-

mize the relative fluctuations but without increasing statisti- o Sp
cal fluctuations to such a level that prolonged collection
times are necessary. —

We consider the scattering process over the beam as th ‘o .
sum ofN different stochastic processés., scattering over 0321 I
regioni), each with its own average val and fluctua- . SI _t
. : . L 3
tion 5S'qo(t). The total intensity is simply the sum over %10 s

. I = o O

the average |ntens|t|e§qo=Ei'“=18'qo=NS'qO and under the =

assumption that each region generates uncorrelatec <

fluctuations the fluctuations corresponding to the total inten- .S 10°
sity are simply given by @sq0)2=z{“=1(5s;40)2= N(8S,,)?
ie, the rms value of the fluctuationssSy

= 1/((55%)2) grows like VN.b It is clear that the relative
fluctuations for the total systenﬁSqO/§O= 1/\N decreases

as the number of incoherent domains increases. 10"

The number of pointd1 necessary to construct a corre- e S
lation function with specified accuracy depends monotoni- -50 -20 0 20 50
cally on the ratio between the statistical noise and the ky (% BZ)

quctuationséSqo (which are generated by the physical pro-

; : ; : FIG. 1. Split diffraction intensity profiles of a regularly stepped surface
cess under |nvest|gat|§im8|nce both .Of th?m. hz.ive the same annealed aE,/kT=2.1, E,/kT=0.7 of sizeL,=512a L,=256. The
depeqdence ON/N it f0||0W§ th‘?t th?”‘ ratio Is mdependent surface was decomposed into 32 regions, each consisting of eight terraces
of N, i.e., the same sampling time is needed to construct theeparated by eight initially parallel steps running in thelirection. The
correlation functions of comparable accuracy. This is not theprofiles were summed incoherently from the different surface reghons
case if the average intensiS, is kept constant adl is ~ ~>* and 32bottom to top.

reduced(and therefore the relative statistical noise is also
constant by increasing the current density in such a way tha
the number of particles in the incident bedne., electrons,
photons, etg. remains constant. For example with low-
energy electron diffractioLEED) this will require the in-
crease of current density from 19to 16 A m~2, when the
beam size is reduced from 1 mm to Quin; otherwise there E=nE,+(n,—n)Ey, 3

:f] a:n ODI'ﬁithh?'feﬁ\?N ﬂthatt C(t)imr?:/?/mstis tgie g;::nn(:f the ¥vhereni is the number of nearest neighbors in the initial site
crease of the refative fluctuatio € disadvantage ol 4 n; is the number of nearest neighbors in the final site.

rgducmg .the counting rate to ex}remely IOW levels. The 9P The surface can attain equilibrium faster, if it is first heated
timal choice ofN can be found if the relation between the

T o . at a slightly higher temperaturg,,/kT=1.5, E,/kT=0.5,
acquisition tl!‘ndWh!Ch is fully determined by the number of and then cooled down to a temperaturg,/kT
collected pointsM if measurements are made at the same

_ ) ) i =2.1, E,/kT=0.7, where equilibrium is indicated by the
average intensity levgland the rat|05C/58q0 is known. constant average value of the split spot intensity and the

constant terrace length distribution. By using this method we
Il SIMULATION minimize th_e time required to reach Fhermodynami_c equilit_)-
rium especially because of the effective step—step interaction
We will illustrate the previous considerations with a spe-controlling step meandering discussed elsewfiere.
cific example of thermally generated roughening of steps that We have modeled incoherent scattering effects by divid-
we have modeled with Monte Carlo simulations. We caning the surface intdN= 32 square regions of size 844. In
access the relative importance of the number of incoherertalculating the diffracted intensity we have summed inde-
regions (), statistical noise §c), and acquisition data pendently each square region and then added the intensity for
points (M). We have studied the fluctuations on a regularlydifferent regions foN=1, 4, and 32. The regularly stepped
stepped surface heated to a high temperature from an initi@urface at the out-of-phase conditikyd=(2n— 1) (where
straight step configuration. The details of the simulation cark, is the wave vector normal to surface terrackss the step
be found elsewhereBriefly, we start from a stepped surface height, andh is an integer produces the characteristic split
of sizeL XL, (L = 512, L, = 2563, wherea is the lattice ~ spot in intensity versuk, profiles (wherek, is the wave
constant with 32 steps running in the direction with peri-  vector normal to the average step direcjirnth the inverse
odic boundary conditions in thedirection and screw bound- of the splitting proportional to the average terrace width.
ary conditions in they direction. Initially the steps are Figure 1 shows the observed split profiles of {@8)
straight. The model Hamiltonian involves two interaction en-spot for different values oN. Since the profiles were ob-
ergiesk, and E, that describe the pairwise interaction be- tained by simple addition dil independent profiles the av-

10

Diffract

ttween neighboring atoms. Hops are performed with the prob-
ability exp(—E/KT), wherek andT are Boltzmann’s constant
and the temperature, respectively, aidis the activation
energy for surface diffusion given by
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0 0.1 0.2 0.3 0.4 statistical noise increase with the number of incoherent domains.
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FIG. 2. Absolute level fluctuations incoherentl 4 of the spiit tsome deviations, because of limited statisties= 1740 was
. 2. Absolute level fluctuations incoherently averaged of the split spo . .
intensity vs time for different number of regiori$=1, 4, and 32bottom to used to calculate the correlation functigns

top).
lll. DISCUSSION

erage intensity increases linearly withas indicated by the The result of our simulations that the absolute fluctuation
change of scale on thg axis. At this high temperature |eve| grows likedS, = VN is expected to be valid in general
(En/kT=2.1, E,/kT=0.7) thermal fluctuations are gener- ¢ o ynes of uncorrelated fluctuations generated by other
ated easily and the step meanders around its average positigiy ol processes. In a given experimental measurement
which induces changes in the intensity of the split spots. Th here the intensity is determined by measuring the count
magnitude of the intensity fluctuations is monotonically re- ate (=c/7), as a ratio of the number of countsover a
lated to the amplitude of the step fluctuations while the dens;, o yate timer, one should also consider the contribution
sity of fluctuations in time(i.e., the power spectrums re- ¢ iasistical fluctuationssc, which is proportional to the

IaFed o .hOV\.’ fa;t the step moves .and therefore. theSquare root of the measured number of coufits The total
microscopic diffusion mechanism producing the fIUCtu""t'onsfluctuation 6S; has contributions both from fluctuations pro-

Figure 2 shows the flugtuating part_of _the sigatter duced by the relevant physical process& and statistical
the average level of the split spo_t Intensity Is sqbtracteal Outfluctuationséc; 0S;= 8S,+ éc. The correlation function for
for the differentN=1, 4, and 32 incoherent region summa- 6S; can be composed into the sum of both correlation func-

tions. .A ime scale was introduced in our f‘m“'?t'ons bytions for the physical process and the statistical noise
choosing the normal frequency factop= 10" Hz in the

transition probability v=v, exp(~E/kT) as described (05(0) 8S(t)) =(5S,(0) 3Sy(t)) +(c(0) c(t))
before’ Figure 2 shows that the absolute level of the fluc-

tuations increases with increasihg We have used the rms

value of the fluctuation§Sqo as a measure of the effective

level of the step meandering. For the chosen annealing terr ., 2 1.0
perature the step fluctuates by 20% of the average terrac O
length, which produces intensity fluctuations of the relative L.~ 0.8}
magnitudedS/S~0.02 at the wave vector of the splitting.
More pronounced fluctuations should be present if higher < 0.6¢
temperatures and rougher steps are produced. Figure 3 shoy 8 C4
that a linear dependence 68 on N is a good description N 0.4 C

of the results. Despite the expected correlation in meanderin " 1

along the length of the step, it is interesting that the summa 0.2

tion of the diffracted intensity shows no correlations, most

likely because the domains are sufficiently large so that the 0 ' '

atom exchange over the domain boundaries are of mino 0 10 20 30 40
importance. This in turn will imply that the relative fluctua- Time (us)

tion 58%/8% is reduced as IN sinceSqo increases linearly

with N. The Corresponding correlation functions for different FIG. 4. Normalized correlation functions of the data shown in Fig. 2 for
' different numbers of incoherent domaiNs They have similar shapes with

values Of.N _are .Shown in Fig. 4 normal'zed.to the initial approximately the same time constasthin some uncertainty because of
Yaluels- Similar t'me cor)stants are eXtraC(d.dfmed b_y Fhe limited statistics. The statistical errors in the daté%/S)? are denoted by
time it takes the intensity to drop to half its vajuithin error bars.

+ cross terms. 4)

Norma
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The cross terms average to zero since the fluctuations of thment resolutionwas used to monitor domain wdile., en-
physical process are uncorrelated to statistical fluctuationgrgy) fluctuations and to deduce the specific heat critical ex-
In addition the correlation function of statistical noise aver-ponente. It is not clear to what extent the low spatial cut-off
ages out to zero over the time interval calculated, except fomposed by the resolutiofi.e., no critical fluctuations over a
its initial value att=0, i.e., 5c={(5c(0))?), i.e., the rms length scale smaller than the resolution can be obsgrved
value of the statistical noisé.e., a delta function The § implies a course grain average over critical fluctuations in
function component of the correlation function can be easilyjtime as well. It limits the range of measuring fluctuations to
separated out from the experimentally determined correlatioscales larger than the resolution, as can be seen from the
functions® However this requires sampling the fluctuationsrestricted range of the correlation lendthy a factor of 2.
for sufficiently long timefi.e., a large value oM in Eq. (2)] Possibly, it also filters out the fast frequency components of
to guarantee that the full “white noise” spectrum of statis- the dynamic relaxation of the system. It is possible to use
tical noise is measured. As discussed previously, this impliekEEM in the diffraction mode, where the intensity versus
that the acquisition time needed to eliminate the contributioriime is recorded at fixed wave vectors, as suggested by our
of statistical noise and to produce a correlation function ofstudy with the clear benefit of reducing the number of inco-
the same accuracy should be independenNofin digital  herent regions td=(L,/L.)?>=10* and only a 102 reduc-
mode measurements it is also important to choose the corretibn in the relative level of fluctuations. This experiment al-
gate timer to sample the fluctuating process.7lfs chosen lows a selection of any wave vector of interest, so other
much larger than the characteristic decay constant of the pratitical exponents corresponding to the order parameter can
cess, then the fluctuations will be washed out. be measured.

These considerations are relevant to recent x-ray scatter-
ing experiments to measure the static “speckle” pattern thaty. CONCLUSION

characterizes coherent scattering over a single relyjierL We have studied with the use of Monte Carlo simula-

and_ the _tlme_ dependent fluctuatlon_s_ within- this region. tions equilibrium time-dependent fluctuations that can be fol-
While N=1 is a necessary condition to produce the o : : o X i
. Y . ; L lowed with diffraction. The major question is how diffraction
speckle” of an imperfect region, which in turn can be used : . . .
. h . : over incoherent scattering regiofmesently unavoidable be-
to determine the exact location of the imperfections, measur- o
cause the beam size includes a large number of coherent

ing time-dependent fluctuations does not require the samg . :
9 °P -~ ) . 9 .~ regiong reduces the fluctuations. We have shown that the
strict conditionN=1. As our previous discussion has indi-

cated minimizingN (i.e., N=1) maximizes the relative fluc- fluctuations ongma‘gng fro.m a physical Process and the ones
. — . . roduced by statistical noise increase WitR, if the current
tuation 6S,/S, but at the same time increases by the sam . . ) o L
L ; N density remains constant in the incident beam. This implies
factor the statistical noise fluctuatiofc/c. In Ref. 2 the !
. . . . ) that the number of point$! that can be collected to con-
condition N=1 is obtained by the use of a pinhole in the

path of the incident photon beam that reduces the number os'ftrUCt the correla_tion func_tion of a given accuracy are ir_wde-
scatterers in the diffraction process. The physical procesg.endent O.fN' T.hls 'S an Important consideration in using
under investigation in Ref. 2 involved the dynamics of criti- . ifferent diffraction probe$|._e., electrons, x ray, He scatter-
cal fluctuations close to a second order phase transition an'Hg);. N .ShOU|d be d-etermmed as a compromise betwgen
the expected critical slowing down. These are the optima[n"jlxlm.lz.Ing .the relative fluctuation at the minimal .COSt n
. . ' . . acquisition time necessary to calculate the correlation func-
conditions to study time-dependent fluctuations since Wherﬂ n
the system undergoes a second order phase transition critical
fluctuations can exceed 100% of the average intensity leve
Because of the reduction of the average fluctuation count-
ing rate was as low as»10 2 counts/s. This required the This work was supported by the Alexander von Hum-
use of large gate times& 100 9 and only a limited number boldt Foundation and the Swedish Research Council for En-
of data points was possible withingf2 h collection time of gineering Sciences.
M =60 to construct the correlation function. In this case the
optimal number of incoherent regions could be larger thanig, Rosenfeldt, B. Poelsema, and G. ComsaTtie Chemical Physics of
one. This number is a compromise between maximizing the Solid Surfacesedited by D. A. King and D. P. WoodrutElsevier, New
relative fluctuations but without reducing the average count, Yo'k 1996, Vol. 8, Ch. 3.

. - . 2S. Brauer, G. B. Stephenson, M. Sutton, R.Bng, E. Dufresne, S. G. J.
rate and the number of data poifsto an impractically low Mochrie, G. Gribel, J. Als-Nielsen, and D. L. Abernathy, Phys. Rev. Lett.
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