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  Abstract       In this paper, we introduced parameterizations of the salinity effects (on heat capacity, thermal 
conductivity, freezing point and saturated vapor pressure) in a lake scheme integrated in the Weather 
Research and Forecasting model coupled with the Community Land Model (WRF-CLM). This was done to 
improve temperature simulation over and in a saline lake and to test the contributions of salinity effects on 
various water properties via sensitivity experiments. The modifi ed lake scheme consists of the lake module 
in the CLM model, which is the land component of the WRF-CLM model. The Great Salt Lake (GSL) in the 
USA was selected as the study area. The simulation was performed from September 3, 2001 to September 
30, 2002. Our results show that the modifi ed WRF-CLM model that includes the lake scheme considering 
salinity effects can reasonably simulate temperature over and in the GSL. This model had much greater 
accuracy than neglecting salinity effects, particularly in a very cold event when that effect alters the freezing 
point. The salinity effect on saturated vapor pressure can reduce latent heat fl ux over the lake and make 
it slightly warmer. The salinity effect on heat capacity can also make lake temperature prone to changes. 
However, the salinity effect on thermal conductivity was found insignifi cant in our simulations. 

  Keyword : temperature simulation; salinity parameterizations; WRF-CLM; Great Salt Lake 

 1 INTRODUCTION 
 Lakes have a considerable local impact on weather, 

climate, and hydrologic cycles. Lake-effect snow can 
affect transportation, commerce, and public safety of 
local communities. For example, an October 1984 
snowstorm enhanced by the Great Salt Lake (GSL) 
effect produced nearly 70 cm deep snow within two 
days (Carpenter, 1993), causing a million dollars in 
property damage. Accurate prediction of snowstorms 
is still one of the major forecast challenges in the area. 
It has been shown that lake surface skin temperature 
(LSST) can be related to the development of 
snowstorms from the GSL effect (Carpenter, 1993; 
Steenburgh et al., 2000; Onton and Steenburgh, 2001; 
Crosman and Horel, 2009). LSST and its related near-
surface air temperature (NSAT) and lake temperature 

(LT) below the water surface signifi cantly infl uence 
the atmospheric boundary layer, energy budget, local 
weather and climate (Bonan, 1995; Lofgren, 1997; 
Krinner, 2003; Long et al., 2007; Mishra et al., 2011). 
Also affected are lake ecosystems, dissolved gas 
concentrations, biological productivity, and phenology 
(Magnuson and Bowser, 1990; McDonald et al., 1996; 
Crump et al., 2003; Mooij et al., 2008). Consequently, 
improvement in the accuracy of temperature 
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simulation over and in the lake is important. 
 The GSL is hypersaline, with salinity 6%–28% in 

its south part and 16%–29% in its north part (Stephens, 
1990). Given that average salinity of seawater is 
around 3.5%, the GSL is much saltier. The salinity 
effect on surface evaporation has been studied 
(Carpenter, 1993; Steenburgh and Onton, 2001). GSL 
saline composition can reduce moisture fl uxes and 
result in a 17% reduction of snowfall compared with a 
freshwater body, as shown by Onton and Steenburgh 
(2001). In their study, salinity was parameterized to 
reduce water fl ux transport to the atmosphere by 10%. 
However, such a reduction in rate is not constant, as it 
varies with surface temperature and near-surface 
pressure. Apart from the impact on surface evaporation, 
salinity alters the heat capacity, thermal conductivity, 
and freezing point of lake water (UNESCO, 1983; 
Wen and Jin, 2010a, b). All these parameters can 
infl uence temperature over and in the lake, but only 
some of them have been included in lake schemes for 
modeling saline lakes (Oroud, 1995; Ali et al., 2001). 
Even in most numerical models in which there is no 
LT variable, LSST of saline lakes is simply replaced 
by forcing sea surface temperature as a freshwater lake 
or salinity effects are not considered in its simulation. 

 The twin objectives of the study were: (a) to 
parameterize salinity effects on water properties in a 
lake scheme to improve temperature simulation over 
and in the lake; and (b) to improve understanding of 
salinity effects on various water properties and their 
effects on temperature simulation. In this paper, we use 
the GSL study area with its available observation data 
for assessing model performance and its 
parameterizations of salinity effects on water properties. 
We show results from the simulations with and without 
the inclusion of salinity effects and from sensitivity 
experiments that tested those effects on water properties.  

 2 STUDY AREA AND DATA  

 2.1 GSL and its salinity 

 The GSL was separated into southern (Gilbert Bay) 
and northern (Gunnison Bay) parts by an east-west 
solid-fi ll railroad causeway, which has limited water 
mixing (Fig.1). The southern part receives most of the 
infl ow and thus becomes less salty than the northern 
part. The GSL is a terminal lake so its salinity variation 
is controlled by precipitation and evaporation over 
the entire basin. The United States Geological Survey 
(USGS) measures salinity periodically at intervals of 
2 to 4 weeks. Based on measurements over the last 10 

years, GSL salinity varies about 14.1% in Gilbert Bay 
and about 27.1% in Gunnison Bay. The lake has 
average depth 5 m. Diaz et al. (2009) indicated that 
measured salinity at depth 0.2 m was similar to that at 
3 m. Therefore, in our simulation design, salinity was 
set to 14.1% for the south and 27.1% for the north, for 
the entire water column.  

 2.2 Observation data 

 Observed station temperature data to evaluate the 
model included daily NSAT and LT recorded at Hat 
(41.1°N, 112.6°W) and Gunnison (41.3°N, 112.9°W) 
islands, obtained from the MesoWest Project (Horel 
et al., 2002). NSAT is measured about 12 m above 
current lake level and LT in about 0.9 m of water, 
about 0.15 m above the lake fl oor.  

 LSST used for model evaluation was from 
Moderate Resolution Imaging Spectroradiometer 
(MODIS) product data (MOD11C2, Version 005), 
from the National Aeronautics and Space 
Administration (NASA) Land Processes Distributed 
Active Archive Center. The MODIS product provides 
global 8-day composited and averaged daytime and 
nighttime land surface temperature on 0.05-degree 
latitude/longitude grids.  
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 Fig.1 Map of simulated domain including terrain height (m) 
(blue shading) of GSL area, the GSL (irregular black 
polygon), east-west solid-fi ll railroad causeway (bold 
red line), and observation stations (red left triangle, 
Gunnison Island; red right triangle, Hat Island) 
 There were 40 lake grid points in model domain. 
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 3 MODEL AND SALINITY PARAMETERI-
ZATIONS 

 3.1 Model  

 We used the Weather Research and Forecasting 
model version 3.0 coupled with Community Land 
Model version 3.5 (WRF-CLM) (Subin et al., 2011). 
The WRF model is one of the most widely used and 
advanced regional atmospheric models, involving a 
nonhydrostatic computational fl uid dynamics core 
and several physical parameterizations for unresolved 
atmospheric processes (Skamarock and Klemp, 
2008). Calculated low-level variables (wind, 
temperature, humidity, radiation and pressure) were 
transferred to force the land surface model CLM.  

 The CLM model (Oleson et al., 2004) treats the 
land surface as fi ve primary subgrid land-cover types 
(glacier, lake, wetland, urban, vegetated) on each grid 
cell. The calculated energy, water, and momentum 
fl uxes in each grid can be passed to the atmospheric 
model WRF.  

 For the lake subgrid land cover in the CLM model, 
lake processes and lake-atmosphere interactions are 
dynamically simulated using a 1-D mass and energy 
balance lake scheme with 10 lake water layers (Oleson 
et al., 2004). This lake scheme was developed based 
on previous studies (Henderson-Sellers, 1985; 
Hostetler and Bartlein, 1990; Hostetler et al., 1993; 
Hostetler et al., 1994; Bonan, 1995; Zeng et al., 2002). 
In the CLM model, calculation of surface fl uxes of 
lake similar to that of non-vegetated surfaces. LSST 
can be computed using the surface fl uxes at the same 
time. With surface net energy fl ux as the top boundary 
(Oleson et al., 2004), thermal mixing between 
simulated lake layers is mainly under the control of 
wind-driven eddies, convection, and molecular 
diffusion (Hostetler and Bartlein, 1990; Zeng et al., 
2002; Oleson et al., 2004). The Crank-Nicholson 
thermal diffusion solution is used to calculate lake 
temperature of each layer (Oleson et al., 2004).  

 3.2 Model settings 

 The center of the simulated domain is 41.0°N, 
112.5°W. The horizontal dimension is 1 000 km× 
1 000 km with 10-km grid spacing. The GSL occupies 
40 grid points and the whole simulated domain is 
about 100×100 grid points. With the higher resolution 
near the surface, there were 31 vertical layers in the 
simulation. Initial and lateral boundary conditions 
were from North American Regional Reanalysis 

(NARR; horizontal resolution 32 km×32 km) data 
(Mesinger et al., 2006), updated every 3 hours. Lake 
depth was set to the average GSL depth (5 m) in the 
model. In total, there were 10 lake water layers, at 
0.05, 0.15, 0.3, 0.6, 0.9, 1.4, 2, 2.7, 3.5, and 4.5 m 
below the lake surface. The fi nal choice of physical 
options was made based on a number of sensitivity 
tests, including Morrison double-moment (Morrison 
et al., 2005), Dudhia scheme (Dudhia, 1989), Kain-
Fritsch scheme (Kain, 2004), Rapid Radiative 
Transfer Model (RRTM) scheme (Mlawer et al., 
1997), plus CLM3.5 (Oleson et al., 2008) and Yonsei 
University (YSU) scheme (Noh et al., 2003). The 
model was run from September 3, 2001 to September 
30, 2002, during which sea surface temperature had 
average conditions. Simulations for the fi rst month 
were treated as spin-up, and discarded. The model 
output data hourly, including multi-layer wind, 
humidity, pressure, air temperature, soil moisture, soil 
temperature, lake temperature, surface temperature, 
radiation, latent heat fl ux, sensible heat fl ux, 
precipitation, and others. 

 3.3 Salinity parameterizations  

 The high salinity of the GSL can affect lake water 
properties. Owing to this salinity, the GSL almost 
never freezes, except at freshwater inlets (Steenburgh 
et al., 2000). However, the original version of the lake 
scheme included in the WRF-CLM model only 
handles freshwater lakes. To study the GSL, the 
salinity effect on water properties should be 
parameterized in the model. We present in the 
following sections parameterizations of salinity 
effects on lake water properties (heat capacity, thermal 
conductivity, freezing point and saturated vapor 
pressure) in the WRF-CLM model. 

 3.3.1 Salinity parameterization of heat capacity 

 The heat capacity of the saltwater is related to the 
proportions of substances (water and salt) that it 
contains. Water has the highest heat capacity, save for 
liquid ammonia. After dissolving salt into water, the 
water mass portion is reduced. The higher the salinity, 
the lower the heat capacity of saltwater, without 
considering effects of pressure and temperature. The 
fi tted linear equation (Sun et al., 2008) for saline 
water heat capacity and salinity ( s ) at 20°C and 100°C 
can be written as  

  c  psw = c  pfw –4.4 s ,                                                      (1) 
 where  c  psw  and  c  pfw  are specifi c heat capacities of 
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saline water and fresh water, respectively. The rate of 
decrease of heat capacity with salinity for the above 
two temperatures is the same, at 4.4 kJ/(kg∙K). Even 
at a high temperature of 180°C, the lapse rate is only 
slightly higher (4.6 kJ/(kg∙K)). Consequently, the rate 
of decrease in Eq.1 is introduced into the model to 
consider the heat capacity change of saltwater with 
salinity variation.  c  pfw  was approximated as 4.156 9 
and 4.198 4 kJ/(kg∙K) at 20°C and 100°C, respectively 
(Sun et al., 2008). The heat capacity change of 
saltwater with temperature need not be considered in 
the model because the original specifi c heat capacity 
in the model is simply set to 4.188 kJ/(kg∙K), which is 
similar to the values used in Eq.1 at 20°C and 100°C. 
To be consistent with the original lake scheme in the 
WRF-CLM model, the following equation (Wen and 
Jin, 2010b) was applied in the lake scheme. 

  c  psw =4.188–4.4 s.                                                   (2)  

 3.3.2 Salinity parameterization of thermal conductivity 

 Freshwater thermal conductivity    fw  in the model 
was set to 0.6 W/(m∙K), which is that at 20°C. Water 
thermal conductivity decreases with increasing 
salinity. Thermal conductivity of a NaCl solution was 
used to replace that of GSL water in the model, 
because NaCl represents ~76% of dissolved salts in 
the lake (Dickson et al., 1965). Thermal conductivity 
of a NaCl solution (Yusufova et al., 1975; Ozbek and 
Phillips, 1980; Diguilio and Teja, 1992) was fi t to the 
observations as 

    sw =   fw (1.0−(2.34−7.92×10 -  3  T +3.92×10 −  3  T  2 )s+
(1.06×10−2×10 2  T +1.2×10-   4  T  2 ) s  2 ),              (3) 

    sw  and    fw  are the thermal conductivities of saltwater 
and freshwater, respectively, and  T  is temperature 
(°C). Consistently with the original model, the change 
of    sw  with temperature is not considered. Thus, the 
thermal conductivity accounting for salinity in the 
model (Wen and Jin, 2010b) was set to  

    sw =   fw (1.0−0.22 s +0.1 s  2 ).                                   (4) 
 Solving Eq.4 using salinities of 13.6% and 25.2% 

gives    sw  of 0.583 and 0.571 W/(m∙K), respectively, 
which are close to the experimental values 0.583 and 
0.577 W/(m∙K) for salinities of 13.6% and 25.2% 
(Ozbek and Phillips, 1980). Therefore, Eq.4 seems 
reasonable. 

 3.3.3 Salinity parameterization of freezing point 

 Fresh water freezes at 0  C. Adding salt to water 
remarkably decreases the freezing point. Water 
molecules in saltwater do not easily encounter one 

another because their interactions are interfered by 
surrounding salt particles. This makes it more diffi cult 
for saltwater to form ice and easier to melt once 
formed. A study by the National Snow and Ice Data 
Center (NSIDC) showed that the freezing point 
decreases by 0.28°C for every 0.5% increase in 
salinity (http://nsidc.org/cryosphere/seaice/characteristics/ 
brine_salinity.html). The equation  

  T  f =0−0.28 s /0.005,                                                (5) 

 was used in the lake scheme of the WRF-CLM model 
(Wen and Jin, 2010a, b), in which  T  f  is the freezing 
point (°C). Salt components of the GSL are 75.91% 
NaCl, 10.92 MgCl 2 , 9.52% Na 2 SO 4 , 3.16% KCl, and 
others (Dickson et al., 1965). Putting solutions with 
similar salt composition (77% NaCl, 10% MgCl 2 , 
10% Na 2 SO 4 , 3% KCl) in the refrigerator, ice begins 
to appear at -8.5°C and -15°C in solutions with 
14.1% and 27.1% salinities, respectively. The 
calculated freezing points using Eq.5 are -7.9 and 
-15.0°C, respectively. Equation 5 seems to work 
reasonably.  

 3.3.4 Salinity parameterization of saturated vapor 
pressure 

 Saltwater evaporates more slowly than freshwater, 
because ions help to maintain water molecules in a 
liquid state. The high salinity (27.1%) in Gunnison 
Bay was found to reduce the saturated vapor pressure 
over the water surface by 20%–40%. Using Raoult’s 
law, the calculated ratio  α  of saturated vapor pressure 
over saltwater to that over freshwater was far from 
that observed in the GSL for high salinity, but the 
following equation (Low, 1969), 

  α =exp(-2/55.51×( m + γ )),                                     (6) 
 appeared to work better than Raoult’s law for the GSL 
(Dickson et al., 1965; Steenburgh et al., 2000), in 
which,  m  is the salt molar concentration-molality: 

  m = s ×1000/(1– s )/58.44,                                        (7)  
 and  γ  is the sodium-chloride activity coeffi cient. 
Therefore, Eq.6 was chosen for application in the 
salinity effect modeling study. However,  γ  must be 
provided for this application, and it varies with 
salinity and temperature.  γ  is 0.82, 0.68, 0.70, and 
0.87 at 25°C with molalities 0.05, 0.50, 2.00 and 
5.00 mol/kg; these correspond to salinities by mass of 
approximately 0.3%, 3%, 10% and 23%. From 25°C 
to 50°C,  γ  only changes from 0.82 to 0.81 with 
molality 0.05 mol/kg, and from 0.87 to 0.89 with 
molality 5 mol/kg   (Cohen and Paul, 1989). Variation 
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of  γ  does not change very signifi cantly with normal 
temperature and salinity. To apply Eq.6 to the model, 
this variation was ignored and  γ  was set to 0.77, which 
is the average of various molalities at 25°C. The 
equation applied to the lake (Wen and Jin, 2010b) was 
changed to  

  α =exp(-2/55.51×(1000 s /(1− s )/58.44+0.77)).      (8) 

 The calculated  α  using Eq.8 is 88% and 77% for 
salinities 14.1% and 27.1%. The observed  α  is about 
80% with salinity 24.7%, between 5°C and 25°C 
(Dickson et al., 1965; Calder and Neal, 1984). The 
parameterization with Eq.8 appears reasonable. 

 In the original model, the 36 coeffi cients of eighth-
order polynomial fi ts for saturated vapor pressure 
were only suitable for the 0 to 100°C range over water 
surface and -75 to 0°C over ice (Flatau et al., 1992). 
To match the extended freezing point, 36 coeffi cients 
suitable for -85 to 70°C over water and -90 to 0°C 
over ice were also provided by Flatau et al. (1992) 
and were used in our study. Flatau et al. (1992) also 
gives 72 related coeffi cients and eighth-order 
polynomial fi ts. 

 3.4 Model experiments 

 Two experiments using WRF-CLM were 
performed to show the salinity effect on local climate 
simulation, as explained below: 

 1) FreshLake experiment. Without considering the 
salinity effect, the original WRF-CLM model was 
used for simulation. Model settings were as in Section 
3.2; 

 2) SaltLake experiment. Similar to the FreshLake 
experiment, but with parameterizations of salinity 
effects. 

 To show the salinity effect on lake temperature 
induced by individual lake water property changes, 
four more sensitivity experiments were performed, as 
below: 

 1) Heat capacity experiment (HC). Similar to the 
SaltLake experiment but with heat capacity of 
freshwater ;

 2) Thermal conductivity experiment (TC): similar 
to the SaltLake experiment but with thermal 
conductivity of freshwater ;

 3) Freezing point experiment (FP): similar to the 
SaltLake experiment but with freezing point of 
freshwater ;

 4) Saturated Vapor Pressure experiment (SVP): 
similar to the SaltLake experiment but with saturated 
vapor pressure over freshwater .

 4 RESULT 

 4.1 Simulated temperature over and in the GSL 

 Given that the results for Hat and Gunnison islands 
were similar, we mainly focused our analysis on the 
former, but still give some information on the latter. 
Simulated daily NSAT, LSST and LT at Hat Island are 
shown in Fig.2a, b and c, respectively, in comparison 
with observed temperature.  

 Both FreshLake and SaltLake experiments 
captured very well the variations of the observed 
daily NSAT from October 1, 2001 to September 30, 
2002 (Fig.2a). The two simulations were similar and 
close to observations for observed NSAT warmer than 
0°C. However, the FreshLake simulation showed 
temporal short-term deviations relative to observations 
during the coldest event of winter. Observed daily 
NSAT was -8.1°C on January 30, 2002. The simulated 
NSAT was -6°C in the SaltLake experiment, which 
was a small overestimation by 2°C. In the FreshLake 
experiment, the simulated NSAT was -17°C for the 
same day, which was a large underestimation by 9°C. 
Therefore, it appears that including the salinity effect 
in simulation can improve prediction of NSAT 
temperature in a cold event. Consideration of the 
salinity effect in the model: 1) clearly reduces the 
maximum daily negative bias of simulated NSAT, 
mainly improving the period with ice in the FreshLake 
experiment; 2) alters the median value of daily bias 
from -0.8 to -0.2°C (Fig.3), mainly improving the ice-
free period in that experiment.  

 The FreshLake and SaltLake experiments 
simulated LSST well. Similar to NSAT simulation, 
the former experiment signifi cantly underestimated 
LSST in the very cold event (Fig.2b). The maximum 
negative difference between simulation and 
observation decreased from 15.8°C to 8.1°C for the 
FreshLake and SaltLake experiments, respectively 
(Fig.3).  

 As shown earlier in Fig.2c, when observed LT was 
warmer than 0°C, both FreshLake and SaltLake 
experiments represented very well daily variations of 
LT, but both experiments showed quantitative 
underestimation of LT, which was particularly evident 
towards higher temperatures. Nevertheless, the 
underestimation in the SaltLake experiment was 
slightly less than that in the FreshLake experiment for 
the ice-free period. In winter, the simulated LT of 
FreshLake was nearly constant, showing a fl at pattern 
at approximately 0°C, while the observed LT was less 
than 0°C. For the same period, the simulation 
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performed much better in the SaltLake experiment, in 
which the simulated LT had fl uctuations and 
magnitudes similar to the observed LT. There was 
signifi cant improvement in negative LT bias difference 
in the SaltLake experiment relative to the FreshLake 
experiment (Fig.3). There was almost no bias (median 
difference near 0  C) in the SaltLake experiment. 

 As evident in Figs.2 and 3, the most typically used 

bias and root mean square errors (RMSE) for model 
evaluation (Bennett et al., 2013) also indicated that 
the SaltLake experiment had smaller errors (Table 1) 
and better simulation for both Hat and Gunnison 
islands. By including salinity parameterizations, the 
model was improved for more accurate temperature 
simulation in the saline lake. 

 The simulated lake albedo (<0.2) at Hat Island was 
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identical in both experiments when the freshwater 
lake thawed (Fig.4). When the fresh water froze, there 
was ice (with much higher albedo than unfrozen 
water) in the lake in the FreshLake experiment, which 
increased lake albedo. With variation in temperature, 
albedo maximized at 0.6 and fl uctuated with the 
appearance and disappearance of ice in the FreshLake 
experiment. In the SaltLake experiment with inclusion 

of salinity, winter albedo was generally less than 0.2, 
since the saline lake was free of ice. Because the GSL 
never completely freezes and ice only appears at the 
freshwater inlets, albedo simulated in the SaltLake 
experiment was considered more realistic. Apparently, 
salinity parameterizations in the model improved 
albedo simulations in the cold season and temperature 
simulations over and in the lake. 

 4.2 Impact of lake water property changes on 
temperature simulation 

 Four parameters related to salinity were modifi ed 
and contributed to temperature simulation 
improvement in the SaltLake experiment. To show the 
impact of each factor’s change on this improvement, 
four additional specifi c sensitivity experiments based 
on the SaltLake experiment were performed.   

 4.2.1 Impact of heat capacity change 

 To understand the relationship between heat 
capacity and salinity and evaluate potential effects of 
altered heat capacity on local climate simulation, the 
HC experiment was conducted. The experimental 
design was almost the same as the SaltLake experiment, 
but with heat capacity set to the value of freshwater 
(4.188 kJ/(kg∙K)). However, the specifi c heat capacity 
calculated from Eq.2 for the 14.1% and 27.1% 
salinities of the southern and northern GSL were 3.57 
and 3.00 kJ/(kg∙K) in the SaltLake experiment.  

 LSST simulated in the sensitivity experiments is 
shown, because NSAT and LT were found highly 
correlated with LSST. At Hat Island with 14.1% 
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 Fig.3 Box plots with median, minimum/maximum, 
and 25th/75th percentiles of time series of daily 
temperature differences between observations 
and simulations, from SaltLake and FreshLake 
experiments  

 Table 1 Bias and RMSE (°C) between simulated and 
observed temperature at Hat and Gunnison islands 

   Experiment 
 NSAT  LSST  LT 

 Hat  Gunnison  Hat  Gunnison  Hat  Gunnison 

 Bias 
 FreshLake  -0.54  -0.70  -1.37  -1.41  -1.95  -3.16 

 SaltLake  0.14  0.26  -0.10  0.35  -1.37  -2.03 

 RMSE 
 FreshLake  2.02  2.24  3.14  3.28  3.20  3.64 

 SaltLake  1.90  2.00  2.19  2.63  2.65  2.58 
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 Fig.4 Simulated daily albedo in FreshLake, SaltLake, and 
FP experiments  
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salinity, the average daily LSST difference between 
the HC and SaltLake experiments fl uctuated with 
variation in daily temperature (Fig.5a). Generally, the 
differences were less than 2°C. The average monthly 
LSST difference between the SaltLake and HC 
experiments was nearly positive from March through 
July at Hat Island (Fig.5b) when the temperature was 
generally rising. Average monthly LSST in the 
SaltLake experiment was less than that in the HC 
experiment from October through January at Hat 
Island, when the temperature was typically declining. 
The largest negative difference (-0.4°C) of monthly 
average LSST between the SaltLake and HC 
experiments was in December (Fig.5b).  

 At Gunnison Island (fi gure not shown) with 27.1% 
salinity, the largest negative monthly LSST difference 
between the two experiments was about -0.8°C in 
December. Its absolute value was greater than that at 
Hat Island (-0.4°C). In addition, the magnitude of 
average LSST difference from October through 
January (March through July) at Gunnison Island, 
with value -0.4°C (0.3°C), was also greater than that 
at Hat Island, -0.2°C (0.2°C).  

 In general, setting a lower heat capacity in the 
SaltLake experiment resulted in greater temperature 
variation. LSST in the SaltLake experiment was 
higher (lower) than that in the HC experiment with 
temperature rise (decline). The higher the salinity, the 
greater the observed change. 

 4.2.2 Impact of thermal conductivity change 

 According to Eq.4, thermal conductivity in the 
model was 0.58 and 0.57 W/(m∙K) for the southern 
and northern GSL waters, with salinities 14.1% and 
27.1%, respectively. The higher the salinity, the lower 
thermal conductivity of saltwater. To understand the 
effect of thermal conductivity difference caused by 

salinity on local climate, the TC experiment was 
conducted. This was almost identical to the SaltLake 
experiment, but with modifi ed thermal conductivity 
set to the value of freshwater (0.6 W/(m∙K)).  

 The difference in simulated mean LSST between 
the SaltLake and TC experiments was near zero 
(fi gure not shown). Therefore, it appears that the 
infl uence of thermal conductivity difference can be 
neglected. There are two reasons for this. First is that 
thermal conductivity change induced by salinity was 
small, only 0.02–0.03 W/(m∙K). Second is that 
thermal conductivity mostly affects molecular 
diffusion, whereas eddy diffusion and convection are 
more important in thermal mixing of the lake.  

 4.2.3 Impact of freezing point change 

 The freezing points of -7.9 and -15.0  C calculated 
using Eq.5 with salinities 14.1% and 27.1%, 
respectively, were used in the GSL simulation, which 
makes GSL ice nearly unfreezable in winter. To see 
the impact of freezing point change, the FP experiment 
was conducted, with the freezing point set to 0  C as in 
freshwater and other parameters kept identical to the 
SaltLake experiment.  

 The simulated average daily LSST in the FP 
experiment was the same as that in the SaltLake 
experiment when LSST was warmer than 0  C (Figs.2 
and 6). During that period, change in freezing point 
had no impact on the simulation.  

 From mid November through mid March, when 
the daily minimum LSST in FP experiment was less 
than 0  C, monthly average LSST in the SaltLake 
experiment was warmer (~1  C) than that in the FP 
experiment at both Hat and Gunnison islands (Fig.6b). 
The largest monthly difference was ~4.1  C in 
February at Hat Island with 14.1% salinity, and 3.2°C 
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 Fig.5 Simulated daily and monthly LSST differences 
between SaltLake and HC experiments  
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 Fig.6 Simulated daily and monthly LSST differences 
between SaltLake and FP experiments 
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at Gunnison Island with 27.1% salinity. The largest 
daily difference between the two experiments was 
14.5  C (12.2  C) during the coldest winter event at 
Hat (Gunnison) Island (Fig.6a).  

 The LSST difference was mainly induced by 
different lake surface phases in the SaltLake and FP 
experiments for winter. When LSST was less than 
0  C and greater than the saltwater freezing point, the 
lake surface phase was ice in the FP experiment and 
water in the SaltLake experiment, respectively. The 
variable surface phases induced different heat 
capacities of the interface between lake and air. These 
were 2.12 kJ/(kg∙K) for ice in the FP experiment, 
3.57 kJ/(kg∙K) for water with 14.1% salinity, and 
3.00 kJ/(kg∙K) for water with 27.1% salinity in the 
SaltLake experiment. Lake surface ice cause LSST to 
change more quickly than lake surface water under 
the same conditions with no ice.  

 Furthermore, the phase change can reduce energy 
loss in the SaltLake experiment for winter compared 
with that of the FP experiment. At Hat Island, change 
of lake surface phase from water to ice increased 
average albedo from 0.1 in the SaltLake experiment 
to 0.4 in FP (Fig.4) from mid November through mid 
March, with a corresponding reduction of average net 
solar radiation from 93 W/m 2  in SaltLake experiment 
to 67 W/m 2  in FP experiment. Average latent (sensible) 
heat fl ux decreased from 46 (6) W/m 2  in the SaltLake 
experiment to 36 (-3) W/m 2  in FP during the same 
period. In summary, energy loss of the SaltLake 
experiment for winter was generally less than that of 
the FP experiment. Thus, LSST in the FreshLake 
experiment dropped more signifi cantly in winter with 
the appearance of ice induced by the high FP of 
freshwater.   

 4.2.4 Impact of saturated vapor pressure change 
 Saltwater is associated with slower evaporation 

than freshwater under the same meteorological 
conditions, because of a reduction in saturated vapor 
pressure over saltwater. To investigate the effect of 
saturated vapor pressure change caused by salinity, 
the SVP experiment was conducted by adopting the 
saturated water pressure over freshwater and leaving 
other options exactly the same as in the SaltLake 
experiment.  

 The average daily LSST in the SVP experiment 
was slightly lower than that in the SaltLake experiment 
throughout the year, with occasional exceptions 
(Fig.7a). The difference was relatively stable in warm 
periods and was approximately between 0.5  C and 
1.5  C. However, in cold periods, the difference 
changed dramatically; the maximum change was as 
large as 7.5  C. There were also occasional negative 
daily differences in winter. The average monthly 
LSST in the SVP experiment was always lower than 
that of SaltLake throughout the year (Fig.7b). The 
largest monthly difference was ~1.2  C (1.4  C) at Hat 
(Gunnison) Island with 14.1% (27.1%) salinity. 
Annual average LSST in the SVP experiment was 
~0.6  C (1.1  C) colder than that in the SaltLake 
experiment with 14.1% (27.1%) salinity. 

 The relatively low LSST in the SVP experiment is 
probably attributable to the decrease of saturated 
vapor pressure over the saline water surface, so the 
SVP experiment had greater latent heat fl ux and more 
energy loss from the lake surface. The simulated 
annually averaged latent heat fl ux in the SaltLake 
experiment at Hat Island with 14.1% salinity was 
~3.7 W/m 2  less than that of the SVP experiment 
(~123 W/m 2 ). The value in the SaltLake experiment 
was about 97.5% to that in the SVP experiment. The 
reduction of average latent heat fl ux also occurred at 
Gunnison Island (27.1% salinity), but with a larger 
reduction ratio (90.3%).  

 5 DISCUSSION  
 This study mainly focused on temperature over and 

in the Great Salt Lake. The area of the GSL, occupying 
40 grids in the simulated domain, is less than 1% of 
the simulated domain that is about 100×100 grids. 
Simulated temperature (Fig.2 and Table 1) and 
precipitation (fi gure not shown) in the SaltLake 
experiment were reasonable and similar to 
observations. Therefore, the 1 000×1 000 km 
simulated domain was used, although it is small 
compared with a typical regional climate simulation 
and the simulated results may be infl uenced by setting 
of the lateral boundary. 
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 Fig.7 Simulated daily and monthly LSST differences 
between SaltLake and SVP experiments 
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 Simulations from September 3, 2012 to August 31, 
2013 were performed. The modifi ed WRF-CLM 
model was proven to have better simulation. The 
simulated results had some interannual variability 
compared with those from September 3, 2001 to 
September 30, 2002, but the salinity effect on 
temperature simulation was very similar.  

 The modifi ed WRF-CLM model can reasonably 
simulate temperatures over and in the GSL, but there 
is still potential for improvement. First, the salinity 
was set to a fi xed value for the northern and southern 
GSL in the simulated period, respectively. In reality, 
salinity is expected to have seasonal and interannual 
variations with changes in infl ow, precipitation and 
evaporation, the appearance and melting of ice on the 
lake. Limited by this assumption, salt in the lake 
water must follow phase changes of that water in the 
model. Second, the difference between freezing point 
of GSL water and melting point of lake ice was not 
considered. Physically, the melting point of frozen 
saline lake ice should be similar to that of sea ice. Salt 
in sea ice will be rejected out with time. However, the 
ice never loses the salt instantaneously (Notz and 
Worster, 2008). Even for very thin sea ice with rapid 
development, it takes 24 h to reject out most of the 
salt. In slow-growing ice, it takes several days until 
the ice contains less salt. The melting point of sea ice 
is determined by bulk salinity, which is dependent on 
the solid fraction in ice and brine salinity. In new sea 
ice, the solid fraction is very low and bulk salinity 
approximates brine salinity (Notz and Worster, 2008). 
Bulk salinity at the interface of sea ice with solution is 
nearly the same as that of solution (Notz and Worster, 
2008). The main body of the GSL never freezes. If 
there is occasionally a small amount of ice on the 
main GSL body, it is new ice surrounded by salt lake 
water, and will therefore disappear quickly. Thus in 
our case, the melting point of ice in the GSL does not 
have big difference with the freezing point of the GSL 
water. Therefore, in our modifi ed model, we did not 
consider the difference between freezing point of 
GSL water and melting point of ice in the GSL. Third, 
the vertical gradient of salinity and salinity effect on 
density (Wen and Jin, 2010a, b; Naftz et al., 2011) 
were not considered in the simulation. A small vertical 
salinity gradient difference will affect mixing of the 
lake water. To test this, we must obtain a very accurate 
vertical salinity gradient. Fourth, lake depth was set to 
5 m, whereas actual depth across the lake may differ, 
with a maximum ~10 m. In future studies, these 
limitations could be overcome by more observations 

and including more complex lake parameters at the 
expense of greater numerical resources.  

 Despite these simplifi cations in the modifi ed WRF-
CLM, parameterizations of the salinity effect in a lake 
scheme clearly improved temperature simulation over 
and in the saline lake. A lake scheme with salinity 
parameterization can form a module of the CLM 
model for lake subgrid land cover. Apart from the 
WRF-CLM, the CLM is widely used in the 
Community Earth System Model (CESM), 
Community Climate System Model (CCSM), 
Regional Climate Model system (RegCM), and other 
models. For similar cases, parameterizations of 
salinity effect from the present study could be applied 
to these models directly, or after code modifi cations. 
The lake scheme used herein has many similarities 
with the Hostetler lake scheme, which is also used as 
an offl ine lake model (Small et al., 2001; Perroud et 
al., 2009; Martynov et al., 2010) or coupled with a 
regional climate model, such as the Canadian 
Regional Climate Model (Martynov et al., 2012), for 
lake studies. The parameterization of salinity effect in 
the present study can also be useful in these models 
for similar applications. 

 6 CONCLUSION 
 In the present study, the salinity effect on lake 

water properties (heat capacity, thermal conductivity, 
freezing point, and saturated vapor pressure) was 
parameterized in the lake scheme of the WRF-CLM 
model. The modifi ed WRF-CLM model was used to 
simulate temperature over and in the GSL from 
September 3, 2001 to September 31, 2002, and to 
study contributions of the salinity effect on lake water 
properties to temperature simulation with sensitivity 
experiments. Model simulation results show that the 
modifi ed WRF-CLM model, which includes the 
salinity effect in its lake scheme, could more 
reasonably simulate temperature over and in the GSL. 
The modifi ed model had superior accuracy compared 
to neglecting the salinity effect, particularly during 
very cold periods. The remarkable performance of the 
model simulation in the cold season is mainly 
attributable to consideration of the salinity effect on 
freezing point. This effect never allows the GSL to 
completely freeze, except at its freshwater inlets 
(Steenburgh et al., 2000). Another consequence is the 
change in lake surface phase from ice to water during 
the cold season, which reduces albedo. Hence, 
including salinity alters the energy balance of the lake 
surface in the model, thereby making it more realistic. 
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The salinity effect on saturated vapor pressure can 
reduce latent heat fl ux and make the lake slightly 
warmer. A smaller heat capacity in the SaltLake 
experiment made lake temperature more prone to 
change. The salinity effect on thermal conductivity 
appears to be insignifi cant in the simulation of salt 
lakes.  
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