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Unconventional phases of attractive Fermi gases in synthetic Hall ribbons
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An innovative way to produce quantum Hall ribbons in a cold atomic system is to use M hyperfine states
of atoms in a one-dimensional optical lattice to mimic an additional “synthetic dimension.” A notable aspect
here is that the SU(M) symmetric interaction between atoms manifests as “infinite ranged” along the synthetic
dimension. We study the many-body physics of fermions with SU(M) symmetric attractive interactions in this
system using a combination of analytical field theoretic and numerical density-matrix renormalization-group
methods. We uncover the rich ground-state phase diagram of the system, including unconventional phases such
as squished baryon fluids, shedding light on many-body physics in low dimensions. Remarkably, changing the
parameters entails interesting crossovers and transition; e.g., we show that increasing the magnetic field (that
produces the Hall effect) converts a “ferrometallic” state at low fields to a “squished baryon superfluid” (with
algebraic pairing correlations) at high fields. We also show that this system provides a unique opportunity to
study quantum phase separation in a multiflavor ultracold fermionic system.
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I. INTRODUCTION

Enhanced interest in the field of low dimensional systems
such as graphene, nanowires, and two-dimensional (2D)
topological insulators has been motivated by their poten-
tial application in developing nanoscale devices. Topology
plays an important role in such systems and gives rise to
several exotic phases such as topological superfluids with
Majorana bound states [1–3]. Some of the crucial ingredients
in generating topological phases include parameters such
as spin-orbit coupling and external magnetic fields. Very
fast paced advances in cold atomic systems in employing
synthetic gauge fields [4–6] in neutral atomic systems provide
realization of such ingredients with unparalleled control over
the parameter space, thus pushing beyond the possibilities of
the traditional solid-state setups. In particular, cold atoms in
optical lattices have been used to engineer topological band
structures [7–10] and unconventional phases of matter with
nontrivial topology [4,11]. Remarkable flexibility of these
systems offers possibilities of manipulation even at the single
site level [12,13].

The recent realization of the “synthetic dimension” [14]
system in a one-dimensional (1D) optical lattice is one such
example of the use of cold atoms as a promising platform,
among other things, to realize topological states of matter. A
synthetic dimension (SD) system is created by coupling the
M hyperfine states of multiflavor atoms loaded in a 1D optical
lattice via Raman transition and thus using the hyperfine space
of the atoms as an extra dimension. This system provides
a realization of an optical flux lattice in a finite strip with
tunable flux per plaquette or equivalently a Hall ribbon. By
an appropriate choice of the flux, therefore, the Hofstadter
model [15] in a finite square lattice strip is realized in this
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system. Recent experiments [16–18] with both bosonic and
fermionic particles have realized this system with interesting
developments such as the observation of chiral edge states.

Alkaline-earth atoms, which are particularly suited for
the realization of the SD system, are characterized by a
filled-shell electronic configuration. This donates to them
two remarkable features: (i) the existence of two metastable
states that ease considerably Raman-assisted schemes [17]
and (ii) the completely SU(M) symmetric nature of contact
interactions between the M possible orientations of their
nuclear spin [19–21]. Experimental developments [22–24] in
realizing such large spin particles in cold atoms have made
it possible to achieve control over their interactions by, for
example, orbital Feshbach resonances [25–27]. Hence, both
repulsive and attractive interactions can be generated between
particles moving in the SD. One particular important aspect
of such interaction is that it is long-ranged along the SD—any
two of the hyperfine states can interact with each other with the
same strength. These interesting possibilities have triggered an
intense theoretical research activity with repulsive interactions
in fermionic [28,29] and in bosonic [30,31] SD systems. In this
paper, we consider attractive SU(M) interaction (see Refs. [32–
34] for other studies) between fermions moving in the SD.

A system of multiflavor fermions in a 1D optical lattice
with SU(M) symmetric attractive interaction but without
Raman couplings has been well studied [35–40]. The ground
state is a fluid of M-body bound states of fermions [SU(M)
singlets] that are dubbed as “baryons,” in analogy with similar
M-body SU(M) singlets, e.g., a SU(3) proton, arising in
high-energy physics. With Raman couplings, the SD system
is a Hall ribbon with infinite ranged interaction along the
synthetic dimension. The key open question is, what are the
many-body phases of fermions in this system? The goal of
this paper is to elucidate this outstanding issue. The attractive
interaction makes it clear that the ground state of the system
is made of baryons, but their nature is to be discovered. Using
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a combination of field theoretic and numerical density-matrix
renormalization-group (DMRG) methods, we uncover the
rich phase diagram of the system. Interestingly, there appears
a variety of phases including ferrometallic fluids, squished
baryon fluids, and more. There are also intriguing crossovers
and transitions that are quite unusual: a ferrometal (generalized
spin-polarized Fermi fluid) at very small magnetic flux (flux
per plaquette close to zero) is converted to a squished baryon
quasisuperfluid (algebraically correlated quasicondensate of
nonlocal pairs or nonlocal baryons) by increasing the magnetic
field (π flux per plaquette). Furthermore, we observe a regime
of macroscopic quantum phase separation [41] pointing to the
possibilities of the SD system to address a variety of issues in
condensed matter.

The rest of the paper is organized as follows. In Sec. II,
we describe the Hamiltonian of the SD system with SU(M)
symmetric attractive interaction and discuss that the many-
body physics of the system is best analyzed by moving to
a different basis. Then, we first consider several limiting
cases in which analytical results are possible in Sec. III. Of
particular interest is the description of the system for the case
of π flux with large Raman coupling strength in terms of
effective spin- 1

2 particles and its corresponding field theoretic
description. Section IV contains detailed discussion of our
numerical DMRG results for the M = 2 and 3 cases. Finally,
in Sec. V, we summarize our results and discuss possibilities
of characterizing the unconventional phases of the SD system
in cold atom experiments.

II. DESCRIPTION OF THE SYSTEM

An SD system created by coherently coupling M hyperfine
states of atoms loaded in a 1D optical lattice via Raman lasers
can be described by a single-particle Hamiltonian

H0 = −t

M∑
i;γ=1

C
†
i+1,γ Ci,γ +

M−1∑
i;γ=1

�i
γ C

†
i,γ+1Ci,γ + H.c., (1)

where C
†
i,γ and Ci,γ are the fermion operators associated with

site i of the optical lattice (coordinate xi = id, d is the lattice
spacing) and hyperfine state γ . The hopping amplitude from
the ith site to its nearest neighbor is t . �i

γ = �γ e−iklxi (kl is
the wave vector of the Raman laser) is the Raman coupling of
the hyperfine state γ with (γ + 1) and its phase results in an
effective magnetic flux φ = kld per plaquette of the synthetic
lattice. The attractive SU(M) symmetric interaction of strength
U (> 0) between particles moving in the SD is given by

HU = −U

2

∑
i,γ,γ ′

C
†
i,γ C

†
i,γ ′Ci,γ ′Ci,γ . (2)

The physics of the SD system is most transparently viewed
in another basis (“flavor” basis labeled by ζ ). The fermion
operators in this basis, defined as bi ≡ {bi,ζ ; ζ = 1, . . . ,M}T ,
are unitarily [33,42] related to the original operators, Ci ≡
{Ci,γ ; γ = 1, . . . ,M}T , by Ci = Uibi , where Ui is a unitary
matrix. This Ui matrix can be further decomposed into two
matrices: Ui = WiS. Here, Wi = Diag{eik

γ

l xi ; γ = 1, . . . ,M}
with k

γ

l = (γ − 1)kl is a diagonal matrix containing all the
position dependence of Ui and S is a unitary matrix which

A1,1

A2,2

A
2,1

A1,2ωζ=1 = −Ω

i i + 1 i + 2i − 1

ωζ=2 = Ω

FIG. 1. Kinetic energy: Schematic plot of the M = 2 SD system
with SU(2) gauge and Zeeman field. Aζ,ζ are the flavor preserving
hoppings and A1,2 and A2,1 are the flavor-orbital couplings. Note that
the ζ states at any site i are Zeeman split and there is no hopping
between them.

is position independent. In this basis, the total Hamiltonian
H = H0 + HU of the system can be recast as

H = −t
∑

i

(b†
i+1Abi + H.c.) +

∑
i

b†
ibi + HU, (3)

where HU is the same as that in Eq. (2) with Ciγ replaced by
biζ . The SD system is then reduced to a system of M compo-
nent fermions experiencing a non-Abelian SU(M) gauge field
encoded in the matrix A = U†

i+1Ui and an SU(M) “Zeeman
field”  = Diag{ωζ ; ζ = 1, . . . ,M} (a diagonal matrix with
eigenvalues ωζ ). Interestingly,A is independent of the position
i and can be further simplified as A = S†OS where the
position independent diagonal matrixO = Diag{eiφ(γ−1); γ =
1, . . . ,M}. The SU(M) gauge field produces a flavor orbital
coupling, i.e., the quantum number ζ can be altered by
hopping from site i to its neighbor and is characterized by the
nondiagonal elements of A. The Raman coupling strengths
�γ depend on the details of a particular experimental real-
ization [14,16,17]. To illustrate the results, here we consider
�γ = � (independent of γ ) but a similar analysis can be
readily adopted for a general case. For this case, explicit
expressions for the S matrix and the  matrix are given by

Sγ,ζ =
√

2
M+1 sin ( π

M+1 (M − γ + 1)(M − ζ + 1)) and ωζ =
−2� cos ( πζ

M+1 ), respectively. Consequently, as examples, the
explicit expression for the A matrix for the M = 2 case is

A = ei
φ

2

(
cos

(
φ

2

)
i sin

(
φ

2

)
i sin

(
φ

2

)
cos

(
φ

2

)
)

(4)

and for the M = 3 case is

A =

⎛
⎜⎜⎝

eiφ cos2
(

φ

2

)
e2iφ−1

2
√

2
−eiφ sin2

(
φ

2

)
e2iφ−1

2
√

2
eiφ cos(φ) e2iφ−1

2
√

2

−eiφ sin2
(

φ

2

)
e2iφ−1

2
√

2
eiφ cos2 φ

2

⎞
⎟⎟⎠ . (5)

A schematic illustration of the kinetic energy of the SD
system for M = 2 is shown in Fig. 1. Note that there are no
onsite “spin-flip” terms and for an arbitrary φ each ζ flavor
is not individually conserved. As a result, the system does
not have a global SU(M) symmetry—only a U(1) symmetry
corresponding to the overall particle number conservation
survives.

We analyze this model using analytical methods including
a field theoretic description [43–45] applied to an effective
Hamiltonian (for φ = π ) that we construct and exact numerical
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methods such as DMRG [46–48]. We define the density n of
the system as n = N/(LM), which is the average number of
particles per site of the synthetic lattice having L optical lattice
sites with N particles, and throughout this paper we focus on
n � 1/M .

III. ANALYTICAL RESULTS

The parameter space of the SD system for any M is spanned
by the three dimensionless parameters: t/U , �/U , and φ

(setting U as the basic scale). We note that there is an important
energy scale in the system arising due to the competition
between the Zeeman energy and the interaction energy. This
scale is determined by the critical Raman coupling strength �c

at which an M-baryon is completely broken by the Zeeman
field. In the limit of t = 0, �c = �0

c = M−1
4 cos ( π

M+1 )U [since the

energy of an M-baryon is −M(M−1)
2 U and that of a completely

broken M-baryon is −2M�0
c cos ( π

M+1 )] and in general for
t �= 0, �c � �0

c .
In the following, we discuss analytical results possible for

t/U � 1 in the limit of very small and very large values of
�. These two limits become analytically accessible because
of the separation in energy scales: very small � limit is
interaction dominated and very large � limit is � dominated.
In addition, for the very large � limit, the φ = 0 and π cases are
special because for these two cases there are M different U(1)
symmetries in the system corresponding to the conservation
of particle numbers of each of the ζ flavors separately.

A. � � �c case

For this case, the ground state is the same for any value
of φ since �ζ ≈ 0 implies no effect of φ. It is made of M-
baryons [35–38] which form a quasisuperfluid state described
by an effective theory having central charge c = 1. This is
analogous to a Luther-Emery phase [49] with gapless “charge”
excitations (which make up the unit central charge) and gapped
flavor excitations. Within the canonical ensemble, M-particle
excitations are of lowest energy.

B. � � �c and φ = 0 case

The off-diagonal elements of the A matrix generating the
flavor-orbital coupling upon hopping are identically zero for
φ = 0. The system for � � �c, then, has populated states only
in the ζ = 1 manifold as the Zeeman energy dominates over
all the other energy scales. The system is a nearly free gas of
fermions and corresponds to a flavor polarized “ferrometallic”
state with lowest-energy one-particle excitations. The state
can also be characterized by looking at the polarization of the
particles in the original basis. E.g., for the M = 2 case, the
state is made of particles with the hyperfine states polarized
along the “x” direction in the original basis, i.e., the magnetic
polarization P ≡ ∑

i,γ,γ ′ 〈C†
i,γ τ x

γ,γ ′Ci,γ ′ 〉 �= 0, where τ x is the
first Pauli matrix.

C. � � �c and φ = π case

The SD system has a special crisscross hopping structure
for the φ = π case as shown in Fig. 2. As a result, the � � �c

limit for the φ = π case is much more interesting than that of
the φ = 0 case. Since in this limit only the ζ = 1 states make

ω1

i i + 1↓↑ ↑ ↓

ωM

ω2

ωM−1

t

t
t

t

FIG. 2. Kinetic energy at φ = π : Schematic plot showing the
crisscross hopping structure special to the φ = π case. For � � �c,
the low-energy sector is marked by the hatched box. In this limit,
an effective theory can be constructed in the low-energy sector by
considering two neighboring sites (shown by cyan boxes) to form
a unit cell where the states on the odd (even) physical sites can be
thought of as spin ↑ (spin ↓) states. The onsite energies of different
ζ flavors are ωζ .

up the low-energy manifold, an effective theory for the system
can be constructed with the Hilbert space made only of these
states by projecting out other ζ flavor states. Then, the ζ = 1
states at the odd sites do not hybridize with those at the even
sites—the system has an emergent U(1) × U(1) symmetry.
Thus, without loss of generality, we can dub the odd site states
as spin ↑ states and even site states as spin ↓ states. And, the
system effectively is described by “spin- 1

2 ” fermions moving
in a 1D chain.

We define new fermionic operators for this effective “spin-
1
2 ” system by b2i−1,1 = ai,↑ and b2i,1 = ai,↓. Here, i labels the
unit cells containing two neighboring sites labeled by s (↑ and
↓) as shown in Fig. 2. The effective Hamiltonian of the system
is given by

Heff = −
∑
i,s

[
(a†

i+s,s + a
†
i,s)

t2

(2ε − Uni,s̄)
ai,s

+ (a†
i,s + a

†
i−s,s)

t2

(2ε − Uni−s,s̄)
ai,s

]
(6)

where ni,s = a
†
i,sai,s is the number operator, ε = −ω1, and we

follow the notation of s to be +1 (−1) for ↑ (↓) particles and
s̄ = −s. Then, using the identity

1

(2ε − Uni,s)
= 1

2ε

[
1 + Uni,s

(2ε − U )

]
(7)

since ni,s = 0 or 1 due to the fermionic nature of the particles,
Heff can be recast into the form

Heff = H1 + H2 + H3,

H1 = −teff

∑
i,s

(a†
i+s,sai,s + H.c.),

(8)
H2 = −Ueff

∑
i,s

(ni,sni,s̄ + ni+s,sni,s̄),

H3 = −Ueff

∑
i,s

(a†
i+s,sai,s + H.c.)ni,s̄ ,
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where teff = t2

2ε
is the effective hopping amplitude and Ueff =

t2U
2ε(2ε−U ) is the effective interaction. We note that to leading
order there are two different kinds of interactions: a nonlocal
interaction (given by H2) between particles at different
physical sites of the optical lattice and a “correlated hopping”
term (given by H3) which is also found in other contexts
[50,51].

Now, we bosonize the effective Hamiltonian Heff closely
following Refs. [44,45]. The bosonized Hamiltonian, contain-
ing only the forward scattering terms, can be written in the
following form:

H0
b =

∑
ν=ρ,σ

vF (1 + ḡ4ν)
∑
q>0

q

[ ∑
η=R,L

y†
q,η,νyq,η,ν

+ xν(y†
q,R,νy

†
q,L,ν + H.c.)

]
+ const. (9)

Here, vF = 2teff sin(kF ) is the Fermi velocity, kF is the Fermi
momentum of each of the species s, η labels the right (R) and
left (L) movers, and ν labels the two different sectors’ charge
(ρ) and spin (σ ). The yq,η,ν’s are the bosonic annihilation
operators, xν = ḡ2ν

(1+ḡ4ν ) , and ḡm′ν = gm′ν
vF

with m′ = 2 and 4
labeling the two types of forward scattering coupling constants.
For this case,

gm′ρ = −gm′σ = f (kF )

π
, (10)

where f (kF ) = V0 + V1[1 + 2 cos(kF )] with V0 = V1 =
−Ueff . Using the Bogoliubov transformation [45], the
bosonized Hamiltonian in Eq. (9) can be diagonalized and
in terms of the dual bosonic field operators φν(x) and θν(x)
with �ν(x) = ∂xθν(x) it can be recast as

H0
b =

∑
ν

uν

2

∫ L
2

− L
2

dx

[
Kν : �2

ν(x) : + 1

Kν

: [∂xφν(x)]2 :

]
.

(11)
The pair φν(x) and �ν(x) are canonically conjugate variables.
Here, the Luttinger parameters (Kν) are given by

Kν =
√

(1 + ḡ4ν − ḡ2ν)

(1 + ḡ4ν + ḡ2ν)
= 1√

1 − ν�
, (12)

with � = 2U cot ( kF
2 )

π(2ε−U ) following the notation of ν to be +1 (−1)
for particles in the ρ (σ ) sector. Their corresponding velocities
are given by

uν = vF

√
(1 + ḡ4ν)2 − (ḡ2ν)2. (13)

We note that in this large � limit under consideration, the
parameter � > 0 and hence Kρ > 1 and Kσ < 1.

We now consider the effects of the backscattering terms
[45] on the ground state of the Hamiltonian in Eq. (11) which
contains only the forward scattering terms corresponding to g2

and g4. We are only interested in the physics of the system away
from half filling, hence the important backscattering term is
operational only in the spin sector [44,45]. Then, the bosonized
Hamiltonian containing this spin backscattering term can be

written as [using Eq. (11)]

Hb = H0
b + 2g1

(2πα)2

∫
dx cos[

√
8πφσ (x)], (14)

with α being a microscopic length scale and g1 being the spin
backscattering coupling constant given by

g1 = V0 + V1[cos(kF ) + cos(2kF ) + cos(3kF )]. (15)

It is noted that for Ueff �= 0, g1 �= 0 and since Kσ < 1 this term
is relevant [44] and opens up gap in the spin sector. Thus, in
this state, charge is gapless and the spin is gapped. The system
has a dominant pair correlation �s(r) which is defined as

�s(r) = 〈D̂†
j D̂j+r〉, D̂j = aj,↑aj,↓ ≡ b2i−1,1b2i,1. (16)

It corresponds to a nonlocal correlation of squished pairs
(nonlocal pairing in the optical lattice) r distance away from
each other. Closely following Ref. [45], we now obtain an
explicit expression

�s(r) ∼ β1

rKρ
− β2 cos(2kF r)

r
(Kρ+ 1

Kρ
)

, (17)

where β1 and β2 are positive parameters independent of r .
Hence, the state is a Luther-Emery liquid (comprising nonlocal
“spin- 1

2 ” singlets) with dominant pair correlations having unit
central charge and lowest energy two-particle excitations.
Also, it has P = 0 for M = 2.

These analytical results allow us to arrive at some startling
conclusions. Consider � � �c; then, starting from a fer-
rometallic state at φ = 0, we can obtain a state with leading
pair correlations by increasing φ to π . For any M , increasing
the magnetic field through the plaquettes thus transforms a
ferrometal to a quasisuperfluid of squished pairs.

IV. NUMERICAL RESULTS

These intriguing analytical results clearly motivate a de-
tailed numerical study of the many-body ground state of
the system to understand this crossover from a ferrometal
to a quasisuperfluid along with other possibilities which are
not immediately evident from an analytical treatment. To
this end, we perform large scale finite system numerical
DMRG simulations for system sizes up to L = 160 with open
boundary conditions keeping up to 1000 matrix states.

We characterize different phases of the system by looking
at several observables. First, we look for convenient local
measures that provide signatures of the nature of the baryons
(squished or otherwise) that make up the ground state.
To this end, we define the following two operators: (1)
local p-baryon creation operator Ô

(p)†
i,h = b

†
i,1 . . . b

†
i,p which

creates a local p-baryon at site i [schematically shown in
Fig. 3(a)] and (2) squished p-baryon creation operator Ô

(p)†
i,s =

b
†
i,1b

†
i+1,1 . . . b

†
i+p−1,1 which creates a squished p-baryon of

ζ = 1 flavor in the sites i, . . . , (i + p − 1) [schematically
shown in Fig. 3(b)]. We then calculate their average local
correlations, called as local p-baryon amplitude

f
(p)
h = 1/L

∑
i

〈
Ô

(p)†
i,h Ô

(p)
i,h

〉
(18)
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ζ = 1

2

p

i

(a)

ζ = 1

i i + 1 i + p − 1

(b)

FIG. 3. Schematic view of (a) a local p-baryon at the site i and
(b) a squished p-baryon of ζ = 1 flavor in the neighboring sites of i.

and squished p-baryon amplitude

f (p)
s = 1/L

∑
i

〈
Ô

(p)†
i,s Ô

(p)
i,s

〉
, (19)

where p can take values 2, 3, . . . , M . A state consisting
of the usual M-baryons will have a dominant value of local
M-baryon amplitude (f (M)

h ) together with a vanishing value
of squished M-baryon amplitude (f (M)

s ) but in contrast a
state with squished baryons will have the opposite. These two
quantities together, therefore, provide a measure to distinguish
between the usual and the squished baryon states. We also
look at long-distance correlation functions: (1) “nonlocal
squished pair” correlation function �s(r) = 〈Ô(2)†

i,s Ô
(2)
i+r,s〉 with

r even, which is equivalent to Eq. (16) and captures the
squishing effect, and (2) “local-pair” correlation function
�h(r) = 〈Ô(2)†

i,h Ô
(2)
i+r,h〉 which corresponds to a pair-correlation

function of usual dimers.
Further, we compute the lowest m-particle excitation energy

of the ground state within the canonical ensemble defined by

�Em = E0(N + m,L) + E0(N − m,L) − 2E0(N,L)

2m
,

(20)
where E0(N,L) is the ground-state energy of the SD system
with L optical lattice sites and N particles. One of the
most important tools, however, to characterize various gapless
phases with different central charge (c) is the von-Neumann
block-entanglement entropy SvN = −tr(ρl ln ρl), where ρl is
the reduced density matrix of a subsystem of length l

embedded in a chain of finite length L. For conformally
invariant gapless states, the scaling of the entanglement
entropy can be related to the central charge of the system
[52,53]. In particular, for different subsystem lengths of 1D
systems with open boundaries, SvN(l) is described by the
Calabrese-Cardy-formula [54]:

SvN(l) = c

6
ln

[
L

π
sin

(π

L
l
)]

+ · · · . (21)

We extract the central charge (c) of the SD system by fitting the
numerically computed SvN to this Calabrese-Cardy formula.

We begin the discussion of the numerical results in the
next section by first comparing them with the analytical

10-3

10-2

Δ
s(

r)

M = 2

(a)

M = 3

(b)

(c) (d)

10-4

10-3

10-2

10 20 30

Δ
s(

r)

r / (2d)

DMRG
Analytic

M = 4

10 20 30
r / (2d)

M = 5

FIG. 4. Squished pair-correlation functions: Comparison of
DMRG and field theoretic results of the algebraic decay of the
nonlocal pair correlation �s(r) for π flux with t/U = 0.5, �/U = 4,
L = 160, and N = 32. Panels (a), (b), (c), and (d) show the M = 2,
3, 4, and 5 cases, respectively.

results obtained from the effective field theory described
in the previous section for the limiting case � � �c with
φ = π . Then, we move away from the analytically predictable
regimes, in order to map out the full phase diagram considering
the M = 2 and 3 cases as examples.

A. Analytics versus DMRG for φ = π

In Fig. 4, we show the comparison between the bosonization
result [Eq. (17)] and the DMRG result of �s(r) for the π -flux
case in the limit of � � �c for different M SD systems. The
Fermi momentum kF used in Eq. (17) is given by kF = π

2 Mn

and the DMRG data are fitted by the bosonization result using
β1 and β2 as fitting parameters. As is evident, the numerical
results are in excellent agreement with those predicted by the
field theory for all values of M considered, confirming the
analytical prediction of the formation of the “squished baryon”
quasicondensate in this limit.

To further elucidate the algebraic decay of the squished
pair-correlation function �s(r) and to verify that it is indeed the
dominant correlation of the system for this case, we plot it in
log-log scale and compare it with another relevant correlation
function, the local pair-correlation function �h(r) for the M =
2 case as an example in Fig. 5. We note from this figure that
�s(r) is much larger than �h(r) and �s(r) indeed decays
algebraically.

In the following two sections, we give detailed descrip-
tion of the many-body phase diagram obtained numerically
considering the M = 2 and 3 cases as examples.

B. DMRG results for M = 2

In this section, we discuss the DMRG results for the
M = 2 system (see Refs. [55–58] for studies on similar
two-leg ladders but with repulsive interaction) in the �/U − φ

parameter space for a fixed finite t summarized in Fig. 6.
We show the many-body ground-state phase diagram of the
system in Figs. 6(a), 6(b), and 6(c) in the �/U − φ plane
considering the squished two-baryon amplitude (f (2)

s ), the
local two-baryon amplitude (f (2)

h ), and the central charge (c),
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FIG. 5. Comparison of the DMRG results of the correlation
functions of squished pairs �s(r) and usual dimers �h(r) of the
M = 2 SD system for π flux with t/U = 0.5, �/U = 4, L = 160,
and N = 32 (lines are a guide to the eye).

respectively. Taken together, they characterize the different
phases shown in these figures. We also show the variation of
the lowest-energy single- and two-particle excitations for three
different values of φ = 0.05π , 0.2π , and π as a function of
�/U in Figs. 6(d), 6(e), and 6(f), respectively, and for large
�/U = 0.8 (> �c) as a function of φ/π in Fig. 6(g).

We start the discussion by first considering the φ ≈ 0 limit.
We note that in this limit, when �  �c (�c � �0

c = U/2),
f (2)

s is small while f
(2)
h is large, indicating the presence

of the usual two-baryons—the state thus is a two-baryon
quasisuperfluid (2-BF) [see Figs. 6(a) and 6(b)]. The signature
of Luther-Emery physics in this state is further corroborated
by (i) the unit value of the central charge c = 1 [Fig. 6(c)]
and (ii) the lowest-energy excitation being a two-particle one
[Fig. 6(d)], both of which are due to the two-baryons. But
when � � �c, we note that both the amplitudes f (2)

s ,f
(2)
h ≈ 0.

Thus there are no pairing correlations in the system. Further,
the central charge c = 1 but now it is due to the single-particle
degrees of freedom, which is also seen in Fig. 6(d) by noting
the lowest-energy excitations to be the one-particle ones. All of
these signatures confirm the expected flavor polarized “free”
gas of ζ = 1 fermions—the ferrometallic (FM) state. In this
φ ≈ 0 limit, the 2-BF phase and the FM phase are separated by
an intervening Fulde-Ferrell-Larkin-Ovchnikov (FFLO) phase
with c = 2 at an “intermediate” value of �. The existence of
this phase can be qualitatively understood by noting that this
SD system with φ = 0 is exactly equivalent to the Hubbard
model of spin- 1

2 fermions in an external Zeeman field and
this model has an extended FFLO regime for “intermediate”
values of the magnetic field [59]. Thus, the SD system also
has an FFLO region for φ = 0 and for small φ ≈ 0; its precise
extent is characterized by looking at the central charge c = 2,
excitation spectrum, and imbalance between the total average
populations of the two flavors. On a qualitative level, the FFLO
phase can be understood as a partially paired phase with both
an unpaired atomic liquid component and a paired superfluid.
With this argument, the observed central charge c = 2 = 1 + 1
becomes clear. We also note that the partially paired nature
of the FFLO phase is manifested in the irregular oscillatory
behaviors of the single- and two-particle excitations as seen in
Fig. 6(d).
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FIG. 6. M = 2 results: t/U = 0.5, n = 0.1. Phase diagrams in
the �-φ plane corresponding to (a) normalized f (2)

s , (b) normalized
f

(2)
h , and (c) central charge c (DMRG data for L = 80 sites). f (2)

s

and f
(2)
h are normalized by their maximum values in the �-φ plane

shown here (Max[f (2)
s ] = 0.0428 and Max[f (2)

h ] = 0.0466). Symbols
depict estimates of transition points by DMRG while the solid lines
are guides to the eye. Excitation spectra are shown, along different
cut directions of the phase diagrams, first in (d), (e), and (f) vs �

for φ/π = 0.05, 0.2, and 1, respectively, and then in (g) vs φ for
fixed �/U = 0.8 (L = 80). Dashed lines show the transition points
between different phases seen in the phase diagrams. In the large � >

�c limit, variation of the number of Fermi points of the corresponding
noninteracting system in the �-φ plane is shown in the left panel of
(h). Its right panels show the structure of the Fermi surface with the
blue lines showing the chemical potential in the first band [e1(k)] for
the chosen filling.

Moving to an “intermediate” regime of φ, we see from
the phase diagrams that 2-BF and FM phases occur in the
expected regimes without any intervening FFLO phase. This
is also seen from Fig. 6(e) considering a particular value
of φ in this regime. We note that a rather sharp transition
occurs from the 2-BF to the FM phase at �/U ≈ 0.17.
Now, we move onto the more interesting case φ = π . For
this case, the 2-BF state for �  �c smoothly crosses over
to the squished baryon fluid (SBF) at large � (confirming
the analytical prediction)—throughout this process the central
charge remains unity although the degrees of freedom making
up the central charge are different for the two states. And, the
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lowest-energy excitations are two-particle ones for all values
of � as is seen from Fig. 6(f).

The most remarkable aspect of the phase diagram occurs
in the limit of � > �c. In this limit, it is evident from the
excitation spectrum shown in Fig. 6(g) that with changing
φ the FM state at φ = 0 switches over to the SBF state at
φ = π precisely as anticipated from the analytical theory.
This change is intervened by a critical point at φ = φt (e.g.,
φt ≈ 0.56π for �/U = 0.8). We argue that a change in the
topology of the Fermi surface, i.e., a Lifshitz transition [60,61],
of noninteracting fermions underlies this critical point as
illustrated in Fig. 6(h). In the left panel of Fig. 6(h), we
show the variation of the number of Fermi points of the
noninteracting Fermi surface in the large � (> �c) limit as
a function of φ. This is obtained by a construction shown in
the right panels of Fig. 6(h) by suitably fixing the chemical
potential of the system for the particular density. It is now
clear that the locus of transition points from FM to SBF can
be understood as that of a Lifshitz transition from a Fermi
surface having two Fermi points to that having four Fermi
points occurring in the noninteracting SD system dressed by
interactions. Interestingly, a detailed numerical analysis of this
transition described in Appendix A indicates that there is a
finite parity order in the SBF phase. Furthermore, the different
phases described here can also be characterized by their crucial
signatures in the experimentally measurable chiral currents
[16,17] as discussed in detail in Appendix C.

C. DMRG results for M = 3

We summarize the main results of the M = 3 case in
Fig. 7. The many-body phase diagrams characterized by
the following quantities—squished three-baryon amplitude
(f (3)

s ), local three-baryon amplitude (f (3)
h ), and central charge

(c)—are shown in Figs. 7(a), 7(b), and 7(c), respectively. The
lowest-energy excitation spectra of the systems for different
parameters are shown in Figs. 7(d)–7(f). In a similar spirit of
the M = 2 case discussed in the previous section, we note
that for φ ≈ 0 and �  �c (�c � �0

c = U/
√

2) the state is
a quasisuperfluid of three-baryons (which are fermions). It is
abbreviated as the 3-BF state and its presence is indicated by a
large f

(3)
h along with a vanishing f (3)

s as shown in Figs. 7(a) and
7(b). In fact, this state with c = 1 (due to the three-baryons)
prevails for all φ when �  �c shown in Fig. 7(c). For φ ≈ 0,
we obtain the flavor polarized FM state when � � �c and it is
separated from the 3-BF state by an intervening FFLO phase
(with c > 1) similar to the M = 2 case. This is also clear from
the excitation spectrum shown in Fig. 7(d) for φ = 0. From this
figure, we note that as expected the lowest-energy excitation
in the 3-BF state is of three-particle type whereas that in the
FM phase is of one-particle type.

It is evident from the phase diagrams that this case has
qualitatively different phases than the M = 2 case and is much
richer. Concentrating on the � � �c limit, we note that as a
function of φ the FM state of the system at small φ becomes an
SBF state made of squished two-baryons very close to the π

flux as predicted by the analytical theory. But, there is also an
imbalanced phase which appears just before the appearance of
the SBF state. The nature of the different phases in this limit
can be further understood by looking at the excitation spectrum
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FIG. 7. M = 3 results: t/U = 0.5 and n = 0.1. Phase diagrams
corresponding to (a) normalized f (3)

s , (b) normalized f
(3)
h and (c)

central charge c, respectively (L = 40). f (3)
s and f

(3)
h are normalized

by their maximum values in the �-φ plane shown here. The maximum
value of f

(3)
h is Max[f (3)

h ] = 0.0566 and the maximum value of f (3)
s ,

calculated by “masking” the phase separation (PS) region shown
by the hatched lines and setting f (3)

s to be zero in this region,
is Max[f (3)

s ] = 0.0226. Symbols, estimates of transition points by
DMRG; solid lines, guides to the eye; dotted lines, numerical
estimates of bound-state transitions in the dilute limit; and dashed
lines, Lifshitz transitions (also discussed in Appendix A). (d)–(f)
Excitation spectra along different cuts of the phase diagrams (L = 80;
green dotted lines, extent of the FFLO region). (g) SvN of a subsystem
of size l with fits to the Calabrese-Cardy formula [54] for L = 160
and φ = π . (h) Variations of onsite populations 〈ni,ζ 〉 in the phase
separation (PS) regime (L = 80), and clustering of particles near the
central site is seen.

shown in Fig. 7(e). The lowest-energy one-particle excitations
of the FM state become two-particle type in the SBF state as
a function of φ, as expected. Further, similar to the M = 2
case the transition to the SBF state in the limit � � �c can be
understood by looking at the Lifshitz transitions occurring in
the noninteracting Fermi surface. As shown in Fig. 8, there are
interesting Lifshitz transitions occurring in the noninteracting
Fermi surface in this limit. And, the transition to the SBF state
is associated with the Lifshitz transition of the Fermi surface
having two Fermi points to that having four Fermi points.
There are also other interesting Lifshitz transitions from two
to six to four Fermi points as a function of φ at fixed �

but the precise characterization of the transitions of different
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FIG. 8. Lifshitz transitions occurring in the �-φ plane for the
noninteracting M = 3 SD system with t = 0.5 and n = 0.1 are shown
here by looking at the number of Fermi points in the noninteracting
Fermi surface with the given density.

phases using these Lifshitz transitions is complicated by the
intervening extended phase separation (PS) region (described
below) shown by the hatched lines in the phase diagrams.

Matters take a dramatic turn near � ≈ �c and 0.4π � φ �
0.7π—the hatched region in Figs. 7(a)–7(c). In this regime, the
system displays PS as is seen from Fig. 7(h). In this figure, the
variation of the average onsite populations 〈ni.ζ 〉 of different
flavors in the phase separation regime is shown. We note that
the central region is of the highest density, signaling clear
indication of phase separation with tendency of clustering
of particles near the central site. The propensity of phase
separation can be further understood by noting the increased
“flatness” of single-particle bands in this regime and looking at
the equation of state of the system as discussed in Appendix B.
It is indeed noteworthy that this system can be used to study the
physics of quantum phase separation in a multiflavor fermionic
setup.

The physics at φ = π , for this M = 3 case, has some more
interesting aspects than that of the M = 2 case. Increasing �

from �  �c for φ = π results in an interesting transition
from the 3-BF to the SBF state having three-particle and
two-particle lowest-energy excitations, respectively, as shown
in Fig. 7(f). This transition is also intervened by a “small”
intermediate regime where the three-baryons are destabilized
in favor of the squished two-baryons. As explained in
Appendix A, there are strong finite-size effects in the esti-
mation of central charge especially in imbalanced regimes. To
reduce this effect, we consider a larger system size L = 160
for the π flux case using the enhanced symmetries special to
this case. The result is shown in Fig. 7(g). We note that both the
3-BF and the SBF states have c = 1 while in the intermediate
regime the fitting of the SvN(l) with the Calabrese-Cardy
formula is more compatible with c = 2. The fact that c = 2 in
this regime suggests that the low-energy physics has two types
of excitations and constructing a field theoretic description of
the corresponding state will be an interesting future direction.
The transitions between different phases can also be identified
by looking at the variations of chiral currents as discussed in
Appendix C.

The picture just described can be further confirmed by
looking at the variations of the average total population Nζ

of different ζ flavors defined as Nζ = ∑
i〈ni,ζ 〉. This is shown

in Fig. 9. From the panel Fig. 9(a), we note that at φ = 0
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FIG. 9. Population (M = 3): The variations of the total average
populations (Nζ ) of different ζ flavors are shown for the M = 3
case with t/U = 0.5, n = 0.1, and L = 80. (a) Variations of Nζ as
a function of � for the φ = 0 case with the green lines showing the
extent of the FFLO region. Similarly, in (b) we show the same for the
φ = 0.2π case with the green line showing the transition point from
the 3-BF state to the FM state, while in (c) we show the variations
of Nζ as a function of φ in the � � �c with �/U = 2. Finally,
for the special case φ = π , we show the variations of the effective
populations Ne

ζ as a function of � in (d).

for small �, the populations of all the ζ flavors are equal as
expected for a 3-BF state. With increasing �, there is a regime
of � over which populations of different flavors are unequal
but nonzero, i.e., there is imbalance between different flavors.
This regime corresponds to the FFLO state. For very large
�, the state becomes an FM state when all the states are of
ζ = 1 flavor. The plateaus in the FFLO regime are due to the
three separate U(1) symmetries corresponding to the particle
number conservation of the individual flavors special to this
case and finite system size. In contrast, for the φ = 0.2π case
shown in Fig. 9(b), there is a direct transition from the 3-BF
state to the FM state without any intervening FFLO phase as
also seen in the phase diagrams Figs. 7(a)–7(c). We expect
the nonsharpness of the present plot to be related to finite-size
effects. Further, for the interesting limit of � � �c considered
in Fig. 9(c), we note that N1 is always the largest whereas
N2 ≈ N3 ≈ 0.

Interestingly, for the π -flux case we can define effective
populations Ne

ζ of different ζ flavors for this M = 3 case as

Ne
1 =

L/2∑
i=1

(〈n2i−1,1〉 + 〈n2i,3〉), (22)

Ne
2 = N2, (23)

Ne
3 =

L/2∑
i=1

(〈n2i−1,3〉 + 〈n2i,1〉). (24)

Variation of Ne
ζ as a function of � is shown in Fig. 9(d). It is

noted that at small � all the effective populations are equal but
at large � (> �c) Ne

1 = Ne
3 while Ne

2 = 0. These two states
correspond to the 3-BF state and the SBF state, respectively.
The effective U(1) × U(1) symmetry is thus evident in the
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SBF state. We also note that for intermediate �, there is an
imbalanced regime over which Ne

2 �= 0 but Ne
2 �= Ne

1 = Ne
3 as

pointed out earlier.

V. SUMMARY AND OUTLOOK

In summary, we have presented an extensive study of
the rich physics of a fermionic SD system with SU(M)
symmetric attractive interaction. Moving to a flavor basis,
in which the multiflavor fermions experience a competition
between an SU(M) non-Abelian gauge field and a Zeeman
field, we analyze the many-body phase diagram of the system
using both analytical and numerical techniques. It was shown
that an effective description in terms of “spin- 1

2 ” fermions
experiencing long-ranged interaction and correlated hopping
is possible for the system with π flux and large Raman
coupling strength. We show that the system in this case
becomes a Luther-Emery liquid with algebraically decaying
pair correlation by using field theory and comparing with
DMRG results. Further, we uncover the rich ground-state
phase diagram of the system with several interesting phases
concentrating in particular on the M = 2 and 3 cases. There
are several interesting transitions or crossovers between the
phases, such as the fact that a flavor polarized ferrometallic
state can turn into a quasisuperfluid state with algebraically
decaying pair correlation with changing flux. In addition, there
is an interesting regime in the phase diagram for M = 3 where
there is phase separation.

Experimentally, SD systems having up to M � 6 can be
realized using the recently studied Yb173 system [17] and
orbital Feshbach resonance [25–27] in this system can produce
the SU(M) symmetric interaction. Also, the SU(3) symmetric
M = 3 SD system can be realized using nuclear spin-1 Li6

atoms with a large negative triplet scattering length [62].
Different phases in the many-body phase diagram can be
characterized by using familiar band mapping techniques
[63–66] along with photoassociation spectroscopy [67] (for
example, a state with local baryons will produce a “large”
photoassociation signal whereas a state consisting of nonlocal
baryons will give rise to a “small” photoassociation signal).
Also, the chiral currents, measured in the experiments [16,17],
point towards interesting additional structures of different
phases and further characterize them (discussed further in
Appendix C).

In view of the significant recent advances on the experi-
mental front, we expect the predictions of the unusual physical
phenomena presented here will trigger a whole line of research
aiming at realizing exotic states of synthetic quantum matter
including connections to quantum chromodynamics [68].
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APPENDIX A: FURTHER NUMERICAL ANALYSIS

In order to obtain a full picture of the nature of the ground
state in the dilute limit (n  1/M), we evaluate the energies
of multiparticle bound states of the SD system numerically.
We compute the energies of two-, three-, and four-particle
states in an empty lattice by means of DMRG simulations for
the M = 2, 3, and 4 cases, respectively. When compared with
the corresponding single-particle energies, they allow us to
estimate the positions of different transitions. In Fig. 10, we
depict the transition lines as well as the Lifshitz transition
line which occurs in the large � limit. The estimates of
the transitions are shown as different lines in the phase
diagrams shown in Figs. 6 and 7. They compare well with the
corresponding numerical estimates from excitation spectra.

We also compute for the M = 2 case the averaged en-
tanglement entropy Sav

vN over all bipartitions (l) in the range
[L/4,3L/4] reducing the finite-size effects and it increases
in the FFLO regime as shown in the inset of Fig. 11(a).
The central charge (c) is estimated directly by fitting the
numerical results with Eq. (21) as shown, for example, in
Fig. 11(b). However, for finite systems with open boundary
conditions and in particular for low fillings, strong oscillatory
terms complicate this analysis. Hence, the central charge in
the intermediate imbalanced phase is overestimated due to the
finite system size effects. This can be seen from Fig. 11(b) for
the M = 3 case with π flux as an example.
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FIG. 10. Phase diagram in the dilute limit n ≈ 0, for (a) M = 2, (b) M = 3, and (c) M = 4. Solid, dotted, and dash-dotted lines indicate
various crossings between different few-particle bound-state energies to be the lowest energy for the few-particle system. For the sake of
completeness, we add the Lifshitz-transition lines (dashed lines) in the large � limit.
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dotted lines denote the extent of the FFLO region as determined by the excitation spectra defined in Eq. (20). (b) The estimated central charge
(c) using similar procedure as (a) for the M = 3 case with φ = π and t/U = 0.5 as a function of �/U (L = 80). Corresponding excitation
spectra are shown in Fig. 7(f). While for the 3-BF (�/U � 0.85) and the SBF (�/U � 0.95) phases we observe c = 1, the fitting result for
the intermediate imbalanced phase may be consistent with c = 2. The green dotted lines again denote the extent of the imbalanced region as
determined by the excitation spectra.

Finally, we present details of the transition between the FM
and SBF phases for the M = 2 case in the large � limit as a
function of φ. Contrary to the M = 3 case, we observe a single
critical point between the two phases without crossing to an
intermediate phase. In Fig. 12, we present data for a cut that is
the same as in Fig. 6(g) (showing the corresponding excitation
spectra) for �/U = 0.8. This gives strong indications of the
presence of a “critical” point. Indeed, similar critical points
between Luttinger liquids of bound and unbound pairs have
been discussed, for example, in spin systems [69] and bosonic
systems [70,71].

In Fig. 12(a), we show the scaling of the fidelity suscepti-
bility [72] defined as

χF (φ) = lim
δφ→0

−2 ln |〈�0(φ)|�0(φ + δφ)〉|
(δφ)2

(A1)

with |�0〉 being the ground-state wave function. As the system
size increases, χF /L2 develops a distinct divergent single peak
and the peak height (χmax

F /L2) scales linearly with respect
to its wings [73,74]. Note that since we are calculating the

fidelity susceptibility with respect to the flux one generally
observes a quadratic scaling of the fidelity susceptibility with
the system size χF ∼ L2 [73,74]. Equivalently, for a crossing
of the transition at fixed flux, we observe that χF ∼ L within
the FM and SBF phases and χF ∼ L2 for the transition.

An “order parameter” of this transition can be constructed
and it is given by the parity order

O2
P (i,j ) = ei

∑
i<k<j

∑
ζ πnk,ζ . (A2)

In Fig. 12(b), we plot the averaged parity order O2
P =

2
L

∑
L/4<j<3L/4〈O2

P (L/4,j )〉 as a function of the flux for
several system sizes. The parity order vanishes in the FM phase
O2

P → 0 while it becomes finite in the SBF phase and there is
an interesting scaling as illustrated in the inset of Fig. 12(b).

APPENDIX B: PHASE SEPARATION

The propensity of phase separation for the M = 3 case
is further analyzed in this section. In Fig. 13(a), we show the
equation of state n(μ), where μ is the chemical potential of the
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FIG. 12. Analysis of the transition from FM to SBF phase as a function of φ for M = 2, �/U = 0.8, and n = 0.1. (a) Behavior of the
fidelity susceptibility χF /L2 as a function of φ is shown here. The inset shows the linear scaling of the peak height (χmax

F /L2) with the system
size. (b) Averaged parity order O2

P as a function of φ. The collapse of the data points is shown in the inset (φc ≈ 0.55π ).
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FIG. 13. Phase separation (M = 3): Considering a particular flux φ/π = 0.6, we show phase separation in the M = 3 SD system for
t/U = 0.5, n = 0.1, and L = 80. (a) Behavior of the equation of state of the system, i.e., the density (n) as a function of the chemical potential
(μ), for different values of �. The chemical potential μ has been shifted for clarity. The green line shows the density n = 0.1 under consideration
and the �N ’s show the steps in the number of particle N . (b) Variation of the average occupation at the central site n0,ζ as a function of �.

system as obtained from DMRG calculations by minimizing
the functional E0(N,L) − μN [75]. While the 3-BF and FM
phases are characterized by a series of steps in the number of
particles N , �N = 3, and �N = 1, respectively [74], we note
that there exists a regime where μ = const, i.e., a small change
in the chemical potential produces a large change in the density.
Hence, according to the definition of the compressibility
κ−1 = n2( ∂μ

∂n
), the system is infinitely compressible in this

regime. As a result, as discussed in the text, particles tend to
cluster near the central site at L/2 and there is phase separation
in the system. We further note from the behavior of the average
occupation at the central site n0,ζ ≡ 〈ni0,ζ 〉 shown in Fig. 13(b)
that with the increase in � from zero there is a dramatic
increase in n0,ζ for � values in the phase separation regime.

The phenomenon of phase separation can also be under-
stood by looking at the noninteracting single-particle band
structure of the system. It is noted that in the phase separation
region the energy bands of the system become extremely
flat (for a discussion of interesting phenomena occurring in
systems with flat bands see also Refs. [76,77]). As a result, the
kinetic energy of the system is frustrated and the system can
only gain energy from the nonlocal induced interaction energy
by clustering the particles. The system thus phase separates
with high density of particles near the central site. We expect
phase separation to occur for M > 3 SD systems as well.

APPENDIX C: CHIRAL CURRENTS

Recent experimental works on ladder systems [78] and
SD systems [16,17] focused on the study of chiral (also
called boundary or edge) currents. Also, theoretically the
chiral currents have been suggested to be very interesting
observables to characterize various quantum phases [79–83].
From this viewpoint, we now discuss the behaviors of the chiral
currents for the SD system with SU(M) symmetric attractive
interactions.

From the continuity equation, we can define a current
J (r → s) from a site r to a neighboring site s for a system with
the Hamiltonian H as 〈 dnr

dt
〉 = i〈[H,nr]〉 = −∑

〈s〉 J (r → s),
where nr is the density at site r. In particular, in the original

basis [see Eq. (1)] we define current for the SD system as

J [(i,γ ) → (i + 1,γ )] = it(C†
i+1,γ Ci,γ − C

†
i,γ Ci+1,γ ). (C1)

The configuration of the local currents can give important
insights into the properties of a quantum phase, but the average
current that circulates through the boundary of a system, called
chiral current, can give more interesting information. From the
spin-resolved momentum distribution, this chiral current can
be measured experimentally in typical setups [16,17] and is
defined as

Jc = 1

L

∑
i

[〈J [(i,1) → (i + 1,1)]〉

− 〈J [(i,M) → (i + 1,M)]〉]. (C2)

Using the Hellman-Feynman theorem, we can compute Jc

from a derivative of the ground-state energy [79,80] E0 and
for the SD system

JM=2
c = ∂φE0/L and JM=3

c = 2∂φE0/L. (C3)

In Figs. 14(a) and 14(b), we present the chiral currents
data for M = 2 and 3, respectively, corresponding to the
phase diagrams in Figs. 6 and 7. For both the cases, Jc is
strongly suppressed in the bound-state phases. In the FM
region, it increases approximately linearly with the flux and
stays roughly constant as a function of �/U . This feature
allows us to interpret the FM phase to be a Meissner-like
phase [56]. We can also identify some of the phase transitions
by the kinks in the chiral current. In particular, during the
FM to SBF transition, Jc exhibits a strong drop and becomes
slightly negative in the the SBF phase.

Figure 14(c) illustrates in detail the structures of some of
the local current configurations for M = 2. In the FM phase,
as well as in the 2-BF phase, the currents circulate through
the boundary of the system, currents along the synthetic
direction being strongly suppressed. Interestingly, the FFLO
phase (where c = 2) looks like a vortex phase with several
vortices.
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