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Kurzzusammenfassung

Im Rahmen dieser Arbeit wird eine Sensitivitätsanalysemethode für Eingangsparameter
numerischer Modelle entwickelt und auf das Modellsystem PALM angewendet. PALM ist
unter anderem in der Lage, die physikalischen Prozesse im urbanen Raum zu simulieren
und kann somit für die Stadtplanung und die Entwicklung von Anpassungsmaßnahmen
an den Klimawandel genutzt werden. Im Rahmen des Projekts

”
Stadtklima im Wandel“

([UC]2) wurde es weiterentwickelt, evaluiert und angewandt, allerdings wurde die Sensi-
tivität der Modellergebnisse gegenüber den Eingangsparametern noch nicht hinreichend
untersucht. Für eine Anwendung von PALM in städtischen Gebieten sind Eingabedaten
hinsichtlich Landnutzung, Oberflächen, Bodentyp, Gebäuden und Vegetation erforder-
lich. Diese können aus verschiedenen Quellen wie kommunalen Daten, Open Street Map,
Satellitendaten oder Luftbildern bezogen werden. Die Qualität und Verfügbarkeit der Ein-
gangsdaten ist jedoch sehr heterogen, was zu Unsicherheiten in den Eingangsparametern
führt, die sich auf die Modellergebnisse übertragen. In der vorliegenden Arbeit wird die
Qualität der Eingangsparameter in Hinblick auf die erforderliche Genauigkeit der Mo-
dellergebnisse untersucht. Letztere wird auf der Grundlage einer VDI-Richtlinie, die An-
forderungen an numerische Modelle zur Gewährleistung der Qualitätssicherung formuliert,
definiert. Darüber hinaus wird eine systematische Sensitivitätsanalyse für die Eingangspa-
rameter durchgeführt, die für PALM-Simulationen der urbanen Umgebung erforderlich
sind. Dies ermöglicht die Auswahl der Eingangsparameter, für die eine umfangreiche
Datenerfassung lohnend und notwendig ist, um zuverlässige Modellergebnisse mit aus-
reichender Genauigkeit zu erhalten. Es werden globale Sensitivitätsanalysestudien unter
Verwendung der Morris-Methode mit einer OAT-Sensitivitätsstudie für einen städtischen
Bereich kombiniert. Die Ergebnisse der Analyse werden hinsichtlich des Einflusses des
Gebäudetyps, der Bodenoberflächenparameter und der Baumeigenschaften auf die Mo-
dellergebnisse ausgewertet. Zudem erfolgt ein Vergleich der beobachteten Abweichun-
gen mit den geforderten Genauigkeiten der Modellergebnisse und damit eine Aussage
bezüglich der Qualität der Eingangsparameter. Die simulierten Abweichungen der Mo-
dellergebnisse resultieren aus Veränderungen der Energiebilanz an der Oberfläche und
damit der verfügbaren Energie aufgrund der Variationen der Eingangsparameter. Die Un-
tersuchung gibt Empfehlungen, für welche Eingangsparameter, z.B. Bodenparameter und
Parameter zur Beschreibung von Kleingewässern, die Verwendung gröberer, aber auto-
matisierbarer, flächendeckend verfügbarer Daten ausreicht und für welche Eingangspa-
rameter eine intensivere Datenerfassung erforderlich ist. Für eine zuverlässige Model-
lierung der Oberflächen-, Innenraum- und Lufttemperatur sollten z.B. die thermischen
Eigenschaften eines Gebäudes zur Verfügung stehen. Ein weiterer Parameter, der bei
fehlenden Informationen zu Überschreitungen der zulässigen Abweichungen der Modeller-
gebnisse führt, ist die Albedo, die die Strahlungsbilanz über die einfallende kurzwellige
Strahlung modifiziert. Baumhöhe und Kronendurchmesser sind weitere Beispiele für Ein-
gangsparameter, die insbesondere durch Modifikation der Verschattungswirkung am Tag
zu Überschreitungen der zulässigen Abweichungen der Modellergebnisse führen. Bei der
Untersuchung wird festgestellt, dass die gewünschten Genauigkeiten der Modellergebnisse
bei der gegebenen Qualität der Eingangsdaten größtenteils erreicht werden können, wobei
teilweise intensive Datenerfassung beispielsweise durch Messungen erforderlich ist und
eine Erfassung der Modernisierungsmaßnahmen an Gebäuden empfohlen wird, da eine
Ungenauigkeit der damit verbundenen Eingangsdaten zu Verletzungen der gewünschten
Genauigkeit führen kann. Darüber hinaus werden auf der Grundlage der Ergebnisse der
Sensitivitätsanalyse, in der auch Parameter mit großem Einfluss auf die Lufttemperatur
und den UTCI diskutiert werden, Schlussfolgerungen zu möglichen Methoden für die An-
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passung städtischer Gebiete an den Klimawandel gezogen. Eine Erkenntnis ist, dass eine
geeignete Kombination von begrünten Dächern und Fassaden, Grünflächen und Bäumen
den größten Kühleffekt in Fußgängerhöhe hat.

Schlagworte: Stadtklima, numerische Simulation, Unsicherheits- und Sensitivitätsanalyse
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Abstract

Within the scope of this work, a sensitivity analysis method for input parameters of
numerical models is developed and applied to the PALM model system. Inter alia, the
PALM model system is capable of simulating the physical processes within urban environ-
ments and thus can be used as a tool for urban planning and the development of climate
change adaption measures. Within the framework of the [UC]2 project, it has been fur-
ther developed, evaluated and applied. However, the sensitivity of the model results to
the input parameters was not sufficiently addressed yet. For an application of PALM in
urban areas, input data concerning land use, surfaces, soil type, buildings and vegetation
are required. They can be obtained from various sources like municipal data, Open Street
Map, satellite data or aerial imagery. However, quality and availability of input data
are very heterogeneous, which results in uncertainties in the input parameters, which are
transferred to the model results. In the presented study, the quality of the input param-
eters is investigated with respect to the required accuracy of the model results. For the
latter, required accuracies are defined based on a VDI guideline, that formulates require-
ments for numerical models to guarantee quality assurance. Furthermore, a systematic
sensitivity analysis is carried out for the input parameters required for PALM simulations
of the urban environment. This allows for the selection of the input parameters, for which
extensive data acquisition is worthwhile and necessary for obtaining reliable model results
with a sufficient accuracy. For this, global sensitivity studies using the Morris method
are combined with an OAT sensitivity study for an urban domain. The results of the
analysis are evaluated concerning the influence of the building type, the land-surface pa-
rameters and tree characteristics on the model results. Furthermore, reference is made to
the required accuracies of the model results which are compared to the found deviations
and associated with the quality of the input parameters. The simulated variations of the
model results are due to modifications of the energy balance at the surfaces and thus the
available energy due to variations in the input parameters. The investigation gives recom-
mendations for which input parameters, e.g. soil parameters and parameters describing
small water bodies, the use of coarser, but more automatable, area-wide available data
is sufficient and for which input parameters a more intense data acquisition is required.
The thermal properties of a building, for example, should be available for a reliable mod-
eling of surface, indoor and air temperature. Another parameter that leads to exceedings
of the permissible deviations of the model results in case of missing information is the
albedo which modifies the radiation balance via the incoming short-wave radiation. Tree
height and crown diameter are further examples of input parameters that are found to
lead to a larger scatter of the model results especially due to the shading effect during
day time. In this study it is determined that the desired accuracies of the model results
mostly can be achieved with the given quality of the input data, although intensive data
acquisition, for example through measurements, is required in some cases, and collection
of modernization measures on buildings is recommended, since inaccuracy of the associ-
ated input data can lead to violations of the desired accuracy. In addition, conclusions
are drawn on possible methods for the adaptation of urban areas to climate change based
on the results of the sensitivity analysis discussing quantities with a large impact on the
air temperature and the UTCI. One finding is that a proper combination of green roofs
and facades, green surfaces and trees has the largest cooling effect in the pedestrian height.

Keywords: urban climate, numerical simulation, uncertainty and sensitivity analysis
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Part I

Introduction

1 Motivation and goals

The research programme ‘[UC]2 - Urban climate under change’ is funded by the German
Federal Ministry of Education and Research (BMBF) within the framework of the Strategy
‘Research for Sustainability’. It includes the development, evaluation and application of
an efficient and user-friendly urban climate model for entire cities with a high horizontal
resolution based on the large-eddy simulation (LES) code PALM (see [52]; Maronga et
al., 2015), with added PALM-4U (PALM for urban applications, read: PALM for you)
components [59, p. 97], [43, p. 1336]. The urban climate model PALM-4U developed in
the first phase of the research programme is further developed in the second phase for
practical application and scientific research. The programme is divided into three modules:
Module A is responsible for the further development of PALM-4U, Module B for the
evaluation and scientific application of PALM-4U and Module C for the operationalization
of PALM-4U [5]. This thesis was written within the module A of the second phase of the
research program [UC]2.

As the name implies, the aforementioned research programme aims to study urban
areas in the context of climate change. The numbers of summer days (Tmax ≥ 25 ◦C),
hot days (Tmax ≥ 30 ◦C) and tropical nights (Tmin ≥ 20 ◦C) are predicted to increase
in the coming decades due to the anthropogenic climate change. In the urban areas, the
consequences of heat episodes are intensified since urbanization influences the local climate
through affection of the land use [73, p. 257], [53, p. 22], [68, pp. 4, 6]. Urban surfaces
tend to have low albedos and high heat capacities [54, p. 10]. Therefore, they are good
at absorbing of short-wave radiation and re-radiating the energy [54, p. 10]. Inter alia,
this leads to an increased heat stress in urban areas [68, p. 6]. For urban planning and in
order to design actions for climate change mitigation and adaption, reliable information
on urban atmospheric processes including quantities influencing health and comfort of
the population such as wind speed, temperature and humidity are required with a high
spatial resolution [59, p. 95]. These information can be obtained using urban climate
models such as the PALM model system. For an application of PALM in urban areas,
input data concerning land use, surfaces, soil type, buildings and vegetation are required.
Therefore, for the application of PALM, it is usually necessary to specify many detailed
input parameters with extremely high spatial resolution. Unfortunately, the study of
real urban areas is limited by the effort and costs associated with thorough measurement
campaigns [3, p. 2] and data preparation of location data. The values of the input
parameters can be obtained from various sources like municipal data, Open Street Map,
satellite data or aerial imagery to name a few. However, quality and availability of input
data are very heterogeneous, which results in uncertain input parameters [32, p. 5855],
which are transferred to the model results.

For an appropriate and successful application of the model, it is necessary to first
estimate the size of the influence of the various input parameters on the model output.
However, the sensitivity of the model results to the input parameters was not sufficiently
addressed so far. Therefore, with the presented study the quality of the input parameters
and the required accuracy of the model results are investigated and a systematical sen-
sitivity analysis is carried out for the input parameters required for PALM simulations
of the urban environment. The aim of the study is to determine the range of the model
results depending on the uncertainty of the input data as well as the necessary accuracy
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of the input data to ensure a desired accuracy of the results.
The sensitivity analysis method presented here will be applicable not only to the input

parameters of the PALM model system, but also to those of other numerical models. It is
especially applicable for models with high computation time and many input parameters.
Hence, the new aspect presented in this work is a method for a sensitivity analysis for
input parameters of numerical models using the PALM model system an example. It
includes a comprehensive and systematic investigation and the comparison of the influ-
ences of various parameter(group)s, which are necessary to describe urban areas, on the
model outputs. Through comparison of the effects of the input parameters with desired
accuracies of the model results, the analysis provides recommendations for the necessary
accuracy in the data acquisition. This allows optimal use of the effort and cost associated
with thorough data collection while providing more reliable model results. These analysis
results are to be made available to the users of the model. Furthermore, the findings about
the effects of the input parameters can be used to make recommendations regarding the
adaption of urban areas to climate change.

2 Outline of the work

Part II describes the existing knowledge. The PALM model system which is used in this
work is introduced in Chapter 3, Chapter 4 discusses the quality of the available input data
and gives the required accuracy of the model results. Chapter 5 gives general information
on uncertainty and sensitivity analysis and Chapters 6 to 8 provide an overview of applied
analysis methods. Chapter 9 references to previously performed studies and specifies the
aspects to be examined within the framework of the analysis. Part III with Chapters 10
to 14 presents the model setups and shows exemplary results of the model application
like typical diurnal cycles. In part IV, the application of the sensitivity analysis methods
follows for the previously described model setups: In Chapter 15, the Morris method is
applied to the simple setups in order to identify the input parameters within parameter
types that are most relevant for the considered model results, in Chapter 16, an exemplary
uncertainty analysis based on the use of Latin hypercube sampling as sampling strategy
is performed and in Chapter 17, a sensitivity analysis is performed for the more complex
urban area, where the previous results are included. In part V, conclusions are drawn
on possible methods for the adaptation of urban areas to climate change based on the
results of the sensitivity analysis. Part VI summarizes the results of this thesis and gives
an outlook.
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Part II

Existing knowledge and methods
The following part contains a short description of the PALM model system used in this
work as well as information on uncertainty and sensitivity analysis and the applied meth-
ods.

3 The PALM model system

The PALM model system, version 6.0, mainly developed by the PALM group at the
Institute of Meteorology and Climatology of the Leibniz University Hannover, is used in
this work. For a detailed description see [52], [41] and [43].

PALM is a parallelized turbulence-resolving LES model for the atmospheric and oceanic
boundary layer. In LES, a separation of scales is used to study complex turbulent pro-
cesses. The large turbulence elements (eddies) are resolved and only the small-scale
turbulence is parameterized within a subgrid-scale model. In contrast, using a turbulence
closure based on the Reynolds-averaged Navier–Stokes (RANS) equations, the entire tur-
bulence spectrum is parameterized [43, pp. 1336-1337].

PALM is based on the non-hydrostatic, filtered, incompressible Navier-Stokes equa-
tions in Boussinesq-approximated form or alternatively in an anelastic approximation.
PALM solves the prognostic equations for the velocity components u, v and w, the po-
tential temperature θ, the water vapor mixing ratio q and optionally a passive scalar s.
An equation for the subgrid-scale turbulence kinetic energy (SGS-TKE) (LES mode) or
the total turbulence kinetic energy (RANS mode) is also solved [43, p. 1337].

The prognostic equations are solved on a staggered Arakawa-C grid with equidistant
horizontal grid spacings. For the parameterization of the subgrid-scale terms, a 1.5-order
turbulence closure after Deardorff [13] is used. The spatial discretization is done via finite
differences using a fifth-order advection scheme after Wicker-Skamarock [71] and via a
third-order Runge-Kutta time stepping scheme [72] the discretization in time is achieved
[42, p. 107]. The incompressibility of the flow field is ensured by a predictor corrector
method and a pressure solver. In the predictor step, a preliminary velocity is calculated,
in the corrector step, a Poisson equation is solved for the modified perturbation pressure
whose solution yields a velocity field free of divergence after every time step [41, pp. 2519-
2520]. The model is optimized for use on massively parallel computer architectures using
the Message Passing Interface and Open Multiprocessing [41, p. 2535].

In order to solve the energy balance equation, a surface classification concerning phys-
ical properties such as heat capacity, roughness, albedo and emissivity is required. In
PALM, the classification is made via predefined parameter lists for the building, soil and
each land surface type, which are vegetation, pavement and water surfaces [32]. Addi-
tionally, the user can modify individual parameter values.

Several modules are embedded in PALM. The ones used in this work will be described
in the following sub-chapters. The PALM-6.0 model system thus is capable of simulating
the physical processes within urban environments and is applicable to various problems
with regard to urban planning, air quality, biometeorology and the adaptation to regional
consequences of climate change and starts being used for urban planning issues. Further-
more, it is used worldwide by scientists to study atmospheric processes in urban areas
[59, p. 97], [53, p. 22]. PALM has already been successfully applied to real urban areas
(see e.g. [3], [4] and [26]).
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3.1 Land surface model

For the simulation of natural, water and paved surfaces the ‘land surface model’ (LSM) is
used [24]. The module contains a solver of the energy balance of the earth’s surface as well
as a multi-layer soil model to take into account vertical heat and water transport in the soil
[43, pp. 1346-1348]. The surface classification is made via the predefined parameter lists
for each land surface type or user modifications of individual parameter values [32]. To
take into account the interactions of the surface with the underlying soil, a soil type must
be given to PALM for grid cells that are classified as vegetation or pavement surfaces.
The classification can again be made via predefined soil types with the corresponding
parameter list or modifications of individual parameter values. The soil types are based
on the granularity of the soil and properties concerning soil moisture. By default, the soil
layers have thicknesses from their respective top to their bottom of 0.01 m, 0.02 m, 0.04
m, 0.06 m, 0.14 m, 0.26 m, 0.54 m and 1.86 m [32, pp. 5837-5839]. The soil layers and
their positions are schematically visualized in Figure 1. Prognostic equations for the soil
temperature and the volumetric soil moisture are solved in the soil layers. The vertical
heat and water transport is modeled using the Fourier law of diffusion and Richards’
equation, respectively. The hydraulic conductivity is calculated after van Genuchten [64].
These aspects are further described in [24, p. 5311]. Furthermore, for vegetated or water
surfaces, a skin layer covering the surface that does not have a significant heat capacity
is used, while for bare soil and pavements, no skin layer is applied, see [24, p. 5308].

Figure 1: Schematic visualization of the soil layers, their thickness (left), and the position
of their bottom (middle) and center (right).

3.2 Plant canopy model

The effect of plants as obstacles can be studied using a ‘plant canopy model’ (PCM) [43,
p. 1336]. High vegetation such as trees can be partly resolved depending on the grid
size. The resolved vegetation leads to a sink term in the momentum equation and is
responsible for shadowing and reflections [32, pp. 5838-5839]. A three dimensional (3D)
canopy model is used, which is based on a drag force approach and the leaf area density
distribution [42, pp. 111-112]. The high bushes or trees are defined by means of leaf and
basal area density (LAD, BAD) fields [32, p. 5851]. For their calculation, the parameters
species, tree height h, crown diameter dc, crown shape, trunk diameter dt, ratio of crown
height hc and crown diameter dc are required [32, p. 5845]. A schematic diagram for a
spherical shaped tree is given in Figure 2 in order to visualize the tree parameters. To
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Figure 2: Schematic diagram for the tree parameters.

estimate the LAD of individual trees, the area covered by the crown is determined and
it is assumed that the density of the leaf area increases exponentially from the center of
the crown towards the outside, while the BAD is increasing towards the center of the
crown. Furthermore, the BAD field is determined by means of the trunk diameter, which
is assumed to be constant up to the crown center [32, pp. 5851-5852]. If information
about individual trees is missing, or if, for example, a forest is to be described, patch data
can be used, i.e. an idealized vertical LAD distribution is determined after Markkanen
[40] from a leaf area index (LAI) and two parameters αLAD and βLAD and a vegetation
height for every location on the horizontal plane. Increasing values for αLAD shift the
leaf areas towards the upper limit of the vegetation, increasing values for βLAD shift them
downwards [49], [32, p. 5852].

3.3 Urban surface model

The ‘urban surface model’ (USM) corresponds to the LSM for building surfaces. To solve
the energy balance for building surfaces, information about the building type with regard
to various parameters such as wall thickness, heat capacities and conductivities, window
fraction and albedo is required. For building classification, characteristic building types
with default values for the building parameters are prescribed [32, p. 5838]. These values
are used when no other values are given by the user. The building type is defined by a
combination of building use and age [32, p. 5843]. PALM distinguishes between buildings
built before 1950, between 1951 and 2000 and after 2000, and between residential and
office buildings [31, p. 26]. Each surface element can contain one part of wall or roof,
greening, and window area. The energy balance solver calculates the surface temperature
of all three parts and a weighted effective surface temperature. For the green fraction
on the buildings, the heat conduction through a substrate layer is additionally simulated
taking into account the soil water content. The evapotranspiration of the green roof is also
included [31, p. 19]. Furthermore, PALM offers an indoor model [51]. The indoor model
can be added to model the interaction between the surrounding urban climate and indoor
climate. It calculates the indoor temperature and determines the electricity demand, the
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heating or cooling demand and the anthropogenic heat emission to the environment [31,
pp. 24, 25].

3.4 Radiation model

For the calculation of the radiation budget of the Earth’s surface, a simple fast radiation
model for clear sky conditions neglecting the presence of humidity, clouds, and variations
in aerosol and trace gas properties in the atmosphere is offered by PALM, see [43, pp. 1348,
1349]. Radiative processes and energy exchanges within the urban or natural canopy layer
with geometrically complex structures like shading and reflections are taken into account
by the ‘radiative transfer model’ (RTM). Based on the radiation on top of the canopy layer
calculated by the radiation model, shortwave and longwave radiative processes inside the
canopy layer are modeled. The resulting radiative fluxes are provided to the LSM, USM
and the biometeorology module, see [43, pp. 1354-1356].

3.5 Biometeorology module

The biometeorology module consists of a thermal comfort part for the calculation of the
thermal indices ‘perceived temperature’ (PT), ‘universal thermal climate index’ (UTCI),
see Chapter 20 for a description, and ‘physiologically equivalent temperature’ (PET)
approximating human thermal perception, and a UV-exposure part for calculations of
biologically weighted human exposure in an urban environment. The indices UTCI, PET
and PT are provided for the horizontal level, which is the closest possible to 1.1 m above
ground level [43, p. 1362].

3.6 Nesting

For LES of the urban Atmospheric Boundary Layer (ABL) a high grid resolution in the
order of typically 1 m is required, in order to satisfactorily resolve most of the complex
turbulent structures. At the same time, the vertical extent of the model domain has to be
large enough to capture the ABL and the horizontal extent should be several ABL heights
in order to capture the dominant turbulent eddies in the ABL. Thus, a large computational
domain and a high grid resolution near the considered surface are required. To reduce
the need for computational resources, PALM offers a self-nesting scheme allowing for
large domain sizes and high spatial resolutions in the domain of interest. Here, two or
more domains of different extent and grid spacing are used simultaneously and nested
into another. The outermost (root) domain contains one or more inner (child) domains
with increasing resolutions. The domains can also be nested recursively into another.
Nest domains are surface-bound. A child domain receives boundary conditions for the
prognostic quantities from its parent domain via interpolation from the coarser to the finer
grid. In case of one-way coupling, the coarse domain is not influenced by the solution of
the fine domain, while in the two-way coupling the coarser domain is influenced by its
child domains via so-called anterpolation, where the child solution is transferred back to
the parent domain and replaces the parent solution within the volume occupied by both
domains [43, pp. 1358-1359], [33, p. 3185-3187].

Figure 3 shows a schematic example of a model domain including one nested child
domain. The coordinate vector and its components are denoted as x = (x, y, z).

6



Figure 3: A schematic example of a nested configuration with a child domain inside its
parent domain. See [33, p. 3188].

3.7 Turbulence-recycling method

Besides the default option, that cyclic boundary conditions apply at all lateral domain
boundaries, PALM offers the turbulence-recycling method, which is used to achieve a fully
developed time-dependent turbulence at the inflow boundary. The turbulence-recycling
method sets a fixed mean inflow condition at one side of the simulation domain and adds a
turbulent signal from a recycling plane within the model domain. An additional recycling
area within the model domain is therefore required [43, p. 1343]. A precursor run is
used for generating the initial turbulence field. Therefore a domain can be used, that
is smaller along the horizontal directions than the main domain. In that case the latter
is filled by cyclic repetition of the precursor run data. Topography elements should be
placed sufficiently downstream of the recycling plane to prevent effects on the turbulence
[41, pp. 2521, 2522].

4 Quality of the input data and required accuracy of

the simulation results

For an application of PALM in urban areas, adequate input data concerning land use,
road surfaces, soil type, buildings and 3D vegetation need to be available [31, p. 39].
This chapter first discusses the quality of the input data. Their collection is described,
as well as their typical quality. For this purpose, it is especially refered to [32], where the
input data requirements, data sources and data processing of the geospatial input data
for PALM 6.0 are described in detail.

Input data can be obtained from various data sources like municipal data, aerial
imagery, satellite data, Corine Land Cover (CLC) and Open Street Map (OSM) [31,
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pp. 35, 36]. For small areas of interest, field surveys and manual mapping are also
practicable [32, pp. 5839, 5840]. However, the quality and availability of input data
are very heterogeneous. A Germany-wide uniform and high-resolution database does not
exist at the time the thesis is written [31, p. 5]. Uncertainties in the input data are due
to the varying quality of different data sources, insufficient spatial resolution, incorrect
assignments [32, p. 5855] and hence due to a lack of information. The use of default or
literature values that may not be exactly transferable to the considered situation [29, p.
225] and measurement uncertainties appearing during data collection [34, p. 283] result
in input data uncertainties. Table 1 gives the required input data and the corresponding
data sources and Table 2 provides information on the quality of the data sources.

Table 1: Data sources for input data required for a PALM-simulation.

Input data Data sources
terrain height airborne LiDAR data, satellite-based data [32, p. 5842]
vegetation
type

municipal data, ATKIS/ALKIS, OSM, CLC, aerial color and infrared
images [32, pp. 5843, 5860].

pavement
type

ATKIS/ALKIS, airborne hyperspectral imaging data, OSM [32, pp.
5840-5861].

water Temperature data are restricted to samples for monitoring the water
quality or swimming suitability [30, p. 5]. To map water bodies: OSM,
CLC, governmental/ATKIS/ALKIS data, satellite data, aerial images.
There are no sufficient and complete data available with a sufficiently
high spatial resolution for differentiating between small bodies of water
like fountains [32, pp. 5840, 5848, 5868].

soil type European Soil Database [17], soil map of Germany [8], Soil data are
difficult to acquire at high resolutions. Assumptions about horizontal
and vertical homogeneity were made in [32, p. 5848]

3D vegetation Municipal tree register with information about trees on public land:
tree species, age, height, and sometimes also crown and stem diameters,
information about trees and green spaces on private property has to be
derived from additional data sources [32, p. 5840]. Remote sensing data
from satellite or airborne imagery: information on the location of the
vegetation [32, p. 5843], LiDAR data: tree height and crown diameter
[32, p. 5845], field measurements on the ground to sample single trees
[32, p. 5847], OSM [32, p. 5843]

building
geometry

municipal 3D building data in LOD1 (block model) or LOD2 (more
detailed with roof structures) [32, pp. 5840, 5842]

building type ATKIS/ALKIS data are used to estimate the building age and use [32,
p. 5840]. Building properties are difficult to aggregate and often un-
known; no cadastral information on restoration, facade changes and
heat insulation actions for individual buildings is available in Germany.
Overflight data [31, p. 26]/field or drone surveys can be used for small
areas [32, pp. 5838, 5843]. Municipal ortho near-infrared (CIR) images:
Intensive and extensive green roofs [32, pp. 5844, 5845].

The simulations have to be performed with this limited quality of the input data in-
cluding mismatches of the surface types and a limited ability of representing trees, which
can lead to uncertain model results. Therefore, it is specified with which accuracy the
simulation results like air temperature, UTCI or wind speed of a numerical model like the
PALM model system should be available in an urban environment, in order to be able to
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Table 2: Information on the quality of the data sources regarding urban PALM-
simulations.

Data source Quality
ALKIS/
ATKIS/
municipal
data

regularly updated every 1–3 years, not systematically available for veg-
etation and pavement type [32, pp. 5840-5861], building information
from regional studies or municipal planning is often incomplete or in-
consistent [31, p. 26], ALKIS provides building data at building block
level, thus, they often contain mixed uses [32, p. 5843], municipal 3D
building model: LOD2 building data exist for all German states since
2019, accessibility and costs vary [32, pp. 5840, 5842]

OSM volunteered geographical information [32, p. 5840], basically always
available and publicly accessible [31, p. 5], incomplete regarding water
bodies [32, p. 5848], no homogeneous data quality, completeness and
adherence to a single standard can be guaranteed [32, p. 5840]

CLC based on satellite data (Sentinel-2 for CLC2018), Minimum Mapping
Unit of 25 ha, available for Europe, free access for all users [12]

tree register tree species, age, height, and sometimes also crown and stem diameters;
exclude information about trees and green spaces on private property
[32, p. 5840], continuously revised [23]

airborne
LiDAR data

1 m spatial resolution, not everywhere available or not all cities in Ger-
many provide access to LiDAR data sets, data sources can cover the
variation of the LAI over the phenological cycle [32, pp. 5842-5847]

satellite-based
data

area-wide data [32, p. 5843], global coverage, high temporal resolution
[37]: depends on orbit, sensor’s characteristics, and swath width, and
lies in a range from 1 day to 16 days [47], spatial resolution of Sentinel-2
is 10 m, to reach resolution of 1 m for LAI, a bilinear re-sampling method
can be applied [32, p. 5847], provide information on the location of the
vegetation and estimates for some vegetation characteristics but not all
required by PALM [32, p. 5843]

Aerial im-
agery

spatial resolution: up to 1 cm - 5 cm per pixel, smaller field of view
compared to satellite images [37], updated in a 2–5-year period to mon-
itor the green volume development, provide information on the location
of the vegetation and estimates for some vegetation characteristics but
not all required by PALM, the acquisition dates and thus the leave
cover differ, usually smaller water bodies like fountains or rivulets are
not distinguishable, municipal ortho near-infrared (CIR) images are not
always available, even in cities [32, pp. 5840-5848].

Airborne hy-
perspectral
imaging

spatially and spectrally detailed data that allows for a differentiated
classification of urban surface materials, however due to its experimental
nature, these data are rarely available for whole cities [32, p. 5847]

European Soil
Database

raster data with grid sizes of 1 km x 1 km and 10 km x 10 km [17]

soil map of
Germany

available in ratio 1:1.000.000 or 1:200.000, uniform assessment of the
soils throughout Germany, 71 soil mapping units [8]

conclude with the help of this work whether this necessary accuracy can be achieved with
the quality of the available input data and what the required accuracy of the input data
is. Guidelines that apply to numerical models in the field of urban climate provide this
kind of information. They can also be applied to PALM and provide information on the
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required accuracy of the PALM simulation results. Therefore, with respect to the required
accuracy of the simulation results, reference is made to information from VDI guidelines.
The VDI guideline [67] formulates requirements for numerical models to guarantee quality
assurance. This also includes the specification of permissible absolute and relative devia-
tions between model results and reference values for near-ground temperature and wind.
Information regarding the required accuracy of indoor temperature, surface temperature
and UTCI were not available in the VDI guidelines. For the indoor temperature and the
surface temperature, the same required accuracy as for the air temperature is assumed,
since they are measured on the same scale. To define the required accuracy of the UTCI,
a different approach is used. Based on the values of the UTCI, a division into stress cat-
egories is made. The smallest category covers a 6 K interval, see Chapter 20. In [70], the
uncertainties of UTCI due to uncertainties in radiation fluxes are studied. It is referred to
the 6 K intervals, since uncertainties being smaller lead to possible errors of the UTCI of
only one UTCI scale [70, p. 537]. Since this might be critical, when the thermal comfort
is to be evaluated, the maximal allowed uncertainty of the UTCI is assumed to be half of
the smallest scale, i.e. 3 K. The permissible deviations or required accuracies are listed
in Table 3. The values furthermore coincide with the assumption that differences in the
modeled temperature of 0.5 K due to turbulence are reasonable and changes below that
value can hence be due to noise.

Table 3: Permissible deviations of selected meteorological parameters for urban areas.

meteorological parameter permissible deviations source
absolute relative

u, v, w 0.35 ms−1 10 % [67, p. 18]
wind speed 0.5 ms−1 10 % [67, p. 18]
air temperature 0.5 K 0.2 % [67, p. 18]
indoor temperature 0.5 K 0.2 % assumption
surface temperature 0.5 K 0.2 % assumption
UTCI 3 K 1.2 % assumption, [70, p. 537]

5 Uncertainty and sensitivity analysis

A computational model represents a system of interest and maps input data to model
results [46, p. 161].

As part of an uncertainty analysis, the uncertainty - i.e. bandwidth - of the model
result is determined when the input parameters vary within a specified range. The out-
come of this study is dependent on this range of the input parameters. Therefore, a
representative choice of this range and a suitable probability distribution of the input pa-
rameters are crucial for reliable results that are valid for the given accuracy of the input
parameters [39, p. 10].

A sensitivity analysis can be used to identify the input parameters most responsible
for the bandwidth of the output [34, p. 283], i.e. it examines how the uncertainty in the
model result can be apportioned to the various uncertain input parameters [58, p. 259].
Sensitivity analysis methods range from local One Factor at A Time (OAT) methods,
described e.g. in [34], to global quantitative variance-based methods, see e.g. [58] [11, p.
1509].

In a local sensitivity analysis, the change in the considered model output is deter-
mined in the event of small changes in the input parameters around a certain point in
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the input parameter space. A local sensitivity measure corresponds to the derivative of
the output y with respect to the input parameter xi: (∂y/∂xi) [57, p. 60], [39, p. 40].
Fixed variations of the parameter values are considered instead of the actual uncertainty.
Since the parameters are only varied within a small range around the base point, only
a fragment of the input parameter space is taken into account [34, p. 284]. That is
why the local sensitivity measures are dependent on the base point, at which the deriva-
tives are determined. Furthermore, usually one parameter is varied after the other (OAT
sampling), which is why interactions between the input parameters cannot be recognized
using the local method [39, p. 40], [34, pp. 283, 384]. Here, the interaction of two input
parameters is defined by the fact that the common effect on the model result is not equal
to the sum of the individual effects [57, p. 111].

In a global sensitivity analysis, the effect of input parameters on output quantities
is examined in the entire possible input parameter space [39, p. 42]. A global sensitivity
analysis captures the effect of one input parameter while the others are also varied. In
addition, they are able to recognize interaction effects, which is important for non-linear
and non-additive models [57, p. 49].

In [57, p. 54] the Factors Fixing Setting or Screening is introduced. Input parameters
without or with only small effects on the considered model result are to be identified
and fixed without any significant loss of information. They can be fixed at any given
value within their bandwidth without significantly reducing the output variance, while
the remaining input parameters are responsible for most of the output variance. For this
setting, the Morris method or variance-based techniques can be used.

Due to the effectiveness and the efficiency of the Morris method [11, pp. 1509, 1510],
it will be used in this study and described in more detail in Chapter 6.

6 The Morris method

In 1991, Max D. Morris introduced a method to determine which of the many input
parameters have an important effect on the model results [46].

Often, models have a lot of input parameters and model runs can be time-consuming
and expensive. The aim of this method was to identify the important input parameters
that have a significant influence on the considered model outputs preliminary to perform-
ing further computational experiments. The term ‘Factor screening’ is used for this [46, p.
161]. Thus, the Morris method or elementary effect method is called a screening method.
Screening methods belong to global sensitivity analysis methods and can be used to iden-
tify the important input parameters of a model with a comparatively small number of
model runs when the number of input parameters is large and / or the model requires a
large amount of computation time [20, p. 374], [46, p. 161].

The Morris method provides qualitative sensitivity measures which can be used to
rank the input parameters according to their importance [57, p. 108]. The sensitivity
measures provide information about which factors have effects that are negligible, that
are linear and additive, or that are non-linear or involved in interactions with other input
parameters [46, p. 163], [57, p. 94], [62, p. 331].

Due to the comparatively small number of model runs required, the Morris method is
a good compromise between accuracy and efficiency, especially for sensitivity analyzes of
large models [11, p. 1509].
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6.1 The elementary effects

The Morris method is based on the OAT method, in which elementary effects EEi are
calculated for each input parameter. These describe the ratio of the change in the output
to the change in the input ∆i for the ith input parameter xi. An elementary effect is a local
sensitivity measure for the effect of input xi in a in a given area on the output. To obtain
a global measure, a set of r elementary effects is sampled from the distribution of the
elementary effects Fi for each input parameter. A statistical evaluation is carried out for
the elementary effects after their determination: The mean µ and the standard deviation
σ of the distribution of the elementary effects Fi and the mean µ∗ of the distribution of
the absolute values of the elementary effects Gi are estimated as sensitivity measures [20,
p. 374], [11, pp. 1509-1511], [62, p. 332] as described in Chapter 6.4.

Assuming that each input parameter takes on values in the interval [0, 1], the elemen-
tary effect for the ith input parameter given x ∈ X and the model y(x) is

EEi(x) =
y(x1, ..., xi−1, xi + ∆i, xi+1, ..., xk)− y(x)

∆i

=
y(x + ei∆i)− y(x)

∆i

, (1)

x is an input parameter sample from X, y(x) is the corresponding model output, ei is the
vector, which contains zeros except for one 1 on the ith component, ∆i is the step size
of xi along the Xi-axis, x + ei∆i is the new sample in the domain of definition, resulting
from shifting the ith input from xi to xi + ∆i, y(x + ei∆i) is the corresponding model
output [20, p. 375], [46, p. 163].

6.2 The input parameter space

It is initially assumed that each input parameter xi scales in such a way that it takes on
values in the interval [0, 1]. The considered region Ω of the input parameter space is thus
a k-dimensional unit hypercube [46, p. 163]. The model input can be understood as a
k-dimensional vector x with the components xi ∈ {0, 1/(p − 1), 2/(p − 1), ..., 1}. Each
dimension of the k-dimensional input parameter space is evenly partitioned into p levels,
such that a grid with pk points x ∈ Rk arises, at which the model can be evaluated. The
considered region of the input parameter space Ω is thus a k-dimensional p-level grid.
In practical applications, the values that are sampled in Ω are then rescaled in order to
generate the values that the input parameters actually take, which will be discussed in
section 6.2.1 [57, p. 94], [1, p. 63]. The value of p should be an even number and the step
size ∆ should satisfy ∆ = p/(2(p− 1)) [46, p. 163], [57, p. 97].

6.2.1 Other distributions than the uniform distribution in [0, 1]

So far, it was assumed that the input parameters satisfy the uniform distribution in the
interval [0, 1]. This chapter answers the questions how samples are to be created if the
input parameters satisfy other distributions than the standard uniform distribution, and
how the step size is defined. Sampling is done using the inversion method. In this case,
the values of the input parameters are not sampled directly, but samples are generated
using the cumulative distribution function (CDF). The CDF of each random variable
follows a uniform distribution in the interval [0, 1]. At first some random samples qi can
be generated in this interval, which are interpreted as the value of the CDF F (x). Then,
the actual input samples xi can be calculated via the inverse of the CDF F−1(q), i.e.
xi = F−1(qi) [20, p. 376].

If the actual input values have been calculated using the inversion of the CDF, the
value and meaning of ∆i must also be discussed. There are the options that ∆i corresponds
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to the actual step size ∆xi of the input parameter xi or to the step size ∆qi of the CDF
value.

For this, in [20, p. 376] the following example of the linear input-output relationship
y = g(x) = x1 + x2 is considered, where x1 and x2 are uniformly distributed in [0, 1] and
[0, 10]. It is expected that x2 will have a greater impact on the output y. Because of the
linearity, one group of elementary effects can be considered as the sensitivity measures.
Suppose that as CDF values, the points (0, 1/3), (0, 2/3) and (1/3, 2/3) are randomly
sampled in [0, 1]. Applying the inverse CDF yields the actual samples of the input pa-
rameters (0, 10/3), (0, 20/3) and (1/3, 20/3). This results in the following elementary
effects:

EE1 =
g(1/3, 20/3)− g(0, 20/3)

∆1

=
1/3

∆1

, EE2 =
g(0, 20/3)− g(0, 10/3)

∆2

=
10/3

∆2

.

For ∆i = ∆xi, i.e. ∆1 = 1/3, ∆2 = 10/3, EE1 = 1 = EE2 implies that x1 and
x2 are equally important for the result y. ∆i = ∆qi, i.e. ∆1 = ∆2 = 1/3, yields
EE1 = 1, EE2 = 10, which means that x2 has a greater impact on y than x1. The latter
corresponds to the expectations given the definition range of the input parameters and
the solution of the variance-based analysis. Thus, regardless of the distribution of the
input parameters, the step size ∆i should correspond to the CDF step size in [0, 1]. The
elementary effects can thus be formulated as follows:

EEi =
y(x + ei∆i)− y(x)

∆i

=
y(x + ei∆xi)− y(x)

∆qi
=

∆y

∆qi
=

∆y

∆xi

∆xi
∆qi

, (2)

with ∆qi = FXi
(x + ei∆xi) − FXi

(x) and FXi
(xi) is the CDF of Xi, i = 1, 2, ..., k. In

this way, weighting with the respective definition range of the input parameters is possible.

As an example, the CDF of a random variable X that is uniformly distributed in the
interval [xmin, xmax] used in this thesis is given [62, p. 71]:

F (x) =


0 for x < xmin
x−xmin

xmax−xmin
for xmin ≤ x < xmax

1 for x ≥ xmax

(3)

The inverse of the CDF is:

F−1(q) = xmin + q · (xmax − xmin). (4)

This leads to ∆xi = ∆qi · (xmax − xmin) and thus the elementary effect used in this thesis
reads:

EEi =
∆y

∆qi
=

∆y

∆xi

∆xi
∆qi

=
∆y

∆xi

∆qi · (xmax − xmin)

∆qi
=
y(x + ei∆xi)− y(x)

∆xi
· (xmax − xmin)

(5)

The value of an elementary effect for the ith input parameter corresponds to the variation
of the output when the input is varied from the minimum to the maximum of its parameter
range [22, p. 13].

6.3 The sampling strategy

First a base value q∗ ∈ Ω is randomly selected, whereby each component q∗i of q∗ is
sampled from the set {0, 1/(p− 1), 2/(p− 1), ..., 1}. q∗ is used to generate other samples
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and is not used to evaluate the model at q∗. The first sample q(1) is obtained by increasing
one or more components of q∗ by ∆, with the condition that q(1) ∈ Ω. The second sample
is also generated from q∗, such that it differs from q(1) in the ith component by + or - ∆:
q(2) = (q

(1)
1 , ..., q

(1)
i−1, q

(1)
i ±∆, q

(1)
i+1, ..., q

(1)
k ) = (q(1)±ei∆). The index i is randomly selected

from the set {1, 2, ..., k}. Also q(3) is generated from the basis value q∗, by increasing
one or more of the k components of q∗ by ∆, such that q(3) differs from q(2) in only one
component j, with j 6= i. In this way, a sequence of (k + 1) samples q(1),q(2), ...,q(k+1) is
generated, where two consecutive samples differ only in one component. Every component
of the basis vector x∗ was varied at least one time by ∆. The sequence of the samples is
called a trajectory in the input parameter space, which can be represented via a matrix
B∗ of the dimension (k+ 1)× k, whose rows correspond to the vectors q(1), ...,q(k+1) [57,
pp. 97,98]. An exemplary trajectory for p = 4 in a two-dimensional input parameter
quantile space is shown in Figure 4.

Figure 4: A trajectory in the input parameter quantile space for the Morris method,
k = 2.

Using two samples, which differ in the ith component, the elementary effect for pa-
rameter xi is obtained via

EEi(x
(l)) =

{
y(x(l+1))−y(x(l))

∆qi
, if the ith component of x(l) was increased by ∆xi

y(x(l))−y(x(l+1))
∆qi

, if the ith component of x(l) was decreased by ∆xi.
(6)

To determine the sensitivity measures, r independent trajectories are required. The tra-
jectories have different randomly generated starting points. Points that belong to a tra-
jectory are not independent, but the r (absolute) elementary effects, that are sampled
from the distributions Fi and Gi result from different trajectories and thus are indepen-
dent. That legitimizes the use of the sample mean µi and variance σ2

i of the calculated
elementary effects for input xi as estimators for mean and variance of Fi [46, p. 165], [57,
S. 99]. The same argument can be used for µ∗i .

Hence, using the ‘trajectory design’-method as a sampling strategy, i.e. a (k + 1)× k
matrix B∗, whose (k+1) rows contain the k-dimensional parameter vectors, k elementary
effects can be calculated using k + 1 model runs. Since r trajectories are used, r · (k + 1)
model runs are required [39, p. 49], [62, p. 334].

The implementation of the construction of r matrices B∗ is done as presented in [46,
pp. 163, 164] and [62, p. 334]: A matrix B of dimension (k + 1) × k is chosen, the
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elements of which have the values 0 and 1. For each column index j with j = 1, ..., k
there are two rows of B that differ only in the jth entry. The usual choice for B is a
lower triangular matrix filled with ones. Let D∗ be a k-dimensional diagonal matrix with
elements taking the values +1 or −1 with equal possibility. Let Jk+1,k be a (k + 1) × k
matrix, the elements of which take on the value 1. (1/2)[(2B − Jk+1,k)D

∗ + Jk+1,k] is a
k+ 1× k matrix, in which each column is either equal to the corresponding column in B,
or it is equal to the corresponding column in B with replacing zeros with ones and ones
with zeros. P∗ is a k × k random permutation matrix in which each column contains an
element taking the value 1 while all others take the value 0. Any two columns have the
1 at the same position. Each such matrix has an equal probability of being selected. Let
q∗ be the randomly chosen basis vector. This results for the matrix

B∗ = (Jk+1,1q
∗ + (∆/2)[(2B− Jk+1,k)D

∗ + Jk+1,k])P
∗ (7)

B∗ supplies an elementary effect, which is randomly selected from Fi for each input
parameter. The matrix for the whole experiment is:

Q =


B∗1
B∗2
...
B∗r

 . (8)

For k = 3, r = 5 and p = 4, the trajectories in the input parameter quantile space
shown in Figure 5 can be obtained.

Figure 5: Trajectories in the input parameter quantile space for the Morris method, k = 3,
r = 5.

6.4 The sensitivity measures

As mentioned in Chapters 6.1 and 6.3, a statistical evaluation of the elementary effects
is carried out to obtain the sensitivity measures. They will further be explained in the
current chapter.

After generating r samples from the distribution of the elementary effects EEi over
the input parameter space, their mean µi, their modified mean µ∗i and their standard
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deviation σi are calculated for each input parameter xi [1, p. 63, 64]. The sensitivity
measures thus read as follows:

µi =
1

r

r∑
j=1

EEj
i (9)

µ∗i =
1

r

r∑
j=1

|EEj
i | (10)

σi =

√√√√ 1

r − 1

r∑
j=1

(EEj
i − µi)2 (11)

[20, p. 375],[39, p. 48],[22, p. 7].
The estimator of the mean µi of the distribution of the elementary effects Fi alone

is not suitable to sort the parameters according to their importance, because Fi may
contain negative elements, which happens, when the model is non-monotonous. In this
case, elementary effects would cancel each other out when calculating the mean. µ∗i is the
estimated mean of the distribution of the absolute values of the elementary effects Gi. The
measure µ∗ can be used to sort the input parameters according to their importance and
thus to identify the input parameters which have an important influence on the considered
model result. If µi has a large value, the parameter has a large influence on the output.
If µ∗i has the same value, the sign of the effect is the same everywhere. If the value of
µi is small, but that of µ∗i is large, the sign of the effect depends on the point in the
parameter space at which the effect has been determined. σi is the standard deviation of
Fi, delivering information about which input parameters are involved in interactions with
other input parameters. σi thus provides information on the second and higher order
effects in which the factor is involved. A high value of σi means that the elementary
effects with regard to the parameter under consideration are different, i.e. their value
depends on the point in the input parameter space and thus on the values of the other
input parameters. A small value for σi indicates very similar values of the elementary
effects, which implies that the effect of xi is quite independent of the values of the other
input parameters [57, pp. 92-96].

This knowledge allows input parameters with small values for µ∗i to be fixed to a value
in their bandwidth without this entailing a significant loss of information [57, p. 107].

6.5 Dynamic and spatial resolved sensitivity analysis

So far, scalar model outputs were considered. However, not only scalar outputs have to
be reliable and therefore have to be examined for the input parameters with an effect on
the model results, but also their temporal progression or spatial distribution. Therefore
it makes sense to carry out the sensitivity analysis for time- and space-dependent output
quantities.

If the target quantity is not a scalar value but a time series, a dynamic sensitivity
analysis is carried out [39, p. 51]. The definition of the elementary effects can be adjusted
as follows:

For t ∈ {t1, ..., tn} let y(t, x) be the result of the model Y : {t1, ..., tn} × Ω → R at
time t with input parameters x ∈ Ω. The sequential elementary effect EEi(t) for the
parameter xi is defined as:

EEi(t) =
y(t,x + ei∆xi)− y(t,x)

∆qi
. (12)
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This also allows the time dependency to be added to the sensitivity measures:

µi(t) =
1

r

r∑
j=1

EEj
i (t) (13)

µ∗i (t) =
1

r

r∑
j=1

|EEj
i (t)| (14)

σi(t) =

√√√√ 1

r − 1

r∑
j=1

(EEj
i (t)− µi(t))2 (15)

Hence, a measure for the influence of each parameter is determined for each time step,
showing temporal differences in the influences of parameters [39, p. 143]. An analogous
approach can be used for space-dependent sensitivity measures.

6.6 Identification of relevant parameters

In the following, the method used for identification of relevant parameters is described.
For this purpose, the aspect mentioned in Chapter 6.2.1 can be used, that the value of an
elementary effect for the ith input parameter corresponds to the variation of the output
when this input parameter varies from the minimum to the maximum of its parameter
range. Thus, as described in Chapter 6.4, the consideration of the Morris measures µ∗ and
σ is helpful for an evaluation of the relevance of the input parameters. Therefore, for each
model result a minimum variation can be defined, from which the causing parameter can
be considered to be affecting the model result. This threshold variation can be defined
using the standard deviation of the output σout. A relevance can be assigned to the input
parameters xi according to a by comparing the corresponding measures µ∗i,j and σi,j to
the value a · σout,j, a ∈ {0, 1, 2, 3}. In case of time dependent model outputs, there are
two possibilities to evaluate the influence of the input parameters. In order to evaluate
the influence of an input parameter at the individual points in time, the time dependent
standard deviation of the model output σout,k(t) can be used, but since the standard
deviation varies in time, the assigned relevances for two time steps cannot be directly
compared because they arise from two different thresholds. That is why it also makes
sense to define the maximum of the time dependent standard deviation of the output
max
t

(σout,k(t)) in order to define the threshold for the whole day and to compare the

time dependent measures to it in order to find the input parameters causing the largest
variations during the whole day.

For scalar model outputs yj, the Morris measures can be visualized via bar or tornado
and Morris plots, as well as tables. A colored table can also be used for the visualization
of the diurnal variations of the measures in case of time dependent outputs.

6.7 Validation of the implemented Morris method

The implemented Morris method is validated against an example application from [46,
pp. 165, 166] and [57, pp. 88, 103] in order to verify whether it is working properly. The
test case is a model with 20 input parameters with the following form:

y = β0 +
20∑
i=1

βiwi +
20∑
i<j

βi,jwiwj +
20∑

i<j<l

βi,j,lwiwjwl +
20∑

i<j<l<s

βi,j,l,swiwjwlws (16)
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with wi = 2 · (xi − 1
2
) for i ∈ {1, ..., 20} \ {3, 5, 7} and wi = 2 · (1.1 · xi/(xi + 0.1)− 1

2
) for

i ∈ {3, 5, 7}. For the coefficients yields:
βi = 20, i = 1, ..., 10; βi,j = −15, i, j = 1, ..., 6; βi,j,l = −10, i, j, l = 1, ..., 5;
βi,j,l,s = 5, i, j, l, s = 1, ..., 4.
The remaining first- and second-order coefficients are independently generated from a
normal distribution with zero mean and unit standard deviation and the remaining third-
and fourth-order coefficients are set to zero.

Figure 6: Validation of the Morris method. a) Result from [57, p. 103], b) Result of the
implemented Morris method.

The Morris method is applied to this test case and the resulting Morris measures µ and
σ are compared to the ones found in [46] and [57]. r = 4 trajectories and p = 4 are used.
Hence, 84 model runs are performed. The calculated sensitivity measures are visualized
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in Figure 6. Figure 6 a) is taken from [57, p. 103] and shows the Morris measures the
ones obtained by the implemented Morris method 6 b) will be compared to.

Both analysis results imply that the first ten input parameters have an increased
importance. Parameters x{1,...,7} have an increased value of the standard deviation and are
thus involved in interactions, while the parameters x{8,9,10} have mean elementary effects
different from zero, but small standard deviations. The results show slight differences
which is reasonable because of the randomly sampled coefficients and the limited number
of only four used trajectories, which means that only four samples were taken from the
set of the elementary effects. Since the conclusions which can be drawn from the results
coincide with the ones from the literature although only four trajectories were used, the
validation is successful and the implemented Morris method can be applied to the cases
in this work.

7 Latin hypercube sampling

This chapter will introduce the Latin hypercube sampling (LHS) as a sampling strategy for
the uncertainty analysis and estimation of required input accuracy applied after evaluation
of the results of the Morris method.

LHS is a stratifieded Monte Carlo sampling method. It is used to improve the coverage
of the input parameter space compared to simple random sampling. The method makes
use of the CDF F (·) of a random variable. For illustration purposes, an example based
on [21] is given in Figure 7. Figure 7 a) shows the graph of the CDF F of a random

Figure 7: Visualization of LHS. a) Visualization of the sampling strategy, b) Coverage of
the input parameter space for k = 2.

variable X, evaluated at x. Suppose X is uniformly distributed on the interval [0,10].
The vertical axis, i.e. the range of the CDF is divided into n (n = 10 in the given
example) non-overlapping intervals of equal length. Applying the inverse of the CDF,
these n intervals divide the horizontal axis into n equiprobable nonoverlapping intervals.
This is shown by the grey lines. Within each of the n CDF-intervals one value is randomly
picked (orange dots). Via F−1(x) the actual parameter values are generated (green dots),
one per equiprobable interval on the horizontal axis. If k input parameters are to be
examined, their Latin hypercube samples are randomly combined for each model run and
therefore randomly selcted from the samples for each parameter whithout replacement.
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Thus, each value is used once. The coverage of the input parameter space for k = 2 is
shown in Figure 7b). The number of required model runs is n [35, p. 408], [21]. Thus, in
case of LHS the required number of model runs is reduced compared to simple random
sampling, while an improvement of the coverage of the input space is warranted [21]. For
this reason, [60, p. 1] rates LHS as ‘the most widely used random sampling method for
Monte Carlo-based uncertainty quantification’.

8 Analysis method for computational expensive

setups with a large parameter space

The Morris method is a global sensitivity analysis method which can also make statements
about interactions between parameters and which thus can be applied when non-linear
relationships between input parameters and model results are assumed. Furthermore, the
Morris method requires a small number of model runs compared to other sensitivity anal-
ysis methods which are based on Monte Carlo Sampling. Nevertheless, a high computing
time requirement of the model and a large input parameter space, as it is the case for the
investigation of an urban area simulated with PALM, lead to the fact that the method
would exceed the computational time capacities and is not feasible and a different ap-
proach is necessary to determine the input parameters that affect the model results. The
method proposed in this work is to divide the investigations into two parts. In a first step,
the Morris method is applied to simple setups described by one group of related param-
eters. The relevant parameters within this group are determined. In a second step, for
the complex area to be investigated, a OAT method is applied. Therefore, one parameter
group or one parameter is varied, while the rest of the input parameters is kept constant.
If the variation of a parameter group has a major influence, the preliminary studies can
be used to infer the parameters within the group to be responsible for the relevance. This
allows for the investigation and the comparison of the influences of various parameter
groups and parameters, which are necessary to describe the complex setup, on the model
outputs. The method is illustrated in the scheme shown in Figure 8. The scheme shows
input parameters with an increased influence on a considered model output. The latter
is given in the left box. The middle box shows the parameter (type)s with increased
effects on the model result found by the OAT-investigations and the right box shows the
parameters within the types with increased effect found by the analyses performed with
the Morris method. The colors indicate the size of the effect. The parameters found to be
important with the Morris method are colored as follows: If the Morris measure increases
the output standard deviation multiplied with a factor a, the cell is green for a = 1, yellow
for a = 2 and orange for a = 3. A similar approach is used for the parameters in the
middle box. The difference of the considered model result from the scenario and reference
run is compared to the standard variation of the differences resulting from all scenarios.
In the given example, the parameter types 1 and 2 as well as the parameters 1, 2 and 3
have an equally sized influence on the output parameter. The parameters a, b and c have
an increased influence within the parameter group labeled by parameter type 1, where
parameter a has the largest influence. Hence, these are the parameters responsible for the
influence of parameter type 1. The parameters a’, b’ and c’ lead to the increased influence
of parameter type 2, where parameter b’ has the largest influence.
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Figure 8: Illustration of the analysis method. Left: considered model result, middle:
OAT-results, right: Morris method-results. The colors indicate the size of the effect.

9 Previous studies and specification of the research

questions

In the following, reference is made to previously performed studies and the aspects to be
examined within the framework of this analysis.

For natural, water and paved surfaces the LSM is used. In order to solve the energy
balance equation of the earth’s surface, information concerning the physical properties
is required that is passed to the model using several parameters whose values should be
determined as precisely as necessary in order to predict the meteorological quantities with
the required accuracy. In [24] a first sensitivity study was carried out for the land surface
parameters of the LSM in PALM by varying them individually in order to estimate the
sensitivity of the simulated energy balance components on specific land surface parameters
for a horizontally homogeneous setup. Furthermore, initialization parameters like the
grid spacing were varied in [24]. It was found that the leaf area index, the albedo,
or the initial humidity affect the daytime turbulent sensible and latent heat fluxes and
hence temperatures, and that during night, the most dominant parameters are the surface
roughness, the grid size used for the setup, and the applied radiation schemes. The
parameters of the LSM will be further investigated applying a global sensitivity analysis
method. Furthermore, the sensitivity according to the land-surface parameters shall be
investigated for an urban environment.

In urban areas, it is also required to provide the model with information about build-
ings. Various material and surface properties, such as wall thicknesses, heat capacities and
conductivities, window fractions and albedos infer the solution of the energy balance on
the building surface [32, p. 5838]. Since in Germany, restoration and thermal insulation
actions on individual buildings are not not recorded and the year of construction is often
a poor measure of the thermodynamic properties of buildings [32, p. 5843], the question
of the effect of building type and properties on the model results rises.

The set of green elements includes green roofs and facades, trees and green spaces.
The one of blue elements contains ponds, lakes, rivers and fountains. Trees are suitable for
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producing a cooling effect during day through evapotranspiration and shading [30, p. 1].
For the detailed description of 3D vegetation, the parameters species, tree height, crown
diameter, crown shape, trunk diameter and ratio of crown diameter and crown height can
be specified in PALM [32, p. 5845]. Since information on public trees are available and
else only the parameters tree height and crown diameter can be taken from LiDAR data,
while the determination of other parameters requires more intensive measurements [32, p.
5845], the question of whether it is important for the simulation result to precisely define
trees in terms of tree type and shape, or whether some basic information like the height
of the vegetation is sufficient rises. Blue elements and the temperature difference between
water and land result in a thermally induced local air flow system. However, data on the
water temperature of the numerous water bodies in urban areas are only available to a
limited extent and restricted to samples for monitoring the water quality or swimming
suitability [30, p. 5]. Hence, the impact of the temperature of small water surfaces within
an urban environment on the simulation results as well as their area of influence are going
to be investigated.

In summary, for an accurate prediction of the urban meteorological conditions for a
specific setting, information on vegetation, soil properties, and building properties con-
cerning walls, windows and green roofs or facades, etc. are required. For the small grid
spacings of around 1 m usually used for urban setups, the information are needed for
every surface element and thus in a high spatial resolution and is almost impossible to
obtain [42, p. 115]. This is described in Chapter 4. Because of the inadequate or erro-
neous information about the input parameters, uncertainties in the model results occur.
In order to optimally use the effort and costs associated with a thorough data acquisition
and data preparation of location data, it is necessary to perform an uncertainty and sen-
sitivity analysis to determine the range of the model results depending on the uncertainty
of the input data as well as the necessary accuracy of the input data to ensure a desired
accuracy of the results.

A first sensitivity study with respect to land-surface and building parameters in an
urban environment was carried out in [4] varying one ore more parameters against a
reference. The aim of this study is to combine the above mentioned global sensitivity
studies with a OAT sensitivity study for various above mentioned input parameters using
a more diverse domain, including vegetated and paved areas, 3D-vegetation and variously
sized and arranged buildings.

Depending on the studied setup, the relevant model results for comparison will be 2
m air temperature, surface temperature, 2 m and 10 m wind speed and indoor tempera-
ture. In order to estimate the thermal comfort, biometeorological quantities like Universal
Thermal Climate Index (UTCI) combine the air temperature with further quantities like
humidity, wind speed and radiation [7, p. 16], see Chapter 20 in the appendix. The UTCI
will be investigated, too, in order to estimate the effect of the input parameters on the
thermal comfort. The study is focusing on autochthonous weather conditions which are
characterized by a strong daytime insolation, weak winds and a stable nocturnal strati-
fication, since the urban climatic characteristics are particulary pronounced, then, and a
strong heat stress is possible [38, pp. 2, 3, 8], [26, p. 2].
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Part III

Model setups and simulation results
Idealized areas with horizontally homogeneous properties or single obstacles are considered
for preliminary investigations of the surface type parameters with the Morris method.
Furthermore, an urban area is considered. The setups to be examined are introduced in
this part and basic findings that are typical for the investigated properties are presented
in order to find out if they correspond to common knowledge.

10 Grassland

10.1 The PALM model setup for the grassland

For the natural setup with horizontally homogeneous properties concerning grassland,
the LSM and the radiation model are used. The domain is assigned a latitude of 55◦.
The simulated time period starts on a June 21 at 21 UTC and the following 27 hours
are simulated. The wind is set to 1.5 ms−1 and 0.0 ms−1 for the u and v component,
respectively. The vertical wind component is w = 0.0 ms−1 at the beginning. An initial
value of the potential temperature θ of 290.0 K is assumed up to a height of 1750 m.
A capping inversion is given through a vertical gradient of 0.65 K/100 m from 1750 m
to 2716 m. Above the inversion, the potential temperature is initialized with a constant
profile. Rayleigh damping was used at the top boundary in order to prevent the reflection
of gravity waves. Furthermore, the model soil layers are in depths of -0.005 m, -0.02
m, -0.05 m, -0.1 m, -0.2 m, -0.4 m, -0.8 m and -2.0 m. They are initialized with a soil
moisture of 0.4 m3m−3 and a temperature of 290.0 K. The deepest level as well as the
deep soil temperature, which acts as bottom boundary condition for the heat diffusion in
the soil model [48], are set to 286.3 K. Vegetation and soil parameters also need to be
specified. Their values are varied as part of the Morris method. The land surface and
soil parameters are assumed to be homogeneous over the model domain. The radiation
scheme to be used is the clear sky model. Cyclic boundary conditions along the x- and the
y-axis are applied and the no-slip condition is used as the bottom boundary condition of
the horizontal velocity components. The bottom boundary conditions of the water vapor
to total water mixing ratio and the potential temperature are set to Dirichlet, which is
required when using the LSM. The time interval for data output and averaging is 3600 s,
with the end of the averaging interval coinciding with the output time.

The domain considered in this study has a volume of 2000 m× 2000 m× 4368 m. A
horizontal grid size of 50 m and a vertical grid size of 10 m are used, where the latter
is stretched above 2000 m, i.e. above the boundary layer top, with a factor of 1.08 until
the maximum vertical grid size of 100 m is reached. The aim for this is to reduce the
computational time. The given model domain corresponds to the one described in [24,
pp. 5314, 5315].

For chosen definition of the grid properties a grid sensitivity study was used. Therefore,
the domain size and the horizontal and vertical grid sizes are varied and the results are
compared in order to find a setup to satisfy both, resolving the relevant structures as well
as requiring an appropriate runtime. Figure 9 exemplarily compares the diurnal cycles of
the horizontally and temporally averaged 2 m potential temperature and the 10 m wind
speed for different grid spacings. The variations of the mentioned results that arise during
the course of the day are described and explained in Chapter 10.2, and the cycles are used
here only with respect to the grid sensitivity study.
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Figure 9: Grid sensitivity study for the grassland setup.
Diurnal cycles of the horizontally and temporally averaged 2 m potential temperature a)
and the 10 m wind speed b), respectively, for different grid spacings, see legend above.

Furthermore, the horizontally averaged vertical profiles of the ratios of the absolute
values of the u-component of the resolved vertical momentum flux to the sum of the
absolute values of the u-component of the subgrid-scale and the resolved vertical momen-

tum flux, |〈w∗u∗〉x,y
(1h)|

|〈w∗u∗〉x,y
(1h)|+|〈w′′u′′〉x,y

(1h)|
, and the resolved vertical sensible heat flux to the sum

of the absolute values of the subgrid-scale and the resolved vertical sensible heat flux,
|〈w∗θ∗〉x,y

(1h)|
|〈w∗θ∗〉x,y

(1h)|+|〈w′′θ′′〉x,y
(1h)|

, at different times are compared for different grid spacings, as

these ratios enable an evaluation of the portion of each flow that is resolved and not only
parameterized within a subgrid-scale model. The ratios are used to calculate two indices
to indicate the fraction of the flow that is resolved at different times. The first index is
denoted as p≥0.9 and describes the percentages of grid levels with ≥ 90 % of the vertical
momentum and sensible heat flux being resolved. The second index is denoted as m and
describes the mean fraction of resolved vertical momentum and sensible heat flux over the
grid levels. For every grid configuration given in Figure 9, p≥0.9 and m are calculated for
different times using the grid levels of the lowest quarter of the boundary layer and given.
The values are summarized in Table 4. According to Table 4, at night, the fraction of
the resolved fluxes is generally lower than during day time due to an enhanced turbulent
mixing and the development of larger structures in the unstable case ([26, p. 13]), see
Chapter 10.2. A larger grid spacing usually goes along with a lower fraction of resolved
structures. The grid spacing of ∆x,y = 50 m and ∆z = 10 m appropriately reproduces the
results of smallest grid spacings ∆x,y = 10 m and ∆z = 5 m and ∆x,y = 15 m and ∆z = 10
m (see Figure 9). Furthermore, the comparison of resolved and subgrid-scale fluxes given
in Table 4 show that only a small amount of the fluxes is parameterized within a subgrid-
scale model for this grid spacing. Except from 0 UTC, the size of the area of the domain
does not yield significant differences in the resolution and Figure 9 shows that the grid
spacing of ∆x,y = 50 m and ∆z = 10 m produce very similar results for both domain
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Table 4: p≥0.9 and m for the vertical momentum (upper part) and sensible heat (lower
part) flux for the grid sensitivity study for the grassland setup.

0 UTC 6 UTC 12 UTC 18 UTC
Grid p≥0.9[%] m[%] p≥0.9[%] m[%] p≥0.9[%] m[%] p≥0.9[%] m[%]
a) 37.5 84.1 68.8 86.4 18.8 66.4 75.0 87.7
b) 92.3 93.8 69.2 84.5 76.9 90.0 76.9 90.1
c) 57.5 88.1 75.0 86.1 80.0 90.8 85.0 92.3
d) 90.0 94.0 72.5 86.5 82.5 91.6 82.5 91.8
e) 23.8 79.4 42.5 70.6 86.3 93.1 86.3 93.6
f) 88.5 92.3 76.9 90.5 57.7 82.8 88.5 93.1
g) 88.5 93.5 69.2 89.6 88.5 93.8 88.5 94.2
h) 92.5 94.4 77.5 93.1 90.0 95.0 92.5 95.7
i) 73.8 88.8 80.0 94.3 95.0 97.2 95.0 97.2
a) 43.8 74.6 62.5 81.7 75.0 86.7 75.0 86.4
b) 73.1 88.6 69.2 85.6 84.6 91.8 84.6 91.7
c) 82.5 85.2 75.0 87.1 87.5 92.8 87.5 93.0
d) 85.0 87.7 77.5 86.4 87.5 92.9 87.5 92.8
e) 5.0 47.7 13.8 76.1 90.0 94.2 87.5 94.1
f) 84.6 92.1 76.9 89.7 88.5 93.7 88.5 93.6
g) 88.5 92.7 84.6 91.8 92.3 94.3 92.3 94.2
h) 85.0 93.0 82.5 93.4 92.5 95.7 92.5 95.6
i) 7.5 78.7 88.8 94.3 96.3 97.3 95.0 97.2

sizes. Since both the resolution and the amount of required computational resources are
acceptable and the considered outputs differ only slightly from the ones with the finest
grid spacings, it was decided to use the grid spacing of ∆x,y = 50 m and ∆z = 10 m and
the area of (2000 m)2 for the simulation domain as it was done in [24].

10.2 PALM model results for the grassland setup

An overview of the parameters for the grassland case is given in Table 5, whereby it is to
be noted that some values are given with a greater accuracy than actually measurable. A
simulation is performed based on the given parameter configuration and the model setup
described in Chapter 10.1 including the optimal choice for the grid spacing given there.

Figure 10 shows typical time-height or -depth cross sections of potential temperature
and soil temperature, respectively, as well as the diurnal cycles of the horizontal mean of
the 2 m air temperature and the 10 m wind speed with marked extrema. At daytime, the
soil is heated by solar radiation and warms up starting at the surface as it is visible in
Figure 10 a). In the afternoon the radiation budget becomes negative and the temperature
of the surface starts to decrease. Due to the influence of the surface temperature on the air
temperature through sensible heat flux, the latter follows the development of the surface
temperature, see Figure 10 c). Here is no closed diurnal cycle and no stationarity, and
under the given conditions, the temperatures would therefore slightly continue to rise on
the following day. In the evening the potential temperature of the lowest levels starts to
decrease and an inversion arises, which is most pronounced at sunrise around 4 UTC, see
Figure 10 b). This stable stratification is then destroyed again by the solar radiation. The
diurnal changes in temperature and atmospheric stratification influence the wind speed.
During the day, enhanced turbulent mixing occurs because of the unstable stratification
near the surface [29, pp. 228, 229]. The most intense mixing occurs in the early afternoon,
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Table 5: Overview of the parameter configuration for the grassland setup.

Parameter Value Description
Skin layer parameters
C0 0 Jm−2K−1 heat capacity of the skin layer
cveg 0.7 vegetation coverage (0.3: bare soil)
LAI 1.3 m2m−2 leaf area index
rc,min 106.67 sm−1 minimum canopy resistance
z0 0.17667 m (0.005 m for bare soil) roughness length for momentum
z0,h 0.3·10−4 m (0.5·10−4 m for bare

soil)
roughness length for temperature

Λ 11.00 Wm−2K−1 (0.0 Wm−2K−1)
for bare soil)

heat conductivity between atmo-
sphere and soil

ε 0.97 (0.94 for bare soil) surface emissivity
α 0.25 (0.08 for bare soil) albedo
Soil parameters
mres 0.01 m3m−3 residual volumetric soil moisture
rsoil,min 50 sm−1 minimum soil resistance
Tdeep 286.3 K deep soil temperature
mfc 0.347 m3m−3 volumetric soil moisture at field ca-

pacity
mwilt 0.18167 m3m−3 volumetric soil moisture at perma-

nent wilting point
αvG 3.67 coefficient alpha in the soil hy-

draulic conductivity parameteriza-
tion after van Genuchten

lvG -1.173 coefficient l in the soil hydraulic
conductivity parameterization after
van Genuchten

nvG 1.28 coefficient n in the soil hydraulic
conductivity parameterization after
van Genuchten

γsat 0.287·10−5 ms−1 hydraulic conductivity of the soil at
saturation

msat 0.52 m3m−3 volumetric soil moisture at satura-
tion (porosity)

Initial soil profiles
Tsoil,k 290.0 K, 290.0 K, 290.0 K, 290.0

K, 290.0 K, 290.0 K, 290.0 K,
286.3 K

soil temperature at depth level k, k
∈ {1, ..., 8}

msoil,k 0.4 m3m−3, 0.4 m3m−3, 0.4
m3m−3, 0.4 m3m−3, 0.4 m3m−3,
0.4 m3m−3, 0.4 m3m−3, 0.4
m3m−3

soil moisture at depth level k, k ∈
{1, ..., 8}

Rfr,k 0.12, 0.12, 0.12, 0.19, 0.19, 0.11,
0.11, 0.04

root fraction at depth level k, k ∈
{1, ..., 8}

followed by a decay due to the subsequent decrease of the surface sensible heat flux [16,
pp. 79, 80]. Momentum transport from higher layers to near surface layers leads to
higher wind speeds in the low layers, see Figure 10 d), and lower wind speeds in higher
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Figure 10: Grassland: Typical diurnal cycles.
Time-height cross section of a) the soil temperature, b) the potential temperature in the
atmosphere, Diurnal cycles of the horizontal mean of c) the 2 m air temperature and d)
the 10 m wind speed with marked extrema.

levels (not shown here) than during night time, when the transport is suppressed by the
stable stratification, such that the wind near the surface is decoupled from that at higher
altitudes [29, pp. 228, 229].
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11 A paved surface

11.1 The PALM model setup for the paved surface

For the horizontally homogeneous properties of a paved surface, the same setup and
initialization as for the grassland described in Chapter 10 is used. In contrast to the
grassland setup, parameters for the pavement are used instead of vegetation parameters.
The depth of the pavement is six grid levels below the surface, i.e. -0.4 m. Below that
level, soil parameters take effect.

11.2 PALM model results for the paved surface setup

An exemplary model run is performed for the pavement case. An overview of the pa-
rameter configuration is given in Table 6. The setup is characterized by the following
differences from the grassland case: The values of the roughness lengths z0, z0,h differ and
vegetation related parameters as well as the use of a skin layer are omitted. Furthermore,
due to the impermeability of the pavement to water, a soil moisture is only assigned to
the depth levels in the soil below the pavement, where the soil parameters specify the
development of the soil moisture. Typical time-height or -depth cross sections of poten-
tial temperature and soil temperature, respectively, as well as the diurnal cycles of the
horizontal mean of the 2 m air temperature and the 10 m wind speed obtained by the
exemplary model run are shown in Figure 11. As in the grassland case, the ground warms

d)

Figure 11: Paved surface: Typical diurnal cycles.
Time-height cross section of a) the soil temperature, b) the potential temperature in the
atmosphere, Diurnal cycles of the horizontal mean of c) the 2 m air temperature and d)
the 10 m wind speed with marked extrema.
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Table 6: Overview of the parameter configuration for the pavement setup.

Parameter Value Description
Surface and pavement parameters
Cp 0.194·107 Jm−3K−1 heat capacity of the pavement
z0 0.04 m roughness length for momentum
z0,h 0.4·10−3 m roughness length for temperature
Λp 0.82 Wm−1K−1 thermal conductivity of the pave-

ment
ε 0.97 surface emissivity
α 0.25 albedo
Soil parameters
mres 0.01 m3m−3 residual volumetric soil moisture
rsoil,min 50 sm−1 minimum soil resistance
Tdeep 286.3 K deep soil temperature
mfc 0.347 m3m−3 volumetric soil moisture at field ca-

pacity
mwilt 0.18167 m3m−3 volumetric soil moisture at perma-

nent wilting point
αvG 3.67 coefficient alpha in the soil hy-

draulic conductivity parameteriza-
tion after van Genuchten

lvG -1.173 coefficient l in the soil hydraulic
conductivity parameterization after
van Genuchten

nvG 1.28 coefficient n in the soil hydraulic
conductivity parameterization after
van Genuchten

γsat 0.287·10−5 ms−1 hydraulic conductivity of the soil at
saturation

msat 0.52 m3m−3 volumetric soil moisture at satura-
tion (porosity)

Initial soil profiles
Tsoil,k 290.0 K, 290.0 K, 290.0 K, 290.0

K, 290.0 K, 290.0 K, 290.0 K,
286.3 K

soil temperature at depth level k, k
∈ {1, ..., 8}

msoil,k -, -, -, -, -, -, 0.4 m3m−3, 0.4
m3m−3

soil moisture at depth level k, k ∈
{1, ..., 8}

up due to solar radiation during day time, see Figure 11 a). Between 5 UTC and 7 UTC,
the surface and 2 m air temperature increase is stronger for the vegetated case due to the
bare soil fraction of 30 % which has a lower albedo and emissivity compared to the grass
and the paved surface. However in the paved case, the temperatures reach higher values
during day time due to missing evapotranspiration. However, unless they are irrigated,
surfaces with grass behave like a sealed space on summer days due to missing shade [68,
p. 29]. In the evening the radiation budget becomes negative and the temperature of the
ground decreases. In the vegetated surface case, a stronger cooling effect at night occurs
due to the thermal characteristics of the upper soil layer and the vegetation [68, p. 29].
As in the grassland case, during night time, an inversion arises, which is most pronounced
at sunrise and thereafter destroyed again by the solar radiation, see Figure 11 b). The
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paved surface heats up especially in the afternoon hours. An unstable atmospheric strat-
ification develops. As the surface temperature influences the air temperature, diurnal
changes occur in the 2 m air temperature visualized in Figure 11 c). A 2 m air tempera-
ture of maximal 295 K is simulated, which is low for a summer day over a sealed surface.
One reason could be the relatively high albedo of 0.25. In the evening, a comparatively
weak cooling occurs as on the ground, whose temperature influences the air temperature.
Hence, as in the grassland case, there is no closed diurnal cycle and no stationarity, and
under the given conditions, the temperatures would therefore continue to rise on the fol-
lowing day. The diurnal changes in temperature and atmospheric stratification influence
the wind speed. During day time, the unstable stratification near the surface leads to
an enhanced turbulent mixing. Momentum transport from higher layers to near surface
layers leads to higher wind speeds in the low layers and lower wind speeds in higher levels
(not shown here) than during night time, when the transport is suppressed by the stable
stratification, so that the wind near the surface is decoupled from that at higher altitudes
[29, pp. 228, 229]. The diurnal cycle of the 10 m wind is depicted in Figure 11 d). Com-
pared to the grass land case, higher velocities occur both during the day and at night.
This is due to the lower roughness length in the paved surface case.

12 Horizontally homogeneous plant canopy

The following two setups described in Chapters 12 and 13 are used to investigate the
influence of parameters describing vegetation as obstacles on the stationary wind, which
has no trend but a constant mean. No diurnal cycles of radiation and hence temperature
and wind speed are assumed. Large scale structures like cellular patterns due to convection
can therefore be neglected, allowing for smaller domain sizes.

12.1 The PALM model setup for the horizontally homogeneous
plant canopy

For the study of the stationary flow within a model domain being covered by a horizontally
homogeneous plant canopy, the PCM is used. The vertical profil of the LAD is calculated
using the dimensionless parameters αLAD and βLAD, as well as the leaf area index (LAI).
The template for the setup was the test canopy example [49]. The model is initialized
with a wind that is constant with height. The wind is set to 2.0 ms−1 and 0.0 ms−1 for the
u and v component, respectively. The Coriolis force is disabled. Thermal stratification
is assumed to be neutral. Neumann conditions are adopted for the horizontal wind com-
ponents at the upper boundary, while the no-slip condition is set at the bottom. For the
model domain 95, 47 and 30 grid points in x, y and z direction, respectively, and a grid
spacing of 2 m in each direction are used. This choice is based on a grid sensitivity study
using αLAD = 11.0, βLAD = 3.0, LAI = 3.0 and a height of h = 20 m to describe the plant
canopy. Some results are given in Figure 12, where vertical profiles are compared for dif-
ferent grid spacings. Figure 12 a) shows the horizontally averaged vertical profiles of the
u component of the wind speed. Above the plant canopy, it is a logarithmic wind profile.
Within the crown, a decreased wind speed is simulated, where the LAD takes the largest
values, because the resolved vegetation leads to a sink term in the momentum equation
[32, pp. 5838-5839]. Only small differences occur when the grid spacing is changed from
2 m to 1 m. In Figure 12 b) resolved and subgrid-scale momentum fluxes are compared.
Except at the domain top and bottom, only a small amount of the momentum flux is
parameterized within a subgrid-scale model. This fraction decreases with decreasing grid
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spacing. Since a fraction > 90 % of the momentum flux is resolved for a grid spacing of 2
m (Fig. 12 b) and the differences to the results obtained with 1 m grid spacing are small,
2 m are chosen for the grid spacing. The averaging time is 600.0 s and the simulation time

Figure 12: Grid sensitivity study for the horizontally homogeneous plant canopy setup.
Vertical profiles of a) the horizontally averaged u component of the wind, b) the horizon-
tally averaged ratios of the absolute values of the u component of the resolved vertical
momentum flux to the sum of the absolute values of the u component of the subgrid-scale
and the resolved vertical momentum flux.

is 3600.0 s, after which a stationary flow has already developed. Figure 13 shows the time
series of the 3D domain averaged total kinetic energy E of the flow and the maximum
of the u component of the velocity within the domain as an indication of stationarity,
since after a spinup phase, the shown quantities show no trend. The first t ≈ 600 s are
a spinup phase, where artificial random perturbations are added to generate turbulence
until it freely develops [50, p. 20] and the logarithmic wind profile develops. The latter
results in higher values of u at higher levels. Hence, the time series of the maximum of
the u component of the velocity shows an increase within the spinup phase.

Figure 13: Check for stationarity of the model results
a) Time series of the 3D domain averaged total kinetic energy E of the flow, b) Time
series of the maximum of the u component of the velocity.

12.2 PALM model results for the horizontally homogeneous plant
canopy setup

Due to the horizontal homogeneity, profile data are considered. To ensure that the model
results correspond to common knowledge, and to show the influence of the parameters
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used for the calculation of the LAD on the LAD and the corresponding wind profile, mean
wind profiles are calulated for various LADs as in [40]. The vertical profiles of the LAD
and the corresponding mean wind given in Figure 14 result from different values of αLAD

or LAI, respectively, for a canopy height h of 20 m and βLAD = 3.0 as it was investigated in
[40]. The Figures 14 a) and c) on the left hand side show the LAD used in the simulation.
It is modified by the shape parameter αLAD and the LAI, respectively. On the right hand
side, Figures 14 b) and d) show the resulting mean wind profiles which depend on the LAD
profile. A logarithmic wind profile develops above the plant canopy with a lower wind
speed dependent on the magnitude of the LAD value in the corresponding height within
the plant canopy, since the resolved vegetation leads to a sink term in the momentum
equation [32, pp. 5838-5839]. The results coincide with the findings from [40] and [28],
where also a logarithmic wind profile with a wind speed reduction within the crown was
simulated.

Figure 14: Vertical profiles of the LAD (left) and the u component of the wind (right) for
different values of αLAD (top) and LAI (bottom) for the horizontally homogeneous plant
canopy.

13 A domain including a single tree

As a further approach for the investigation of the influence of the parameters describing
3D vegetation, the flow around one single tree is considered. This chapter presents the
used model setup and typical results for the flow around a individual idealized tree in
order to compare them to common knowledge as it is presented in [27] and [28], where
among others the flow around single trees was investigated.
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13.1 The PALM model setup for the domain including a single
tree

The PCM is applied and one tree is placed in the domain with horizontal extent of 140
m × 40 m. The vertical extent of 32 m is used as it is more than twice the height of the
highest tree height of 14.4 m that will be used for the application of the Morris method
in Chapter 15.4. Hence, under the condition of a neutral stratification, it is high enough
to prevent speed up effects between tree and domain top as can be seen in Figure 19.
The results of this chapter are obtained for a tree positioned at (x=80 m, y=20 m).
The creation of the LAD and BAD representing the single tree was based on the script
to generate plant canopy that was provided with the PALM revision 21.10-rc.1. In this
script, parameters concerning the tree properties as tree height h, crown diameter dc,
crown shape, trunk diameter dt and ratio of crown height hc and crown diameter dc for
standard trees of different shapes are given, as well as LAD and BAD calculation methods
as mentioned in Chapter 3.2. The values assigned to the tree parameters in this chapter
are roughly oriented to those for the default tree defined in the script. They are listed
in Table 7. Cyclic boundary conditions are used in y direction, but non-cyclic boundary

Table 7: Overview of the parameter configuration for the single tree setup.

Parameter Value Description
h 11 m tree height
hc/dc 1.2 ratio of crown height and crown diameter
LAI 3.6 m2m−2 leaf area index
dc 4.5 m crown diameter
dt 0.5 m trunk diameter
cd 0.57 canopy drag coefficient

conditions along the x axis are used in order to prevent the disturbances generated by
the obstacle to enter the domain again. Instead, the turbulence-recycling method (see
Chapter 3.7) is used to realize a turbulent inflow. With the cyclic-fill method, 3D data
from a precursor run, i.e. an initial turbulence field, are read by the main run. The wind
is initialized with a component of 2 ms−1 in x direction and a component of 0.1 ms−1 in y-
direction. A neutrally stratified atmosphere and a roughness length of 0.1 m are assumed.
A simulation time of 10800 s is used after which stationarity has been reached. The
averaging interval is chosen to be 1 h which is longer than for the horizontally homogeneous
plant canopy, because the investigation of stationarity showed a larger variation around
the mean which should be captured by a longer averaging time. The numbers of grid
points in x, y and z direction are 140, 40 and 32, respectively, using a grid spacing
of 1 m in each direction. This choice is based on a grid sensitivity study, where the
results for the different grid spacings of 0.5 m, 1 m and 2 m are compared in order to
find the best compromise between computational effort and resolution. Figure 15 shows
the horizontally averaged vertical profiles of the ratios of the absolute values of the u
component of the resolved vertical momentum flux to the sum of the absolute values of the
u component of the subgrid-scale and the resolved vertical momentum flux, which enables
a comparison of the portion of the vertical momentum flux that is directly resolved and the
portion that is parameterized within a subgrid-scale model. The portion of the resolved
vertical momentum flux increases with decreasing grid spacing. The figure indicates a
good resolution beginning at a grid spacing of 1 m, with a minimal improvement for
∆ = 0.5 m. Hence, the grid spacing of ∆ = 1 m was chosen in order to obtain a good
resolution and meanwhile to reduce the computational resources.
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Figure 15: Ratio of the u component of the resolved vertical momentum flux to the u
component of the total vertical momentum flux for the grid sensitivity study for the single
tree setup.

13.2 PALM model results for the domain including a single tree

The Figures 16 to 19 show the LAD and BAD used for the exemplary model run and
the resulting flow around the individual idealized tree. Horizontal cross-sections at the
height of the center of the tree crown (Figures 16 and 17) as well as vertical cross-sections
along the middle of the tree at y = 20 m (Figures 18 and 19) are shown. Figures 17
a) and 19 a) show that the wind speed is reduces in front of the tree, however, the flow
enters the crown, since it is permeable. The mentioned figures furthermore show a wake
region with reduced wind speed behind the tree. Also visible in Figures 17 b) and 19 b) is
that the wind must avoid the tree crown inducing a flow around the tree sideways and an
over- and an underflow. Therefore, on the sides and near the top of the tree an increased
wind speed occurs. These results match the current knowledge presented in [27] and [28],
except for the absence of a recirculation zone behind the tree. However concerning the
wake structure, a dependency on the superimposed wind and the permeability of the tree
is given [27, p. 4]. Figure 17 shows that the flow is not completely symmetrical which is
due to the initial wind.

14 An urban area

In order to perform the sensitivity analysis for the input parameters for an urban area,
an adequate model setup is required and the model results need to be checked for reason-
ableness. This chapter presents the used model setup and model results for an idealized
urban area.

14.1 Creation of the PALM model setup

In the following, the considered urban area setup which is used in order to study is
described. A building resolving simulation is going to be performed. Therefore, self
nesting and hence a coarser-gridded parent and finer-gridded child domain are used. An
energy-balance model applied to natural and building surfaces. Therefore, the USM,
the LSM and the indoor model are used. The RTM is applied to account for shading
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Figure 16: Horizontal cross-sections of a) LAD and b) BAD at the height of the crown
center at 8.75 m.

Figure 17: Stationary horizontal distribution of the hourly averaged a) u- and b) v-
component of the wind at the height of the crown center at 8.75 m.

Figure 18: Vertical cross-sections of a) LAD and b) BAD at y=20 m through the middle
of the tree.
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Figure 19: Stationary vertical distribution of the hourly averaged a) u- and b) w-
component of the wind at y=20 m through the middle of the tree.

and reflections and the PCM is used to account for evapotranspiration and tree shading.
The meteorological quantities are simulated for a summer day. The study is focusing on
autochthonous weather conditions which are characterized by a strong daytime insolation,
weak winds and a stable nocturnal stratification, since the urban climatic characteristics
are particulary pronounced, then, and a strong heat stress is possible in the following
daytime hours [38, pp. 2, 3, 8], [26, p. 2]. The simulated time period starts on June 21
at 21 UTC and the following 27 hours are simulated. The simulated day of interest will
hence be June 22nd. The domain of interest has dimensions of 480 m × 480 m × 120 m.
It is visualized in Figure 20 and contains 41.9 % paved surface, 36.6 % vegetated surface,
21.4 % building covered surface, 0.1 % water covered surface (8 m · 8 m for each water
surfaces) and 348 trees. A specification of the vegetation, pavement and water types can
be found in Table 8. These surfaces are distributed on a park, an open place, street
canyons with different aspect ratios, i.e. building height to canyon width ratios, and tree
arrangements, a court yard and areas with single houses with gardens. The buildings are
assumed to be flat-roofed. Figure 20 furthermore shows the locations of sub-areas with
uniform properties as well as specific extraction sites Mi, i ∈ {1, ..., 6} for local vertical
profile data, which will be used for the evaluation of the sensitivity study. The sub-areas
are referred to as ‘street canyons’, ‘open place’, ‘court yard’, ‘park’ and ‘single houses’.
The domain is assigned a latitude of 55◦. In order to resolve the most important turbulent
structures between the buildings of the urban area, a grid spacing in the order of 1 m is
typically required [33, pp. 3185, 3186]. Since the largest turbulent eddies are of size of the
boundary layer height, which in Europe can reach up to 2.5 km in summertime, and the
horizontal model domain size must be at least 2–3 times the boundary layer height in order
to resolve the turbulent transport of these eddies [4, p. 4447], the total model domain is
of the size 5760 m × 5760 m × 3494 m. Due to the limited computational resources, for
the total domain, a larger grid spacing is applied than for the domain of interest. The
corresponding setup is created by repeating the domain of interest in the horizontal plane
with an y-offset of 300 m in order to prevent infinite street canyons and applying nesting
for one main domain as it was done in [4]. The described setup is visualized in Figure 21.
The nesting is applied for the red domain. This way, the small turbulent structures on
the street scale and the large ones on the ABL scale can be captured simultaneously with
an adequate need of computational resources [33, p. 3186]. The whole setup is shown in
Figure 21. Grid sensitivity studies are required for the definition of the grid spacings for
the coarser-gridded parent and finer-gridded child domain. In a first process, the grid size
of the child domain is studied for a neutrally stratified atmosphere. Input data describing
buildings and trees is created for the domain under consideration and provided to PALM.
The steady-state wind profile from a one-dimensional (1D) version of PALM, where the
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Figure 20: Visualization of the considered urban domain. Mi, i ∈ {1, ..., 6} mark locations
for local vertical profile data extraction. Sub-areas indicated by boxes from top left to
bottom right are A1 ‘street canyons’, A2 ‘open place’, A3 ‘court yard’, A4 ‘park’, A5
‘single houses’.

wind is initialized with 2 ms−1 and 0 ms−1 for the u and v component, respectively, is used
as initialization of the 3D model. This is a useful approach in case of neutral stratification,
where inertial oscillations can persist for several days. The application of the 1D model is
computationally less expensive and a stationary state of the wind profiles can be provided
much faster in the 3D model [41, pp. 2525, 2534, 2535]. Along the x- and the y-direction,
cyclic boundary conditions are used and the left/right boundary is shifted by 300 m along
y. This method is chosen in order to prevent from infinite street canyons and to alleviate
the persistence of streak-like structures due to the cyclic boundary conditions. For the
bottom and the top boundary condition of the horizontal velocity components, Dirichlet
and Neumann conditions are assumed, respectively. The model is run until stationarity
is reached and the results for different grid spacings are compared. Figure 22 visualizes
model results after 2 hours of the grid sensitivity analysis runs for the child domain.
For different grid spacings, in Figure 22 a) the horizontally averaged vertical profiles of
the u component of the velocity is shown and Figure 22 b) shows vertical profiles of the
fraction of the turbulent momentum flux that is directly resolved. The building heights
in the area are 10 m and 20 m, respectively, which is reflected in velocity increases above
these heights in the vertical profile and in a decrease of the resolved vertical turbulent
momentum flux in these heights. Only slight differences between the results obtained with
a grid spacing of 0.5 m and 1 m and a high amount of turbulent momentum flux that is
directly resolved, i.e. a good resolution, for these grid spacings are noticed. Additionally,
Figure 22 c) shows the CDFs of the 10 m horizontal wind speed for the different grid
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Figure 21: Visualization of the total urban domain. For the domain of interest (red)
nesting is applied.

spacings in order to investigate the distribution of the 10 m wind speed in the considered
urban area. This approach is based on [26] where it was used to find an appropriate
setup for a ventilation study of Hong Kong using PALM. A Kolmogorov–Smirnov test is
applied in order to compare two distribution functions. Therefore, a maximum distance
between the two considered distribution functions is calculated. The smaller this value
is, the smaller is the difference between the distribution of the considered quantities. For
a bin width of 0.01 ms−1, the maximum distance between the CDFs for grid spacings of
0.5 m and 1 m is 0.0143, the one for grid spacings of 1 m and 2 m is 0.0653 and the one
for grid spacings of 2 m and 3 m is 0.0569. The difference between the distribution of
the wind speeds resulting from grid spacings of 0.5 m and 1 m are smallest. Hence, the
results for the grid spacings of 0.5 m and 1 m differ only slightly from each other. A grid
spacing of 0.5 m does not yield significantly different results compared to a grid spacing
of 1 m but would significantly increase the computational demands, which is why a grid
spacing of 1 m in all directions is selected for the child domain.

The smallest turbulent structures are expected in a stably stratified atmosphere. It is
known that a grid spacing of 0.5 m - 2 m is required for LES of the urban boundary layer
with narrow streets or for simulations of the stable boundary layer [41, p. 2515]. Hence,
the grid sensitivity study for the child domain is repeated, initializing an inversion up to
a height of 50 m. The wind is set to 1.0 ms−1 and 0.0 ms−1 for the u and v component,
respectively, and the simulation time is 10800 s. Also in the stable case, the results for
the grid spacings of 0.5 m and 1 m differ only slightly from each other, which can be seen
in the Appendix in Figure 70. This confirms the choice of the grid spacing of 1 m in all
directions for the child domain and the further use of a neutrally stratified atmosphere
for the following grid sensitivity study for the parent domain.

Additionally, the grid size of the parent domain is studied and therefore varied for
the neutral stratified case while the grid spacing of the child domain is fixed at 1 m.
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Figure 22: Grid sensitivity study for the urban child domain with neutral stratification.
Horizonally averaged vertical profiles of a) the u component of the wind and b) the ratio
of the u component of the resolved and the total vertical turbulent momentum flux, c)
CDF of the horizontal 10 m wind speed.

For the parent model, x and y direction, cyclic boundary conditions are used. For the
bottom and the top boundary condition of the horizontal velocity components, Dirichlet
and Neumann conditions are assumed, respectively. One-way nesting is used. The results
of the grid sensitivity analysis for the parent domain are presented in Figure 23. Figure
23 a) shows the horizontally averaged vertical profiles of the u component of the velocity
within the child domain for the different grid spacings of the parent domain. In Figure
23 b), vertical profiles of the fraction of the turbulent momentum flux that is directly
resolved, are visible. As in the grid sensitivity analysis for the child domain, the building
heights of 10 m and 20 m influence the profiles. The resolution is better using a grid
spacing of 5 m for the parent domain than using a grid spacing of 10 m, however, the
vertical wind profiles obtained using these grid spacings do not show large differences.
The same can be seen in Figure 23 c), where the CDFs of the horizontal 10 m wind
in the child domain are shown for the different grid spacings for the parent domain. A
Kolmogorov–Smirnov test is applied in order to compare the distribution functions. For
a bin width of 0.01 ms−1, the maximum distance between the CDFs for grid spacings of
5 m and 10 m is 0.0268 and thus only 30.6 % of the one for grid spacings of 10 m and 20
m which is 0.0875. The results for the grid spacings of 5 m and 10 m differ only slightly
from each other and a grid spacing of 5 m would significantly increase the computational
demands, which is why a grid size of 10 m is chosen for the parent domain even though
the resolution is not as good as in the 5 m grid spacing case.

In order to simulate diurnal cycles, in addition to the PCM, the clear-sky radiation
scheme of the radiation model, the LSM and the USM are also used. Date and time at
model start are set to June 21, 21 UTC and the following 27 hours are simulated. The

39



Figure 23: Grid sensitivity study for the urban parent domain with neutral stratification.
Horizontally averaged vertical profiles of a) the u component of the wind and b) the ratio
of the u component of the resolved and the total vertical turbulent momentum flux, c)
CDF of the horizontal 10 m wind speed.

stratification is not assumed to be neutral and therefore the prognostic equation for the
has to be solved. According to the grid sensitivity analysis, the grid spacing of the child
domain is 1 m, the one of the parent domain is 10 m, where the vertical grid spacing is
stretched by a factor of 1.08 in a height of 800 m until a maximum of 50 m is reached
to reduce the computational time. As in the grid sensitivity analysis, one-way nesting is
used. For the parent model, cyclic boundary conditions are used. For the bottom and
the top boundary condition of the horizontal velocity components and the water vapor to
total water mixing ratio, Dirichlet and Neumann conditions are assumed, respectively. At
the bottom, the Dirichlet boundary condition is used for the potential temperature and
the value of the potential temperature gradient at the top is calculated from the initial
temperature profile. The initialization is done with a u component of the wind of 1.5
ms−1 and a potential temperature of 290.0 K with a vertical gradient of 0.65 K/100 m
and thus a capping inversion from 1750 m to 2716 m heights, and constant vales above
the inversion. Rayleigh damping was used at the top boundary in order to prevent the
reflection of gravity waves.

14.2 PALM model results for the urban area setup

This chapter presents the model results of an exemplary model run using the setup for
the idealizes urban area presented in Chapter 14.1. This model run will be used as the
reference run for the sensitivity analysis presented in Chapter 17. Hence, for this reference
simulation, the default values prescribed to the surface types and trees in PALM are used.
The parameter values are listed in Table 8. The data from each simulation that is used for
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Table 8: Parameter values used in the reference simulation.

parameter value
vegetation type: short grass:
rc,min 110.0 sm−1

LAI 2 m2m−2

cveg 1.0
z0 0.03 m
z0,h 0.3·10−4 m
Λ 10.0 Wm−2K−1

C0 0 Jm−2K−1

ε 0.95
α 0.25
pavement type: asphalt; inner courtyard, open place: cobblestone:
z0 0.05 m (asphalt), 0.01 m (cobblestone)
z0,h 0.5·10−3 m (asphalt), 0.1·10−3 m (cobblestone)
α 0.08 (asphalt), 0.3 (cobblestone)
ε 0.95 (asphalt), 0.94 (cobblestone)
Λp 0.82 Wm−1K−1 (asphalt), 2.19 Wm−1K−1 (cobblestone)
Cp 0.194·107 Jm−3K−1 (asphalt), 0.225·107 Jm−3K−1 (cobblestone)
Twater 283 K (default)
soil type: medium-fine (default):
αvG 0.83
lvG -0.588
nvG 1.25
γsat 0.26·10−6 ms−1

msat 0.43 m3m−3

mfc 0.383 m3m−3

mwilt 0.133 m3m−3

mres 0.01 m3m−3

rsoil,min 50 sm−1

Tdeep 287 K
trees: default-type:
shape spherical/elliptical
h 12 m
hc/dc 1.0
dc 4.0 m
LAI 3.0
dt 0.35 m
cd 0.47
building type: Residential, built before 1950 (default):
αwall 0.07
εwall 0.93
Λwall 23.0 Wm−2K−1

Cwall 20000.0 Jm−2K−1

window fraction 0.18
αwindow 0.12
εwindow 0.91
Λwindow 23.0 Wm−2K−1

Cwindow 20000.0 Jm−2K−1

green fraction 0.0

the analysis includes horizontal cross sections of the model results as well as vertical cross
sections along street canyons. They are shown for the reference run in Figures 24 and
25 which highlight the heterogeneity of meteorological properties in urban environments
including a network of street canyons of different widths and orientations, buildings of
varying dimensions, openings and parks. Figure 24 visualizes vertical cross sections at
y=415 m and x ∈[10 m, 190 m] of the air temperature, as well as the u component and
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the w component of the wind at 3 UTC and 15 UTC. The cross section is oriented in
east-west direction. At 3 UTC, the air temperature is lower between the buildings, see
Figure 24 a). The lowest temperatures occur directly above the ground, especially over
vegetated surfaces, as the ground cools down at night with a stronger cooling effect at
vegetated surfaces, see Chapter 11. The building walls have a higher thermal conductivity
than the soil surface and the minimal indoor temperature is about 20◦C as can bee seen
in Figure 50, which might lead to a smaller decrease of the surface temperature and hence
the air temperature around the buildings than at the ground surface. Slightly increased
temperatures appear at the west-oriented walls of the buildings, correlating with the
downward flow, that transports warmer air from higher layers. At 15 UTC (24 b)), the
temperature is higher than at 3 UTC due to incoming short-wave radiation and a better
mixing is present, corresponding to the higher u and w components of the wind than
at night, see Figures 24 d) and f). Figure 24 b) shows that the temperature within the
street canyons is higher than above the buildings due to the warm surfaces, which were
heated by solar radiation. The highest temperatures occur at west walls above paved
surfaces, as it is the case at the second and fourth building counted from the left. For
the third and sixth building this effect is reduced by shading from a tree. Due to the
combined effect of wall and soil surface the temperature increase occurs especially at
lower levels. Furthermore, subfigures c) and e) show that there is only a weak rotor in
the canyon at night, and a stronger one during the day (d) and f)). This may be due
to the low wind speed, so that at night there is almost no wind between the buildings
and no pronounced rotor forms. Figure 25 visualizes horizontal cross sections at specific
heights. The air temperature is shown at a terrain-following height of 2 m, i.e. at 2 m
over ground, which can be either ground surface (also in case of trees) or roof surface.
The horizontal wind speed is given at a terrain following height of 10 m. The surface
temperature also follows the terrain. UTCI is provided for the horizontal level, which is
the closest possible to the 1.1 m level. With the used grid, this is 1.5 m. The Figures
25 a) and c) again show the stronger night-time cooling of and above vegetated surfaces
compared to paved surfaces and a corresponding temperature distribution. Below trees,
the cooling of the air is less pronounced and the temperatures are higher than at open
spaces due to the modified radiation fluxes compared to open places. This is particularly
visible in Figure 25 a) in the park, which has its highest tree density in the south-east
part. Trees emit an amount of longwave radiation that increases the small amount of
incoming longwave radiation from the clear sky the trees obscure [19, p. 123]. At 3 UTC,
the roof surfaces are cold compared to other surfaces, however, the air temperature in
a height of 2 m above the roof warm compared to the air temperature 2 m above the
ground surface, which might be due to the inversion visible in Figure 24 a). During day
(subfigure b)), the surfaces heat up according to the surface properties. Trees lead to
shadowing and reduced surface temperatures below them. The surface warms the air
during the day to 294 K to 296 K at 15 UTC dependent on the surface temperature. The
highest air temperatures of 296 K to 299 K appear at south and west walls directly at the
building, and thus, where the air is additionally heated by warm building wall surfaces.
Furthermore, as mentioned in Chapter 10.2, during the day, enhanced turbulent mixing
because of the unstable stratification near the surface leads to a momentum transport
from higher layers to near surface layers and thus to higher wind speeds in the low layers
than during night (see Figures 24 e) and f)). Roughness elements like trees and buildings
decrease the wind speed. It takes its lowest values within courtyards, higher values where
the flow is mostly undisturbed like at the open place, and its highest values above the
buildings. Due to the small wind speed at night, spatial differences in the 10 m wind
speed above the ground surface due to roughness elements are barely visible. Beside the
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described meteorological quantities, also UTCI as a measure of heat stress is calculated
at 1.5 m height. Table 23 in the appendix gives the categorization of the UTCI ranges in
terms of thermal stress. Figure 25 h) shows that at 15 UTC, moderate heat stress occurs
in the non shadowed areas.

In addition to the cross sections, vertical mean profiles at representative locations
shown in Figure 20 are extracted. A set of temperature and wind profiles for the reference
run is given in Figure 26. At 3 UTC, the air temperature increases with height and takes
its lowest value at the lowest height level at every location, see subfigure a). At the
vegetated surface with a low tree density (M1), the strongest cooling appears, which was
already described above. The highest temperatures appear at M3 within a street canyon
without trees, where the air is additionally heated by the wall surfaces. The horizontal
wind speed within the urban canopy layer at 3 UTC given in Figure 26 b) is low due to the
stable stratification. At 9 UTC, surfaces are heated by solar radiation and in turn heat
the air. Due to the lack of shading, the surface and near surface air temperature at the
paved open place take the largest values. At locations M3 and M4, the warming effects of
the 20 m height east walls on the air temperature up to building height are visible, while
at low levels, shading within the street canyons results in a smaller temperature increase.
At M4, the temperatures are lower due to shading from trees and a larger distance from
the building walls. The deconstruction of the stable stratification leads to higher wind
speeds than at 3 UTC. These aspects are visible in subfigures c) and d). Figure 26 e)
shows that at 15 UTC, the heating process due to solar radiation has continued. Up
to the corresponding building height of 20 m, location M3 has the highest temperatures,
again, while in the park at M1 and M2, the lowest temperatures occur. The increased tree
density at M2 leads to lower temperatures than at M1 near the surface due to shading
and to higher temperatures at the crown. The wind speed given in subfigure f) is further
increased. The profiles at the locations M1, M2, M5 and M6 illustrate the influence of
obstacles on the wind: At M6, buildings and trees of a height of 10 m reduce the wind
speed up to this height, while at M5, the wind speed in the lower levels is comparably high
because less obstacles influence the wind. Within the street canyons at M3 and M4, the
vortex structure is again visible, indicated by higher wind speeds at the bottom and the
top of the street canyon and a lower one at the vortex center. At 21 UTC, the surfaces are
not heated by solar radiation anymore. An inversion arises in the lower levels except at
location M5 at the paved place, where the surface had reached the highest temperatures
during day and cools down slower. Hence, also the wind speed decreases again. These
aspects are visible in subfigures g) and h).
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Figure 24: Model results for the urban area along a vertical cross section at y=415 m.
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Figure 25: Horizontal cross sections for hourly averaged model results for the urban area.
The output is terrain following except for g), h).
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Figure 25: Continued: Horizontal cross sections for hourly averaged model results for the
urban area. The output is terrain following except for g), h).
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Figure 26: Hourly averaged local vertical profiles extracted at the representative locations
Mi, i ∈ {1, ..., 6}.
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Part IV

Application of the analysis methods
In the following chapters, the sensitivity analysis method introduced in Chapter 8 is per-
formed. First, the Morris method will be applied to the results of the PALM simulations
presented in the Chapters 10-13 in order to identify the input parameters that are most
relevant for the considered model results. An uncertainty analysis based on Latin hy-
percube samples can then be carried out with a reduced number of parameters. For the
already computationally intensive urban setup treated in Chapter 14, the investigation of
a large parameter space would be necessary, which is why the application of the Morris
method would exceed the computing time capacity and is thus not feasible. For this
reason, a parameter or a parameter group represented by a type is varied, while the other
parameter (groups) are kept constant. If the variation of a type has a major influence
on the output, the studies performed with the Morris method can be used to infer the
parameters responsible for the relevance, since the parameters determined within a type
are examined via Morris method.

15 Application of the Morris method

In this chapter, the Morris method will be applied to the results of the various PALM
simulations presented in Chapters 10-13. The aim is to identify the input parameters that
are most relevant for the considered model outputs by performing a statistical evaluation
of elementary effects whose values correspond to the variation of the output when the
input varies from the minimum to the maximum of its parameter range. In PALM,
a classification is made via predefined parameter lists for the building and each land
surface type [32]. Imprecise classifications of the parameter types defining the input
parameters within PALM are considered for the determination of the input parameter
bandwidths. Since the parameters determined within a parameter type are examined via
Morris method, this chapter presents the basics of a method for conducting a study of
the importance of individual parameters without covering the entire spectrum of possible
ranges and parameters. This chapter is thus to be seen as preliminary work for the
determination of important parameters in the urban setup.

The following methods have been implemented for the application of the Morris
method:

• a method to construct r trajectories in the input parameter space according to
Chapter 6.3,

• a program to generate the respective PALM input file given a parameter sample,

• a shell script with a loop over all samples to generate the PALM input file and to
start PALM model run and

• programs for determining and visualizing the Morris sensitivity measures.

15.1 Grassland

The simulation setup presented in section 10 is used in this chapter. In order to determine
the most influential input parameters among the ones given in Table 9 for the grassland
setup, the Morris method is performed. The bandwidths of the parameters are also
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given in Table 9. As described above, they are defined using the parameters defined
within the scope of two parameter types in each case, for the vegetation type and the
soil type. Sixteen parameters are varied and ten trajectories are used. According to
Chapter 6.3, 10 · (16 + 1) = 170 samples are required. The considered outputs of a model

Table 9: Input parameters and their bandwidths for the grassland setup.

Parameter Name Bandwidth Description
LAI x1 (1 - 2) m2m−2 leaf area index
cveg x2 0.7 - 1.0 * vegetation coverage
z0 x3 (0.03 - 0.47) m * roughness length for momentum
z0,h x4 (0.30·10−4 - 0.47·10−2) m * roughness length for temperature
λs x5 (9 - 11) Wm−2K−1 heat conductivity between atmo-

sphere and soil in case of stable strat-
ification

λu x6 (9 - 11) Wm−2K−1 heat conductivity between atmo-
sphere and soil in case of unstable
stratification

rc,min x7 (100 - 110) sm−1 * minimum canopy resistance
α x8 0.18 - 0.25 * albedo
ε x9 0.95 - 0.97* surface emissivity
αvG x10 0.83 - 3.67 ** coefficient alpha in the soil hydraulic

conductivity parameterization after
van Genuchten

lvG x11 -2.342 - -0.588 ** coefficient l in the soil hydraulic con-
ductivity parameterization after van
Genuchten

nvG x12 1.10 - 1.28 ** coefficient n in the soil hydraulic con-
ductivity parameterization after van
Genuchten

γsat x13 (0.26·10−6 - 2.87·10−6) ms−1 ** hydraulic conductivity of the soil at
saturation

msat x14 (0.430 - 0.520) m3m−3 ** volumetric soil moisture at satura-
tion (porosity)

mfc x15 (0.347 - 0.448) m3m−3 ** volumetric soil moisture at field ca-
pacity

mwilt x16 (0.133 - 0.279) m3m−3 ** volumetric soil moisture at perma-
nent wilting point

*: The bandwidths meet the values set in PALM for short and tall grass.
**: The bandwidths meet the values set in PALM for medium to fine soil granularity.

run are time series for the horizontally averaged 10 m wind speed (yk=1(t)), 2 m air
temperature (yk=2(t)), surface temperature (yk=3(t)), relative humidity (RH) (yk=4(t)),
UTCI (yk=5(t)) and depth d dependent soil temperature (yk=6(t, d)) and soil moisture
(yk=7(t, d)), evaluated in every depth level. Additionally, the daily means are considered
for the following horizontally averaged quantities: the 10 m wind speed (yj=1), the 2 m air
temperature (yj=2), the surface temperature (yj=3), the RH (yj=4) and the UTCI (yj=5).
UTCI is provided for the horizontal level, which is the closest possible to the 1.1 m level.
With the used grid, this is 5 m. The same height level is used for the RH.

As mentioned in Chapter 6.6, the relevance of the input parameters on these model
results can be assessed using the standard deviation of the output σout. For the outputs
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yk(t), Figure 27 shows the diurnal cycles of the mean µ, the standard deviation σ and the
extrema within the samples for each time step, taking into account the results of all sam-
ples which are indicated by transparent lines. Figure 27 a) shows the described quantities

Figure 27: Diurnal cycles of mean µ, standard deviation σ and extrema within the samples
of the considered outputs yk(t) for the grassland case. The diurnal cycles for the individual
samples are indicated by transparent lines.

for the horizontal wind in a height of 10 m. The diurnal cycle including the minimum
in the early morning and the maximum in the afternoon has already been discussed in
Chapter 10.2. Variations throughout the day can be seen within the samples. Figure 27
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b) shows the quantities for the 2 m air temperature, the diurnal variation of which is also
explained in more detail in Chapter 10.2. The standard variation takes its largest values in
the late afternoon. Subfigure c) shows the diurnal cycle of the mean µ, standard deviation
σ and extrema within the samples of the surface temperature. The surface temperature
depends on the amount of solar radiation that warms up the ground. Hence, during day,
especially around noon, the largest values occur, accompanied by the largest standard
deviations. The RH, see subfigure d), strongly correlates with the air temperature. In
the early morning, when the air temperature is low, a high RH is simulated. A low RH,
on the other hand, occurs during the day. Variations throughout the day occur within
the samples, with larger values during the night. Subfigure e) shows the quantities for
the UTCI. It also shows a diurnal variation with maximum at noon. Increased standard
variations occur during night and around noon. Subfigures f) and g) show the depth
dependent soil quantities. The properties of the soil temperature are strongly correlated
with those of the surface temperature. With increasing depth, the maximum of the soil
temperature and the standard deviation occur later. The soil moisture takes its minimum
in the evening after the evaporation that occurred during daytime. The variations of the
soil moisture are also largest in the evening in the uppermost layer. Figures 27 f) and g)
furthermore show no closed diurnal cycle and no stationarity. Dependent on the parame-
ter combination (see the large spread at the end of the day), the temperature will increase
and the soil moisture will decrease on the following day in case of same conditions.

The Morris sensitivity measures µ, µ∗ and σ are determined for the considered outputs
in order to investigate which input parameters are responsible for the described variations.
As mentioned in Chapter 6.6, for scalar outputs, the measures can be visualized via bar
and Morris plots. In the Morris plots, the importance of the input parameters is indicated
by different colors. The colors along the µ∗ and the σ axes represent the factor a in the
expression a · σout,j. Areas with µ∗, σ ≥ a · σout,j are blue for a = 0, green for a = 1
and yellow for a = 2. Exemplary results are visualized in Figure 28. Furthermore, the
sensitivity measures for the considered scalar output quantities are summarized in Figure
29 which shows a table for the measures µ∗i,j and σi,j. The color of each cell is also chosen
according to µ∗i,j or σi,j ≥ a · σout,j and is blue for a = 0, green for a = 1, yellow for
a = 2 and orange for a = 3. As described in Chapter 6.4, the measure µ∗ can be used
to sort the input parameters according to their influence on the considered model results.
Taking the measures for the diurnal and horizontally averaged UTCI shown in Figure 28
e) and f) as an example, increased values occur for the roughness length for momentum
(x3) indicating an increased influence of this parameter on the output. This effect can
be further specified using the fact that the value of an elementary effect for the i-th
input parameter corresponds to the variation of the output when the input varies from
the minimum to the maximum of its parameter range. Figure 29 gives the mean of the
absolutes of these output variations, i.e. the value of the sensitivity measure µ∗3,5 = 0.76
K, when the surface roughness length z0 (x3) is varied between 0.03 m and 0.47 m (see
Table 9). Thus, if one cannot distinguish between short and tall grass due to a lack of
information, the uncertainty in the diurnal and horizontally averaged UTCI due to the
suface roughness length z0 (x3) is 0.76 K. The positive value of µ3,5 shown in Figure 28
e) means that an increased roughness lenght for momentum leads to an increased UTCI
in contrast to the wind speed, where an increased roughness lenght leads to a decrease
28 a). A decrease of the wind speed thus coincides with an increase of the UTCI, i.e. the
effect of wind chill is visible: Wind speed has a direct influence on the heat balance of the
human body. Increased wind speed leads to increased cooling in the skin area when the
skin temperature is higher than the air temperature [14].

Additionally, the sensitivity measures were checked for convergence indicating that
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Figure 28: Visualization of the Morris sensitivity measures µ, µ∗ and σ regarding exem-
plary diurnal and horizontally averaged quantities for the grassland case.
a) 10 m wind speed yj=1, bar plot, b) Morris plot, c) 2 m air temperature yj=2, bar plot,
d) Morris plot, e) UTCI yj=5, bar plot, f) Morris plot.

the chosen number of trajectories is sufficient. For this purpose, the measures are plotted
as a function of the number of trajectories used and it is checked whether they tend to
a limit value and the variations are sufficiently reduced. Figure 30 exemplary shows that
convergence is given for the sensitivity measures µ∗i,2. The same yields for the other output
quantities, which is not shown here.

In order to determine the diurnal cycles of the sensitivity measures for the time de-
pendent outputs yk(t), single measures are calculated for each time step as described
in Chapter 6.5. Exemplary visualizations of the results are given in Figures 31 and 32.
Further visualizations of Morris measures treating other model results can be found in
the appendix in Figures 59-68. The figures show the time and depth dependent output
standard deviation, as well as the diurnal cycles of the sensitivity measures represented
via colors and max

t(,d)
(µ∗i,k(t(, d))) and max

t(,d)
(σi,k(t(, d))) with the corresponding time (and

soil layer). The latter can be used to show the largest variation of the result when the

53



Figure 29: Overview of the Morris measures for the grassland case: Colored table for the
measures µ∗i,j and σi,j, (p.p.: percentage points).

Figure 30: Grassland case: Convergence of the sensitivity measures µ∗i,2.

input parameter varies from the minimum to the maximum of its parameter range and
the corresponding time and soil layer, while the visualization via colors can be used to
qualitatively infer the important input parameters. Figure 31 b) uses the time dependent
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standard deviation σout,k(t(, d)) and thus time dependent thresholds in order to give in-
formation on the current influences of the input parameters on the current variation of
the output. The left part of Figure 31 c), as well as Figure 32 b) use max

t(,d)
(σout,k(t(, d)))

and thus fixed thresholds for the whole day in order to give information on the current
influences of the input parameters on the output variation compared to the largest output
variations. The upper part of each box represents µ∗i,k(t), the lower part represents σi,k(t).
Hence, a box can contain two different colors. Furthermore, the sign of µi,k(t(, d)) and
thus the sign of the effect of the ith input parameter on the considered model result is
displayed via + and − within the tables.

In the following, the most important input parameters with the bandwidths given in
Table 9 are discussed for the different outputs considered for the grassland surface. Figure
31 a) shows that the standard deviation of the horizontally averaged 2 m air temperature
has a minimum at 08:00 UTC and two maxima at 07:00 UTC and 21:00 UTC at the
times of the strongest temperature increase and decrease. Hence, especially the heating
and cooling process is influenced by the parameter variation. Figures 31 b) and c) refer
to the input parameters responsible for the standard deviation. At 7 UTC, the roughness
length for heat (x4) and the albedo (x8) show an increased effect on the 2 m temperature
with µ∗i∈{4,8},k=2(t) ≥ 1 · σout,k=2(t) and µ∗i∈{4,8},k=2(t) ≥ 1 · max

t
(σout,k=2(t)), with {4, 8}

indicating the set of the input parameter indices. Furthermore, the right part of Figure
31 c) shows that the sensitivity measures for these input parameters µ∗i∈{4,8},k=2(t) take

their largest values at 7 UTC. The albedo (x8) also shows a slightly increased influence
at 19 and 20 UTC compared to other input parameters. An increased albedo leads to
a decrease in temperature from sunrise and also affects the temperature in the evening.
The latter is due to the fact that the energy input during the day is lower because of
the higher reflected shortwave radiation. The lower available amount of energy at the
surface results in smaller sensible and latent heat fluxes [24, p. 5318]. From the second
maximum of the standard deviation at 21 UTC, the roughness length for temperature
(x4) and the LAI (x1) show an increased effect on the horizontally averaged 2 m air
temperature. During day time, with a maximum at 20 UTC, the leaf area index (x1) has
the largest impact, leading to a temperature decrease for increasing values. The leaf area
index determines the distribution of the available energy into surface sensible and latent
heat fluxes by influencing the available moisture through evapotranspiration. A higher
value for LAI increases the latent heat flux, and decreases the sensible heat flux, which
leads to lower surface temperatures during the day. Lower surface temperatures result
in a lower outgoing longwave radiation [24, pp. 5318, 5325]. In the early morning, the
vegetation coverage (x2) and the heat conductivity (x6) have an increased effect, both
leading to temperature increases for increasing values. (x6) has its stongest influence
in the morning. The increased influence also occurs the following night, but this is not
evident from this figure. The reason for the temperature increasing effect of the vegetation
coverage might be a reduced amount bare soil and thus of available soil moisture and thus
a reduced latent and increased sensible heat flux. The results coincide with the ones from
[24], where it was found that the leaf area index and the albedo influence the daytime
turbulent sensible and latent heat fluxes.

Figure 32 a) shows the time and soil layer dependent standard deviation of the hori-
zontally averaged soil moisture. It takes larger values in the afternoon and in the evening.
With increasing depth the values decrease and the maximum occurs at later time. Figures
32 b) and c) show that the largest variations of the soil temperature in combination with
interactions between input parameters are induced by the hydraulic conductivity of the
soil at saturation (x13), followed by the vegetation coverage (x2), both leading to increases
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Figure 31: Grassland case: Visualization of the Morris sensitivity measures for the hori-
zontally averaged 2 m air temperature yk=2(t).
a) σout,k=2(t)., b) Sensitivity measures colored according to µ∗i,k=2(t) or σi,k=2(t) ≥
a · σout,k=2(t), c) Sensitivity measures colored according to µ∗i,k=2(t) or σi,k=2(t) ≥
a·max

t
(σout,k=2(t)) (left), max

t
(µ∗i,k=2(t)), max

t
(σi,k=2(t)) and corresponding t [UTC] (right).
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a)

Figure 32: Grassland case: Visualization of the Morris sensitivity measures for the hori-
zontally averaged soil moisture yk=7(t, d).
a) σout,k=7(t, d), b) Sensitivity measures colored according to µ∗i,k=7(t, d) or σi,k=7(t, d) ≥
a ·max

t,d
(σout,k=7(t, d)), c) max

t,d
(µ∗i,k=7(t, d)), max

t,d
(σi,k=7(t, d)) and t [UTC], soil layer.
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for increasing values, and the saturation moisture (x14) and the value of the coefficient nvG
for the calculation of the hydraulic conductivity of soil in the parameterization after Van
Genuchten (x12), both leading to decreases for increasing values. The notable influence
of the hydraulic conductivity (x13) reaches down to the third soil layer.

The evaluation is also performed for the other meteorological variables and the related
results are shown in the Figures 59-68 in the appendix. The horizontally averaged 10 m
wind speed is mainly influenced by the roughness length for momentum (x3) during the
whole day, which leads to larger variations during day time when higher wind speeds oc-
cur. An increased roughness length leads to a decrease of the wind speed. The standard
deviation of the horizontally averaged surface temperature takes a maximum at 12 UTC.
The roughness length for heat (x4) leads to the largest variations in the surface temper-
ature during day time. An increased roughness length for heat leads to a temperature
decrease. It is followed by the leaf area index (x1), as higher values for LAI increase the
latent heat flux, and decrease the sensible heat flux and lower the surface temperatures
during the day, and the roughness length for momentum (x3), also leading to decreases
due to higher wind speeds. The variations of the night time minimum of the surface
temperature are comparatively small. They are induced by the leaf area index (x1), the
vegetation coverage (x2), the heat conductivity (x6) and the saturation moisture (x14)
during night and the albedo (x8) in the morning and the evening hours. The standard
deviation of the horizontally averaged RH is smaller during day than during night. The
input parameters inducing the largest variations are the vegetation coverage (x2) leading
to decreases especially in the early morning and the night, the leaf area index (x1), which
also has an increased influence during day and the roughness length for heat (x4) and the
albedo (x8) in the morning. The RH is strongly dependent on temperature and hence
dependent on similar input parameters. Since the air temperature only shows a small
variation, especially at night, the RH, however, a large one, see Figure 27 d), the question
of an additional moisture source arises. Larger values for the vegetation coverage have a
lowering influence of up to more than 10 percentage points at 3 UTC on the RH, espe-
cially at night, while they have an increasing influence on the soil moisture as described
above, see Figures 32 and 61. This indicates that the soil should be considered as a
source of moisture depending on the degree of coverage. The biometeorological quantity
UTCI shows the largest influence from the roughness length for momentum (x3). An
increase of the roughness length leads to a decrease of the diurnal averaged 10 m wind
speed, but to an increase of UTCI as a lower wind speed leads to higher values of UTCI
due to wind chill. Additionally, UTCI depends on the air temperature, radiation and
humidity. Higher temperatures lead to higher UTCI. On the UTCI maximum during day,
the albedo, the leaf area index and the heat conductivity, which also affect the above
mentioned quantities, have an increased influence. The increase of the albedo leads to
decreases of the air and surface temperature and to an increase of UTCI during day. The
latter was also found by [4] and attributed to increased reflections at the surface. During
night, roughness length for momentum and heat and heat conductivity have an increased
influence on UTCI. In addition, there are many interactions between parameters, as UTCI
is influenced by several meteorological quantities. The standard deviation of the horizon-
tally averaged soil temperature has the same properties as that of the soil moisture. The
largest variations of the soil temperature and interactions between input parameters are
induced by the roughness length for heat (x4) in the first soil layer, followed by the leaf
area index (x1), which leads to a decreased ground heat flux for higher values [24, p.
5319], and the roughness length for momentum (x3), all leading to decreases for larger
values. The notable influence of the roughness length for heat (x4) reaches down to the
third soil layer.
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The described sensitivities are valid for the used atmospheric conditions. In order
to account for the effect of the initialization of the atmospheric conditions and poten-
tial interactions with the sensitivities described in the above section, in an additional
application of the Morris method on the grassland surface, parameters which are respon-
sible for the initialization of the atmospheric conditions were also varied according to the
bandwidths given in Table 10. The atmosphere is initialized as before, but with varied
u component of the wind, potential temperature and water vapor to total water mixing
ratio above the surface. For 23 input parameters, 10 trajectories were used and thus,
simulations for 10 · (23 + 1) = 240 samples were performed. The results are evaluated as
in the above section and the findings are described, but not visualized in the following.
The investigation showed that the initial value of the u component of the wind (x1) has
the largest impact on the horizontally averaged 10 m wind speed, followed by the initial
value for the roughness length for momentum (x8). On the horizontally averaged 2 m
temperature, the initial value of the potential temperature (x2) has the largest impact
during the whole day. The soil temperature (x4) and roughness length for heat (x9) have
a slightly increased influence on the minimum, too. The horizontally averaged surface
temperature is mostly influenced by the roughness length for heat (x9), the soil moisture
(x15) and the potential temperature (x2). The minimum shows less variation which is
induced by the initial value for the potential temperature (x2), the soil temperature (x4)
and the emissivity (x14). Therefore, an adequate choice of initial values for the param-
eters to controlling the atmospheric conditions is essential. Since these parameters are
not involved in interactions (except from a slightly increased interaction of the soil mois-
ture for the output of the surface temperature), one can assume that their values will not
significantly affect the results of the previous study for the vegetation and soil parameters.

15.2 A paved surface

The Morris method is applied to the pavement setup presented in section 11 in order to
determine the input parameters among the ones given in Table 11 with the corresponding
bandwidths that have the largest effect on the model results. Parameters related to soil
moisture are included in this study, as there are soil layers placed under the six pavement
layers, however, pavement prohibits the vertical transport of soil moisture up to the surface
[24, p. 5313]. Hence, these parameters are assumed not to have a large effect on the model
results, but are also varied for completeness. Thirteen parameters, ten trajectories and
thus, according to Chapter 6.3, 10 · (13 + 1) = 140 samples are used. As in the grassland
setup, the considered results of a model run are time series of the horizontally averaged
10 m wind speed (yk=1(t)), the 2 m air temperature (yk=2(t)), the surface temperature
(yk=3(t)), the RH (yk=4(t)), UTCI (yk=5(t)) and the depth dependent soil temperature
(yk=6(t, d)) and soil moisture (yk=7(t, d)). The latter is not expected to show large (any)
variations below (within) the pavement layers due to the impermeability of the pavement
to water. For completeness, this model result is also investigated. Additionally, the
diurnal averages of the following horizontally averaged quantities are considered: the 10
m wind speed (yj=1), the 2 m air temperature (yj=2), the surface temperature (yj=3), the
RH (yj=4) and the UTCI (yj=5). UTCI is provided for the horizontal level, which is the
closest possible to the 1.1 m level. With the used grid, this is 5 m. The same height level
is used for the RH.

The relevance of the input parameters on the selected model results can be assessed
using the standard deviation of the output σout as it was introduced in Chapter 6.6.
Therefore, for the outputs yk(t), Figure 33 shows the diurnal cycles of the mean, the
standard deviation and the extrema within the samples for each time step, taking into
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Table 10: Input parameters and their bandwidths for the grassland setup including initial
atmosphere parameters.

Parameter Name Bandwidth Description
u x1 (2 - 5) ms−1 u component of the wind
θ x2 (290 - 294) K potential temperature
P x3 (1008 - 1018) hPa atmospheric pressure at the surface
Tsoil,k x4 (290 - 294) K

(lowest level (k = 8):
Tdeep)

soil temperature at depth level k, k
∈ {1, ..., 7}

Tdeep x5 (285 - 289) K deep soil temperature
LAI x6 (1 - 2) m2m−2 leaf area index
cveg x7 0.7 - 1.0 * vegetation coverage
z0 x8 (0.03 - 0.47) m * roughness length for momentum
z0,h x9 (0.30·10−4 - 0.47·10−2) m * roughness length for temperature
λs x10 (9 - 11) Wm−2K−1 heat conductivity between atmo-

sphere and soil in case of stable strat-
ification

λu x11 (9 - 11) Wm−2K−1 heat conductivity between atmo-
sphere and soil in case of unstable
stratification

rc,min x12 (100 - 110) sm−1 * minimum canopy resistance
α x13 0.18 - 0.25 * albedo
ε x14 0.95 - 0.97* surface emissivity
msoil,k x15 (0.3 - 0.4) m3m−3 soil moisture at depth level k, k ∈

{1, ..., 8}
αvG x16 0.83-3.67 ** coefficient alpha in the soil hydraulic

conductivity parameterization after
van Genuchten

lvG x17 -2.342 - -0.588 ** coefficient l in the soil hydraulic con-
ductivity parameterization after van
Genuchten

nvG x18 1.10 - 1.28 ** coefficient n in the soil hydraulic con-
ductivity parameterization after van
Genuchten

γsat x19 (0.26·10−6 - 2.87·10−6)
ms−1 **

hydraulic conductivity of the soil at
saturation

msat x20 (0.430 - 0.520) m3m−3 ** volumetric soil moisture at saturation
(porosity)

mfc x21 (0.347 - 0.448) m3m−3 ** volumetric soil moisture at field ca-
pacity

mwilt x22 (0.133 - 0.279) m3m−3 ** volumetric soil moisture at perma-
nent wilting point

q x23 (0.0036-0.0047) kg kg−1 water vapor / total water mixing ratio
*: The bandwidths meet the values set in PALM for short and tall grass.
**: The bandwidths meet the values set in PALM for medium to fine soil granularity.

account the results of all samples. Figure 33 a) shows the described quantities for the
horizontal wind in a height of 10 m. The diurnal cycle including the minimum in the early
morning and the maximum in the afternoon has already been discussed in Chapter 11.
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Table 11: Input parameters and their bandwidths for the pavement setup.

Parameter Name Bandwidth Description
z0 x1 (3.0·10−2 - 6.0·10−2) m roughness length for momen-

tum
z0,h x2 (3.0·10−4 - 6.0·10−4) m roughness length for tempera-

ture
Cp x3 (1.94·106 - 2.11·106) Jm−3K−1 * heat capacity of the pavement
Λp x4 (0.82 - 1.51) Wm−1K−1 * thermal conductivity of the

pavement
α x5 0.08 - 0.35 * albedo
ε x6 0.90 - 0.95 * surface emissivity
αvG x7 0.83 - 3.67 ** coefficient alpha in the soil

hydraulic conductivity parame-
terization after van Genuchten

lvG x8 -2.342 - -0.588 ** coefficient l in the soil hydraulic
conductivity parameterization
after van Genuchten

nvG x9 1.10 - 1.28 ** coefficient n in the soil hy-
draulic conductivity parame-
terization after van Genuchten

γsat x10 0.26·10−6 - 2.87·10−6 ms−1** hydraulic conductivity of the
soil at saturation

msat x11 (0.430 - 0.520) m3m−3 ** volumetric soil moisture at sat-
uration (porosity)

mfc x12 (0.347 - 0.448) m3m−3 ** volumetric soil moisture at field
capacity

mwilt x13 (0.133 - 0.279) m3m−3 ** volumetric soil moisture at per-
manent wilting point

*: The bandwidths meet the values set in PALM for the pavement types asphalt and
concrete.
**: The bandwidths meet the values set in PALM for medium to fine soil granularity.

Variations within the samples are induced especially during day time. Here and in the
following subfigures, the variation of the input parameters leads to a spread in the course
of the day including the end of the day. No closed diurnal circles and no stationarity are
present. Figure 33 b) shows the quantities for the 2 m air temperature. The diurnal cycle
of the 2 m air temperature is also explained in more detail in Chapter 11. The standard
deviation takes its larges values in the late afternoon and evening. Subfigure c) shows the
diurnal cycle of the mean µ, standard deviation σ and extrema within the samples of the
surface temperature. During day, especially around noon, the largest values occur due to
the largest amount of solar radiation warming up the ground at noon, accompanied by
the largest standard deviations. The RH treated in subfigure d) strongly correlates with
the air temperature. In the early morning, when the air temperature is low, a higher
RH is simulated. A low RH, on the other hand, occurs during the day. In contrast to
the grassland case, variations mainly occur on the second half of the day beginning at
noon as it is also the case for the air temperature. Subfigure e) shows the quantities for
the UTCI. It also shows a diurnal variation with maximum at noon. Increased standard
deviations occur during night and around noon. Subfigure f) shows the depth dependent
quantities for the surface temperature. As in the grassland case, the properties of the
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Figure 33: Diurnal cycles of mean µ, standard deviation σ and extrema within the samples
of the considered outputs yk(t) for the paved surface. The diurnal cycles for the individual
samples are indicated by transparent lines.

soil temperature are strongly correlated with those of the surface temperature. With
increasing depth, the maximum of the soil temperature and the standard deviation is
reached later. The Morris method will help identifying the input parameters responsible
for these standard deviations.

The values of the standard deviations σout,j of the diurnal averages yj, j = 1, ..., 5 are
included in Figure 34, where the Morris measures for the diurnal averages yj, j = 1, ..., 5
are presented and each cell is colored according to the values of µ∗i,j or σi,j ≥ a · σout,j

and is blue for a = 0, green for a = 1 and yellow for a = 2. The largest value in Figure
34 is µ∗5,3 = 3.74 K. That means that the estimated mean of the absolute variation of
the diurnal and horizontally averaged surface temperature when the albedo (x5) is varied
between 0.08 and 0.35 is 3.74 K. Columns that only include zeros are omitted. The
van Genuchten coefficient αvG (x7), the volumetric soil moisture at field capacity mfc

(x12) and the volumetric soil moisture at permanent wilting point mwilt (x13), and thus
the parameters determining the soil moisture below the pavement, have no effect on the
considered model results.

As described in Chapter 6.5, single Morris measures are calculated for each time step
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Figure 34: Overview of the Morris measures for the paved surface case: Colored table for
the measures µ∗i,j and σi,j.

in order to determine the diurnal cycles of the sensitivity measures for the time dependent
outputs yk(t). They are exemplary visualized for the 2 m air temperature in Figure 35.
Visualizations for the other output quantities can be found in the appendix in Figures
64-69. As in the grassland case, the figures show the time dependent standard deviation
(a)), which is used for coloration of the tables given in subfigures b) and c). Figure
35 b) uses the time dependent standard deviation σout,k(t) and thus time dependent
thresholds in order to give information on the current influences of the input parameters
on the current variation of the output. The left part of Figure 35 c) uses max

t
(σout,k(t))

and thus a fixed threshold for the whole day in order to give information on the current
influences of the input parameters on the output variation compared to the largest output
variations. The upper part of each box represents µ∗i,k(t), the lower part represents σi,k(t).
Furthermore, the sign of µi,k is shown as sign of the effect of the ith input parameter.
max
t(,d)

(µ∗i,k(t(, d))) and max
t(,d)

(σi,k(t(, d))) are given in the right part of Figure 35 c) with the

corresponding time. In the following, the results are summarized. Figure 35 a) shows that
the standard deviation of the horizontally averaged 2 m air temperature takes its largest
values in the evening and the following night. It is mostly induced by the albedo (x5),
which leads to a temperature reduction for increased values due to a increased amount of
outgoing short-wave radiation. The emissivity (x6) has an increased influence in the early
morning leading to a temperature reduction. At 6 UTC, its maximal sensitivity measure
µ∗6,2 = 0.22 K occurs. In the early morning, the heat conductivity of the pavement (x4)
follows the emissivity in order of importance. Note, that the variations in the morning
are much smaller than during day and in the following night. Thus, compared to the
maximum standard deviation, only the albedo shows an increased influence, see subfigure
c). The albedo (x5) also influences the wind speed, leading to a decreased wind speed for
increased albedo values, beginning at 7 UTC. The roughness length for momentum (x1)
has an increased influence on the horizontally averaged 10 m wind speed in the morning
and is thus most important for the minimum wind speed. Increased values lead to a
decreased wind speed. The values of the standard deviation of the horizontally averaged
surface temperature are largest during day time. The largest variation is caused due to
changes in the albedo (x5), leading to a temperature decrease for larger values, especially
at 13 UTC. The emissivity (x6) has an increased influence in the early morning. It is
thus most important for the minimal surface temperature, where only small variations
occur. Also on the RH, the albedo has the largest impact. An increased albedo leads
to an increased RH, which might be due to the decreased air temperature resulting from
the increased albedo. Again, the emissivity (x6) has an increased influence in the early
morning, when the standard deviation of the RH is small. The same yields for the heat
conductivity of the pavement (x4). In the grassland case it was concluded that the soil
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Figure 35: Pavement case: Visualization of the Morris sensitivity measures for the hori-
zontally averaged 2 m air temperature yk=2(t).
a) σout,k=2(t), b) Sensitivity measures colored according to µ∗i,k=2(t) or σi,k=2(t) ≥
a · σout,k=2(t), c) Sensitivity measures colored according to µ∗i,k=2(t) or σi,k=2(t) ≥
a·max

t
(σout,k=2(t)) (left), max

t
(µ∗i,k=2(t)), max

t
(σi,k=2(t)) and corresponding t [UTC] (right).

should be considered as a source of moisture. This study also provides evidence for this
conclusion, since the additional scatter is not present and the influence of soil moisture on
RH is suppressed by the paved surface. The albedo (x5) has the largest impact on UTCI
beginning at sunrise. During the time of incoming shortwave radiation, an increased
albedo leads to an increased value for the biometeorological quantity. In the following
night, an increased albedo results in a lower UTCI. This is due to the air temperature
decrease resulting from an increased albedo, which persists until night. The increased
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reflection leading to an increase of the UTCI during day time is missing and the UTCI
therefore is lowered by an increased albedo in the night. The other parameters except the
van Genuchten coefficient αvG (x7), the volumetric soil moisture at field capacity (x12)
and the volumetric soil moisture at the permanent wilting point (x13) are also involved in
interactions and have a slightly increased effect during day time. The standard deviation
of the horizontally averaged soil temperature takes on larger values during day, especially
in the noon and afternoon. The values decrease with depth while the maximum is also
reached later. The largest variations of the soil temperature and interactions between
input parameters are induced by the albedo (x5) leading to temperature decreases for
larger values. The notable influence of the albedo (x5) reaches down to the fifth soil layer
at -0.2 m depth, where it reaches a maximum in the evening.

15.2.1 Influence of the albedo on the diurnal cycles of the surface energy
fluxes

The previous results lead to the conclusion, that the important input parameters are those
affecting the energy balance at the surface. Due to the large effect of the albedo α, its
influence on the energy balance at the surface is studied in more detail. Figure 36 shows
the components of the energy balance for two different albedos which were exemplary
chosen from the interval [0.08, 0.35] given in Table 11 using the middle of the interval ±
20 %, i.e. α ∈ {0.17, 0.25}. In the following, E is the surface latent heatflux, H the surface
sensible heatflux, G the ground heat flux and Rn is the net radiation flux at the surface.
L↓ represents the incoming longwave radiation flux, L↑ the outgoing longwave radiation
flux, S↓ the incoming shortwave radiation flux and S↑ is the outgoing shortwave radiation
flux. Concerning the signs, Rn = G+H + E yields in the figure. The signs of the fluxes
directed towards the surface are positive, those of the fluxes that are directed into the
atmosphere are negative. The energy balance for a surface without storage of energy in

Figure 36: Diurnal cycle of the a) energy fluxes and b) radiation fluxes at the surface for
different pavement albedos.

form of heat is given here for the case of no rain, wind and anthropogenic heat flux density:
Rn = G + H + E. Rn is the simplified radiation balance at the surface without storage
capacity and unaffected by advection. It yields Rn=(S↓+L↓)-(S↑+L↑), all in Wm−2 [38,
pp. 8, 9]. The components show a diurnal cycle driven by the diurnal changes in the
energy input via the incoming solar short wave radiation. The diurnal changes of the
radiation balance lead to changes of the temperature and thus to a vertical temperature
gradient in the soil. This leads to a ground heat flux which is proportional to the thermal
conductivity of the soil and the vertical temperature gradient. Furthermore a temperature
gradient in the atmosphere close to the ground arises, resulting in a sensible heat flux. In
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general, a humid soil leads to evaporation resulting in a water vapor transport into the
atmosphere above the soil. This latent heatflux E is proportional to the vertical humidity
gradient [15, pp. 338, 339]. However, the pavement is dry and impermeable to water
and no phase transition occurs. Consequently the surface latent heatflux E is zero. As
it is visible from Figure 36 b), the incoming shortwave radiation flux is the same in both
simulation runs. Figure 36 b) shows that a higher albedo leads to an increased outgoing
shortwave radiation flux and a slightly decreased outgoing longwave radiation flux, since
this follows the Stefan-Boltzmann law and is proportional to T 4

surf [15, p. 339]. This leads
to a decreased net radiation flux at the surface. In conclusion, the ground heat flux and
the surface sensible heat flux take smaller values, see Figure 36 a). Due to its influence
on the energy input during day, the albedo affects the night time temperature, too.

15.3 Horizontally homogeneneous plant canopy

In the following two chapters, the influence of varying obstacle parameters for a plant
canopy and a single tree on the stationary wind is investigated. No diurnal cycles of radi-
ation and hence temperature and wind speed are assumed, hence, no effects on tempera-
ture are considered. Here, the Morris method is applied to the horizontally homogeneous
plant canopy setup presented in section 12 in order to study the influence of the drag
coefficient cd (x1), the shape coefficient for calculating the LAD profile after Markkanen
[40] αLAD (x2), the LAI (x3) and the plant canopy height h (x4) on the horizontally av-
eraged vertical wind profile y(z). The bandwidth of the drag coefficient (x1) is chosen
according to [29, p. 227]. As in [40, p. 440], αLAD is varied while a fixed value for
βLAD of 3.0 is assumed. αLAD is chosen to cover a wide range of canopy shapes. The
bandwidths used are given in Table 12. Ten trajectories, four input parameters and thus
10 · (4 + 1) = 50 samples are used. Figure 37 shows the horizontally averaged vertical

Table 12: Input parameters and their bandwidths for the horizontally homogeneous plant
canopy setup.

Parameter Name Bandwidth Description
cd x1 0.1 - 0.4 drag coefficient
αLAD x2 1.0 - 18.0 coefficient for calculating the LAD profile after

Markkanen [40]
LAI x3 (5.0 - 6.0) m2m−2 leaf area index
h x4 16 m - 22 m plant canopy height

profiles of the mean, the standard deviation and the extrema within the samples for the u
component of the wind for each height taking into account the results of all samples. As
described in Chapter 12, a logarithmic wind profile has developed above the plant canopy
with a decreased wind speed within the crown region, where the LAD takes the largest
values. The resolved vegetation leads to a sink term in the momentum equation [32, pp.
5838-5839]. The variations near the top boundary are traced back to the model setup in
which the volume flow through the vertical x − z and y − z cross-sections of the model
domain remains constant throughout the run. Therefore, the modifications of the wind
speed within the canopy layer affect the wind speed at the top boundary. Analogous to
the determination of the sensitivity measures for time dependent outputs, single sensitiv-
ity measures for the height dependent output y(z) are calculated for each height level in
the atmosphere. Vertical profiles of the Morris measures are therefore determined. They
are visualized in Figure 38. In Figure 38 b), the table is colored according to the height
dependent standard deviation σout(z) in order to compare the effect of the parameters on
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Figure 37: Vertical profiles of mean, standard deviation and the extrema within the
samples for the horizontally averaged vertical wind profile y(z). The profiles simulated
for the individual samples are indicated by transparent lines.

the variation of the output at individual heights, while Figure 38 c) uses max
z

(σout(z)) and

thus a fixed threshold for every height to get information on the influences of the input
parameters on the output variation compared to the largest output variations. The upper
part of each box represents µ∗i,k(t), the lower part represents σi,k(t). The vertical profile
of the standard deviation as well as max

z
(µ∗i (z)) and max

z
(σi(z)) with the corresponding

height are visualized in Figure 38 a) and in subfigure d), respectively. Figure 38 a) shows
that the maximum value of the standard deviation of the horizontally averaged vertical
wind profile σout(z) occurs at 17 m and hence in a height that is above or within the
tree canopy depending on the canopy height (x4) that varies between 16 m to 22 m. The
largest variation due to the given input parameter ranges is induced by the plant canopy
height (x4) at 19 m, and thus at or above crown height. An increasing plant canopy
height shifts the LAD upwards if the other input parameters are constant. An increasing
height therefore leads to a decrease in the wind speed at the corresponding height levels
that become covered by leaves as they lead to a sink term in the momentum equation
and furthermore, an increased height results in an increase below the these levels where
the LAD decreases. This interaction between the plant canopy height and the LAD is
also visible in the increased values for σ2(z) and σ4(z). In order of importance, the height
is followed by αLAD (x2), and thus the tree shape, especially at higher tree parts with a
maximum at 15 m. As described in Chapter 3.2, increasing (decreasing) values for αLAD

shift the leaf areas from the lower (higher) levels within the tree canopy towards the top
(bottom) of the tree canopy as it is visible in Figure 14. In the levels with increasing
leaf area density, the wind speed decreases and it increases in the levels, where the leaf
areas are shifted away from. The variation of these two input parameters mainly lead to
the maximal standard deviation at 17 m. It should be noted that the range of αLAD was
chosen to be quite large in order to investigate the influence of the widest possible range
of canopy shapes. It can further be stated that the variation of the LAI (x3) results in the
slightest variations in the resulting wind speed at all heights using the parameter range
under consideration. The also small influence of the canopy drag coefficient (x1) reaches
its maximum at a height of 13 m.
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Figure 38: Horizontally homogeneous plant canopy: Visualization of the Morris sensitivity
measures for the horizontally averaged vertical wind profile y(z).
a) σout(z), b) Sensitivity measures for y(z) colored according to µ∗i (z) or σi(z) ≥ a·σout(z),
c) Sensitivity measures for y(z) colored according to µ∗i (z) or σi(z) ≥ a ·max

z
(σout(z)), d)

max
z

(µ∗i (z)), max
z

(σi(z)) and corresponding height.

15.4 A domain including a single tree

The influence of varying tree parameters on the stationary wind is investigated. For this,
the results of numerical simulations for the domain with a single tree are used to apply
the Morris method. The simulation setup presented in section 13 is used. The parameters
concerning the tree properties are varied for the Morris method in a parameter range of
±20 %. The mean value of 0.59 for the approximation for the canopy drag coefficient for
unsheltered tree arrays is taken from [3, p. 10]. The parameters which are modified and
the corresponding bandwidths are shown in Table 13. The BAD inside the trunk takes the
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value 1 m2m−3. If the trunk diameter is smaller than the grid size, the PALM program
for the creation of trees weights the BAD in the corresponding grid cell by the circular
area occupied by the trunk. Also, when calculating the LAD, the vegetation percentage
is considered based on the extent of the crown in the grid cell under consideration. Ten
trajectories, six parameters and thus 10 · (6 + 1) = 70 samples are used. The effect of the

Table 13: Input parameters and their bandwidth for the single tree.

Parameter Name Bandwidth Description
h x1 (9.6 - 14.4) m tree height
hc/dc x2 0.8 - 1.2 ratio of crown height and crown diameter
LAI x3 2.4 - 3.6 leaf area index
dc x4 (3.2 - 4.8) m crown diameter
dt x5 (0.28 - 0.42) m trunk diameter
cd x6 0.47 - 0.71 canopy drag coefficient

input parameters on the wind conditions around the position of the tree is studied using
the Morris method. The horizontal distributions of the Morris measures µ∗i,j(x, y) are

determined for the horizontal wind speed
√
u2 + v2

(1h)

in the height of 10 m (yj=1(x, y)),
which is within or slightly above the tree crown, and in the pedestrian area in a height of
1.5 m (yj=2(x, y)). Furthermore, the vertical distributions of the Morris measures µ∗i,j(x, z)

are determined for
√
u2 + v2

(1h)

(yj=3(x, z)) and the w component of the wind (yj=4(x, z))
at y=20 m through the middle of the tree. The w component is used for the investigation
of variations in the over- and underflow of the tree crown. The considered outputs are
summarized in Table 14. The standard deviations of the outputs under consideration

Table 14: Single tree setup: List of the model results and the cross-sections considered.

j model result cross-section

1
√
u2 + v2

(1h)

horizontal, z=10 m

2
√
u2 + v2

(1h)

horizontal, z=1.5 m

3
√
u2 + v2

(1h)

vertical, y=20.5 m
4 w(1h) vertical, y=20.5 m

σout,j(x, y) and σout,j(x, z) are calculated at each point of the considered cross-sections.
Visualizations can be found in Figure 39 for j ∈ {1, 3} as the standard deviations for the
other considered model results are comparably small. Remember that the tree center is
positioned at x=80 m, y=20 m, which is visualized through a green cross. The standard
deviation of the 10 m wind speed given in Figure 39 a) takes increased values around
and behind the tree position. The values of the standard deviation of the 1.5 m wind
speed are comparably small and hence not shown here. This is probably due to the
distance from the tree crown and the generally smaller wind speed at this height. The
vertical cross section of the standard deviation of the horizontal wind speed given in
Figure 39 b) shows two regions of larger values. They are located at the height of the
upper and lower crown region at positions that are covered by the crown for only some
samples. The coverage of the position by the crown results in a reduced wind speed. For
other samples, the positions are not covered by the tree crown, which leads to an over-
or underflow of the crown in these regions. This leads to a comparably large standard
deviation at these positions. The standard deviation of the w component of the wind is
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Figure 39: Single tree setup: Standard deviations a) σout,1(x, y)(z = 10 m), b)
σout,3(x, z)(y = 20 m).

also comparably small and hence not shown here. In a further step it will be checked
which parameters are responsible for the output variations using the Morris sensitivity
measures. In order to be able to evaluate the resulting measures, the standard deviation
of the model output is used as it was described in Chapter 6.6. Based on the standard
deviation, a threshold is required to compare the sensitivity measures to. It is decided to
use a fixed threshold for the whole domain, which allows for giving information on the local
influences of the input parameters on the output variation compared to the largest output
variations within the domain. Therefore, the largest standard deviation σout,max in the
domain is determined according to σout,max = max(max

x,y,z
(σout(x, y, z)),max

x,z
(σout,4(x, z))).

σout(x, y, z) is the standard deviation of the horizontal wind speed
√
u2 + v2

(1h)

calculated
at each grid point. For the variation of the input parameters in the considered range of
±20 % the largest variations in the output occur in the vertical cross-section j = 3 (Figure
39 b)) at the point (x=87 m, y=20 m, z=7.5 m), i.e. behind the tree, with σout,max = 0.36
ms−1.

For each input and output quantity the maximal sensitivity measures

µ∗i,j =

 max
x,y

µ∗i,j(x, y) , x, y-cross-section

max
x,z

µ∗i,j(x, z) , x, z-cross-section

and

σi,j =

 max
x,y

σi,j(x, y) , x, y-cross-section

max
x,z

σi,j(x, z) , x, z-cross-section

are determined. They are given in Figure 40. The color of each cell is chosen according
to µ∗i,j or σi,j ≥ a · σout,max and is blue for a = 0 and green for a = 1. Since the point at
which the largest output variation occurs is included in the vertical cross-section j = 3,
the largest Morris measure can be found there caused mainly by the tree height (x1). The
tree height (x1), the ratio of maximum crown height to the maximum crown diameter
(x2), the crown diameter (x4) and the drag coefficient (x6) are involved in interactions.
The variations of the horizontal wind speed at the reference heights of 10 m and 1.5 m
and the variations of the vertical component of the wind at y=20.5 m are smaller, but
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also mainly induced by the variation of the drag coefficient (x6) and the tree height (x1),
respectively.

Figure 40: Single tree setup: Colored table for the measures µ∗i,j and σi,j.

Since the point with maximal output standard deviation is located directly behind the
tree, specific points around 5 m, 10 m and 30 m behind the tree crowns largest horizontal
extent at the reference heights of 10 m and 1.5 m given in Table 15 are additionally
considered and the impact of the input parameters on the local standard deviation are
studied. The locations are visualized in Figure 41.

Table 15: List of the model results and the points considered.

j model result point

5
√
u2 + v2 x=88 m, y=20 m, z=10 m

6
√
u2 + v2 x=88 m, y=20 m, z=1.5 m

7
√
u2 + v2 x=93 m, y=20 m, z=10 m

8
√
u2 + v2 x=93 m, y=20 m, z=1.5 m

9
√
u2 + v2 x=113 m, y=20 m, z=10 m

10
√
u2 + v2 x=113 m, y=20 m, z=1.5 m

Figure 41: Single tree setup: Visualization of the locations for the evaluation.
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Figure 42: Single tree setup: Colored table for the measures µ∗i,j and σi,j at considered
points.

The resulting Morris measures are given in Figure 42. The color of each cell is chosen
according to µ∗i,j or σi,j ≥ a · σout,j, j ∈ {5, 6, 7, 8} and is blue for a = 0, green for a = 1
and yellow for a = 2. The output standard deviation decreases with the distance from the
tree, except for 10 m and 30 m behind the tree in a height of 1.5 m, which do not differ
much. At every considered point behind the tree, the variation of the drag coefficient
(x6) leads to increased Morris measures. It has an effect at each of the considered points
and it is involved in interactions. With µ∗6,5 = 0.2015 ms−1 the largest impact on the
wind speed is reached at 10 m height 5 m behind the tree. The tree height (x1) has an
increased impact on the wind speed at 10 m height in the distances of 5 m and 10 m
and is furthermore involved in interactions down to the lower height at larger differences.
The ratio of maximum crown height to the maximum crown diameter (x2) is involved in
interactions in both heights at the considered points. Furthermore, it has an increased
effect on the wind speed at 1.5 m height and 10 m distance. The diameter (x4) is involved
in increased interactions and shows an increased importance in a distance of 30 m behind
the tree.

15.5 Concluding remarks on the application of the Morris method

In Section 15, the Morris method was applied. Values adopted by the elementary effects
are determined. They correspond to the variation of the considered model result when
the input parameter varies from the minimum to the maximum of its parameter range.
Using the mean of the absolute values of the elementary effects, the input parameters
can be ranked in order of their influence on the considered output. The values of input
parameters concerning surfaces, soil type, and vegetation were varied within different
simulation setups describing idealized areas. The simulated variations of the model results
resulted from modifications of the energy balance on the surfaces and thus the available
energy due to variations in the input parameters. As it was found applying the Morris
method to the parameters describing the vegetated surface, the 2 m air temperature is
mostly lowered by the leaf area index beginning in the morning. Furthermore, the albedo
and the roughness length for heat have an effect, especially in morning and evening hours.
When there is no incoming shortwave radiation available, a higher vegetation coverage
and heat conductivity between atmosphere and soil were found to result in a higher
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air temperature, while an increased roughness length for temperature results in a lower
air temperature. The daytime surface temperature is mostly affected by the roughness
length for heat. An increase of the values of the leaf area index and the roughness length
for momentum also lead to decreases of the surface temperature. An increase of the
roughness length for momentum leads to a decrease of the 10 m wind speed, but to an
increase of UTCI. In case of paved surfaces, the roughness length for momentum, the
heat conductivity of the pavement, the albedo and the emissivity were found to have
the largest impacts on the considered model results. In the investigations for the 3D
vegetation described in Chapters 15.3 and 15.4, the tree shape was found to have an
increased effect on the wind. Furthermore, the tree height, the drag coefficient (especially
for the single tree), the crown diameter and the ratio of the height and width of the tree
crown have a major influence.

16 Application of the uncertainty analysis using LHS

The input parameters of a model can be ranked in order of their influence on the considered
model results applying the Morris method. This ranking allows for further studies with a
reduced number of input parameters to be investigated. With the input parameters found
to have an increased influence on the considered model results an uncertainty analysis can
be performed in order to further study their effects and estimate the required accuracy
of the input parameters for the considered PALM model setup using the LHS sampling
strategy presented in Chapter 7. An exemplary application of this approach is presented
in this chapter.

The setup for the horizontally homogeneous paved surface presented in section 11 is
used. The roughness length for momentum (x1), the heat conductivity of the pavement
(x4), the albedo (x5) and the emissivity (x6) were found to have the largest impacts on the
considered model results in Chapter 15.2. Therefore, they are used in this investigation
and LHS samples are created from their bandwidths given in Table 11. As described in
Chapter 7, the LHS is based on the division of the range of the CFD of the considered
input parameter into n intervals and within each of these intervals one value is randomly
picked. The number n corresponds to the number of the required model runs. In the given
example, n = 300 is chosen to achieve a good coverage of the input parameter space. The
mean values are assumed for the remaining parameters, which were not found to have
strong effects on the model results. Since the application of the Morris method indicated
a strong effect of the albedo on maximum temperature, this input parameter and model
result are in the focus of the following exemplary study. Figure 43 shows the dependency
of the hourly and horizontally averaged 2 m air temperature at 16 UTC on the albedo,
which is nearly linear. 16 UTC was chosen because most of the time series obtained from
the Morris samples take their diurnal maximum at this time, see Figure 33 b). A regression
with a correlation coefficient R=-0.9707 was performed. Furthermore, the values of the
albedo leading to a ±0.25 K-variation of the air temperature were determined, since this
variation results in a temperature interval of 0.5 K which corresponds to the permissible
absolute deviation for the air temperature given in Table 3. The dotted lines in Figure
43 mark the values of the albedo for an increase/decrease of 0.25 K. Thus, in the given
case, the uncertainty of the albedo should not increase 0.25-0.18=0.07 in order to predict
2 m air temperature with an accuracy of 0.5 K. Ryan et al. [56] presents a method to
obtain the albedo with centimeter resolution and accuracies of ±5 %, which would be in
the magnitude of 0.01, from digital cameras and unmanned aerial vehicles. Furthermore,
the results visualized in Figure 43 can be used to estimate the expected uncertainty of the
output when the input parameter, in the given case the albedo, is only known with a given

73



Figure 43: Paved surface: Dependency of the hourly and horizontally averaged 2 m air
temperature at 16 UTC on the albedo and regression.

uncertainty. Let the uncertain albedo be 0.25±20 %, i.e. it is known to be within the
interval [0.2, 0.3]. Thus, using the regression function, the 2 m air temperature modeled
with the given setup will lie within the interval [294.78 K, 295,41 K].

17 Investigations for an urban area including green

and blue elements

The aim of this chapter is an uncertainty and sensitivity analysis for a complex urban
area. Using the urban surface model, the indoor model, the land surface model and
the radiation model, the influence of various input parameters on the considered model
results in the urban area or uniformly characterized sub-areas shown in Figure 20 is
studied and compared in order to find out for which parameters a particularly precise
data collection is required. The considered model results are the diurnal cycles of the
wind speed at 1.5 m and 10 m height, the 2 m air temperature, the surface temperature,
the biometeorological quantity UTCI and the indoor temperature. Among the input
parameters studied are those related to green and blue surfaces, as these are suitable for
climate change adaptation measures and their effects should therefore be reliably modeled,
which requires an appropriate accuracy of the input parameters.

The study of the input parameters for the urban domain is also focusing on au-
tochthonous weather conditions which are characterized by a strong daytime insolation,
weak winds and a stable nocturnal stratification, since the urban climatic characteristics
are particulary pronounced, then, and a strong heat stress is possible [38, pp. 2, 3, 8],
[26, p. 2].

74



17.1 Simulation overview and analysis method

As the relationships between input parameters and model results are mostly non-linear,
the Morris method was used in the preliminary investigations in order to be able to make
statements about interactions between the parameters. A large parameter space is neces-
sary for the already computationally intensive urban setup, which is why the application
of the Morris method cannot be carried out, since it would exceed the computational
time capacities. For this reason, a parameter or a parameter group represented by a type
is varied only once, while the other parameter (groups) are kept constant and are fixed
on meaningful values that occur typically in reality. This allows for the investigation of
uncertain type classifications. If the variation of a type has a major influence on the
output under consideration, the studies described in section 15 can be used to infer the
parameters responsible for the relevance. It is worth mentioning here that in PALM there
is a classification of many parameters into different types, e.g. vegetation types, for which
default values are specified for the associated parameters.

A total of 23 simulations are carried out. Table 17 gives an overview of the varied
parameters of the simulations carried out. The parameter values used in a reference
simulation are listed in Table 8.

In addition to the reference simulation, the analysis can be divided into three scenario
packages. In scenario package S1 the land-surface parameters, in S2 parameters regarding
the 3D vegetation and in S3 building parameters are varied. The reference simulation
was described in Chapter 14. The default type and the associated default parameters
are used for all trees, buildings and the soil. Furthermore, asphalt is used for streets,
cobblestones are used in squares and in inner courtyards and short grass as vegetation
type on the unpaved surfaces.

In S1 the water temperature, as well as the pavement type, the vegetation type and
the soil type are varied. The variation of the parameters within the types has already
been investigated in Chapters 15.1 and 15.2 and is now compared to the one of other
urban parameters. The water temperature is set to the default value given by PALM,
283 K. This might be quiet cold for the simulated summer day, which is why the water
temperature is set to 293 K in S1.1 in order to investigate whether the use of the default
value is sufficient. In S2 there is a basic run without trees to determine their general
influence on atmospheric quantities. In a further setup, different tree types predefined
in PALM are used and the results are compared with the setup with the default types.
Here a spherical shape is used for all trees. A changed spherical tree type can lead to
different trunk diameter at breast height, tree height and crown diameter. In a further
run (S2.3, see Table 17), the influence of the tree shape is to be examined by changing it
and comparing the result to the one from the previous run from S2.2 with the spherical
shaped tree types. In S2.3, the shape of the trees is therefore changed from the one
used in S2.2. Frequencies of the different tree shapes in an urban area are assumed to
create samples. The inverted shapes are assumed to be less probable with 10 % each,
the remaining shapes are assumed to have a frequency of 20 % each. The tree shape
distribution in the considered area is given in Table 16.

To represent the trees, the leaf area density and the basal area density are specified
on the basis of various parameters. If this information about individual trees is missing,
as mentioned in Chapter 3.2, an idealized vertical LAD distribution can be determined
from a leaf area index and two parameters αLAD and βLAD and a vegetation height for
every location on the horizontal plane. Hence, a tree can be constructed only knowing the
vegetation height at every location and calculating a vertical LAD at this position from
a LAI and the shape parameters αLAD and βLAD. This method to create patch data is to
be used in a subsequent simulation based on the vegetation height field and LAI used in
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Table 16: Frequency distribution of the tree shapes in the urban area.

shape number of trees frequency of the
total number of trees

spheres and ellipsoids 57 16 %
cylinder shapes 78 22 %
cone shapes 75 22 %
inverted cone shapes 27 8 %
paraboloid shapes 72 21 %
inverted paraboloid shapes 39 11 %
sum 348 100 %

S2.2 in order to examine the necessity of the other parameters for characterizing trees by
comparing the results to those from S2.2. To clarify the modification of the representation
of the trees, exemplary resulting LADs are visualized in Figure 44. The figure shows
exemplary vertical cross-sections in the park at x = 0 m−175 m, y = 48 m, z = 0 m−26 m
of LAD for S2.2 (a)), where different spherically shaped tree types are used, S2.3 (b)),
where additionally the different shapes are used, and S2.4 (c)), where idealized vertical
LAD distributions are determined from the LAI, the two shape parameters αLAD and
βLAD and a two-dimensional vegetation height field based on S2.2. In S2.2, the trees differ
in tree height and crown diameter. It is also visible that the leaf area increases towards
the outside as mentioned in Chapter 3.2. In S2.3, tree height and crown diameter of the
individual trees are taken from S2.2 and they additionally differ in tree shape. Hence,
compared to S2.2, different air volumes are covered with the tree crown. Figure 44 c)
visualizes that at every location - in this case on the x-axis - up to a height taken from
S2.2, a vertical LAD is specified. Compared to the trees from S2.2, where the leaf area
increases exponentially towards the outside, using the patch data, a maximum appears at
higher levels of the tree crown and a soft demarcation from the surrounding area occurs.
These properties are transferable to the remaining trees in the simulation domain. In the
preliminary investigations described in Chapters 15.3 and 15.4, the tree shape was found
to have an increased effect on the wind. Furthermore, the preliminary investigations allow
conclusions to be drawn about a major influence of the tree height, the drag coefficient
(especially for the single tree), the crown diameter and the ratio of the height and width
of the tree crown, which is why these are varied separately in the following simulations
and their influence in urban areas is investigated on the wind, but also on the other
considered simulation results. In S3, the influence of the variation of building parameters
on the considered model results mentioned at the beginning of this chapter is investigated.
The building type and thus the associated default building parameters are varied in S3.1
and take the values of a newer building type built after 2000. In two further simulations,
S3.2 and S3.4, the facade color is varied via the albedo and the window fraction is varied,
respectively. Facade and extensive roof greening1 is added to the wall and roof surfaces
of the buildings, respectively, and its influence on the considered model results mentioned
at the beginning of this chapter is determined. In the literature, green roofs were found
to provide greater cooling potential than light roofs, since the latter reflect the radiation
to other surfaces and may lose up to one-third of their reflectivity in a few years [54,
pp. 10, 11]. In order to be able to estimate possible interactions of the effect of albedo,
window fraction and facade greening with the effect of building type on the model results,
the corresponding simulations are also carried out with the more modern building type

1There are extensive and intensive green roofs. Extensive green roofs generally use shallow growing
medium and vegetation. Furthermore, they are only entered for maintenance and care [7, pp.6,7].
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used in S3.1. Following remark has to be made concerning the window fraction: In S3.4,
the window fraction is set to 0.29. Since this is the value that is assigned to the window
fraction by default in case of the newer building type, it is changed to the default value
for this parameter in case of the reference building type such that the size of the variation
is comparable.

Figure 44: Vertical cross sections for LAD distribution in the park at y = 48 m for a)
S2.2, b) S2.3 and c) S2.4.

The analysis methods is applied in the post-processing. Therefore, time series of hourly
and spatial averaged data for the different scenarios and the respective difference to the
reference data are calculated and visualized for different averaging areas in order to be
able to make separate statements for selected land uses. These different sub-domains are
visualized in Figure 20 and contain the park, the open place, street canyons, single houses
with gardens and the court yard, respectively, each including pedestrian area. Further-
more, local differences between diurnal or hourly averaged scenario and reference data
are taken at the grid points of the model domain and investigated. Their bandwidths are
given using box plots and their horizontal distributions are visualized. In addition, local
vertical profiles of differences between diurnal averaged scenario and reference data and
between the hourly averaged ones at the diurnal extrema extracted at the representative
locations Mi, i ∈ {1, ..., 6} are given. In Chapter 14, it was mentioned that the 2 m air
temperature and the 10 m wind speed are terrain following, i.e. PALM delivers them in 2
m or 10 m above the ground which can be either soil or roof surface. Trees do not affect
the height at which the output takes place. Also, the given surface temperature includes
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Table 17: Simulations for the urban area.

The scenarios, the parameter (type)s to be varied, their values or proper-
ties and the number of simulations n in the scenario package are given.

scenario parameter (type) value/properties n
reference 1
S1: land-surface parameters 4

1 water temperature 293 K
2 pavement type: concrete:

z0 0.05 m
z0,h 0.5·10−3 m
α 0.35
ε 0.9
Λp 1.51 Wm−1K−1

Cp 2.11·107 JK−1m−3

3 vegetation type: tall grass:
rc,min 100.0 sm−1

LAI 2 m2m−2

cveg 0.7
z0 0.47 m
z0,h 0.47·10−2 m
Λ 10.0 Wm−2K−1

C0 0 Jm−2K−1

ε 0.97
α 0.18

4 soil type: medium granularity:
αvG 3.14
lvG -2.342
nvG 1.28
γsat 1.16·10−6 ms−1

msat 0.439 m3m−3

mfc 0.347 m3m−3

mwilt 0.151 m3m−3

mres 0.010 m3m−3

rsoil,min 50 sm−1

Tdeep 287 K
S2: 3D-vegetation 8

1 no trees
2 different spherical tree types
3 different tree types of different shapes
4 only height according to different tree types: patch data
5 h 14 m
6 hc/dc 1.2
7 dc 4.8 m
8 cd 0.376

S3: building parameters 10
1 building type residential, built after 2000
2 αwall 0.3
3 αwall, building type 0.3, residential, built after 2000
4 window fraction 0.29
5 window fraction, building type 0.18, residential, built after 2000
6 green fraction 0.18
7 green fraction 0.29
8 green fraction, building type 0.18, residential, built after 2000
9 green fraction, building type 0.29, residential, built after 2000
10 green roof extensive roof greening

sum 23
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roof surfaces. In case of terrain following model outputs, their values at building positions
were not considered for consistency to exclude above roof values.

17.2 Presentation of the analysis results

In the following, the analysis results for every considered model result are described
using exemplary figures. The next chapter comes up with explanations for the simulated
results. Since the UTCI is an important measure for the human comfort, the effects
on this quantity will be investigated in more detail in Chapter 17.2.5. Representative
figures which were created for every model result and sub-area are given for the UTCI.
Additionally, one figure showing the diurnal cycle is given for each output. Further figures
can be found in the appendix in Chapter 21.3.

17.2.1 2 m air temperature

Figure 45: Time series of hourly and spatial averaged 2 m air temperature for the different
scenarios and the respective difference to the reference temperature, total domain.

This chapter describes the influence of the changes in the input parameters on the 2
m air temperature. Figure 45 shows the time series of hourly and spatial averaged 2 m
air temperature for the different scenarios and the respective difference to the reference
temperature. The averaging domain is the total urban domain. The minimum is taken
in the early morning and the temperature maximum occurs in the late afternoon for all
scenarios. The largest variations of the hourly averaged 2 m air temperature occur around
the diurnal temperature minimum in the morning, where the largest decreases of nearly
-2 K in domain average are also induced by scenarios with the building type changed to
a newer type that indicates that the building was built after 2000 (S3.1, S3.3, S3.5). The
largest decreases occur in court yards, as these areas are surrounded by building walls,
which is not shown here. Temperature variations concerning the total domain are smaller
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during day time and at the temperature maximum than during night and early morning,
since the reduction of heat emission due to a newer building type seems to overweight
the effects of the other parameters. The largest variation concerning the whole area is
a temperature decrease of -0.5 K due to green roofs and an increased wall albedo. The
diurnal averaged local differences (Figure 72 a) in the appendix) show similar behavior
for every considered sub-area. They also show the largest median response of -0.7 K (-0.6
K for the open place, not shown here) in scenario S3.3 when the wall albedo is increased
and the building type is changed to the one for buildings built after 2000, what both -
especially the change of the building type - lead to reductions of the diurnal averaged
temperature themselves. Increasing the buildings green fraction (S3.8, S3.9) weakens this
decrease. In case of the buildings being built before 1950, the green walls lead to a morning
temperature increase compared to the reference situation without green walls, which is
reflected in the diurnal average. A larger (smaller) window fraction also leads to an 2m
air temperature increase (decrease) at night (S3.4 (S3.5)). An influence on the considered
sub-domain is also visible in case of the temperature. In the park and in the area of
single houses, the vegetation type also has an increased influence in the afternoon in
shadowed areas concerning the temperature maximum, which is reached earlier, followed
by a temperature decrease of around -0.5 K until the end of the simulation in the night.
The resulting time series for the park are given in the appendix in Figure 71 a). At
locations, that are exposed to the sun light, temperature increases are simulated (not
shown here). Furthermore, the diurnal averaged local differences (Figure 72 a) in the
appendix) show an increased median response of -0.2 K for S1.2 and S1.3 with decreases
of -0.5 K and -0.7 K locally, respectively, concerning the whole area. The strongest
dependency of the effect of a variation in the input parameters on the locations is visible
in the scenarios S2.2, S2.3, S2.4 and S2.7. At some locations larger variations occur. This
is the case around tree positions and the variation depends on the way of the tree type
and shape change and the corresponding differences in irradiation and radiance. Using
the park as the evaluation domain, the time series of the hourly and domain averaged
differences shows a slightly increased influence of the tree parameters (S2.2, S2.3, S2.4)
during night compared to the average over the whole domain, see Figure 71 a). Averaging
over the open place (see Figure 71 b) in the appendix) shows smaller effects in the morning
due to buildings. Furthermore, the change of the pavement type does not show a large
effect at the open place since the used different pavement types have nearly the same
albedo. The magnitude of the results is consistent with the one found in [4].
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Figure 46: Local vertical profiles of differences between diurnal averaged scenario and
reference air temperature extracted at the representative locations Mi, i ∈ {1, ..., 6}.
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The local vertical profiles of the differences between the diurnal averaged scenario and
reference air temperature visualized in Figure 46 show the largest decrease for S3.3 at
every considered position. Changing the building type to a newer one - especially up to
building height at 10 m or 20 m, respectively - and increasing the wall albedo thus lead
to the prominent decrease of air temperature. Furthermore, a decrease of the window
fraction and a change of the pavement type lead to a temperature decrease. Except at
M5, the change of the vegetation type to higher grass leads to a temperature decrease as
well, especially at the lowest levels. This can also be seen for S2.1, S2.2, S2.3 and S2.4. An
increased window fraction and an increased green fraction lead to a temperature increase.
Figure 73 in the appendix shows the local vertical profile differences for 4 UTC and 17
UTC. For the temperature minimum at 4 UTC, the largest overall effect can be found
when the building type is changed to the newer one with a change of -2 K up to building
height. An additional small temperature decrease can be seen for additionally decreasing
the window fraction (S3.5). Scenarios S3.7 and S3.10 at higher levels lead to the largest
temperature increases of nearly 1 K. The effect of tree parameters on the temperature
minimum is comparably small at the considered locations. In the densely vegetated part
of the park at position M2, the effect is up to -1 K. At this location, the variation includes
a decreased height and an increased crown diameter of the surrounding trees (not shown
here). In the lower height levels, that do not contain leaf area in the reference, but do in
the scenario runs, the temperature decrease occurs due longwave emittance from the tree
crown. At the temperature maximum at 17 UTC, the largest over all effect of about -0.6
K is induced by S3.10. An albedo increase follows with up to -0.5 K. Especially in the
park, temperature variations due to tree properties occur.

17.2.2 Surface temperature

Figure 47: Time series of hourly and spatial averaged surface temperature for the different
scenarios and the respective difference to the reference surface temperature, total domain.
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Figure 47 shows the time series of hourly and spatial averaged surface temperature for
the different scenarios and the respective difference to the reference surface temperature.
The averaging domain is the total urban domain. The largest variation of the hourly and
domain averaged surface temperature of about -2 K at noon is caused by to a change of
the vegetation type (S1.3) and the pavement type (S1.2). In S1.2, the hourly averaged
surface temperature is decreased at streets and slightly decreased at the open place and in
S1.3, it is decreased at vegetated surfaces, with slighter decreases below trees, not shown
here. The dependence on the fraction of the considered varied quantity is again visible,
when the values are spatially averaged for the different sub-areas. In the park (Figure
71 c) in the appendix), a strong effect of the vegetation type (-5 K at noon) is visible
during day time until night. Furthermore, especially during day time, the effect of tree
parameters is increased. There is no effect of the pavement type. Regarding the domains
including the single buildings (Figure 71 d)) and the canyons (Figure 71 e)), vegetation
type and pavement type show increased influences depending on their fraction. Between
the canyons, there is less vegetated surface, hence, the influence of the vegetation type is
smaller. At the open place, the pavement type has the largest influence during day time,
while the vegetation type has no effect. In the court yard (Figure 71 f)), the magnitude of
the effect of the building parameters in the morning equals the one of the tree parameters,
the pavement type and the wall albedo during day time. With a mean of -1 K, S1.2 and
S1.3 also show the largest deviations in diurnal averaged local differences concerning the
whole area, which is visible in Figure 72 b). An increased effect of tree properties varied
in S2.2, S2.3 and S2.4 during day time is visible, too. Depending on the location, the
effect can be up to -20 K (-6 K) hourly (diurnal) averaged local difference at tree positions
corresponding to tree type and shape change and shadowing. The lack of trees realized
in scenario S2.1 leads to hourly averaged local differences of up to +10 K at 14:00 UTC
(not shown here). During night time, the variations of the hourly and domain averaged
surface temperature are smaller than during day time and dominated by scenarios with
varied building properties as for the air temperature.

17.2.3 Wind speed

Figure 48 shows the time series of the hourly and spatial averaged wind speed for the
different scenarios and the respective difference to the reference wind speed for the 10 m
wind (subfigure a)) and the 1.5 m wind (subfigure b)) for the total urban area. Concerning
the whole area, the hourly and domain averaged horizontal 10 m wind speed’s largest
variations occur in the afternoon around the wind speed maximum induced by scenarios
of all three packages, eg. for S2.1 in most times an increased wind speed is calculated,
while the modifications made in scenario S1.2 lead to a decreased wind speed in most
times. In the park (see Figure 71 g)), the largest 10 m wind speed increase due to missing
trees appearing during day time is up to +0.5 ms−1 in the afternoon. This corresponds
to an increase of 30 %. Furthermore, the influence of the tree properties is increased. In
the sub-domain containing street canyons (not shown here), generally smaller variations
occur. During night, those building parameters influencing the temperature and the
thermal stratification also have an increased effect on the wind speed. In the morning,
a decrease due to the increased wall albedo in combination with the building type for
buildings built after 2000 in S3.3, also affecting the thermal stratification, is simulated
in every subdomain. Concerning the diurnal averaged local differences shown in Figure
72 c) in the appendix, the largest responses occur for S2.1 with up to 0.5 ms−1 at tree
positions, and S2.2, S2.3 and S2.4 with up to -0.5 ms−1 dependent on the location and
the way of tree type and shape change.
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Figure 48: Time series of hourly and spatial averaged wind speed for the different scenarios
and the respective difference to the reference wind speed. a) 10 m wind, b) 1.5 m wind.

Furthermore, the effects on the wind speed in the pedestrian area were investigated.
Concerning the whole domain, for the hourly and domain averaged horizontal 1.5 m
wind speed, the largest variations occur during daytime induced by scenarios of all three
packages. The largest decrease is due to the change of the vegetation type to tall grass
in S1.3, which can also be seen in diurnal averaged local differences in Figure 72 d). The
increase of the hourly and domain averaged wind speed due to missing trees in S2.1 is
much smaller in a height of 1.5 m, S1.2 still leads to a decreased wind speed. This can also
be found for the park (see Figure 71 h)), where trees are still important, and the largest
decrease of up to nearly -0.5 ms−1 is due to the vegetation type. Like for the 10 m wind
speed, the decrease due to the changes made in scenario S3.3 in the morning occurs in the
whole domain. Concerning the diurnal averaged local differences, the largest responses
occur for S2.2, S2.3 and S2.4 with up to -0.5 ms−1 dependent on the location and the way
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of tree type and shape change. The local vertical profiles of the differences between the

Figure 49: Local vertical profiles of differences between diurnal averaged scenario and
reference wind speed extracted at the representative locations Mi, i ∈ {1, ..., 6}.
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diurnal averaged scenario and reference horizontal wind speed are visualized in Figure 49
and show a decrease of the wind speed at lower levels for the modified vegetation type
in scenario S1.3 except at M5, since M5 is at the open place where the surface is not
vegetated. Especially at M2, a place with high tree density, the lack of trees in scenario
S2.1 leads to an increased wind speed. S2.2, S2.3 and S2.4 come along with a wind speed
decrease, especially at locations M2 and M4. At M3 and M4, a stronger reduction occurs
for scenario S1.2. At location M3, smaller absolute differences occur due to the smaller
wind speed and at M5, the influence of obstacles and thus roughness can be neglected.
Building parameters, which also lead to temperature and thermal stratification differences
at this location, are more important. Note, that the variations have small absolute values,
however, they make up a non-negligible proportion of the wind speed given in the profiles
in Figure 26.

17.2.4 Indoor temperature

Figure 50: Time series of hourly and spatial averaged indoor temperature for the different
scenarios and the respective difference to the reference indoor temperature, total domain.

Figure 50 shows the time series of hourly and spatial averaged indoor temperature for
the different scenarios and the respective difference to the reference indoor temperature.
The averaging domain is the total urban domain, where every grid point inside a building
is considered. The largest variations of the hourly and domain averaged, as well as of the
diurnal averaged (see Figure 72 e)) indoor temperature are due to building parameters.
Setting the building type to the newer one results in a higher temperature minimum in the
morning and to a higher indoor temperature maximum in the evening, but with a slightly
lower increase during day. The larger window fraction used in scenario S3.4 leads to the
largest increase of the indoor temperature maximum after a stronger temperature increase
during day. The hourly averaged local differences can reach up to +9 K at single locations
at 18 UTC, which is shown in Figure Figure 72 e) in the appendix. The analog behavior
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is visible in S3.5, where the reduction of the window fraction for the newer building type
leads to a smaller indoor temperature increase during day. The increased wall albedo
for the older building type used in scenario S3.2 leads to a smaller indoor temperature
increase during day and thus a smaller maximum of the hourly and domain averaged
indoor temperature of -0.5 K. This effect is also visible for the newer building type, but
much smaller. In case of the modification of the green fraction at buildings nearly no
effect is visible. S3.10 comes along with an indoor temperature reduction beginning at
noon. It reaches up to a hourly averaged value of -3 K at some locations in the following
night. Looking at the different sub-domains leads to similar results. The hourly and
domain averaged data for the small single houses (Figure 71 i)) show a stronger effect of
windows. In the court yard (Figure 71 j)), the window fraction and the albedo have a
smaller effect.

17.2.5 UTCI

This chapter describes the influence of the changes in the input parameters on the UTCI.
Figure 51 shows the time series of the hourly and spatial averaged UTCI for the different
scenarios and visualizes the time series of the differences to the UTCI modeled with the
reference run. The vertical axis is colored according to the stress categories given in
Table 23. Since Figure 51 shows spatial averaged data, the results shown there depend
on the fraction of the changed input quantity in the considered averaging domain. Figure
52 presents three horizontal distributions of differences between hourly averaged UTCI
modeled with three different scenario runs and the reference run. Figure 53 shows the
bandwidths of local differences between diurnal averaged scenario and reference UTCI
at 1.5 m. The local differences are taken from the whole urban domain in subfigure a)
and from the sub-domain that includes the park in subfigure b) and serve as an addition
to the spatial averaged data. Figure 51 shows that the UTCI reaches its minimum in
the early morning and its maximum in the early afternoon. Concerning the whole area
(subfigure a)), the largest overall variations of the hourly and domain averaged UTCI
occur around the minimum, where the largest decreases of more than -1 K - which however
does not change the stress category - are induced by scenarios with the building type
changed to the newer type indicating that the building was built after 2000 (S3.1, S3.3,
S3.5). The strongest decreases occur around and between buildings, which is shown in
Figure 52 a). Furthermore, Figure 51 a) shows that an increase of 1 K at the minimum
occurs for scenario S3.7, where a green fraction of 29 % is added to the building walls.
The effect occurs especially near houses, which is indicated by Figure 51 c) but not
further shown. During day time, including the UTCI maximum around 13 UTC, the
influence of trees is increased. The scenarios S2.2, S2.3 and S2.4 lead to a UTCI reduction,
S2.1 slightly increases the hourly and domain averaged UTCI at noon. The variations
mostly occur locally at the tree positions corresponding to tree type and shape change
and shadowing. Large local deviations are possible, which can be seen in the horizontal
differences distribution at noon presented in Figure 52 c) and which can also be seen in the
diurnal averaged local differences presented in Figure 53. Variations at locations that do
not directly correspond to tree positions are smaller and might be due to flow changes and
thus wind speed changes caused by changes in obstacle shapes. The differences between
S2.3 and S2.2 and between S2.4 and S2.2 were additionally calculated and visualized in
Figure 53 in order to investigate the influence of the tree shape and the use of patch data.
It was found that local differences appear which are in diurnal averages up to -4.5 K in
case of the shape change and up to 1.5 K in case of the use of patch data. The change
of the vegetation type in scenario S1.3 (see Figures 51 and 52 b)) leads to a decrease of
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hourly and domain averaged UTCI starting from the early morning, while the change of
the pavement types in S1.2 leads to an increase of UTCI until the evening, when a decrease
follows, see Figure 51. A dependence on the considered sub-area is furthermore found. In
the park, strongly increased variations due to tree parameters during day time of nearly
-2 K occur, which is visible in Figure 51 b). Furthermore, the vegetation type leads to a
change of -1 K during day time. In case of buildings (subfigures a) and c)), variations due
to building parameters in the morning as described dominate, i.e. the building type has

Figure 51: Time series of hourly and spatial averaged UTCI for the different scenarios
and the respective difference to the reference UTCI: a) total domain, b) park.
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Figure 51: Continued: Time series of hourly and spatial averaged UTCI for the different
scenarios and the respective difference to the reference UTCI: c) single houses.

an increased influence at night and in the morning. During day time and at the maximum
at noon, the wall albedo has a small influence resulting in an increase of UTCI. In case of
single houses with gardens, especially the vegetation type leads to a decrease beginning
in the early morning, see Figure 51 c). Concerning the diurnal averaged local differences
shown in Figure 53, the dependence on the considered sub-area and thus e.g. on number
of trees and the surface fraction of the considered quantity is also visible. I.e. in the park,
the tree properties and the vegetation type have an increased median response, meaning
that the median of the variations differs from zero.

17.3 Interpretation of the analysis results

The simulation results shown in the previous chapter are explained and evaluated in the
following chapter. For this purpose, the influence of the building type, the LSM pa-
rameters and the tree characteristics on the model results is first discussed separately.
Furthermore, reference is made to the required accuracy of the model results which are
compared to the simulated deviations and associated with the quality of the input pa-
rameters. It has to be noted, that the findings presented in this work are valid for the
selected area with a fraction of 41.9 % of the surface being paved, 36.6 % being vegetated,
21.4 % being covered with buildings and 0.1 % of the surface being covered with water.
Furthermore, the domain includes 348 trees and is positioned at a latitude of 55◦. The
simulations were performed under autochthonous weather conditions on June 22nd.

17.3.1 Effect of building parameters

The results show a sensitivity of the considered model results to the building type. The
change from the older to the newer building type leads to a decrease of the 2 m air
temperature and the UTCI in the morning especially near the buildings. The amount
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Figure 52: Horizontal distribution of differences between hourly averaged scenario and
reference UTCI. a) scenario S3.1, 4 UTC, b) S1.3, 13 UTC, c) S2.3, 13 UTC.

of this decrease is increased with the fraction of buildings in the considered sub-area. In
order to be able to further understand this sensitivity, it should be mentioned that PALM
uses 150 building parameters. For each building type, default values are assigned to them
when no other values are explicitly specified. The following parameters differ for the older
to the newer building type: A building with the newer building type has a larger (smaller)
window (wall) fraction, a smaller ground floor level and storey height, thicker walls, except
the ground plate, a smaller heat capacity and thermal conductivity of the wall layers,
except the first wall layer at the ground plate, a slightly increased wall emissivity, a smaller
window emissivity, transmissivity and thermal conductivity, triple layer glazing (instead
of double layer glazing) and thus thicker windows with a higher albedo. Furthermore, a
building with newer building type has a smaller shading factor, g-value and u-value for
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Figure 53: Bandwidth of local differences between diurnal averaged scenario and reference
UTCI at 1.5 m height. a) whole domain, b) park.

windows2, an increased heat recovery efficiency, a smaller dynamic parameter inner heat
storage, a smaller maximal heating capacity, and a smaller anthropogenic heat output for
heating and cooling. In [4], where the sensitivity of PALM with respect to land-surface

2The u-value (heat transmission coefficient) is a parameter of thermal insulation quality for the win-
dow. It describes the amount of heat flow that is transported through one square meter of the window at
a temperature difference of 1 K. The g-value (solar heat gain coefficient) is a parameter of total energy
transmittance of the windows. The shading factor is the ratio of the g-value of the window to the g-value
of a glazing without shading elements [44, p. 1].
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and building properties is tested in a densely built-up urban environment in Prague,
Czech Republic, it was found that of these parameters, the thermal conductivity of the
walls, the emissivity, and the volumetric heat capacity of walls, roofs and surfaces show
a high sensitivity for the air and surface temperature, while the lowest sensitivity could
be assigned to the wall thickness and the transmissivity of windows. Insulated walls of
the new building type result in lower heat emission at night, lowering the temperature
especially in the surrounding area compared to the simulation using the older building
type as it was found in Chapter 17.2.1. The lower anthropogenic heat output affects the
whole domain and has an effect in the park, too, which might result from the infinity of the
considered domain. Hence, the westwind transports air into the park, that is influenced
by many further buildings. For the 2 m air temperature and the UTCI an increase of the
green fraction at buildings leads to an increase in the morning around buildings, which is
also visible in the diurnal averaged data, especially for the temperature. This might be
due to the higher value for the longwave albedo assigned to green walls (0.34) than for the
default wall (0.07). However, the magnitude of these variations is smaller than the desired
accuracy of 3 K for the UTCI given in Chapter 4. Although the effect of facade greening
on temperature and UTCI was found to be small in this study, especially during day time,
the magnitude of the effect to be expected and the distance from the wall to which these
effects extend into the surrounding area will shortly be further investigated here dependent
on the wall orientation, since the use of green facades is discussed as a method to adapt
urban areas to climate change [7, p. 3]. Figure 54 shows the differences between the 2
m air temperature modeled with the reference run and the simulation for scenario S3.7,
where a facade greening of 29 % distributed over all walls of different orientation is added
compared to the reference run. Different times and wall orientations are considered for
the investigation of the influence of a facade greening at walls dependent on the distance
from the wall. The boxplots include the 2 m air temperature difference at every position
in the considered distance from a building wall with the respective orientation considering
each building of 10 m and 20 m height. The reduction of the ambient 2 m air temperature
due to the green facade is caused by evaporative cooling [7, p. 12]. Figure 54 indicates
that directly at walls exposed to the sun light, which heat up most, the strongest air
temperature decreases occur. During day, a general temperature decrease arises due to
the green walls. The outliers may be due to different building constellations and thus
interactions with the effects of other walls. This is for example the case for the north
oriented wall in Figure 54. Some outliers indicating a comparably large temperature
decrease are shown. The corresponding locations are probably affected by heated south
and west oriented walls. The dependence of the effect on the wall orientation thus coincides
with the findings from [7, p. 22], where it is stated that the orientation of the facade plays
a role for the magnitude of the effect. An analogous but less clear behavior occurs for
UTCI (not shown here), which could be due to an increased albedo associated with a
change from a default building wall to a green wall. For a more detailed study of the
effect of green walls and roofs on indoor and outdoor climate it is referred to [69]. In
[69, p. 52] a mean effect of complete green walls on the 2 m air temperature of -1.79 K
is given. This magnitude of the effect is larger than for the green fraction of only 29 %
used in this study. Since a dependency of the effect on the fraction was also simulated in
this study, it is here investigated for the day time cooling effect in the court yard and the
area with small houses as averaging domains. The maximal hourly averaged decrease of
the 2 m air temperature is about -0.29 K. Assuming a linear dependancy between green
fraction an temperature decrease leads to a decrease of -1.86 K which is comparable to the
result of [69]. Furthermore, an increase in the window fraction leads to a slight increase
in air temperature at night, which is due to the fact that walls have a higher heat storage
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Figure 54: Influence of a facade greening of 29 % at walls on the 2 m air temperature
dependent on the distance from the wall for different times and wall orientations: a), b),
c): North, d), e), f): East, g), h), i): South, j), k), l): West.

than windows, and therefore the indoor temperature receives a greater impact on the air
temperature, since the heat can leave the interior through a larger window area. During
night time, the surface temperature also shows variations due to the building properties
as for the air temperature depending on the fraction of buildings in the considered sub-
area due to a modification of the energy balance. Furthermore, a decrease of the 2 m
temperature due to an increased wall albedo starting in the morning is simulated which
was described in Chapter 17.2.1. In case of scenario S3.3, the effects of the change to
the newer building type and the the additional decrease of the albedo overlapp and lead
to the strongest decrease of the temperature. An increase of the UTCI occurs in case of
the presence of buildings in the considered area when the albedo is increased, as it was
described in Chapter 17.2.5. This influence of the albedo also agrees with the findings
from [4], where a high sensitivity for the temperature to the albedo is found. As stated
in [4], the increased albedo leads to more reflections at the surfaces, which again increase
the biometeorological quantity. Furthermore, the temperature in the canopy layer is
influenced by roof greening. Compared to the reference case, as green walls, green roofs
lead to temperature increases at height levels above the roof at the temperature minimum
which was seen in Figure 73. At the maximum they result in an overall air temperature
decrease compared to the reference run starting at noon and remaining for the night. This
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can be explained with the increased value for the albedo, which is associated with the
change from default (0.07) to green (0.25) roofs in PALM, and evapotranspiration [61,
p. 507], [7, pp. 12, 21, 22]. This leads to a cooling of roof surface during day time, see
Figure 55, which reduces the air temperatures above the roof. This cooler air then mixes
locally into the surrounding [54, p. 9]. These findings coincide with those from [7, pp. 21,
22], where it is stated that a change from dark bitumen roofs to green roofs reduces the
maximal temperature and the temperature amplitude in the diurnal cycle. Furthermore,

Figure 55: Influence of a green roof on the diurnal variation of the roof surface tempera-
ture.

[7, p. 12] mentions measurements in Braunschweig, Germany on a summer day, with in
average 11 K lower surface temperature on a roof with extensive greening compared to a
conventional roof and a maximal reduction of 17.4 K. The simulated values are of the same
size, even though a stronger reduction is simulated which might be due to the simplified
radiation conditions using the clear sky scheme. [7, pp. 15, 16] mentions a dependence
of the temperature effect in urban areas on the ratio of roof surface to other surfaces and
building density, which was also found in this study, however is not shown here. In the
court yard sub-domain with a high percentage of roofs, the strongest effect on the 2 m air
temperature occurs, while in the park, the difference between the results of the reference
run and scenario S3.10 is smaller, but effects from the surrounding environment are visible
due to mixing. In [7, p. 15], it is referred to further simulations for the effect of extensive
green roofs. A simulation for New York, USA showed a decrease of the maximum 2 m air
temperature of 0.37 K - 0.76 K and a mean decrease of 0.1 K - 0.8 K in case of 50 % of
the roofs in New York City being green. Further simulations for Tokio, Japan and Hong
Kong, China [7, p. 15] refers to showed a negligible influence in the street level due to
large heights of the green roofs. Hence, the simulated values presented in this study seem
to be reasonable, since the results have a similar order of magnitude as in other studies
and the height of the houses included in the considered area is comparatively low, with
10 m and 20 m respectively. Another aspect to be mentioned concerning the effects of
building properties is the dependency on the building height, which is visible especially
for surface temperature and the UTCI and can be seen in Figure 25. During night time,
higher values occur between the higher buildings which might be due to a larger heat
input from the buildings. During day time, a higher degree of shadowing and hence a
lower amount of available energy between the higher buildings lead to lower values of the
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considered model results near the buildings.
Concerning the indoor temperature, the change to the newer building type leads to

a slighter decrease in the night and thus a higher indoor temperature minimum. The
temperature increase during day time is also slightly decreased, however, the maximum
temperature is higher than in the reference case. This behavior results from the improved
insulation trough thicker walls, a smaller thermal conductivity, the triple layer glazing
and the smaller g-value and u-value that goes along with the newer building type. The
default values that are assigned to these parameters via the building type in PALM
change with the change to the newer building type. The insulated walls lead to lower
heat emission at night, hence, the indoor temperature increases compared to the reference
run, since in both simulations, the initial value for the indoor temperature is the same.
The indoor temperature at the following days would show a further increasing trend in
both simulations, with a higher difference between the results from the two model runs
because of the higher indoor temperature at night in case of insulated wall compared to
the initial value and the value for the reference run. The temperature in the pedestrian
area decreases compared to the reference run due to a lower surface temperature at the
walls and thus a lower heat input from the buildings. A larger window fraction leads
to a stronger indoor temperature increase during day, i.e. a larger amplitude, and a
larger indoor temperature maximum. This effect is smaller for the newer building type,
which might be due to the triple layer glazing and the smaller g-value and u-value for
windows assigned to the newer building type. An albedo increase leads to a smaller indoor
temperature increase and thus a smaller maximum due to reflection at the outer wall and
hence a lower energy input through the wall. This effect is smaller for the newer building
type, which might be due to the above mentioned changes in the building properties. A
green roof leads to an indoor temperature reduction beginning at noon. It reaches up to a
hourly averaged value of -3 K at some locations within the building in the following night,
especially in the near roof building parts. This agrees with [7, p. 9] and [69, p. 80] where
the thermal advantages of green roofs, especially for the attic as an adjacent room, are
mentioned. The roof surface temperatures are lowered by green roofs and thus, the heat
conduction into the building is reduced [54, p. 11]. These results were seen to be valid in
Chapter 17.2.4 for every considered building containing sub-area with slight differences:
In the area containing single houses, the effect of the window fraction is increased, i.e.
the difference of the indoor temperature maximum in the scenario and the reference run
is larger than for the other sub domains. This might be due to the larger building surface
interacting with the environment, leading to a stronger warming due to solar radiation.
Furthermore, in the court yard, window fraction and wall albedo have a smaller effect
which is be due to shading.

Furthermore, the wind speed is primarily dominated by the roughness elements. At
position M5, where the influence of modified obstacles and thus roughness can be ne-
glected, building parameters, which also lead to temperature differences and modified
thermal stratification at this location, are more important as it was found in Chapter
17.2.3.

17.3.2 Effect of land surface parameters

The change of the pavement type from asphalt and cobblestone to concrete and also
the change of the vegetation type from short to tall grass lead to a decreased diurnal
averaged 2 m air temperature, as it was described in Chapter 17.2.1. The vegetation type
has an effect in the afternoon in shadowed areas concerning the temperature maximum,
which is reached earlier, followed by a temperature decrease of around -0.5 K until the
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end of the simulation in the night. At locations, that are exposed to the sun light,
temperature increases can be seen. An effect of pavement and vegetation type on the
surface temperature with the largest effect around noon was also found, see Chapter
17.2.2. Smaller effects occur at the open place and at tree positions.

As it was found applying the Morris method to the horizontally homogeneous grass
land, the 2 m air temperature is mostly lowered by the leaf area index beginning in the
morning. Furthermore, the albedo and the roughness length for heat have an effect, espe-
cially in morning and evening hours. An increased albedo leads to a 2 m air temperature
decrease compared to the reference run beginning at sunrise, also slightly effecting the
night time temperature on the following day. When there is no incoming shortwave radi-
ation available, a higher vegetation coverage and heat conductivity between atmosphere
and soil were found to result in a higher air temperature due to the lower bare soil fraction
and thus reduced latent and increased sensible heat flux, and heating from the ground,
respectively, while an increased roughness length for temperature results in a lower air
temperature. The daytime surface temperature is mostly affected by the roughness length
for heat as it affects the heat flux at the surface. An increased roughness length for heat
leads to a surface temperature decrease, since the heat exchange between surface and
atmosphere is higher. An increase of the values of the leaf area index and the roughness
length for momentum also lead to decreases of the surface temperature. The increased
air temperature at sunny positions therefore results from the lower albedo assigned to the
tall grass in PALM. The temperature decrease in shadowed areas results from the smaller
value of the vegetation coverage assigned to tall grass, as well as the higher roughness
length for heat. Furthermore, the change from short to tall grass goes along with a higher
roughness length for heat and momentum lowering the surface temperature. In sub-areas
with a high fraction of vegetated surfaces but also a high fraction of obstacles, i.e. the
park and the area with single houses and gardens, the change of vegetation type to higher
grass leads to an earlier occurrence of the temperature maximum, followed by a temper-
ature decrease compared to the reference, due to shading and the temperature reduction
in shadowed areas for taller grass. In case of the changed pavement type, the 2 m air
and surface temperature are mostly affected by the albedo during day, when the incoming
short-wave radiation dominates the radiative balance [4, p. 4450]. In case of variations in
the albedo, at shadowed areas smaller variations occur, which can be seen in case of the
surface temperature in a street canyon. The largest variations in the north-south oriented
canyons appear around noon. Otherwise the ground is shadowed.

Furthermore, in Chapter 17.2.1, the change of the pavement type in scenario S1.2 was
not found to show a large effect at the open place since the used different pavement types
have nearly the same albedo. As in Chapter 15.2.1 the energy balance will be investigated
in dependence of the pavement type. Figure 56 shows the resulting diurnal cycles of the
energy fluxes at the surfaces for two stations at the street and the open place, respectively.
Concerning the signs, Rn = G+H +E yields. The diurnal development was explained in
Chapter 15.2.1. In the reference run, cobblestone with an albedo of 0.3 was used instead
of asphalt with an albedo of 0.08 which is used for the remaining paved surfaces, except
the court yard. The change of pavement type to concrete includes a change to an albedo
of 0.35. The change of the pavement type from asphalt and cobblestone, which are used
in the reference run, to concrete leads to a decreased net radiation flux at the surface.
Furthermore, the ground heat flux and the surface sensible heat flux take smaller values.
Evapotranspiration does not occur, here. As changes from pavement type asphalt and
cobblestone to concrete means an increase of the albedo from 0.08 to 0.35 and 0.3 to
0.35, respectively, this leads to an increased outgoing shortwave radiation flux. Due to
the larger albedo increase in case of the change from pavement type asphalt to concrete,
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Figure 56: Diurnal cycle of the energy fluxes at the surface for different pavement types.
a) at the street, b) at the open place

larger variations occur. The small effect of the pavement type change on the temperature
at the place shows the importance of the parameter ranges. The given changes of the
pavement type hence lead to a smaller energy input during day and a lower temperature.
Thus, an influence of the changed pavement type is visible through lower temperatures
during night, too, due to the smaller amount of available energy to be re-emitted.

The UTCI is decreased by the given change of the vegetation type starting from the
early morning, while the change of the pavement type leads to an increase of UTCI until
the evening, when a decrease follows. This increase during the period with incoming
shortwave radiation is again due to the increased reflections due to the albedo increase
included in the change of pavement type, since using the results of the Morris method, the
increase of UTCI in case of the changed pavement type can be assigned to the increased
albedo which leads to increased reflections. A change from short grass to tall grass leads
to an albedo decrease from 0.25 to 0.18, hence a UTCI decrease is expected due to this
parameter, when the vegetation type is changed. According to the Morris method, the
roughness length for momentum had the strongest influence, when the vegetation type is
changed. An increase of the roughness length leads to a decrease of the diurnal averaged
10 m wind speed, but to an increase of UTCI. However, the effect of the albedo on the
UTCI seems to prevail, which might be to the low wind speed in the urban area. To
illustrate the relationship between the results of the Morris Method for the parameters
included in the parameter types and the results for the scenario-based analysis of the urban
area based on the vegetation and pavement type, the scheme presented in Figure 57 is
used. It shows a composition of the input parameters which have an increased influence
on the maximal UTCI averaged over the whole considered urban area. In the middle the
parameters resulting from the investigations for the urban domain are listed. These are
the pavement and vegetation type as described above, the green roof, see previous chapter,
and the drag coefficient and the tree type, which will be discussed in the next chapter on
the effect of trees. On the right, the parameters found to be relevant in the preliminary
analyses performed with the Morris method are listed. The latter are colored as in the
analysis with the Morris method: If the Morris measure increases the output standard
deviation multiplied with a factor a, the cell is green for a = 1, yellow for a = 2 and
orange for a = 3. A similar approach is used for the parameters in the middle box. The
difference of the considered model result from the scenario and reference run is compared
to the standard variation of the differences resulting from all scenarios.

Furthermore, the change of the pavement type, which leads to a temperature decrease,
is responsible for a decrease of the wind speed. This can also be found when the Morris
method is applied to the paved surface. There, the albedo, which also mainly affects the

97



Figure 57: Scheme: Input parameters with increased influence on the maximal UTCI

averaged over the whole urban domain. Left: considered model result UTCI
(1h)

max, middle:
parameters with increased effect on the model result from the investigations for the urban
domain, right: parameters within types with increased effect from preliminary analyses
performed with the Morris method.

temperature, has an influence on the wind. A reduced urban canopy temperature leads
to a reduced vertical turbulent transport [4, p. 4458].

The change of the water temperature from 283 K to 293 K (scenario S1.1) shows only
a local effect on the model results due to the small size of the water surfaces. The surface
temperature is affected only directly at the water position and the UTCI in a height
of 1.5 m is mainly affected directly at the water position and slightly effected up to a
distance of maximal 10 m (not shown here). The effect of the water temperature on the
UTCI will be further investigated. Figure 58 shows horizontal profiles of the UTCI over
the water surface in the park located at y=134 m at 3 UTC (subfigure a)) and 15 UTC
(subfigure b)). The location of the water surface is marked blue. The largest differences

Figure 58: Horizontal profiles of UTCI over water surface in the park at y=134 m at a)
3 UTC, b) 15 UTC. The location of the water surface is marked blue.

of UTCI due to the variation of the water temperature occur over the water surface and
thus not in the pedestrian area. For the water surface in the park, they are up to 1.5
K at 3 UTC and 0.5 K at 15 UTC. The different magnitude of the effects at 3 UTC
and 15 UTC might result from a higher wind speed during day time than during night
time resulting in an enhanced mixing. In the pedestrian area next to the water surface
the differences are about 0.5 K at 3 UTC and 0.25 K at 15 UTC and they strongly
decrease with distance. Similar results are obtained for the open place but not shown
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here. Since the water temperature of small water surfaces included in the urban area does
not seem to have a large impact on the model results compared to the desired accuracy,
especially in the pedestrian area, the exact water temperature or its diurnal variation
are not essential and of minor importance. Furthermore, the effect of the small water
surfaces on the surrounding area decreases exponential with increasing distance from the
surface. An effect of at least 0.1 K UTCI-difference is simulated up to a distance of 3 m
to 5 m from the water surface. However, in this study, only small water surfaces of 8 m
· 8 m are investigated and the findings are not transferable to large water surfaces. In
[30] it is given that the latter can lead to cooling effects between 0.5 K and 5 K of during
daytime in the summer, that can have a range between some meters and 400 m. Due to
the greater effect of larger water surfaces on the ambient temperature, a greater effect of
varying water temperature can also be expected.

17.3.3 Effect of trees

The tree type, and thus tree height and crown diameter, and the tree shape were found
to have a local effect on the diurnal and hourly averaged surface temperature, UTCI, but
also on the 2 m air temperature. This effect is most pronounced during the day at tree
positions and is then caused by a modification of the shaded area and thus a change in
the radiation balance at the respective location. The lack of trees leads to an increased
surface temperature, UTCI and 2 m air temperature compared to the reference run during
day, especially at noon, This agrees with the common knowledge that trees lower the air
temperature and thus the heat stress level through shade and an increased evapotran-
spiration [27, p. 1]. Shading results in a reduction of incoming shortwave radiation and
thus in a reduction of surface and radiation temperature compared to locations that are
exposed to the sun. In addition, evapotranspiration results in a higher amount of latent
heat to the disadvantage of sensible heat [38, p. 28]. Furthermore, in the park, during
night, the tree parameters have a slightly increased influence on the air temperature com-
pared to averaging over the whole domain. The lack of trees leads to a decreased surface
temperature, UTCI and 2 m air temperature during night at tree positions. During night
time, below trees, the cooling is less pronounced than at open spaces due to the modified
radiation fluxes. Trees emit an amount of longwave radiation that increases the small
amount of incoming longwave radiation from the clear sky the trees obscure [19, p. 123].
There are local differences between the results from the scenarios S2.2 and S2.4, where
patch data (idealized vertical LAD distributions at every location) is created for the trees
used in S2.2, see Chapter 17.1. Hence, it is recommended to carefully use the patch data,
especially at near ground levels, where the largest differences between the LADs used
in the scenarios S2.2 and S2.4 occur. The latter was described in Chapter 17.1, where
it was visible in Figure 44 c) that the leaf areas in the scenario using patch data differ
from the other ones (see subfigure a)) in a softer demarcation from the surrounding area,
especially at the lower levels of the tree. The local differences between the results from
the scenarios S2.2 and S2.3 lead to the conclusion that the tree shape has an increased
influence at the tree positions which coincides with [9, p. 927], where it is stated that
the effectiveness of shading concerning a reduction of ground and wall surface temper-
atures depends on plant geometry. The local differences are again explainable with the
changes in the shadowing and hence modifications of the radiation budget. The local
wind changes are due to modified obstacle shapes and hence a different flow around the
obstacles. The increased horizontal wind speed, especially at crown height, in case of
missing trees coincides with the fact that resolved vegetation leads to a sink term in the
momentum equation. Furthermore, the wind speed is dependent on roughness elements.
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This behavior also explains in the decreased wind speed at lower levels due to a change of
the vegetation type to tall grass. With the Morris method applied to the grassland setup
a strong dependency of the wind speed on the roughness length was found when changing
the vegetation type. An increased roughness length leads to a decrease of the wind speed.

17.3.4 Evaluation of the analysis results in terms of ensuring the required
accuracy of the model results.

The performance of PALM depends on the quality of the available input data. The
simulated variations of the model output resulted from modifications of the energy balance
on the different surfaces and thus the available energy due to variations in the input
parameters. Summarized, the available energy at the surface determines the surface
temperature. The air temperature is then determined by the transfer of heat between the
surfaces and the air [4, pp. 4451, 4452] as it was described in Chapter 15.2.1. The wind
is affected by the thermal stratification and the UTCI is affected by the air temperature,
the air humidity, the wind speed and the mean radiation temperature as described in
Chapter 20.

In Chapter 4 the required accuracies of the model results of air temperature, surface
temperature, indoor temperature, UTCI and wind speed in an urban environment were
specified. Up to here, the effect of the input parameters on the model results was in-
vestigated. Now, the required accuracy of the input parameters in order to achieve the
required accuracies of the model results given in Table 3 will be discussed and it has to be
concluded with the help of this work if this desired accuracy of the results can be achieved
with the given quality of the input data (see Tables 1 and 2).

It can be seen from the Tables 18 to 22, which input parameters result in an exceeding
of the permissible deviation (see Table 3) for the considered model results when they are
varied as given in Table 17 and hence in case of a lack of knowledge of the actual value.
Apart from the domain averaged deviations, information concerning local deviations are
also included for the diurnal averaged output quantities. If a model result is to be studied,
the corresponding listed input parameters should be more accurate than they are in the
study in order to achieve compliance with the required accuracy given in Table 3.

Due to the comparably small wind speeds used in this study, the allowed relative
deviations also given in Table 3 are used. Concerning the wind, it should be noted,
that large fluctuations occurred, especially during day time, and a clear signal often was
missing.

The variation of the building type results in an exceeding of the permissible deviation

for the model results given in Table 3 in case of T
(1h)

min in every considered sub-domain,

T
(1h)

max in the court yard, T
(diu)

in the sub-domains containing street canyons, single houses

and a court yard, Tsurf
(1h)

min especially in sub-domains with buildings, Tindoor
(1h)

min, Tindoor
(1h)

max,

Tindoor
(diu)

in every domain with buildings,
√
u2 + v2

(1h)

min and
√
u2 + v2

(1h)

max. As described in
Chapter 3.3, PALM building types combine information on building use and building age.
As mentioned in Chapter 4, this does not necessarily represent the energetic properties
of a building, since information on renovation and modernization of the building are not
included. Since the use of a wrong predefined building type leads to an exceeding of the
permissible deviations for surface, indoor and air temperature and wind, a classification
via age and use is not sufficient due to the lack of information on renovation and the
energetic properties should be available more precisely. Building age and use are delivered
by ATKIS/ALKIS data. Further field studies are required for the building properties to
capture the thermodynamic properties of the single buildings. Especially the thermal
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Table 18: Exceeding of the permissible deviation for the air temperature and correspond-
ing varied input parameters.

model result varied input averaging do-
main

domain with lo-
cal deviations

deviation from
reference result
[K]

T
(1h)

min building type single houses - -2.0
building type court yard - -1.9
building type park - -1.9
building type street canyons - -1.8
building type open place - -1.3
green fraction
(29 %)

street canyons - 0.8

green fraction
(29 %)

court yard - 0.7

green fraction
(29 %)

park - 0.7

green fraction
(29 %)

single houses - 0.6

green fraction
(29 %)

open place - 0.5

T
(1h)

max green roof court yard - -0.6
building type court yard - -0.5
wall albedo open place - -0.5
green roof street canyons - -0.7
green roof open place - -0.7
green roof park - -0.6
green roof single houses - -0.5

T
(diu)

tree shape - park 0.6
vegetation type - street canyons -0.7
vegetation type - single houses -0.6
building type - street canyons -0.6
building type - single houses -0.6
building type - court yard -0.6

conductivity of the walls, the volumetric heat capacity of walls, roofs and surfaces and
window properties (see below) should be investigated in order to prevent exceedings in
the allowed uncertainties. They should be known more precise than the variation used
in this investigation that lead to the exceedings. For the thermal conductivity of the
walls this is averaged 0.1 Wm−1K−1 and a value of 270000 Jm−3K−1 for the volumetric
heat capacity of walls and roofs. However, the determination of the heat capacity and
the thermal conductivity is difficult because individual products in a product group of
building materials may have varying material properties and generically assigned values
might not match the specific case [55, p. 135]. Furthermore, different materials are used
for walls and roofs. Hence, a recording of information on renovation and modernization
and thus the thermodynamic properties of the single buildings would be desirable to
achieve the desired accuracy of the model results. Due to the lack of these information,
exceedings of the permissible deviations can not be excluded. The variation of the green
fraction at the building walls from 0 % to 29 % results in an exceeding of the allowed
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Table 19: Exceeding of the permissible deviation for the surface temperature and corre-
sponding varied input parameters.

model result varied input averaging do-
main

domain with lo-
cal deviations

deviation from
reference result
[K]

Tsurf
(1h)

min building type street canyons - -0.9
building type court yard - -0.8
building type single houses - -0.8
building type park - -0.5
green fraction
(29 %)

park - 0.5

green fraction
(29 %)

single houses - 0.5

green fraction
(29 %)

street canyons - 0.5

tree type park - 0.5

Tsurf
(1h)

max pavement type single houses - -1.5 K
pavement type street canyons - -1.5 K
pavement type court yard - -0.8 K
pavement type open place - -0.8 K
vegetation type park - -5.1 K
vegetation type single houses - -3.6 K
vegetation type street canyons - -2.4 K
tree type park - -1.8 K
tree type court yard - -0.9 K
tree type single houses - -0.5 K
tree type street canyons - -0.5 K
tree shape park - 0.8 K
crown diameter park - -0.5 K
no trees open place - 0.5 K
wall albedo park - -0.8 K

Tsurf
(diu)

vegetation type park - -2.4
vegetation type single houses - -1.6
vegetation type street canyons - -0.9
pavement type single houses - -0.6
pavement type street canyons - -0.6
tree type park - -0.7

deviation for T
(1h)

min and Tsurf
(1h)

min in various sub-areas. This leads to the recommendation
that the green fraction of a building wall should be more accurate than the used variation
of 29 % for these model results, which can be obtained from field studies. Furthermore,

exceedings of the permissible deviations were found for
√
u2 + v2

(1h)

min especially in the
street canyons and the court yard, but already for the variation of the green fraction
from 0 % to 18 % with a smaller effect in case of a newer building type. The wind
speed is dominated here, by the temperature emission from the buildings. It is assumed
to obtain this accuracy of the green fraction from field surveys. The specification of

extensive green roofs results in an exceeding of the allowed deviation for T
(1h)

max in the

court yard and for
√
u2 + v2

(1h)

min in the court yard in a height of 10 m. This leads to the
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Table 19: Continued: Exceeding of the permissible deviation for the surface temperature
and corresponding varied input parameters.

model result varied input averaging do-
main

domain with lo-
cal deviations

deviation from
reference result
[K]

Tsurf
(diu)

tree type - single houses -4.6
tree type - open place -4.5
tree type - park -4.0
tree type - street canyons -3.4
tree type - court yard -3.0
tree shape - open place -4.5
tree shape - street canyons 3.4
tree shape - single houses 3.2
tree shape - park 3.0
tree shape - court yard 2.5
patch data - open place -1.8
patch data - park -1.5
patch data - court yard -1.5
patch data - single houses -1.4
patch data - street canyons -1.3
crown diameter - park -1.0
crown diameter - single houses -0.9
crown diameter - court yard -0.7
no trees - court yard 1.1
no trees - park 1.0
no trees - single houses 1.0
no trees - street canyons 0.9
no trees - open place 0.9
pavement type - single houses -3.3
pavement type - street canyons -2.9
pavement type - court yard -0.6
vegetation type - street canyons -3.9
vegetation type - single houses -3.9
vegetation type - open place -3.6
vegetation type - court yard -3.0

recommendation that for dense development and low building heights, information on
green roofs is required for an accurate determination of the 2 m maximum temperature.
Furthermore, it is required for an accurate determination of the wind speed at building
height in case of dense development. These information can be obtained from municipal
ortho near-infrared images, which however are not always available, even in cities. Further
field surveys would be required. The considered variation of the albedo of the building

walls from 0.07 to 0.3 leads to an exceeding of the permissible deviation for T
(1h)

max at the

open place and for Tsurf
(1h)

max at the park and hence, at building walls that are not shaded by
other buildings. Hence, the albedo of walls that are strongly exposed to sunlight should
be known more precisely than the bandwidth of the variation using remote sensing to
accurately model the maximum air and surface temperature. The variation of the window
fraction between 18 % and 29 % leads to an exceeding of the permissible deviation for

Tindoor
(1h)

max in every sub-domain with buildings in case of the old building type, and at the

103



Table 20: Exceeding of the permissible deviation for the indoor temperature and corre-
sponding varied input parameters.

model result varied input averaging do-
main

domain with lo-
cal deviations

deviation from
reference result
[K]

Tindoor
(1h)

min building type open place - 1.2
building type court yard - 1.1
building type single houses - 1.1
building type street canyons - 1.1

Tindoor
(1h)

max building type open place - 1.0
building type court yard - 0.9
building type single houses - 0.8
building type street canyons - 0.8
window fraction single houses - 1.7 (old build-

ing)
window fraction open place - 1.3 (old build-

ing)
window fraction court yard - 1.2 (old build-

ing)
window fraction street canyons - 1.2 (old build-

ing)
window fraction open place - 0.6 (new build-

ing)
window fraction single houses - 0.5 (new build-

ing)

Tindoor
(diu)

building type open place - 1.0
building type court yard - 0.9
building type single houses - 0.9
building type street canyons - 0.9
window fraction single houses - 0.8 (old build-

ing)
window fraction court yard - 0.6 (old build-

ing)
window fraction open place - 0.6 (old build-

ing)
window fraction street canyons - 0.6 (old build-

ing)

place and the domain with single houses also in case of the newer building type, and for

Tindoor
(diu)

in every sub-domain with buildings in case of the old building type. For the
accurate modeling of the indoor temperature, the window fraction should be available
more accurately than the given bandwidth, which can be obtained from field surveys.
However, for large areas, the data acquisition would be expensive. This requirement is
especially true for the older building type, which in turn underscores the need for more
detailed knowledge of the building type.

The considered variation of the vegetation type results in an exceeding of the permis-

sible deviation for T
(diu)

in the sub-areas with the street canyons and the single houses,

for Tsurf
(1h)

max in the sub-areas with the street canyons, the single houses and the park, for
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Table 21: Exceeding of the permissible deviation for the wind speed and corresponding
varied input parameters.

model result varied input averaging do-
main

domain with lo-
cal deviations

deviation from
reference result

√
u2 + v2

(1h)

min building type court yard - -47.0% (10 m)
building type street canyons - -37.6% (10 m)
building type single houses - 17.8% (10 m

(roof top))
building type court yard - -50.5% (1.5 m)
building type street canyons - -45.3% (1.5 m)
building type open place - -21.1% (1.5 m)
green roof court yard - -33.8% (10 m)
tree type court yard - -10.6% (10 m)
tree type park - 26.2% (10 m)
tree type open place - -16.0% (1.5 m)
tree type street canyons - -11.5% (1.5 m)
tree type single houses - 13.6% (1.5 m)
crown diameter court yard - -10.0% (10 m)
green fraction
(18%/29%)

street canyons - 21.0%/29.2%
(1.5 m, old
building)

green fraction
(18%/29%)

street canyons - 17.4%/24.4%
(10 m, old
building)

green fraction
(18%/29%)

street canyons - 11.1%/14.1%
(10 m, new
building)

green fraction court yard - 40.0% (1.5 m,
old building)

green fraction open place - 16.0% (1.5 m,
old building)

no trees open place - 10.0% (1.5 m)
crown diameter open place - -18.2% (1.5 m)
crown diameter park - 13.4% (1.5 m)
no trees park - 15.6% (10 m)
no trees street canyons - 14.7% (10 m)
no trees park - 21.3% (1.5 m)
no trees single houses - 20.3% (1.5 m)
patch data park - 13.5% (10 m)
tree height single houses - 11.0% (10 m)
vegetation type street canyons - -12.8% (1.5 m)

√
u2 + v2

(1h)

max tree type single houses - 12.9% (10 m)
tree type court yard - 10.2% (10 m)
tree type street canyons - 10.3% (1.5 m)
crown height/
width

open place - 14.2% (10 m)

crown height/
width

single houses - 11.6% (10 m)
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Table 21: Continued: Exceeding of the permissible deviation for the wind speed and
corresponding varied input parameters.

model result varied input averaging do-
main

domain with lo-
cal deviations

deviation from
reference result

√
u2 + v2

(1h)

max crown height/
width

open place - 12.8% (1.5 m)

drag coefficient park - 20.6% (10 m)
crown height/
width

court yard - 12.3% (10 m)

drag coefficient single houses - 18.1% (10 m)
drag coefficient open place - 17.8% (10 m)
drag coefficient single houses - 16.5% (10 m)
drag coefficient court yard - 11.3% (10 m)
drag coefficient street canyons - 23.9% (1.5 m)
drag coefficient park - 11.0% (1.5 m)
drag coefficient court yard - 10.7% (1.5 m)
drag coefficient open place - 10.5% (1.5 m)
drag coefficient single houses - 10.2% (1.5 m)
building type single houses - 15.3% (10 m)
building type court yard - 11.4% (1.5 m)
building type street canyons - 18.6% (1.5 m)
building type court yard - 10.5% (10 m)
patch data single houses - 15.4% (10 m)
patch data open place - 23.1% (10 m)
patch data open place - 16.7% (1.5 m)
no trees street canyons - 16.1% (10 m)
no trees park - 29.6% (10 m)
no trees single houses - 22.9% (10 m)
no trees park - 15.3% (1.5 m)
no trees single houses - 15.8% (1.5 m)
crown diameter street canyons - 16.2% (10 m)
crown diameter street canyons - 10.6% (1.5 m)
tree height single houses - 28.6% (10 m)
vegetation type park - -23.3% (1.5 m)
vegetation type single houses - -12.8% (1.5 m)

√
u2 + v2

(diu)

no trees park - 16.5% (10 m)
vegetation type park - -21.3% (1.5 m)
vegetation type single houses - -15.5% (1.5 m)
vegetation type street canyons - -17.4% (1.5 m)

Tsurf
(diu)

in the sub-areas with the street canyons, the single houses and the park and

locally at the open place and in the court yard, for
√
u2 + v2

(1h)

min in the street canyon at

a height of 1.5 m, for
√
u2 + v2

(1h)

max in the park and the sub-area with single houses at a

height of 1.5 m and for
√
u2 + v2

(diu)

in the sub-areas with the park, single houses and
street canyons at a height of 1.5 m. Hence, to guarantee the desired accuracy of the above
mentioned model results, the input parameters concerning the vegetation type must be
more accurate than in the bandwidth used for the variation at hand. This applies in
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Table 22: Exceeding of the permissible deviation for the UTCI and corresponding varied
input parameters.

model result varied input averaging do-
main

domain with lo-
cal deviations

deviation from
reference result
[K]

UTCI
(diu)

tree type - park -5.0
tree type - open place -4.9
tree type - single houses -4.3
tree shape - park -3.8

particular to the parameters within the vegetation type that have been found to have
an effect on the considered model result by applying the Morris method, which would
be LAI, albedo and roughness lengths. Information concerning the vegetation type can
be obtained from ATKIS/ALKIS data as it was mentioned in Chapter 4, however it is
not systematically available and only updated every one to three years. Hence, for the
above mentioned model results, further information from OSM or current aerial images
are required. Ryan et al. [56] present a method to obtain the albedo with centimeter
resolution and accuracies of ±5 % from digital cameras and unmanned aerial vehicles. In
this study, the albedo was varied between 0.18 and 0.25, and 5 % would be in the mag-
nitude of 0.01. A variation of the LAI also led to slight exceedances of the permissible
deviations, especially for the surface temperature with a variation of up to 2 K (see Fig.
60), when using the Morris method and a bandwidth of 1 m2m−2 - 2 m2m−2. According to
Campbell [10] and Fang et al. [18, p. 763] a determination of the LAI with a magnitude
of the error of ±5% or an absolute error < 0.1 is possible. In this study, the roughness
length was varied between 0.03 m and 0.47 m. For the uncertainty analysis of the input
parameters for a flat terrain with low vegetation, [29, p. 227] uses a deviation around a
characteristic mean found in the literature of 0.03 m which is assumed to be possible to
obtain from measurements.

The considered variation of the pavement type results in an exceeding of the allowed

deviation for Tsurf
(1h)

max and Tsurf
(diu)

in every sub-domain, except the park since this do-
main does not contain paved surfaces. To guarantee the desired accuracy of the surface
temperature, the input parameters concerning the pavement type must be more accurate
than in the bandwidth used for the given variation. This applies in particular to the pa-
rameters within the pavement type that have been found by the Morris method to have
an effect on the surface temperature. Information concerning the pavement type can also
be obtained from ATKIS/ALKIS data. Since it is not systematically available and only
updated every one to three years, further data from OSM or measurement campaigns
are required especially for the albedo, which should be more precise than 0.35-0.08=0.27,
which is the given variation bandwidth leading to the exceedings. Achieving this accuracy
is assumed to be possible, see above.

Furthermore, the effect of the water temperature on the considered model results was
investigated as the water temperature measurements are restricted to samples, no suffi-
cient and complete data to map water bodies with a high spatial resolution are available,
and OSM data are incomplete regarding water bodies, as it was mentioned in Chapter
4. It was found that small water bodies and the variation of their temperature have only
local effects and even temperature uncertainties of the used 10 K do not lead to exceedings
of the permissible deviations in the pedestrian area. No additional measures are required
to define the small urban water bodies.

Changes of the soil type also do not lead to exceedings of the permissible deviations for
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the model results. The assumptions about horizontal and vertical homogeneity mentioned
in Chapter 4 are acceptable and no further measures are required and more automatable,
area-wide available data can be used.

In addition, the effect of the 3D vegetation data was investigated. The variation of
the tree type and thus a combination of a variation of tree height and crown diameter

leads to an exceeding of the permissible deviation for Tsurf
(1h)

min in the park, for Tsurf
(1h)

max

in every sub-domain, except the open place, for Tsurf
(diu)

in the park and locally at every

tree position, for
√
u2 + v2

(1h)

min in every sub-domain, for
√
u2 + v2

(1h)

max in the domains with

the single houses, the court yard and the street canyons and locally for UTCI
(diu)

in the
sub-domains with the park, the open place and the single houses. The variation of the

tree shape leads to exceedings for T
(diu)

locally in the park, for Tsurf
(1h)

max in the park, for

Tsurf
(diu)

locally in every sub-area and for UTCI
(diu)

locally in the park. The variations

of the crown diameter lead to exceedings for Tsurf
(1h)

max in the park, for Tsurf
(diu)

locally in

the domains with the park, the single houses and the court yard, for
√
u2 + v2

(1h)

min in the

domains with the park, the open place and the court yard and for
√
u2 + v2

(1h)

max at the
street canyons. The lack of trees results in an exceeding of the permissible deviations for

Tsurf
(1h)

max at the open place, for Tsurf
(diu)

locally at every tree position, for
√
u2 + v2

(1h)

min in

every sub-domain, for
√
u2 + v2

(1h)

max in every sub-domain and for
√
u2 + v2

(diu)

in the park.
The use of patch data for the representation of the 3D vegetation results in an exceeding for

Tsurf
(diu)

locally at every tree position, for
√
u2 + v2

(1h)

min in the park and for
√
u2 + v2

(1h)

max at
the open place and at single houses. The variation of the tree height results in exceedings

for
√
u2 + v2

(1h)

min and
√
u2 + v2

(1h)

max at single houses. The variation of the crown height

to width ratio leads do an exceeding for
√
u2 + v2

(1h)

max in the sub-domains with the open
place, the single houses and the court yard. The variation of the drag coefficient leads do

an exceeding of the permissible deviations for
√
u2 + v2

(1h)

max at every sub-domain in the
heights above ground of 1.5 m and 10 m. Concerning the 3D vegetation, tree registers only
deliver information on tree parameters on public land. LiDAR measurements can give
information on crown diameters and tree height. Therefore, the question arose whether
crown diameters and tree height or patch data are sufficient for the description of the
3D vegetation or extensive field surveys are required, when data from tree registers is not
available or has to be checked. The effects of the tree parameters are especially focused on
the tree positions. Uncertainties in tree height and crown diameter result in the largest
amount of exceedings of the permissible deviations for the surface temperature, wind
speed and UTCI. It is recommended to focus on these parameters and know their values
more accurate than the used bandwidth of 2 m for the tree height and 0.8 m for the
crown diameter. In [2] LiDAR measurements of the tree height were performed with an
error up to about half a meter. Individual tree height measurements can be performed
with an error <2 cm using a total station survey [2, p. 355], however, for large areas
with a lot of trees, this data acquisition would be expensive. If the simulation results
have to be accurate at tree positions or if an area with a lot of trees is investigated, the
tree shape should be acquired from OSM, tree registers or field studies and patch data
should be used carefully for the surface temperature and especially near the ground levels
concerning the wind speed. Concerning an accurate modeling of the wind speed, the drag
coefficient is required with a higher accuracy than 0.094 used in this investigation, which
might be difficult to obtain, since the drag coefficient of a tree depends on wind speed,
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crown morphology, and tree species [45, p. 2]. Furthermore, wake interactions affect the
drag coefficient. In [3, p. 10], this effect is considered trough lowering the considered
value by 20 %, which corresponds to an absolute value of about 0.1. Hence, exceeding of

the permissible deviations for
√
u2 + v2

(1h)

max cannot be excluded. The uncertainties in the
crown height-width ratio should not be more than the used 0.2 since this resulted in an
exceeding of the allowed uncertainty in the wind speed in the sub-domains with the open
place, the single houses and the court yard.

This investigation was able to give recommendations for which input parameters a
more intense data acquisition is required, e.g. for the thermal quantities of buildings.
Furthermore, it was found that for some parameters like soil parameters and parame-
ters describing small water bodies, the use of coarser, but more automatable, area-wide
available data is sufficient as it was suggested by [31, p. 35].
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Part V

Climate change adaptation
recommendations
Figure 25 h) shows that under the given initial conditions moderate heat stress occurs
in the non shadowed areas of the considered urban domain during day. This underlines
the need for methods to adapt urban areas to the climate change, since the number of
summer days, hot days and tropical nights will increase [73, p. 257], also leading to
increased values of the biometeorological quantities, especially in the urban areas as the
generally low albedos of urban surfaces result in a good absorption and re-radiation of
the solar energy [54, p. 10]. In this chapter, the quantities which were found to have a
large impact on the air temperature are discussed concerning utilization in climate change
adaption. The biometeorological quantity UTCI is also used as target quantity since it is a
measure for the human thermal comfort and also captures effects of investigated mitigation
strategies like reflections that reduce the thermal comfort although the air temperature
might decrease. The previous findings about the effects of the input parameters on the air
temperature and the UTCI can be used to make recommendations regarding the adaption
of urban areas to climate change. Furthermore, it should be noted that the large effect
of the input parameters considered below on the 2 m air temperature and the UTCI can
lead to the fact that the effect of a climate change adaptation method was incorrectly
estimated if the implementation of the measure does not correspond to the input data for
the model, which can lead to deviations between the actually obtained and the simulated
2 m air temperature and UTCI. Green and blue elements are often discussed in order to
adapt urban areas to the climate change. Hence, the effectiveness of these methods will
be discussed in the following. The reduction of heat absorption through solar radiation
and thus a lower surface temperature can be achieved by the shading effect of trees [9,
p. 927]. Shading through trees is also mentioned in [73, p. 260] to improve the thermal
comfort. Trees also increase the surface roughness and reduce the wind speed and thus
the cooling through wind [9, p. 927], but the UTCI shows that the cooling through the
shading effect prevails. As the UTCI, the air temperature is also decreased by trees.
During night, trees lead to an increase of the temperature due to a reduced outgoing
radiation as the trees emit longwave radiation. Also the night time UTCI is increased by
adding trees. Hence, a comparison between an area covered with trees and one covered
with grass yields a lower temperature and UTCI for the scenario with trees during day
and for the grass scenario during night. Thus, one can also conclude that a larger outgoing
radiation reduces the night time temperature, while during daytime shadowed areas lead
to a reduction. Hence, in order to either lower the day time temperature and UTCI, trees
are recommended or to lower the night time temperature and UTCI, free grass covered
areas are recommendable, with the remark that the night time or day time temperature
and UTCI are increased, respectively. To reduce the heat stress which especially develops
during day time, it should be focused on the shading effect of trees. When planning the
measure, care should be taken to estimate tree height, crown diameter and tree shape as
accurately as possible, as their uncertainty causes the greatest uncertainties in 2 m air
temperature and UTCI. Compared to paved surfaces, parks with grass, shrubs and small
groups of trees provide shade from trees and cooling due to evaporation and transpiration
during the day and during cloudless nights with low winds, these parks cool down [68,
p. 29]. Furthermore, Figures 25 b), d) and h) show lower temperatures and an improved
thermal comfort in case of surface covered with grass compared to paved surfaces. Hence,

111



unsealing is recommended. When planning the measure, care should be taken to estimate
the LAI, the albedo and the roughness length for temperature as accurately as possible, as
their uncertainty causes the greatest uncertainties in 2 m air temperature. A combination
of different forms of urban greening achieve the greatest cooling effect in urban areas. This
includes parks, open green spaces, street greening and greening at building level [68, p.
28].

Since the cooling of the skin through wind increases with the wind speed, which results
in a decrease of UTCI, a good ventilation of the urban area is recommendable. A good
ventilation is also mentioned in [25, p. 9] as a method for the mitigation of heat stress by
mixing cooler air from rural areas into the urban area.

The effect of small water surfaces on UTCI was found to be restricted to the very
local environment of the surface and the placing of small water bodies, unlike large water
surfaces, is not very effective for lowering the UTCI.

It was furthermore found that insulated walls lead to a lower heat emission from
the buildings at night resulting in a temperature decrease as well as a UTCI decrease
at pedestrian level. When planning insulation measures, the thermal properties of the
building walls should be estimated as accurately as possible since a lack of information led
to an exceedance of the permissible deviation for the 2 m air temperature in this study,
hence a wrong estimation of the effect of the method could be the result. Effects that
could only be seen very weakly in the results of this work but are stated in [53] are on
the one hand the temperature and UTCI increase at pedestrian level during the day due
to lower heat storage in the building walls and a higher surface temperature of the walls.
On the other hand, this temperature increase could be countered by an albedo increase
or green walls. The effect of the albedo of walls exposed to the sunlight, on the other
hand, was visible in the results of the current thesis during day time but the method has
to be used carefully due to the increase of the UTCI. Concerning the green walls, [7, p.
16] stated that the cooling effect is larger in narrow streets than in wider streets, where
the air temperature is increasingly influenced by the horizontal surface. In the current
investigation, analogous results were obtained with a 2 m air temperature decrease of
maximal 0.5 K hourly averaged at 15 UTC as the cooling effect of green walls averaged
for the sub-domains of the court yard and the small houses. In [69, p. 52], it was found
that the effect of green walls in the pedestrian area is larger than the one of the green
roof since they are closer to the pedestrian area. This was not seen in this work for a
green wall fraction of maximal 29%. Due to the dependency of the effect on the green
fraction, an increase to 100 % is assumed to be able to reproduce this result, see Chapter
17.3.1. Analogous, a maximum hourly averaged decrease of 0.4 K was discovered for
UTCI for the court yard and single houses averaging domains for 0.29 % green fraction.
Even under the assumption of 100 % green fraction, this variation would not increase the
desired accuracy for UTCI. In addition, the orientation of the facade plays a major role.
In the case of walls, which are exposed to the sun, greater temperature reductions can be
achieved. Concludingly, the use of green facades with a high green fraction at illuminated
walls can be recommended. The thermal advantages for all storeys of the building with
green facades stated in [7, p. 9] could not be reproduced in this work which might be due
to the fact that the resulting mean indoor temperature is the horizontal building average
at each storey and furthermore, the green fraction of 29% was to small. Furthermore, with
PALM a room orientation which also has an influence on the diurnal cycle of the indoor
temperature cannot be considered since the indoor temperature is horizontally averaged
over the whole building [69, p. 54]. Further investigations would be required and it is
referred to [69]. The thermal advantages concerning the indoor temperature of green roofs,
especially for the attic [7, p. 9], [69, p. 80] instead were reproduced by the simulations
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presented here beginning at noon. The green roofs of the buildings with the heights of 10
m and 20 m used in this study also were found to have an effect in the pedestrian area
air temperature and UTCI with the strongest effect in areas with a high proportion of
roof surfaces in all surfaces. Further aspects were mentioned in [7, pp. 15, 16] but are not
investigated in this work: Increasing building height leads to a decreasing effect on the
air temperature at pedestrian level and in case of extensive greening on slanting-roofs,
the orientation of the building is important. Furthermore, green roofs can be used for
precipitation retention and runoff delay[7, p. 17]. Also not investigated in this study were
the influencing factors of greening type, substrate parameters, water availability, climate
and weather, with studies showing that the cooling effect of building greening increases
with dryness and temperature. Here, too, further studies are needed [7, pp. 13, 14].
However, it can be concluded that a proper combination of green roofs and facades, green
surfaces and trees have the largest cooling effect [7, p. 16] and that the implementation
of the adaption measure should correspond to the input data for the model as precisely
as possible to estimate the effect of a climate change adaptation method correctly.
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Part VI

Concluding remarks

18 Summary

Within the scope of this work, a sensitivity analysis method for input parameters of
numerical models was developed and applied to the PALM model system. The PALM
model system inter alia is capable of simulating the physical processes within urban en-
vironments. For an application of PALM in urban areas, input data concerning land use,
surfaces, soil type, buildings and vegetation are required. They can be obtained from
various sources like municipal data, Open Street Map, satellite data or aerial imagery
to name a few. However, quality and availability of input data are very heterogeneous,
which results in uncertainties in the input parameters, which are transferred to the model
results. In the presented study, the quality of the input parameters is investigated with
respect to the required accuracy of the model results. For the latter, required accuracies
were defined based on a VDI guideline, that formulates requirements for numerical mod-
els to guarantee quality assurance. Furthermore, a systematical sensitivity analysis was
carried out for the input parameters required for PALM simulations of the urban envi-
ronment. The aim was to gain improved knowledge of the accuracy required for the data
acquisition, since thorough measurement campaigns and data preparation of location data
might be associated with effort and costs. With an adequate precision in the input data,
PALM can deliver more reliable information on urban atmospheric processes for urban
planning and in order to design actions for climate change mitigation and adaption. In
addition, conclusions were drawn on possible methods for the adaptation of urban areas
to climate change based on the results of the sensitivity analysis. Therefore, quantities
with a large impact on the 2 m air temperature and the UTCI were discussed concerning
utilization in climate change adaption. Furthermore, it was noted that the large effect
of the considered input parameters on the 2 m air temperature and the UTCI can lead
to the fact that the effect of a climate change adaptation method was incorrectly esti-
mated if the implementation of the measure does not correspond to the input data for the
model, which can lead to deviations between the actually obtained and the simulated 2
m air temperature and UTCI. Hence, it was mentioned which input parameters need to
be paid particular attention to when planning the adaption measures in order to be able
to correctly assess the effect of the measures. It was found that a proper combination of
green roofs and facades, green surfaces and trees have the largest cooling effect. While
shadowed areas lead to a reduction of temperature during day time, a larger outgoing
radiation reduces the night time temperature. To reduce the heat stress which especially
develops during day time, it should be focused on the shading effect of trees. In order to
perform the analysis, the input parameters had to be varied. Therefore, global sensitivity
studies were combined with a OAT sensitivity study. In a first step, the Morris method
and an uncertainty analysis based on Latin hypercube samples were applied to idealized
areas with horizontally homogeneous properties or single obstacles described by one group
of related parameters. The relevant parameters within this group were determined. Us-
ing the mean of the absolute values of the elementary effects, the input parameters can
be ranked in order of their influence on the considered output using the Morris method.
This ranking allows for further studies with a reduced number of input parameters to
be investigated. With the input parameters found to have an increased influence on the
considered model results, an uncertainty analysis can be performed in order to further
study their effects and estimate the required accuracy of the input parameters for the
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considered PALM model setup using the LHS sampling strategy. Since large computing
resources and a large input parameter space are required for the considered more complex
urban setting and the application of the Morris method would exceed the computational
time capacities, in a second step, for the urban area, an OAT method is applied. For this,
one parameter group or one parameter is varied for each model run while the remain-
ing input parameters are kept constant and the model results from the three scenario
packages, where land-surface parameters, parameters regarding the 3D vegetation and
building parameters were varied, are compared to those of a reference simulation. The
preliminary studies could be used to infer the parameters responsible for the detected rel-
evances of parameter groups. For the urban domain, a building resolving simulation was
performed applying an energy-balance model to natural and building surfaces taking into
account shading, reflections and evapotranspiraion. The area contains a park, an open
place, street canyons with different aspect ratios and tree arrangements, a court yard and
areas with single houses with gardens. It is located in a latitude of 55◦ and a summer
day was simulated. The findings are valid for the selected domain and the autochthonous
weather conditions, the study is focusing on. The results of the analysis were explained
and evaluated concerning the influence of the building type, the LSM parameters and
the tree characteristics on the model results. Furthermore, reference was made to the
required accuracy of the model results which were compared to the simulated deviations
and associated with the quality of the input parameters. The simulated variations of the
model results resulted from modifications of the energy balance on the surfaces and thus
the available energy due to variations in the input parameters. The effect of a variation
of a considered input quantity was found to be dependent on the fraction of the quantity
in the considered averaging domain and a dependency of the analysis results on the local
position and the time was visible. It was found that the use of a wrong predefined build-
ing type leads to an exceeding of the permissible deviations for surface, indoor and air
temperature and wind due to changes in the insulation. A classification of the building
type via age and use is not sufficient due to the lack of information on renovation and the
energetic properties should be available more precisely. The variation in the fraction of
the facade greening resulted in exceedings of the allowed deviation for the air and surface
temperature and wind speed in various sub-areas, which was explained by a varied long-
wave albedo in the early morning and evaporative cooling during day time. This led to
the conclusion that the green fraction of a building wall should be known more accurate
than the used variation in this study, which can be obtained from field studies. The lack
of information on roof greening also lead to the air temperature and the wind speed at
heights above ground of 2 m ad 10 m, respectively, in the densely build area due to the
higher albedo, the evapotranspiration and the higher roughness length. This led to the
recommendation that for dense development and low building heights, information on
green roofs is required for an accurate determination of the 2 m maximum temperature
and the wind speed at building height. These information can be obtained from munici-
pal ortho near-infrared images, or further field surveys. Furthermore, the albedo of walls
which influences the radiation budget that are strongly exposed to sunlight should be
known more precisely than the bandwidth of the variation performed in this study using
remote sensing to accurately model the maximum air and surface temperature. For the
accurate modeling of the indoor temperature, the window fraction should be available
more accurately than the given bandwidth, which can be obtained from field surveys. To
guarantee the desired accuracy of the air and surface temperature and the wind speed at
a height of 1.5 m, the input parameters concerning the vegetation type, especially LAI,
as a higher value for LAI increases the latent heat flux and decreases the sensible heat
flux, which leads to a lower surface temperature during day, albedo and roughness length,
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must be more accurate than in the used bandwidth. The information can be obtained
from ATKIS/ALKIS data, OSM or current aerial images. In case of a paved surface, this
was found to be valid for the surface temperature and the albedo. The effects of the tree
parameters were found to be especially focused on the tree positions. Uncertainties in tree
height and crown diameter resulted in the largest amount of exceedings of the permissible
deviations for the surface temperature, wind speed and UTCI due to shading effects dur-
ing day time and modifications of the flow, which led to the recommendation to focus on
these parameters in data acquisition. If the simulation results have to be accurate at tree
positions or if an area with a lot of trees is investigated, the tree shape should be acquired
and patch data should be used carefully for the surface temperature and especially near
the ground levels concerning the wind speed. Concerning an accurate modeling of the
wind speed, the drag coefficient was found to be required with a higher accuracy than
0.094 used in the investigation. The investigation was able to give recommendations for
which input parameters a more intense data acquisition is required, e.g. for the thermal
quantities of buildings, and for which parameters, e.g. soil parameters, the use of coarser,
but more automatable, area-wide available data is sufficient. With the investigation, it
was determined that the desired accuracies of the model results can mostly be achieved
with the given quality of the input data (see Tables 1 and 2), whereby partly intense data
acquisition is required and a recording of information on renovation and modernization
of buildings is strongly recommended. The desired accuracy of the results can thus be
achieved using field studies. For large areas, the data acquisition would be expensive.

19 Outlook

The findings of the presented analysis are valid for the selected domains and the au-
tochthonous weather conditions, the study is focusing on. Since season and latitude
influence the radiation budget, they have an influence on the available energy and might
also influence the results, which should be further investigated. Hence, studies for differ-
ent seasons, latitudes, and weather conditions including wind and cloud cover values are
required. In case of an investigations of autumn, a larger bandwidth should be chosen for
LAD in order to account for leaves fall. Concerning the domain not only the latitude influ-
ences the results, but also its properties. For more general conclusions, the representative
uniform sub-areas were additionally investigated. This allowed for a better transferability
of the findings to other locations with the same climatic conditions. Furthermore, it was
tried to create a quite diverse urban area, but still a simplified urban setup was used.
Since the sensitivities may differ between locations, for different areas further sensitivity
studies might be necessary. To verify this, the study should be conducted for additional
areas to check the uniformity of the results. Another point is, that only horizontal roof
surfaces with constant height were used. Other shapes should be used for the roofs in
order to investigate their influence on the results which might be visible in case of the
effect of green roofs. Furthermore, only small water surfaces of 8 m · 8 m were considered.
For the impact of the properties of larger water surfaces on the urban areas further studies
would be required, too.
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Part VII

Appendix

20 The Universal Thermal Climate Index (UTCI)

The Universal Thermal Climate Index (UTCI) is a thermal assessment index which is
calculated from the air temperature, the air humidity, the wind speed and the mean ra-
diation temperature [38, p. 26], [66, p. 41]. The UTCI describes the human physiological
response to the thermal environment. For a given combination of wind speed, radiation,
humidity and air temperature, UTCI is defined as the air temperature of the reference
environment, which produces an equivalent physiological response as the current environ-
ment. The reference environment is defined as following: It has 50 % RH, with the vapor
pressure capped at 20 hPa, and a wind speed of 0.5 ms−1 at a height of 10 m. The mean
radiant temperature is equal to the air temperature [6, p. 481], [66, pp. 27-29]. Further-
more, the reference person is an adult with a weight of 73.4 kg, a skin surface area of 1.85
m2, a body fat content of 14 % [13], and a metabolic heat production that corresponds to
walking in the plane at 4 km h−1 [66, pp. 27-29]. A decrease of the wind speed coincides
with an increase of the UTCI, since wind speed has a direct influence on the heat balance
of the human body. Increased wind speed leads to increased cooling in the skin area when
the skin temperature is higher than the air temperature, which is called wind chill [14].
The effect is depended on the the air temperature. The higher the air temperature is,
the less efficient is the wind speed. For an air temperature above 35 ◦C and wind speeds
above 7 ms−1, the UTCI increases. An increase of the air temperature and the mean
radiant temperature leads to an increase of the UTCI. The relative humidity does not
have a large effect on the UTCI, except for air temperatures of more than about 30 ◦C,
where the UTCI increases for increasing RH [36].

Table 23 is taken from [6, p. 489] and categorizes the UTCI ranges in terms of thermal
stress. The comfort range is defined to lie between 18 ◦C and 26 ◦C [66, pp. 27-29].

Table 23: UTCI equivalent temperatures categorised in terms of thermal stress (from [6,
p. 489]), [66, p. 30].

UTCI range (◦C) Stress category
UTCI > +46 Extreme heat stress
+38 < UTCI ≤ +46 Very strong heat stress
+32 < UTCI ≤ +38 Strong heat stress
+26 < UTCI ≤ +32 Moderate heat stress
+9 ≤ UTCI ≤ +26 No thermal stress
+9 > UTCI ≥ 0 Slight cold stress
0 > UTCI ≥ -13 Moderate cold stress
-13 > UTCI ≥ -27 Strong cold stress
-27 > UTCI ≥ -40 Very strong cold stress
UTCI < -40 Extreme cold stress
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21 Figures

21.1 Grassland - further results of the Morris method

Figure 59: Grassland case: Visualization of the Morris sensitivity measures for the hori-
zontally averaged 10 m wind speed yk=1(t).
a) σout,k=1(t)., b) Sensitivity measures colored according to µ∗i,k=1(t) or σi,k=1(t) ≥
a · σout,k=1(t), c) Sensitivity measures colored according to µ∗i,k=1(t) or σi,k=1(t) ≥
a·max

t
(σout,k=1(t)) (left), max

t
(µ∗i,k=1(t)), max

t
(σi,k=1(t)) and corresponding t [UTC] (right).
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Figure 60: Grassland case: Visualization of the Morris sensitivity measures for the hori-
zontally averaged surface temperature yk=3(t).
a) σout,k=3(t)., b) Sensitivity measures colored according to µ∗i,k=3(t) or σi,k=3(t) ≥
a · σout,k=3(t), c) Sensitivity measures colored according to µ∗i,k=3(t) or σi,k=3(t) ≥
a·max

t
(σout,k=3(t)) (left), max

t
(µ∗i,k=3(t)), max

t
(σi,k=3(t)) and corresponding t [UTC] (right).
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Figure 61: Grassland case: Visualization of the Morris sensitivity measures for the hori-
zontally averaged RH yk=4(t).
a) σout,k=4(t)., b) Sensitivity measures colored according to µ∗i,k=4(t) or σi,k=4(t) ≥
a · σout,k=4(t), c) Sensitivity measures colored according to µ∗i,k=4(t) or σi,k=4(t) ≥
a·max

t
(σout,k=4(t)) (left), max

t
(µ∗i,k=4(t)), max

t
(σi,k=4(t)) and corresponding t [UTC] (right).
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Figure 62: Grassland case: Visualization of the Morris sensitivity measures for the hori-
zontally averaged UTCI yk=5(t).
a) σout,k=5(t)., b) Sensitivity measures colored according to µ∗i,k=5(t) or σi,k=5(t) ≥
a · σout,k=5(t), c) Sensitivity measures colored according to µ∗i,k=5(t) or σi,k=5(t) ≥
a·max

t
(σout,k=5(t)) (left), max

t
(µ∗i,k=5(t)), max

t
(σi,k=5(t)) and corresponding t [UTC] (right).
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Figure 63: Grassland case: Visualization of the Morris sensitivity measures for the hori-
zontally averaged soil temperature yk=6(t, d).
a) σout,k=6(t, d), b) Sensitivity measures colored according to µ∗i,k=6(t, d) or σi,k=6(t, d) ≥
a ·max

t,d
(σout,k=6(t, d)), c) max

t,d
(µ∗i,k=6(t, d)), max

t,d
(σi,k=6(t, d)) and t [UTC], soil layer.
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21.2 Paved surface - further results of the Morris method

Figure 64: Pavement case: Visualization of the Morris sensitivity measures for the hori-
zontally averaged 10 m wind speed yk=1(t).
a) σout,k=1(t), b) Sensitivity measures colored according to µ∗i,k=1(t) or σi,k=1(t) ≥
a · σout,k=1(t), c) Sensitivity measures colored according to µ∗i,k=1(t) or σi,k=1(t) ≥
a·max

t
(σout,k=1(t)) (left), max

t
(µ∗i,k=1(t)), max

t
(σi,k=1(t)) and corresponding t [UTC] (right).
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Figure 65: Pavement case: Visualization of the Morris sensitivity measures for the hori-
zontally averaged surface temperature yk=3(t).
a) σout,k=3(t), b) Sensitivity measures colored according to µ∗i,k=3(t) or σi,k=3(t) ≥
a · σout,k=3(t), c) Sensitivity measures colored according to µ∗i,k=3(t) or σi,k=3(t) ≥
a·max

t
(σout,k=3(t)) (left), max

t
(µ∗i,k=3(t)), max

t
(σi,k=3(t)) and corresponding t [UTC] (right).
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Figure 66: Pavement case: Visualization of the Morris sensitivity measures for the hori-
zontally averaged RH yk=4(t).
a) σout,k=4(t), b) Sensitivity measures colored according to µ∗i,k=4(t) or σi,k=4(t) ≥
a · σout,k=4(t), c) Sensitivity measures colored according to µ∗i,k=4(t) or σi,k=4(t) ≥
a·max

t
(σout,k=4(t)) (left), max

t
(µ∗i,k=4(t)), max

t
(σi,k=4(t)) and corresponding t [UTC] (right).
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Figure 67: Pavement case: Visualization of the Morris sensitivity measures for the hori-
zontally averaged UTCI yk=5(t).
a) σout,k=5(t), b) Sensitivity measures colored according to µ∗i,k=5(t) or σi,k=5(t) ≥
a · σout,k=5(t), c) Sensitivity measures colored according to µ∗i,k=5(t) or σi,k=5(t) ≥
a·max

t
(σout,k=5(t)) (left), max

t
(µ∗i,k=5(t)), max

t
(σi,k=5(t)) and corresponding t [UTC] (right).
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Figure 68: Pavement case: Visualization of the Morris sensitivity measures for the hori-
zontally averaged soil temperature yk=6(t, d).
a) σout,k=6(t, d), b) Sensitivity measures colored according to µ∗i,k=6(t, d) or σi,k=6(t) ≥
a ·max

t
(σout,k=6(t)), c) max

t,d
(µ∗i,k=6(t, d)), max

t,d
(σi,k=6(t, d)) and corresponding t, d [UTC],

[soil layer].
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Figure 69: Pavement case: Visualization of the Morris sensitivity measures for the hori-
zontally averaged soil moisture yk=7(t, d).
a) σout,k=7(t, d), b) Sensitivity measures colored according to µ∗i,k=7(t, d) or σi,k=7(t) ≥
a ·max

t
(σout,k=7(t)), c) max

t,d
(µ∗i,k=7(t, d)), max

t,d
(σi,k=7(t, d)) and corresponding t, d [UTC],

[soil layer].
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21.3 Urban area - further results of the OAT analysis

Figure 70: Grid sensitivity study for the urban child domain with stable stratification.
CDF of a) the horizontal 10 m wind speed, b) the 2 m potential temperature.

Figure 71: Further hourly and domain averaged output quantities and differences to the
reference run for different averaging domains. a) park, b) open place c) park, d) single
houses.
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Figure 71: Continued: Further hourly and domain averaged output quantities and dif-
ferences to the reference run for different averaging domains. e) street canyons, f) court
yard, g) park, 10 m height h) park, 1.5 m height i) single houses j) court yard.
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Figure 72: Bandwidth of local differences between diurnal averaged scenario and reference
data in the total domain.
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Figure 73: Local vertical profiles of differences between hourly averaged scenario and
reference temperature extracted at the representative locations Mi, i ∈ {1, ..., 6} at 4 and
17 UTC.
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