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Abstract

Dust Devils (DDs) are convective whirlwinds that frequently occur in the atmospheric
Convective Boundary Layer (CBL) of arid regions during daytime. If strong enough, they
transport soil particles into the atmosphere. These aerosols alter cloud microphysics and the
Earth’s radiation budget. Existing quantifications of the particle release and estimates of the
contribution of DDs to the local, regional, and global dust cycle are highly uncertain. Good
knowledge about the DD statistics and dynamics would help to improve them. A better un-
derstanding of DDs is also beneficial for investigations of other vortex types like tornadoes
or waterspouts. This thesis presents results from numerical investigations of DD-like vorti-
ces that occur in CBLs. The simulations are carried out with the turbulence-resolving PALM
model system.

The first study investigates the effects of the grid spacing, background wind, and sur-
face heat flux heterogeneities on the DD characteristics with a focus on the vortex strength.
It is shown that grid spacings of 2 m, a striped pattern of heat flux heterogeneities, and
moderate background winds significantly increase the vortex strength in Large-Eddy Simu-
lation (LES) of the atmospheric CBL. These are the first numerical simulations that have
ever produced DD-like vortices of observed intensity.

In the second study, DD-like vortices are investigated in Direct Numerical Simulati-
on (DNS) of Rayleigh-Bénard convection for Rayleigh numbers up to 1011 for the first time.
The model domain’s aspect ratio, the velocity boundary condition, and the Rayleigh number
are the main control parameters that are varied. It is shown that a minimum Rayleigh num-
ber of 107 is necessary for the development of DD-like vortices, which is much less than a
typical atmospheric value of 1018. While the aspect ratio shows only minor effects on the
vortices, the Rayleigh number and surface friction are critical parameters for nearly all vor-
tex properties. The results also reveal that the three-dimensional structure of the DDs is very
similar to the one in LES of the atmospheric boundary layer, indicating that subfilter-scale
models and parameterizations of the surface-atmosphere exchange in LES have a negligible
influence on the vortices.

A grid convergence study of the DD statistics, where the grid spacing is gradually decre-
ased from 10 to 0.625 m, is conducted in the third study of this thesis. Grid spacings of 1 m
or less have never been used before for the analysis of DDs that develop in atmospheric LES
while capturing the large-scale cellular pattern of the CBL. It is demonstrated that the deri-
vation of meaningful quantitative vortex features requires a resolution of approximately 1 m
or less. At this resolution, mean quantities averaged over all detected DDs are converged.
However, maxima show no convergence, which is mainly attributed to the detachment of
the vertically thin super-adiabatic layer in the vortex core from the near-surface region. This
layer needs very fine grid spacings of less than 1 m to be sufficiently resolved. A comparison
with measurements indicates that a grid spacing of just less than 0.5 m might be adequate
for a convergence of the maximum values. For a qualitative investigation on the DD flow
structure, a resolution of 2.5 m or smaller is recommended.

In the final study, the surface particle emission, the near-surface particle transport in
vertical direction, and the particle concentration of DDs are investigated in LES of the at-
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mospheric CBL. The focus is on dust-sized particles. It is found that DDs cause peak dust
emission fluxes and dust mass concentrations of up to 50 mg m−2 s−1 and 10 mg m3, re-
spectively, which is 1–2 orders of magnitude larger than previous numerical estimates. On
average, the dust transport at 10 m height is five times larger than the surface dust emission,
making DDs an important phenomenon for air quality and visibility. The DD’s contribution
to the total dust emission in desert-like regions reveals a mean of 5 %, which is almost one
order of magnitude less compared to other measurement-based studies. The small contribu-
tion is attributed to large-scale patterns of relatively high dust emission, which follow the
cellular flow pattern of the CBL and which are the dominant mechanism for the saltation-
based dust release.

Keywords: dust devils, turbulence-resolving simulations, convective boundary layers.
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Kurzzusammenfassung

Staubteufel (ST) sind atmosphärische konvektive Wirbel, die tagsüber in der konvektiven
Grenzschicht arider Gebiete auftreten. Sind sie stark genug, transportieren ST Bodenpartikel
in die Atmosphäre. Diese Aerosole verändern die Wolkenmikrophysik und den Strahlungs-
haushalt der Erde. Bestehende Quantifizierungen der Partikelfreisetzung und Schätzungen
des Beitrags von ST zum lokalen, regionalen und globalen atmosphärischen Staubgehalt
sind äußerst unsicher. Gute Kenntnisse über die Statistik und Dynamik von ST würden da-
zu beitragen diese Quantifizierungen und Schätzungen zu verbessern. Ein gutes Verständnis
der ST Dynamik ist auch für Untersuchungen anderer Wirbeltypen wie Tornados oder Was-
serhosen nützlich. In dieser Arbeit werden Ergebnisse numerischer Untersuchungen von
ST-ähnlichen Wirbeln vorgestellt, die in konvektiven Grenzschichten auftreten. Die Simula-
tionen werden mit dem turbulenzauflösenden Modell PALM durchgeführt.

Die erste Studie untersucht die Auswirkungen des Gitterabstandes, des Hintergrundwin-
des und der Heterogenität im Oberflächenwärmestrom auf die Eigenschaften der ST. Der
Fokus liegt dabei auf der Wirbelstärke. Es zeigt sich, dass Gitterabstände von 2 m, ein strei-
fenförmiges Muster von Wärmestromheterogenitäten und moderate Hintergrundwinde die
Wirbelstärke in Grobstruktursimulationen der atmosphärischen konvektiven Grenzschicht
signifikant erhöhen. Dies sind die ersten numerischen Simulationen, die jemals ST-ähnliche
Wirbel in beobachtbarer Intensität erzeugt haben.

In der zweiten Studie werden erstmals ST-artige Wirbel in direkten numerischen Simu-
lationen turbulenter Rayleigh-Bénard-Konvektion für Rayleigh-Zahlen bis zu 1011 unter-
sucht. Das Aspektverhältnis der Modelldomäne, die Geschwindigkeitsrandbedingung und
die Rayleigh-Zahl sind die wichtigsten Kontrollparameter, die variiert werden. Die Ergeb-
nisse verdeutlichen, dass für die Entwicklung von ST-ähnlichen Wirbeln eine minimale
Rayleigh-Zahl von 107 notwendig ist, die noch weit unter dem typischen atmosphärischen
Wert von 1018 liegt. Während das Aspektverhältnis nur geringe Auswirkungen auf die Wir-
bel hat, sind die Rayleigh-Zahl und die Oberflächenreibung entscheidende Parameter für
fast alle Wirbeleigenschaften. Die Ergebnisse zeigen auch, dass die dreidimensionale Struk-
tur der simulierten ST derjenigen in Grobstruktursimulationen der atmosphärischen Grenz-
schicht sehr ähnlich ist, was darauf hindeutet, dass Modelle für die Subfilterskala und Para-
metrisierungen des Austauschen zwischen Erdoberfläche und Atmosphäre in LES vermut-
lich nur einen geringen Einfluss auf die Wirbel haben.

Das Konvergenzverhalten der ST-Statistik bezüglich des numerischen Gitters wird in der
dritten Studie dieser Arbeit für Gitterabstände zwischen 10 und 0,625 m untersucht. Auflö-
sungen von 1 m oder weniger wurden bisher noch nie für die Analyse von ST verwendet,
welche sich in atmosphärischer LES entwickeln bei der das großräumige zelluläre Konvek-
tionsmuster der konvektiven Grenzschicht erfasst wird. Es wird deutlich, dass die Bestim-
mung von aussagekräftigen quantitativen Wirbeleigenschaften eine Auflösung von etwa 1 m
oder weniger erfordert. Während die über alle detektierten ST gemittelten Größen bei die-
ser Auflösung konvergieren, zeigen die Maxima keine Konvergenz. Dies ist hauptsächlich
auf die bodennahe Ablösung der vertikal sehr dünnen superadiabatischen Schicht im Wir-
belkern zurückzuführen. Eine angemessene Auflösung dieser Schicht erfordert Gitterweiten
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von weniger als 1 m. Ein Vergleich mit Messungen verdeutlicht, dass zur Konvergenz der
Maximalwerte ein Gitterabstand von knapp unter 0,5 m ausreichend sein dürfte. Wenn eine
rein qualitative Sichtweise auf die Strömungsstruktur der ST ausreicht, ist eine Auflösung
von 2,5 m oder kleiner zu empfehlen.

In der finalen Studie werden die Partikelfreisetzung von der Erdoberfläche, der oberflä-
chennahe Partikeltransport in vertikaler Richtung und die Partikelkonzentration von ST in
Grobstruktursimulationen der atmosphärischen konvektiven Grenzschicht untersucht. Der
Schwerpunkt liegt dabei auf staubgroßen Partikeln. Es zeigt sich, dass ST Spitzenwerte der
Staubemissionsflüsse und der Staubmassenkonzentrationen von bis zu 50 mg m−2 s−1 be-
ziehungsweise 10 mg m−3 verursachen, was 1 bis 2 Größenordnungen größer ist als frühere
numerische Schätzungen. Im Durchschnitt ist der Staubtransport in 10 m Höhe fünfmal grö-
ßer als die Staubemission an der Oberfläche, was ST zu einem wichtigen lokalen Phänomen
für die Luftqualität und die Sichtweite macht. Der Beitrag von ST zur Gesamtstaubemis-
sion in wüstenähnlichen Regionen liegt im Mittel bei 5 %. Dies ist im Vergleich zu ande-
ren messbasierten Studien fast eine Größenordnung geringer. Der reduzierte Beitrag wird
großräumigen Mustern mit relativ hoher Staubemission zugeschrieben, die dem zellulären
Strömungsmuster der konvektiven Grenzschicht folgen und den dominanten Mechanismus
für die auf Saltation basierende Staubfreisetzung darstellen.

Schlagwörter: Staubteufel, turbulenzauflösende Simulationen, konvektive Grenzschichten.

VI



Contents

Abstract III

Kurzzusammenfassung V

List of Abbreviations IX

List of Symbols XI

1 Introduction 1
1.1 Motivation for Studying Dust Devils . . . . . . . . . . . . . . . . . . . . . 2
1.2 Current State of Research . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.1 Dust Devil Formation . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.2 Dust Devil Characteristics . . . . . . . . . . . . . . . . . . . . . . 7
1.2.3 Dust Devil Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.3 Numerical Simulation of Turbulent Flows . . . . . . . . . . . . . . . . . . 14
1.4 Numerical Simulation of Dust Devils . . . . . . . . . . . . . . . . . . . . . 19
1.5 Objectives and Structure of the Thesis . . . . . . . . . . . . . . . . . . . . 22

2 Methods 27
2.1 The PALM Model System . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2 Dust Devil Identification . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.2.1 Detection of Vortex Centers . . . . . . . . . . . . . . . . . . . . . 33
2.2.2 Formation of Vortex Tracks . . . . . . . . . . . . . . . . . . . . . 35

2.3 Statistical Analysis of Dust Devils . . . . . . . . . . . . . . . . . . . . . . 37
2.4 Tracking of Individual Dust Devils . . . . . . . . . . . . . . . . . . . . . . 39

3 Large-Eddy Simulations of Dust Devils of Observed Intensity 41
3.1 Declaration of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Research Article . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4 Dust Devil-Like Vortices in Turbulent Rayleigh-Bénard Convection 65
4.1 Declaration of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2 Research Article . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5 Grid Convergence Study of Dust Devil-Like Vortices 103
5.1 Declaration of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.2 Research Article . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6 Saltation-Induced Dust Emission of Dust Devils 145
6.1 Declaration of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.2 Research Article . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

VII



7 Conclusions 175
7.1 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
7.2 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

Acknowledgements 183

Bibliography 185

Declaration 199

Curriculum Vitae 201

VIII



List of Abbreviations

CBL Convective Boundary Layer
CFD Computational Fluid Dynamics
DD Dust Devil
DNS Direct Numerical Simulation
FFT Fast Fourier Transform
LES Large-Eddy Simulation
MOST Monin-Obukhov Similarity Theory
MPI Message Passing Interface
RANS Reynolds-Averaged Navier-Stokes
SFS Subfilter-Scale
SGS Subgrid-Scale
TKE Turbulence Kinetic Energy
URANS Unsteady Reynolds-Averaged Navier-Stokes
VLES Very Large-Eddy Simulation

IX





List of Symbols

Greek Symbols
γ Fraction of total dissipation of mechanical energy consumed by

friction near the surface
δi j Kronecker-Delta, i, j ∈ {1, 2, 3}
∆ Grid spacing
∆p Pressure drop
∆x, ∆y, ∆z, ∆xi Grid spacings in x-, y-, and z-direction, i ∈ {1, 2, 3}
ε Viscous dissipation rate of TKE per unit mass
εi jk Levi-Civita symbol, i, j, k ∈ {1, 2, 3}
ζ Vertical vorticity
η Thermal efficiency
θ Potential temperature
νm Momentum diffusivity of air
νh Thermal diffusivity of air
π Number pi
π∗ Modified perturbation pressure
ρ Air density
τr

i j Deviatoric stress tensor
φ Geographical latitude
Φ Azimuthal direction
χs Source or sink term of passive scalar
Ψ Arbitrary variable
ω⃗ Vorticity vector
Ω Angular velocity of the Earth
Ω⃗ Rotation vector of the Earth

Latin Symbols
C Circulation
Ck Kolmogorov constant
cp Specific heat capacity of air at constant pressure
e Subgrid-scale TKE
e⃗r, e⃗Φ, e⃗z Cylindrical unit vectors
E Power spectral density of the TKE
f ∗, f , f j Coriolis parameters, j ∈ {2, 3}
g Gravitational acceleration
G Low-pass filter function

XI



i, j, k, n Running indices
k Wave number
k⃗ Cartesian unit vector in vertical direction
Kh Subgrid-scale eddy diffusivity of heat
Km Subgrid-scale eddy diffusivity of momentum
N Total number of flow realizations
p Air pressure
p∗ Perturbation pressure
r Radial direction
R Gas constant of air
rc Vortex core radius
s Arbitrary passive scalar
S Surface
t Time
T Absolute Temperature
u, v, w, ui Components of the wind vector, i ∈ {1, 2, 3}
ug, vg, ug, j Components of the geostrophic wind vector, j ∈ {1, 2}
vr, vΦ, vz Velocities in radial, azimuthal, and vertical direction in a

cylindrical coordinate system
v⃗ Velocity vector in Cartesian coordinates
v⃗cyl Velocity vector in cylindrical coordinates
v⃗h Horizontal velocity vector in Cartesian coordinates
V Characteristic tangential velocity
x⃗ Location vector in Cartesian coordinates
x, y, z, xi Cartesian Coordinates, i ∈ {1, 2, 3}
zi Boundary layer depth

Averages, Filters, and Indices Applied to the Variable Ψ

Ψ0 Basic state in hydrostatic equilibrium
Ψ∞ Values far away from a vortex center
Ψc Values at the center of a vortex
Ψ∗ Deviation from the basic state
Ψ Reynolds average
Ψ′ Deviation from the Reynolds average
Ψ̃ Spatially filtered quantity
Ψ′′ Deviation from the spatially filtered quantity

XII



Operators
∇ Nabla operator
∇cyl Nabla operator in cylindrical coordinates
∇h Nabla operator in horizontal direction
× Cross product
d/dt Total derivative
∂ Partial differential operator
∂/∂ t Local time derivative
∂/∂xi Local spatial derivative∫

Indefinite integral∫ b
a Definite integral with limits a and b

∑ Sigma sign for summation

XIII





Chapter 1

Introduction

Dust Devils (DDs) are dry atmospheric convective vortices with a vertical axis of rotation
that occur in the terrestrial and martian planetary boundary layer during daytime when con-
vection is present. If they are strong enough to lift soil particles such as dust or sand, they
become visible (see Fig. 1.1). Like tornadoes, waterspouts, fire whirls, or steam devils, DDs
belong to the class of small-scale concentrated vortices with a primarily columnar appear-
ance (Kurgansky et al., 2016; Onishchenko et al., 2019). Several attempts have been made
to define a DD (e.g., Cantor et al., 2006; Oke et al., 2007; Lorenz and Jackson, 2016; Oncley
et al., 2016). However, no universally accepted definition exists so far because DDs show
a diverse morphology (e.g., columnar, v-shaped or disordered), consist of different materi-
als (e.g., sand, dust, or straw), and have characteristics that extend over several orders of
magnitude (e.g., diameters between 1 m and more than 100 m, Murphy et al., 2016). A key
difference to most of the other types of small-scale atmospheric vortices is the unimportance
of wet thermodynamic processes for DD development (Kurgansky et al., 2016).

Figure 1.1: Image of a DD in the Atacama desert, Chile. Credit: Rita Nogherotto (distributed
via imaggeo.egu.eu).

Figure 1.1 reveals why DDs are regarded as an impressive and dynamically interesting
phenomenon that can release dust or other soil particles into the atmosphere. Due to this
release, DDs provide a natural source for atmospheric aerosols and affect air quality as well
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as visibility. However, despite nearly a century of DD research (Lorenz et al., 2016), many
uncertainties still exist. For example, possible mechanisms for their formation (e.g., Spiga
et al., 2016) or the amount of their dust release (e.g., Klose et al., 2016) are controversially
discussed. The general objective of this thesis is to improve the knowledge and understand-
ing of DDs and related processes by using Computational Fluid Dynamics (CFD) modeling
approaches. The focus is on basic characteristics, the dynamics, and the particle release of
DDs. In addition, a generic approach for their technical extraction from CFD data is pre-
sented and numerical requirements for an appropriate simulation of DDs are discussed. This
discussion will form the basis for future CFD studies of DDs.

The remainder of this chapter motivates the research of DDs, presents state-of-the-art
results, which are of importance for the subsequent chapters, highlights the fundamentals
and characteristics of DDs, and illustrates how they have been studied so far. A special focus
is on turbulence-resolving numerical simulation techniques that are used in the following
for the study of DDs. The concluding section of this chapter introduces the main research
questions and the topics that continue this thesis.

1.1 Motivation for Studying Dust Devils
The interest in terrestrial DDs and convective whirlwinds in general goes back to the an-
tiquity and was mainly caused by their fascinating appearance and dynamics as well as the
damage and discomfort due to these whirlwinds (Lorenz et al., 2016). Although in most
cases DDs are not dangerous, several reports exist where these vortices were responsible
for structural damages, injuries, and even deaths due to twirling objects or collapsing ac-
commodations (Lorenz and Myers, 2005; Lorenz et al., 2016). According to Onishchenko
et al. (2019), DDs are the most common vortex structure in the Earth’s atmosphere and
the understanding of their properties, structure and formation mechanisms can improve the
current knowledge of other concentrated whirlwinds like tornadoes. DDs are also regarded
as a potentially important mechanism for transporting heat and sediments like dust into the
atmosphere (Rennó et al., 2004; Klose et al., 2016). Once dust is lifted, it contributes to the
atmospheric amount of aerosols and can affect the Earth climate in the long term by scat-
tering and absorbing both solar and long-wave radiation (e.g., Miller et al., 2014; Chaibou
et al., 2020) or by modifying cloud microphysics (e.g., DeMott et al., 2003; Bangert et al.,
2012). For an overview of dust impacts on the climate, the reader is referred to Schepanski
(2018). The investigation of the lifted amount of soil particles by dust devils is also relevant
for the vortices themselves. Dust has a potentially positive feedback on the vortex intensity
caused by direct solar heating of the whirling dust column, which maintains or even en-
hances buoyancy and, finally, increases the particle load (Fuerstenau, 2006). This radiative
effect might be especially large for dust devils in the late afternoon, when the sun is low
and the rays are nearly perpendicular to the dust column (Kurgansky, 2006). Additionally,
the lifted dust interacts with nutrient, carbon, and water cycles of different ecosystems (e.g.,
Bristow et al., 2010; Shao et al., 2011; Schepanski, 2018), contributes to the transport of
viable microorganisms or chemical pollutants that affect, for example, the coral reefs (e.g.,
Shinn et al., 2000; Garrison et al., 2003), and influences human and animal health by aller-
gens and pathogens that are carried with the dust (e.g., Kellogg and Griffin, 2006). Reduced
visibility is another effect of dust entrainment by DDs (e.g., Hall, 1981). Therefore, the role
and significance of DDs compared to other dust release processes need to be studied.

Electric fields in a swirling DD, which are created by the triboelectric charging of dust
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grains and a separation of heavy coarse-grained sand particles at the bottom from lighter
fine dust at the top, are also of interest (e.g., Farrell et al., 2004). The electrification can
cause radio interference in the microwave range and is capable to affect the particle trans-
port within the vortex (Onishchenko et al., 2019). Electrical forces can even significantly
increase the initial particle emission with direct consequences for the total amount of lifted
dust (Kok and Renno, 2006; Esposito et al., 2016). Because the electrified particles are mov-
ing, a magnetic field is also created (Farrell et al., 2004), which might have consequences
for future vortex detection methods and communication equipment (Thorne et al., 2022).

Martian DDs are particularly studied because they are thought to significantly contribute
to the atmosphere’s background haze (e.g., Kahre et al., 2006). According to Balme and
Greeley (2006), they are the main mechanism of day-to-day dust injection and probably
account for several tens of percent of the atmospheric dust budget (Fenton et al., 2016).
They also significantly change the local and regional surface albedo by forming so-called
dust devil tracks (e.g., Geissler, 2005; Reiss et al., 2016). Both the lifted soil particles and
the tracks affect the radiative budget and, consequently, might even modify the weather
patterns and climate on a local, regional, and global scale (Klose et al., 2016; Reiss et al.,
2016). Robotic and human Mars explorations also need to take into account DDs due to their
potential effects on landers or rover solar panels through the electric and magnetic fields or
wind extremes during descent and landing phases (Balme and Greeley, 2006; Lorenz et al.,
2016). The main differences between Martian and terrestrial dust devils are their larger
spatial dimensions and higher rotational wind speeds on Mars (e.g., Balme and Greeley,
2006; Murphy et al., 2016). However, this thesis focuses on terrestrial DDs but results are
partly applicable to Martian DDs as well because they are alike in many ways (Balme and
Greeley, 2006).

1.2 Current State of Research
To date, DDs have been studied in the field (e.g., Murphy et al., 2016), in the laboratory (e.g.,
Mullen and Maxworthy, 1977), and by numerical simulations (e.g., Kanak, 2006). Visual
field observations in the middle of the 20th century are considered as the first scientific inves-
tigations of DDs on Earth (e.g., Ives, 1947; Williams, 1948). Later on, in situ measurements
were provided with the help of fixed or mobile instruments (e.g., Wyett, 1954; Sinclair,
1964; Lamberth, 1966). Nowadays, the advances in drone technology enable further mobile
in situ measurements to collect time-series data (Jackson et al., 2018). Since the late 20th
century, landers equipped with meteorological instruments like the Viking landers or mobile
robots have been used to study DDs on Mars (Ryan and Lucich, 1983; Greeley et al., 2006).
With the advances in satellite technology, orbital observations became another tool for mon-
itoring Martian DD activity, especially through their tracks (e.g., Fisher et al., 2005). Orbital
observations of terrestrial DDs are an exception (e.g., Reiss, 2016). Instead, ground-based
remote sensing instruments are applied in terrestrial field studies. Bluestein et al. (2004)
used a Doppler radar system to quantify DD characteristics, whereas the Doppler lidar tech-
nology was applied by Fujiwara et al. (2011). A quite novel approach to investigate the
characteristics of DD-like vortices is the use of thermal image velocimetry, which provides
a two-dimensional, horizontal velocity distribution with high spatial and temporal resolution
by tracking brightness temperature images (Inagaki and Kanda, 2022). Field observations,
however, suffer from the erratic occurrence of DDs and the limited area that can be reliably
monitored. This drawback can partly be avoided by laboratory experiences (e.g., Mullen and
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Maxworthy, 1977) or, since the late 1990s, by numerical simulations (e.g., Kanak, 2006),
where convective vortices are studied under well-controlled initial and boundary conditions.
Another essential advantage of numerical simulations is that all relevant properties of the
vortices (e.g., wind speed, pressure, and temperature) are directly accessible without much
effort. Before some numerical simulation techniques are discussed in detail, some funda-
mentals of DDs are presented that could be derived in the past from visual field observations,
measurements, laboratory investigations, CFD results, and theoretical considerations. The
information that is given facilitates the understanding and interpretation of the research ar-
ticles presented in the Chapters 3, 4, 5, and 6.

1.2.1 Dust Devil Formation
DDs are very common on Mars (e.g., Cantor et al., 2006; Ellehoj et al., 2010; Steakley and
Murphy, 2016) and usually occur in arid or semi-arid regions on Earth from late morning
to late afternoon during the summer (e.g., Oke et al., 2007; Jemmett-Smith et al., 2015;
Tang et al., 2018). Australia, East Africa, South America, and the Middle East are typical
examples that show a high frequency of occurrence (Klose et al., 2016). In these regions,
the conditions for DD development are often fulfilled, which especially includes (Ives, 1947;
Williams, 1948; Hess and Spillane, 1990; Balme and Greeley, 2006):

C1. a sky with no or only a few clouds that favors strong insolation and, consequently,
large super-adiabatic lapse rates near the surface,

C2. light to moderate background winds, and

C3. mostly dry and flat or gently sloping terrain with loose surface material (to make the
convective vortex visible) and only little or no surface vegetation.

Although theses conditions are well-known, exact quantitative values for the required lapse
rates or background winds are uncertain. Observed surface and 2-m air temperatures by
Ansmann et al. (2009) indicated a minimum required lapse rate for DD formation of 8.5–
10 K m−1. Between 1 and 2 m height, they identified much lower gradients of 0.9–1 K m−1

that are needed for the development of a DD. Oke et al. (2007) determined a value of
0.9 K m−1, measured between 0.12 and 2.52 m above the surface. Similar to Oke et al.
(2007), Broersen (2013) stated that temperature lapse rates of at least 0.76 K m−1 (between
0.1 and 2.5 m above the ground) are required for DD formation. Field data by Ryan (1972)
suggested much smaller values of ∼ 0.1 K m−1 in a layer between 0.3 and 10 m. Thus, re-
ported lapse rates vary between two orders of magnitude (0.1–10 K m−1). Regarding the
background wind, Oke et al. (2007) found DD activity only in a range of 1.5–7.7 m s−1,
with a peak at 3 m s−1 (no measurement height for the wind was given). During the field
campaign of Balme et al. (2003), light winds below 5 m s−1 (at 2 m height) were present
while DDs were forming. Kurgansky et al. (2011) noted an upper threshold for DD occur-
rence of 8 m s−1 (2-m wind speed) and enhanced activity for moderate winds between 2 and
8 m s−1. Similar 2-m wind speeds were obtained by Broersen (2013), who detected DDs in
the range of 0.1–7.5 m s−1, with the highest activity between 2–3 m s−1. Field observations
also suggested that no minimum wind threshold for DD occurrence exists (Kurgansky et al.,
2011). Lapse rates and background winds are further discussed in the articles of Chapters 3
and 5.
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The conditions C1 and C2 enable the development of a well-mixed Convective Bound-
ary Layer (CBL), in which convection dominates and mean wind shear is unimportant. The
CBL can be divided into three sublayers: the surface layer, the mixed layer, and the entrain-
ment zone (Stull, 1988). DDs, as a ground-level phenomenon, develop within the surface
layer, which accounts for 5 to 10 % of the whole CBL, that is, approximately the first 5 to
10 decameters. Large DDs or the large-scale thermal updrafts of the CBL to which DDs
are often connected (Ryan and Carroll, 1970; Zhao et al., 2004; Raasch and Franke, 2011;
Sullivan and Patton, 2011) extend up to the CBL top (∼ 1000 m). In addition to the vertical
structure of the lower atmosphere, the horizontal pattern of the CBL also determines the
regions of preferential DD formation. In the CBL, large-scale convective cells with a polyg-
onal (often hexagonal) structure show narrow branches and vertices with strong updrafts and
a broad downward motion in the center (e.g., Schmidt and Schumann, 1989). This structure
is shown in Fig. 1.2. DD occurrence is strongly connected to these branches and vertices.
The cellular pattern disappears if the planetary boundary layer is dominated by wind shear
(see also Kanak et al., 2000; Kanak, 2005; Raasch and Franke, 2011). The relation between
DD occurrence and the polygonal convective pattern is systematically addressed in Chapter
3 of this thesis. Parameters that can be used to describe the convective pattern and, thus,
potential DD occurrence are the ratio of the convective velocity scale w∗ and the friction
velocity u∗ or, equivalently, the ratio between the convective boundary layer height h and
the Obukhov length L (Hess et al., 1988). The convective velocity scale, friction velocity,
and the Obukhov length characterize the typical updraft speed in convective thermals, the
mean wind shear in the surface layer, and the turbulence condition in the surface layer, re-
spectively. The ratios are sometimes applied in regional and global simulation models to
quantify the frequency of DD occurrence (Klose et al., 2016). Hess et al. (1988) and Hess
and Spillane (1990) suggested a value of −h/L ≥ 50 and Hess et al. (1988) and Lyons et al.
(2008) a value of w∗/u∗ > 5 as a necessary condition for the formation of DDs. In Chapter
5, the ratio w∗/u∗ is discussed.

Figure 1.2: Snapshots of horizontal cross sections of the vertical velocity derived from LES
data. Visualizations are taken from Kanak et al. (2000) (left, contours from -0.36 to 0.28
with interval 0.04 m s−1) and Raasch and Franke (2011) (right). Black dots on the right
indicate vortex centers detected at this snapshot. Reproduced with permission from John
Wiley & Sons.
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The terrain (C3) is even more favorable for DD development if surface heterogeneities
like a different heating or surface roughness are taken into account (e.g., Sinclair, 1969;
Rennó et al., 2004; Rafkin et al., 2016). Williams (1948) and Sinclair (1969) emphasized
the potential importance of obstacles in the generation of whirls and, subsequently, DDs.
The initiation of vortices is also favored by wind gustiness, that is, the variation of wind
velocity on short timescales (Newman et al., 2002), which might be attributed to abrupt
changes in the surface roughness (Kurgansky et al., 2011). Rennó et al. (2004) highlighted
large horizontal temperature gradients caused by irrigated fields that have the potential of
producing more intense convective circulations and a larger number of convective vortices
compared to homogeneous surfaces. Chapter 3 examines a differential heating of surfaces
and its effect on DDs.

Convective vortices can even form in the absence of mean background winds, surface
inhomogeneities, or other imposed sources of angular momentum (Kanak et al., 2000). Sev-
eral studies have proposed mechanisms for the initial DD development in such idealized
cases. Kanak et al. (2000) and Raasch and Franke (2011) proposed frameworks for the local
generation at the cell vertices of the convective flow pattern. Because of flow asymmetries
along convergence lines that merge at the cell vertices and because of convective tilting of
near-surface horizontal vorticity, vertical vortices are inevitably generated. Instead, Ito et al.
(2013) argued that the necessary circulation for DDs originate from the baroclinically gen-
erated horizontal vorticity in the middle of the mixed layer that is transported to the surface
by downdrafts. Additionally, Rennó et al. (2004) and Kanak (2005) suggested the so-called
hairpin mechanism, in which loops of horizontal rotation are lifted by the updrafts along
the cell branches where the flow converges. This lifting creates two counter-rotating verti-
cal vortices of which one remains. All these initial formation mechanism are discussed in
Chapter 4.

However, not only heterogeneities in the surface roughness (or surface friction) can in-
fluence the vortex formation and, subsequently, its characteristics. The general level of the
roughness is also an important factor, even when it is assumed to be homogeneous. In their
laboratory study, Wilkins et al. (1975) found broader and weaker vortices when friction is
present. Similar results were obtained by Neakrase and Greeley (2010), who stated that an
increase in roughness causes an increase in vortex size but a decrease in tangential velocity
(see also Zhao et al., 2004). However, a low level of roughness makes the vortex more con-
centrated compared to frictionless cases due to the enhanced near-surface air convergence
and, thus, due to stronger updrafts in the vortex core. For a medium or high roughness,
the previously mentioned tendencies described by Wilkins et al. (1975) and Neakrase and
Greeley (2010) might dominate (Kurgansky et al., 2016). Numerical simulations by Zhao
et al. (2004) showed a weak and stable flow in the vortex over a free-slip surface (no fric-
tion) but a violent and turbulent flow over a no-slip surface (with friction). Their results
also indicated that surface friction has no effect on the pressure distribution around the vor-
tex. Gu et al. (2008) showed that surface roughness significantly affects the morphology
of DDs, changing from a column-like vortex on a very smooth surface to an upside-down
cone-like DD on rougher surfaces. Consequently, there is no general agreement and diverse
perspective on how the roughness affects the flow near the ground and, thus, contributes to
the development of DDs (see also Kurgansky et al., 2016). Therefore, Chapter 4 highlights
the effects of surface friction on DDs. Another effect of surface friction is that it makes
the flow more turbulent, causing more effective mixing (Wilkins et al., 1975; Leslie, 1977),
which smooths sharp gradients of the flow variables. Such sharp gradients are especially
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present in DDs, suggesting that a strong turbulent flow accelerates the collapse of DD-like
vortices and reduces their lifetimes. The effects of the flow’s general turbulence level on
convective vortices are also studied in Chapter 4.

1.2.2 Dust Devil Characteristics
Once formed, DDs show distinct features that are listed in Table 1.1. All parameters for
which there is sufficient data and which are relevant for this thesis are shown. The values
are rounded to the nearest order of magnitude and represent typical features for terrestrial
vortices. The cited literature in the third column mostly refers to review papers and arti-
cles that either focused on the specific parameter of the first column or summarized results
from different studies. In this way, the given typical values do not rely on single dust devil
measurements only.

Common lifetimes of DDs are between 1 and 10 min but also shorter times less than a
minute and longer times up to several hours have been reported. Larger dust devils tend
to have longer lifetimes. Diameters range from 1 to 100 m with a strongly right-skewed
(positively skewed) distribution, which means that small-scale DDs between 1 and 10 m are
much more frequent and diameters of 100 m are rare. DDs typically reach heights of 10
to 100 m. In extreme cases, even several kilometers are possible. Horizontal wind speeds
often amount to 5–10 m s−1 with peak values of up to 25 m s−1. If the horizontal wind
is divided into a tangential and radial component like in Tratt et al. (2003) or Inagaki and
Kanda (2022), the tangential velocity is typically higher than the radial component. Verti-
cal winds (1-10 m s−1) are usually smaller than the horizontal component. The translation
speed of DDs, that is, the speed at which dust devils move, is mostly comparable to the near-
surface background wind of the CBL. In general, they move 10–20 % faster than the wind
at 10 m height. Because dust devil occurrence is strongly suppressed above approximately
7–8 m s−1 but triggered for low to moderate background winds (see Subsection 1.2.1), the
typical translation speed is between 1–10 m s−1. The DD strength expressed by the pres-
sure drop in the vortex core mostly amounts to several hundred pascals. However, fixed
monitoring stations often measure smaller values less than 100 Pa because they do not nec-
essarily detect the actual center of the vortex, where the pressure drop is strongest, and they
do not distinguish between a dust-free or dust-laden vortex (Lorenz, 2014). The latter usu-
ally shows stronger pressure drops during its lifetime in order to enable particle lifting (e.g.,
Balme and Hagermann, 2006; Lorenz and Jackson, 2015). Beside the pressure drop, also
the vertical vorticity is sometimes used to measure the vortex strength. The vorticity in three
dimensions is defined as the local spinning motion at some point in the fluid and is mathe-
matically determined by the curl of the velocity field. Therefore, it is a microscopic measure
of the rotation. In case of dust devils, usually the third component (vertical vorticity) is cal-
culated. Remote sensing data suggest typical values between 0.1–1 s−1 for this quantity.
DDs also show higher core temperatures of typically several degrees compared to the sur-
roundings due to the continuous, near-surface inflow of warm air heated by the ground (see
also Subsect. 1.2.3). The most variable parameters are the particle mass concentration with
a range of 1–1000 mg m−3 and the particle flux with characteristic values between 1 and
1000 mg m−2 s−1. The high variability is mainly caused by methodological difficulties in
the determination of these parameters and their inherent large variation within DDs. Finally,
DD statistics show a similar number of clockwise and counterclockwise rotating vortices.

There are no general guidelines on how to conduct dust devil studies in the field. This
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is why many different types of observations, measurement techniques, and data analysis
tools complicate an identification of "typical" dust devil characteristics (Lorenz and Jackson,
2016). Electric fields and the morphology are other parameters of interest (e.g., Jackson and
Farrell, 2006; Murphy et al., 2016). However, they are not a subject of this thesis.

Table 1.1: Typical dust devil characteristics reported from field studies.

Parameter Measurements and observations Literature
Lifetime 1–10 min Lorenz (2013)

Murphy et al. (2016)
Diameter 1–10 m Mortan (1966),

Kurgansky (2006)
Lorenz (2011)

Height 10–100 m Cooley (1971),
Murphy et al. (2016)

Wind speeds 5–10 m s−1 (horizontal), Balme and Greeley (2006),
1–10 m s−1 (vertical) Cantor et al. (2006),

Murphy et al. (2016)
Translation speed 110–120 % of the ambient wind, Crozier (1970),

1–10 m s−1 Balme et al. (2012)
Pressure drop 100–1000 Pa Lamberth (1966),

Kanak (2006),
Murphy et al. (2016)

Vertical vorticity 0.1–1 s−1 Fujiwara et al. (2011),
Bluestein et al. (2004),
Inagaki and Kanda (2022)

Temperature increase 1–10 K Balme and Greeley (2006),
Kanak (2006)

Particle loading 1–1000 mg m−3 Rennó et al. (2004),
Metzger et al. (2011),
Murphy et al. (2016)

Particle fluxes 1–1000 mg m−2 s−1 Klose et al. (2016)
Sense of rotation No preferred direction Carroll and Ryan (1970),

Kanak (2006)

1.2.3 Dust Devil Dynamics
Steady-state DDs in their mature and well-developed stage are shown in Fig. 1.3. In many
cases, DDs are located within rising plumes and characterized by an expanding core with
height (Fig. 1.3c). They are often tilted in the same direction as the mean background wind
and, thus, in the direction of motion (Fig. 1.3a). It is this horizontal motion that sustain the
DDs for a longer time. Otherwise, the supply of warm surrounding air would be soon inter-
rupted (Kurgansky et al., 2016). Near the region around the low-pressure center a column
of hot rising air is present. Together with the tangential velocity, this rising air forms the
swirling helical structure that can often be observed in nature. In some DDs, the upward
swirling flow might occur throughout the whole DD (Fig. 1.3a), while in some other cases
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a reversal in flow (downward flow) might appear at considerable height above the surface
(Fig. 1.3b), which is sometimes termed as a vortex breakdown (see also Fig. 1.4a). Kurgan-
sky et al. (2016) suggested that updraft motion predominates in tightly organized rope-like
vortices. If a downward flow is present, it is normally weaker and cooler compared to the
central updrafts and can even exist at ground level, penetrating the whole DD. In this case,
the downdraft is often surrounded by an annular region of strong radial shear in the tangen-
tial and axial velocity component, representing a two-cell vortex state (Fig. 1.4b). In this
state, the highest near-surface upward wind velocities are typically located slightly outside
the core and decrease rapidly with radius from the point where the maximum is reached.
In general, the vertical movement of air is controlled by the buoyancy and axial pressure
gradient force. Especially in the lower part of the vortex, the flow converges in radial direc-
tion due to the low pressure in the core and reduced angular momentum induced by surface
friction. The radial inflow region of near-surface warm air (only a few meters thick) forces
the convective behavior and often reaches its maximum just outside the visible dust column.
Within the column, the radial component is almost zero or might even point out of the cen-
ter. The outward flow arises when the radial inflow in the surface layer is strong enough
to trigger a so-called overshooting of this rapid inflow, resulting in intense outward-leaning
updrafts at the edge of the DD several meters above ground (Fig. 1.3b). This effect can be
observed in nature when DDs appear as inverse cones. However, for idealized frictionless
cases, these outward-leaning updrafts do not occur due to the much smaller radial inflow.
This is why inverse cone-like DDs are probably more frequent on rough than on smooth
grounds. Neglecting viscous forces and surface friction, the radial velocity is controlled by
the centrifugal force (the rotation) and the radial pressure gradient. The tangential velocity
typically peaks at the border of the dust column at a considerable height above the Earth’s
surface and is almost zero at the core along the vertical axis. From an analytical point of
view, the radial distribution of the tangential velocity often follows to a first approximation
the Rankine vortex model (see below). The region outside the DD is typically characterized
by cooler air that sinks down (Sinclair, 1973; Zhao et al., 2004; Balme and Greeley, 2006;
Kurgansky et al., 2016).

In summary, a DD resembles a one-cell vortex with a vortex breakdown. During its
most intense and persistent state, a transition to a doubled-celled vortex is possible (see also
Mullen and Maxworthy, 1977; Spiga et al., 2016). This state is mainly characterized by a
downward flow in the core with strong spiral updrafts around, a rapidly increasing toroidal
movement toward the border of the dust column and strong near-surface radial inflow in
the surrounding region. Background winds, subvortices, and local gusts or obstacles con-
tribute to the variability in flow structure and the deviation from an axisymmetric behavior.
DDs can also be divided spatially into characteristic flow regions or temporally into differ-
ent stages of development (e.g., Sinclair, 1973; Zhao et al., 2004). The flow regions are
addressed in Chapter 6. A detailed explanation of the life cycle is beyond the scope of this
thesis. The basic dynamics of DD-like vortices described above play an important role in
the understanding of the numerical results that will follow.

A common way to approach vortex dynamics is the vorticity equation, which describes
the temporal evolution of the three-dimensional vorticity vector ω⃗ =∇× v⃗, in which v⃗= ui =
(u,v,w) is the velocity vector in a Cartesian coordinate system with the index i ∈ {1,2,3}
and ∇ = (∂/∂x,∂/∂y,∂/∂ z) is the respective nabla operator with the location vector x⃗ =
xi = (x,y,z). The vorticity equation can be derived by taking the curl of the Navier-Stokes
momentum equation and using several vector calculus identities. The Navier-Stokes equa-
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(a) A sloping DD with its field of mo-
tion. The trajectories are for a coordi-
nate system which is fixed to and mov-
ing with the DD (Sinclair, 1973; Kur-
gansky et al., 2016). Reproduced with
permission from Springer Nature.

(b) Vertical and radial flow in a DD. The solid lines show
the flow direction. The dotted lines represent vertical wind
speed profiles that would be measured at two different
heights. Horizontal dashed lines indicate the 0 m s−1 level
of these profiles (adapted from Balme and Greeley, 2006).
Reproduced with permission from John Wiley & Sons.

(c) A convective plume with an embedded DD, showing the typical swirling motion (Zhang et al.,
2015).

Figure 1.3: Different sketches of the typical flow around DDs in a vertical plane.

tions in general are able to predict the future state of a Newtonian turbulent fluid from an
Eulerian perspective and include equations for the conservation of momentum, energy, and
mass. Some authors restrict the Navier-Stokes equations only to the conservation of mo-
mentum (e.g., Pope, 2000). The vorticity equation reads for a rotating frame of reference
under the reasonable assumptions of a constant Earth-rotation vector Ω⃗= (0, f ∗/2, f/2) and
incompressibility of air:

∂ω⃗

∂ t
+(⃗v ·∇)(ω⃗) =

[
(ω⃗ +2Ω⃗) ·∇

]
v⃗+

1
ρ2 ∇ρ ×∇p+νm∇

2
ω⃗, (1.1)

where t is the time, ρ is the air density, p is the air pressure, and νm is the kinematic viscosity
(sometimes also called the momentum diffusivity) of air. The Coriolis parameters f ∗ and f
are defined as 2Ωcos(φ) and 2Ωsin(φ), respectively, with Ω = 7.29× 10−5 rad s−1 being
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(a) A single-celled below and doubled-celled
above vortex with vortex breakdown for a
medium swirl ratio.

(b) Two-cell vortex with a central downward
motion through the whole vortex for a higher
swirl ratio than in (a).

Figure 1.4: Vortex models depending on the swirl ratio, which describes the ratio of angular
to radial momentum (adapted from Wakimoto and Liu, 1998). At large ratios (not shown),
the flow indicates multiple vortices and becomes highly asymmetric (see also Kurgansky
et al., 2016). ©American Meteorological Society. Used with permission.

the Earth’s angular velocity and φ being the geographical latitude. The Coriolis force can
be neglected for DDs due to Rossby numbers that are orders of magnitude larger than one
(Balme and Greeley, 2006). The Rossby number describes the ratio of inertial to Coriolis
forces. Usually, it is the vertical vorticity ζ = k⃗ · ω⃗ (⃗k is the unit vector in z-direction) which
is of interest in case of a DD (e.g., Raasch and Franke, 2011; Ito et al., 2013; Onishchenko
et al., 2019). From Equation (1.1) it follows (see also Rafkin et al., 2016):

dζ

dt
= −ζ (∇h · v⃗h)︸ ︷︷ ︸

divergence term

−
(

∂w
∂x

∂v
∂ z

− ∂w
∂y

∂u
∂ z

)
︸ ︷︷ ︸

twisting term

− 1
ρ2 k⃗(∇h p×∇hρ)︸ ︷︷ ︸

solenoidal term

+ νm∇
2
ζ︸ ︷︷ ︸

diffusion term

. (1.2)

The subscript h marks the horizontal components, where the vertical direction is assumed
to be zero. In fact, only the solenoidal term is able to create vertical vorticity from an ini-
tially non-rotating flow. It describes the baroclinity, that is, the misalignment of surfaces of
constant pressure and constant density. If the density is replaced with the temperature by
using the ideal gas law, it can be shown that baroclinity also describes the misalignment of
surfaces of constant pressure and constant temperature. In a baroclinic atmosphere, there
is a temperature gradient on a constant pressure surface, which would create a circulation
and thus vorticity. Mathematically, the circulation can be regarded as the averaged vor-
ticity for a specific area. The solenoidal term can further be interpreted as a contribution
to the horizontal shear of the horizontal velocity because (∂ρ/∂x)(∂ p/∂y) creates ∂v/∂x
and (∂ρ/∂y)(∂ p/∂x) creates ∂u/∂y or in words, a horizontal pressure gradient acceler-
ates lighter air parcels faster than heavier ones. The horizontal divergence and diffusion
term already require existing vertical vorticity to be nonzero. A converging flow decreases
the radius of air parcels that circulate in a vortex tube. This necessarily increase the vor-
ticity in accordance with the Kelvin’s circulation theorem, which says that in a barotropic
(∇p×∇ρ = 0), inviscid fluid the circulation is constant. In incompressible flows, ∇h · v⃗h
can be replaced with −∂w/∂ z due to the conservation of mass. Therefore, the divergence
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term is also described as the stretching term because the ends of a vertical vortex tube are
being pulled apart in case of positive vertical gradients of w. Such gradients would stretch
and thin the vortex tube, resulting in higher vorticity. The molecular diffusion (often ne-
glected in turbulent flows) tries to unify the vorticity field. It removes vorticity where it is
high and increases vorticity where it is low, although counter-gradient diffusion is theoret-
ically possible (Rafkin et al., 2016). The twisting term produces vertical vorticity through
the product of horizontal gradients of w and the vertical shear of the horizontal wind, that
is, horizontally orientated vortex tubes will be tilted into vertical direction.

In this thesis, a Boussinesq-approximated form of the Navier-Stokes equations without
viscous forces is used for the numerical simulations (see Chapter 2.1). In such a system,
baroclinic processes can not directly generate vertical vorticity because the solenoidal term
described above is zero for this component (see also Cao, 1999; Ito et al., 2013). Instead,
processes like vortex stretching, tilting, advection, and the (subgrid-scale) turbulent diffu-
sion can locally modify vertical vorticity (see also Kanak, 2006). If the baroclinic term of
the three-dimensional vorticity equation (second term on the right hand side of Eq. (1.1)) is
split into

1
ρ2 ∇ρ ×∇p =

1
ρ2

(
∇hρ ×∇h p+∇hρ × ∂ p

∂ z
k⃗+

∂ρ

∂ z
k⃗×∇h p

)
, (1.3)

it can be shown that only the horizontal component (second term on the right-hand side of
Eq. (1.3)) is retained under the Boussinesq approximation because of

1
ρ2 ∇hρ × ∂ p

∂ z
k⃗ =− g

θ0
k⃗×∇hθ

∗ (1.4)

Here, θ is the potential temperature, g is the gravitational acceleration, a subscript 0 denotes
the so-called basic state in hydrostatic equilibrium and an asterisk marks deviations from
this state so that all thermodynamic variables Ψ such as the pressure, density, or (potential)
temperature can be written as Ψ(x,y,z, t) = Ψ0(z)+Ψ∗(x,y,z, t). In the original primitive
equation model, the baroclinic term has both horizontal and vertical components (Cao and
Cho, 1995; Cao, 1999). The first and last term of Eq. (1.3) (both zero in a Boussinesq flow)
arise out of the flow inertia and are completely independent from gravitational forces. The
second term (active in a Boussinesq flow) describes the generation of horizontal vorticity
through the buoyancy force that acts on displaced air parcels from their unperturbed position
(see again Eq. (1.4)). However, because baroclinic effects are unable to generate vertical
vorticity under the Boussinesq approximation, it must be initially created by the twisting
term so that a vertical vortex can form (see also Heifetz et al., 2019). Flow convergence or,
equivalent, the stretching term might then increase existing vertical vorticity and a persistent
DD might be generated. The above information is important to better understand the remarks
on vortex development in the subsequent chapters.

Some analytical vortex models have frequently applied to describe DD dynamics. This
especially includes the Rankine (Rankine, 1868), Burgers-Rott (Burgers, 1948; Rott, 1958)
and Vatistas (Vatistas et al., 1991) vortex models. For example, Kanak (2005) and Nishizawa
et al. (2016) applied the Rankine and Burgers-Rott model to their numerically simulated
DD-like vortices. The analysis of Kanak (2005) showed that the Burgers-Rott model is more
precise for the convective vortices that spontaneously arise in numerical simulations of the
CBL. However, also the Rankine model gave satisfying results. Sinclair (1973), Tratt et al.
(2003), and Bluestein et al. (2004) only used the Rankine vortex to analytically describe the
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radial distribution of the tangential velocity of measured DDs. For a similar purpose, Lorenz
(2014) and Jackson et al. (2021) used the Vatistas model. Also more complex approaches
have been discussed in literature to model DD dynamics like an exact solution of the Euler
equations for an incompressible non-dissipative medium by Onishchenko et al. (2021). Such
approaches are rarely used in practice, probably because of their more difficult application.
In the following Chapters 3 and 4, the Rankine vortex model is applied, which is why it
is briefly introduced. The Rankine vortex model neglects the radial and vertical velocity
components and assumes a solid body rotation inside a finite round core of radius rc with
constant vorticity (forced vortex) followed by a potential or free vortex with zero vorticity
everywhere. In such a structure, the piecewise-continuous tangential velocity profile vΦ in
radial direction r is determined by

vΦ(r) =

{
V r/rc for r ≤ rc,

V rc/r for r > rc,
(1.5)

which describes a linear velocity increase with radial distance in the core up to a charac-
teristic or maximum value V and a subsequent decrease with r−1 in the outer region. The
point where V is reached (at rc) is often described as the vortex wall radius (e.g. Kurgansky
et al., 2016; Lorenz, 2016). As mentioned above, the vorticity is constant in the core and is
generally given by

∇cyl × v⃗cyl =

(
1
r

∂vz

∂Φ
− ∂vΦ

∂ z

)
e⃗r +

(
∂vr

∂ z
− ∂vz

∂ r

)
e⃗Φ +

1
r

(
∂

∂ r
(rvΦ)−

∂vr

∂Φ

)
e⃗z, (1.6)

where ∇cyl and vcyl are the nabla operator and velocity vector in cylindrical coordinates
(r,Φ,z), respectively, and e⃗r,Φ,z describes the cylindrical unit vectors. Eq. (1.6) yields a
vertical vorticity ζ of 2V/rc (angular velocity of V/rc) if the tangential velocity profile from
Eq. (1.5) is assumed and vr and vr are neglected. Another important physical parameter for
the analysis of vortices is the circulation C, which describes the macroscopic rotation for a
finite two-dimensional area of the fluid. It can be determined by the surface integral of the
curl of the velocity field. If the surface normal direction points in the direction of the vertical
unit vector, the circulation around a Rankine vortex with constant vorticity amounts to

C =
∫ ∫

S
ζ dS = 2πV rc, (1.7)

in which S describes the surface. Also the pressure drop ∆p can be derived from the Euler
equations in polar coordinates under the assumption of axial symmetry (e.g., Alekseenko
et al., 2007). It is given by

∆p = ρV 2. (1.8)

The pressure reduction at the core boundary, where also the maximum tangential velocity V
is reached (see above), is given by ∆p/2. This result is often used to define the vortex radius
if a visible dust column is absent (e.g., Lorenz, 2014; Lorenz and Lanagan, 2014; Lorenz
and Jackson, 2016; Kahanpää et al., 2016). In spite of its simplicity, the Rankine combined
vortex model performs well for various of applications (Kurgansky et al., 2016).

Another approach to theoretically understand and describe steady-state vortex dynam-
ics is the thermodynamic framework proposed by Rennó et al. (1998) in which DDs are
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regarded as convective heat engines in cyclostrophic balance, that is, centrifugal forces are
balanced by pressure gradient forces. The theory is able to predict the pressure drop as
well as the wind speed (horizontal and vertical) of convective vortices and was successfully
validated against real DDs (Rennó et al., 2000). It is used in Chapter 5 for a theoretical
evaluation of the numerical results. Therefore, it is shortly described below. Rennó et al.
(1998) derived the following equation to get the order of magnitude for the pressure drop
across a dust devil:

∆p = p∞ − pc = p∞

{
1− exp

[(
γη

γη −1

)(cp

R

)(Tc −T∞

T∞

)]}
. (1.9)

Here, pc, Tc, p∞, and T∞ are the pressure and temperature at the vortex center (subscript
c) and at a large radial distance from the center (subscript ∞), respectively. The variable
R is the gas constant of air, and γ is the fraction of the total dissipation of mechanical
energy consumed by friction near the surface with a value between 0.5 and 1.0 (Rennó
et al., 1998). The thermal efficiency η defines the fraction of the heat input that is turned
into work. The Carnot efficiency represents an upper bound for η . In practice, η can be
estimated as gzi/cpT∞ with zi the boundary layer depth and cp the specific heat capacity at
constant pressure (Souza et al., 2000; Kurgansky et al., 2016). Typical values are η ≈ 0.1
(Rennó and Ingersoll, 1996; Rennó et al., 1998, 2000). Equation (1.9) predicts the maximum
thermodynamic intensity of a convective vortex (Rennó et al., 2000). Consequently, ∆p
should be considered as an upper limit for DDs rather than a typical value. By using the ideal
gas law and Eq. (1.9), an expression for the wind speed around a DD under cyclostrophic
balance can be derived:

vΦ =

√
RT∞

{
1− exp

[(
γη

γη −1

)(cp

R

)(Tc −T∞

T∞

)]}
. (1.10)

This tangential velocity estimate is usually interpreted as an upper bound to the observed
values (Rennó and Ingersoll, 1996; Rennó et al., 2000; Souza et al., 2000). Equations (1.9)
and (1.10) can be further simplified by using the assumptions γη − 1 ≈ −1 (Rennó et al.,
1998) and 1−exp(−x)≈ x for an arbitrary number x ≪ 1 (see also Kurgansky et al., 2016):

∆p =
γηcp p∞(Tc −T∞)

RT∞

, (1.11)

vΦ =
√

γηcp(Tc −T∞). (1.12)

The Eqs. (1.11) and (1.12) are the equations used in this thesis.

1.3 Numerical Simulation of Turbulent Flows
In this thesis, turbulence-resolving flow simulations are performed. This section gives an
overview of the physical and mathematical background regarding these numerical simula-
tions. Based on the given information, requirements for the numerical simulation of DDs
are subsequently introduced (Section 1.4).

A fluid can be treated as a continuous medium instead of studying the movement of
individual molecules. In such a medium, two different states regarding the fluid’s flow are
distinguished: a laminar state, where streamlines appear mostly parallel, and a turbulent
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state, where streamlines are very irregular. To determine whether a flow is turbulent or
laminar, the Reynolds number can be calculated, which is a dimensionless quantity that de-
scribes the ratio of inertial forces to viscous forces. The critical value above which the flow
is considered turbulent varies, for example, with the specific geometry. For a pipe flow, a
typical critical value is 2300 (Schlichting and Gersten, 2006). Above this value, the smallest
disturbance would be sufficient to cause a turbulent state. The vast majority of engineering
and geophysical flows are turbulent, which especially includes atmospheric boundary layer
flows with typical Reynolds numbers of 108 (e.g., Wyngaard, 2010). Such flows are ex-
tremely sensitive regarding initial and boundary conditions and are characterized by many
eddies of different spatial and temporal scales that interact with each other and exchange
energy. In addition, turbulent motions are three-dimensional, anisotropic, nonlinear, un-
steady and irregular. Consequently, flow quantities like the velocity or the temperature vary
significantly with position and time, which is why they appear mostly random and chaotic.
Therefore, turbulence is usually described by its statistical properties. An exact prediction
of the state of a turbulent flow is impossible because no general, continuously differentiable,
analytical solution of the Navier-Stokes equations exist. In case of very idealized and simpli-
fied conditions like for homogeneous, stationary, isotropic, and/or incompressible turbulent
flows, the Navier-Stokes equations can be solved analytically. One of the most important
feature of turbulence is the ability to mix and redistribute the fluid’s matter, heat, or mo-
mentum much more effectively than a laminar flow, where only the molecular diffusion is
responsible for mixing. Finally, turbulent flows are characterized by a high rate of energy
dissipation due to the enhanced frictional forces between fluid elements. Thus, a continuous
energy supply is necessary to sustain a turbulent state. Typical examples of turbulent flows
are wind turbine wakes, rivers, boundary layer flows, or exhaust plumes from chimneys. For
a comprehensive overview about the key properties of turbulence, the reader is referred to
Tsinober (2009).

Figure 1.5 schematically visualize the wave-number-dependent kinetic energy distribu-
tion E(k) of a typical atmospheric turbulence spectrum as a log-log graph. It can be inter-
preted as a representation of the size-dependent eddy strength and plays a crucial role in the
understanding of the different modeling approaches for turbulent flows (see next paragraph).
The turbulence spectrum is typically derived from the power spectral density of the turbu-
lent velocity field. Its integral is equal to the variance of this velocity (see also Wyngaard,
2010). The region adjacent to the peak value and the leftmost side of the spectrum belong
to the energy containing or production range, where Turbulence Kinetic Energy (TKE) is
added to the flow by the extraction of energy from the mean flow. The production range
covers the largest (small wave numbers), energy containing, and highly anisotropic eddies
of the spectrum, where viscous effects are negligible. The middle area is known as the in-
ertial subrange, where TKE approximately follows the Kolmogorov -5/3 power law scaling.
Here, energy is transferred from larger to smaller scales (without loss or production) caused
by the nonlinear interactions between the eddies and the decay of vortices. Strictly speaking,
this is only true on average. An instantaneous and local energy transfer is also possible from
small to large eddies, which is known as the backscatter of TKE. The turbulent motions in
the inertial subrange are still dominated by inertial forces and not significantly influenced
by the viscosity of the fluid. At the smallest scales of the spectrum close to the Kolmogorov
length scale, which is about 10−3 m in the atmospheric boundary layer and describes the
characteristic length scale of the dissipative and much more isotropic eddies, the energy is
converted into heat due to viscous forces. This region controls the rate at which TKE is
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extracted from the flow. The whole process of energy transfer from the production range to
the dissipation range is called energy cascade, which is fundamental for the understanding
of turbulence. It implies that under equilibrium conditions the dissipation rate is completely
controlled by the production rate because in between (in the inertial subrange) there are no
sources or sinks of TKE and energy is just transferred to smaller scales as explained above.

Figure 1.5: Schematic view of the turbulence energy spectrum (solid line) and the portions
that are explicitly solved by different simulation approaches for turbulent flows (blue ar-
rows). Vertical dotted lines show the upper limits of the resolved spectrum in terms of the
wave number. The black dashed line indicates Kolmogorov’s k−5/3 power law with ε the
viscous dissipation rate of TKE per unit mass, k the wave number, and Ck the Kolmogorov
constant (Argyropoulos and Markatos, 2015). Reproduced with permission from Elsevier.

As already indicated at the beginning of this section, no tools are currently available
to approach the whole complexity of turbulence analytically. Instead, laboratory and field
experiments (e.g., wind tunnel experiments or scintillometer measurements) as well as CFD
simulations are frequently used. Due to the constant increase in computing power (e.g.,
García-Risueño and Ibáñez, 2012) and the advances in numerical techniques for solving
differential equations, turbulence is nowadays often studied numerically. In general, tur-
bulence simulation approaches try to numerically integrate the atmospheric fluid dynamics
equations, that is, the fully compressible or incompressible, non-hydrostatic Navier-Stokes
equations, in a four-dimensional way (all three spatial directions plus the temporal dimen-
sion). Usually, three different approaches are distinguished. Two of them, the Direct Nu-
merical Simulation (DNS) and Large-Eddy Simulation (LES) technique, try to solve the
governing equations to get a three-dimensional, time-dependent, turbulent flow field for one
specific realization of the flow. A realization represents one specific member of an ensemble
of different repetitions of the same flow scenario. These simulations are called turbulence-
resolving. Conceptually, DNS is the simplest approach. It solves the Navier-Stokes equa-
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tions directly without any simplifying assumption or approximation apart from the inevitable
approximations for solving differential equations numerically. From a physical point of
view, this implies that all turbulent length (time) scales, from the largest (longest) down to
the smallest (shortest), are resolved, which is why it is considered as the most precise way
to simulate a turbulent flow. Because DNS resolves all the scales without the usage of any
turbulence parameterization, it requires a lot of computational resources, that is, the required
number of floating-point operations is usually very high. The computational resources scale
with the third power of the Reynolds number (e.g., Pope, 2000). The Reynolds number
is also a measure of the scale separation between the largest and smallest flow structures.
High values indicate a large difference between their dimensions (e.g., Wyngaard, 2010).
Therefore, DNS is restricted to flows with low or moderate Reynolds numbers typically less
than 104 (e.g., Mellado et al., 2018). It is often suitable for academic research, for exam-
ple to study the fundamentals of turbulence, but not practical for atmospheric or industrial
applications.

LES can be regarded as an intermediate stage between DNS and Reynolds-Averaged
Navier-Stokes (RANS) – the third approach to simulate turbulent flows. In LES, only the
largest energy-containing eddies of the flow are explicitly simulated that account for 80-
90 % of the turbulent transport (e.g., Spiga et al., 2016). The smaller ones are just param-
eterized by using Subfilter-Scale (SFS) models, which try to capture the influence of the
smaller-scale motions on the resolved flow by modeling the so-called SFS stresses. Typ-
ically, these stresses are modeled via certain relationships to the resolved flow quantities.
Famous approaches are the classical Smagorinsky model (Smagorinsky, 1963; Lilly, 1966)
or the eddy-viscosity model by Deardorff (1980), which solves a prognostic equation for
the SFS-TKE. For high Reynolds numbers like those of the atmospheric CBL, near-surface
turbulent interactions and exchanges must still be completely modeled, even in LES. This
so-called near-wall modeled LES is a consequence of the reduced eddy size of the energy-
carrying eddies when approaching the surface. For an explicit resolution of these eddies
much finer grid spacings compared to the bulk region of the flow must be applied, which is
often computationally too expensive. Only for moderate Reynolds numbers, near-wall re-
solved LES is an appropriate tool. To realize the scale separation in LES mathematically, the
Navier-Stokes equations are solved for spatially filtered flow quantities, which are represen-
tative for the larger-scale turbulent motions. Through the filtering, the aforementioned SFS
stresses arise due to the nonlinearity of the Navier-Stokes equations. The filtering can be
realized either by an explicit analytical filter (e.g. a Gaussian or box filter) or by an implicit
filtering, where the discretization on a numerical grid with a certain characteristic grid spac-
ing works as the low-pass filter (e.g., Schumann, 1975). In case of implicit filtering, scales
less than the characteristic filter width are often named as the Subgrid-Scale (SGS) instead
of the more general term SFS. For both explicit and implicit filtering, the characteristic filter
width must be located within the inertial subrange of the turbulence spectrum. Otherwise,
either the modeled part of the spectrum will be too large for achieving reasonable results
or the computational costs will exceed the available resources. Formally, the decomposi-
tion of a turbulent quantity, for example the velocity component u, into a spatially filtered
(resolved) part ũ(⃗x, t) and a residual (SFS) part u′′(⃗x, t) so that

u(⃗x, t) = ũ(⃗x, t)+u′′(⃗x, t) (1.13)

is typically introduced by the explicit application of a low-pass filter function G according



18 1 Introduction

to the formula

ũ(⃗x, t) =
∫ ∫ ∫

∞

−∞

G(⃗x− x⃗′)u(⃗x′, t) dx′1 dx′2 dx′3 (1.14)

with x⃗′ being the variable to be integrated. The quantity ũ(⃗x, t) is still a turbulent field be-
cause only a portion of the turbulence spectrum is filtered out. The scale separation enables
LES to be computationally less expensive than DNS but it still requires more computational
resources than RANS with the advantage of an increased accuracy and reliability. Addi-
tionally, LES provides information about the flow that RANS is not able to supply, like
high-frequency turbulent time series that can directly be measured in reality. The increasing
computing power during the recent decades has led to a frequent usage of LES also in many
engineering applications (e.g., Sarkar, 2020).

Finally, RANS models parameterize all the turbulent scales and the governing equations
are solved for the mean quantities with the help of turbulence models (e.g., eddy viscosity
models) that account for the effects of the turbulent scales on the mean flow via the clo-
sure of the unknown Reynolds stress terms. These terms arise from the averaging of the
Navier-Stokes equations and represent the mean transfer of, for example, momentum and
heat, caused by the whole spectrum of turbulence. Turbulence models are often less univer-
sal and require more model tuning compared to their counterpart in LES – the SFS models.
The latter must only take care of the small turbulent scales, which contain much less en-
ergy and which tend to be similar in many physical setups. Instead, turbulence models must
capture the whole range of eddies, also the large energy-containing and anisotropic ones.
This makes the turbulence models an important model component for the final flow solu-
tion despite the fact that they are subject to large uncertainties. The averaging operation in
RANS usually corresponds to an ensemble average or, in case of stationary turbulence, to
a temporal average. Each turbulent quantity, for example the velocity component u, can be
decomposed into a mean value u(⃗x, t) and a deviation u′(⃗x, t) from it:

u(⃗x, t) = u(⃗x, t)+u′(⃗x, t). (1.15)

The ensemble-averaged value u(⃗x, t) is defined as

u(⃗x, t) = lim
N→∞

1
N

N

∑
n=1

u(⃗x, t;n), (1.16)

where the summation index n indicates each individual realization of the flow and N de-
scribes the total number of realizations. The ensemble average, also often referred to as the
Reynolds average, is a linear operator that fulfills the commutative and distributive property.
In addition, averaging u again has no effects and an average of the fluctuating part is zero. If
the turbulent quantity is stationary or homogeneous, the ensemble average is only a function
of x⃗ or t, respectively, and it can be replaced by a time or spatial average of a single real-
ization (see also Wyngaard, 2010). RANS is less computationally expensive compared to a
comparable realization of the physical setup with DNS or LES, which is why it is widely
used in industrial applications. However, for investigating the characteristics of turbulence
and turbulent phenomena like DDs, RANS is unsuitable (see also Section 1.4).

The basic ideas of the aforementioned methods for simulating a turbulent flow can be
schematically incorporated into the energy cascade and the underlying turbulence spectrum.
This is shown in Fig. 1.5 by the blue arrows, which mark the regions of the spectrum that are
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explicitly solved by the respective CFD method. However, the methods mentioned so far
are by far not complete. Further approaches have been developed like Unsteady Reynolds-
Averaged Navier-Stokes (URANS), Very Large-Eddy Simulation (VLES), or hybrid RANS-
LES that shall be mentioned here only for the sake of completeness (see also Fröhlich and
von Terzi, 2008). In contrast to steady-state simulations, where the flow does not change
with time, URANS also considers the large-scale unsteadiness of the flow but these simu-
lations are still based on the RANS equations. Also VLES tries to explicitly simulate the
larger-scale portion of the eddies but is based on the traditional LES approach that uses SFS
models. In case of hybrid RANS-LES, the basic idea is to define three different regions: one,
where RANS is applied and another one, where LES is applied with a transition region in
between that is controlled by blending functions, which smoothly switches between the two
model types. This approach tries to make use of the advantages of LES while keeping the
efficiency of RANS models where LES would be too expensive. In this thesis, DNS (Chap-
ter 4) and LES (Chapter 3, 5, and 6) are performed. In a next step, it is clarified how and
under which constraints DDs, as a turbulent phenomenon in the CBL, can be numerically
simulated.

1.4 Numerical Simulation of Dust Devils
One main motivation for studying DDs numerically is related to the much simpler genera-
tion of spatially and temporally high-resolution, three-dimensional data compared to field
measurements. Regions of ∼ 10km2 can be monitored in a simulation with high spatial and
temporal resolution of several meters and a few tenths of a second, respectively (e.g., Raasch
and Franke, 2011). So far, this is not possible with measurements. As soon as the resolu-
tion is high (∼ 1m), the monitoring area gets rather small (∼ 100–1000 m2) (e.g., Oncley
et al., 2016; Inagaki and Kanda, 2022). In addition, nearly every DD feature can be derived
from the numerical data without too much effort. Instead, measurements must often focus
on a limited number of DD features, mostly the pressure drop (e.g., Lorenz, 2012) and the
flow field with only some or all wind components included (e.g., Sinclair, 1973; Bluestein
et al., 2004). Another aspect which motivates the numerical simulation of DDs is to find
a parameterization for global and regional climate models that accounts for the effects of
convective vortices on the dust cycle (see also Spiga et al., 2016). Only with numerical sim-
ulations, a large population of DDs, covering the whole range of different characteristics,
can be determined under various environmental conditions. Using this population, a DD
parameterization could be established.

The previous section has shown that turbulence-resolving numerical simulations are only
possible with DNS and LES. Because DDs develop in the atmospheric CBL, which is
a strong turbulent environment, and because DDs by themselves are considered to be a
turbulent, coherent phenomenon with spatial and temporal scales of just a few meters and
minutes (see again Subsection 1.2.2), an explicit resolution of at least some parts of the
turbulence spectrum must be ensured to investigate these vortices. Thus, only DNS and
LES are capable of adequately resolving DDs, at least if a sufficiently small grid spacing is
chosen. Figure 1.6 illustrates what a sufficiently small grid spacing means in terms of the
turbulence energy spectrum introduced one section before. Even if a resolution below 1 m is
chosen, typical dust devils with diameters of 1–10 m (see Table 1.1) are still affected by the
poorly resolved scales. An appropriate spatial resolution of a specific phenomenon typically
requires at least 5–10 grid points (e.g., Xie and Castro, 2006; Spiga et al., 2016). Due to
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an artificially increased dissipation by the numerical model’s advection scheme and/or a
too dissipative behavior of the SGS model, the simulated kinetic energy of scales of even
several times the grid spacing significantly deviate from reality (see Fig. 1.6). Therefore, it
is desirable to shift the poorly resolved wave numbers as far as possible toward high wave
numbers away from the DD scale. A high resolution below 1 m must be chosen for DNS
anyway to work appropriately for atmospheric flows with smallest scales of ∼ 10−3 m.

Figure 1.6: Idealized turbulence kinetic energy spectrum measured in the CBL (black line)
or derived from LES (blue line). The wave number that belongs to the LES grid spacing ∆

is indicated by the red line at π/∆. The shaded area in blue indicates the typical horizontal
size range of dust devils (Spiga et al., 2016). Reproduced with permission from Springer
Nature.

Despite a relatively large grid spacing of several tens of meters, Mason (1989) and Kanak
et al. (2000) were the first who present evidence of dust devil-like, convective whirlwinds
in LES of the terrestrial CBL. Also Ito et al. (2010b) showed with a resolution of 50 m that
the characteristic vortex structure can be at least qualitatively reproduced even in relatively
coarse-resolution LES. However, results from high resolutions with grid spacings of a few
meters are, of course, much closer to real DDs (Kanak, 2005; Raasch and Franke, 2011).
Coarse-resolution LES probably resolve rather the larger-scale "parent-type" circulations, in
which DDs are embedded, and not the actual DD-scale vortex (Kanak, 2006).

In addition to the resolution, the physical size of the simulation domain is a crucial
issue. There is strong evidence that the existence of vertical vortices is connected to the
larger-scale cellular flow pattern of the CBL and to the vertically deep convective plumes
(see Subsections 1.2.1 and 1.2.3). The convective pattern shows a spatial horizontal scale
of several times the boundary layer height, that is, several kilometers, whereas the depth of
the big thermals directly scales with the boundary layer height (e.g., Mason, 1989; Kanak
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et al., 2000). Both the pattern and the thermals must be resolved by a sufficiently large
simulation domain to simulate the typical environment for dust devil formation realistically.
A sufficiently large domain is only guaranteed if artificial flow effects caused by the domain
boundaries and their conditions (usually periodic in LES of DDs) are minimized and do not
affect the development of the cells or plumes. The resolution demand is not solely restricted
to the convective thermals and cells but to the whole range of atmospheric phenomena,
which might control the main features of the CBL such as secondary circulations. A similar
statement was made by Spiga et al. (2016):

A proper representation of the fundamental boundary layer dynamics, i.e., the
cellular pattern of convection, is as important as the highest possible resolution
for the successful simulation of dust devil.

Therefore, the DNS approach fails here. The today’s available computing power is not suf-
ficient to fully resolve all the atmospheric scales from 10−3 m to 103 m. Nevertheless, DNS
can be applied for simulations on a laboratory scale and, thus, for lower Reynolds numbers
than in the atmosphere. In some DNS, convective vortices similar to DDs could already be
observed in classical Rayleigh–Bénard convection or in unbounded free convection over a
heated plate (e.g., Cortese and Balachandar, 1993; Fiedler and Kanak, 2001; Mellado, 2012).
However, DNS has rarely been used so far for an investigation of DDs (see also Chapter 4)
probably because no vortices similar to the real atmospheric scale can be simulated with this
technique, at least within the medium air. Other gases or liquids with high fluid viscosities
can be principally simulated with DNS on a larger scale than a few meters because a high
fluid viscosity reduces the Reynolds number (see also Mellado et al., 2018). If DD-like vor-
tices were detected in DNS simulations, they were only superficially investigated or these
kind of vortices were only a side effect of the actual research topic. A comprehensive DNS
investigation of the statistics of a large dust devil population and an analysis of the vortex
dynamics with DNS are still missing.

When DDs are simulated with LES, the flow is affected by both the parameterization
of the SFS mixing and the boundary conditions for the surface-atmosphere exchange. DDs
originate in the surface layer, which is typically 10–100 m thick in the atmospheric CBL
(e.g., Stull, 1988). Typical model resolutions in DD studies are of the order of 10 m (Kanak,
2006), that is, the surface layer is usually enclosed by a few grid points only. Thus, near-
surface processes including DDs are often not well-resolved and the parameterization of the
SFS as well as the numerical treatment of the ground surface might significantly affect the
development of DDs. Common approaches to model the surface-atmosphere exchange of
heat, momentum, and matter are bulk aerodynamic formula (e.g., Kanak, 2005) or bound-
ary conditions based on Monin-Obukhov Similarity Theory (MOST) (e.g., Maronga et al.,
2020b). However, no investigations on the effects of surface boundary conditions or SFS
models on DDs exist so far, which is why this issue is addressed in Chapter 4.

Beside the uncertainties that arise from the SFS model and the boundary conditions, the
flow solution is also affected by several simplifications that are frequently made in LES of
terrestrial DDs. These simplifications are partly applied but also partly rejected in Chapters
3–6, depending on the specific research question. First, moisture and related phase changes
are not considered (e.g., Gu et al., 2008; Ito et al., 2010b; Raasch and Franke, 2011) because
they are insignificant for the arid and semi-arid regions where DD occur (see again Sec-
tion 1.2.1). Second, no radiative processes are included in the numerical setups and a fixed
sensible heat flux is imposed at the surface during runtime (e.g., Zhao et al., 2004; Kanak,
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2005; Raasch and Franke, 2011; Klose and Shao, 2016). This is especially reasonable for
LES simulations that have simulation times of several hours and want to capture a quasi-
stationary state of the atmosphere during the afternoon of a typical sunny summer day. Also
if the radiative forcing timescales are larger than the convective timescales, adequate sim-
ulation results can be expected even if radiative processes are not considered (Spiga et al.,
2016). In addition, Kurgansky et al. (2016) mentioned that the radiative feedback caused by
the radiation absorption of the lifted particles might be only important for very large martian
DDs during the late afternoon. Third, several LES of DDs run without a prescribed back-
ground wind in the free convection regime (e.g., Kanak et al., 2000; Kanak, 2005; Gheynani
and Taylor, 2010; Ohno and Takemi, 2010a). However, Subsection 1.2.2 has indicated a po-
tentially large effect of a background wind on the DD formation, which would be completely
neglected in such idealized setups. Finally, the explicit simulation of airborne particles is
rarely part of the simulation because the focus is mostly on the dynamics and basic statistics
of DDs. The publications of Zhao et al. (2004), Gu et al. (2006), Ito et al. (2010a), and Klose
and Shao (2016) are the only exceptions for terrestrial investigations. Zhao et al. (2004) and
Gu et al. (2006) considered the transport of sand particles of different size (40–160 µm and
100–300 µm, respectively) based on a Lagrangian coordinate system and artificially injected
the particles into the simulation domain without a physics-based dust emission scheme. Ito
et al. (2010a) used an Eulerian approach to model the dust concentrations for four different
grain sizes (1, 3, 6, and 10 µm) and applied an experimental formula for the dust release.
In fact, Klose and Shao (2016) were the first who incorporated a physics-based and size-
resolved dust emission, transport and deposition scheme into their LES, focusing on DDs.
If neither dust release nor dust transport mechanisms are included in the simulations, real
DDs can not be simulated as soon as the visibility of the vortex is a mandatory criterion
to be considered as a DD. This is why LES studies of DDs normally focus on vertically
oriented, coherent, columnar whirlwinds and not on visible vortices. These whirlwinds are
very common in simulations of the CBL. They are sometimes called dust devil-like vor-
tices in the absence of visible tracers, which is legitimate because no universal theoretical
or mathematical dust devil definition exists and the basic dynamics are the same (see also
Kanak, 2006; Oncley et al., 2016; Spiga et al., 2016). If not otherwise stated, this thesis
does not distinguish between a dust-laden vortex and an invisible one (see also Section 2.2).
The terms (convective) vortex, whirlwind, dust devil, and dust devil-like vortex are used as
synonyms. Also note that the focus of this thesis is not on numerical simulations of individ-
ual vertical vortices, which are triggered by an appropriate selection of initial and boundary
conditions (e.g., Zhao et al., 2004; Gu et al., 2008). Instead, the attention is on CBL-scale
simulations, where convective vortices spontaneously occur as in nature.

1.5 Objectives and Structure of the Thesis
In the following, the main research focus of this thesis is clarified based on the previously
mentioned research areas related to terrestrial DDs. However, the focus of each single study
and the motivation for it (Chapter 3, 4, 5, and 6) is comprehensively explained in the respec-
tive article. Here, the basic context of all four studies is highlighted.

Different LES studies noticed a significant quantitative discrepancy between features of
numerically simulated DDs and observed ones, although from a purely qualitative perspec-
tive a high level of agreement was found, for example for the overall flow structure. Kur-
gansky et al. (2016) stated that there is a smaller vertical vorticity in numerical simulations
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compared to observed DDs and that LES of the atmospheric CBL typically produces many
low-intense DD-like vortices instead of a few very intense ones. Even in high-resolution
LES of Kanak (2005), central pressure deficits were about one order of magnitude smaller
(∼ 10 Pa instead of ∼ 100 Pa) and diameters larger (∼ 10–100 m instead of ∼ 1–10 m) than
observations suggested. Similar, Spiga et al. (2016) came to the conclusion that differences
from observations were especially noted in the vortex intensity in terms of the central pres-
sure drop with weaker values in simulated vortices. Therefore, a main question of this thesis
is:

1. What causes the quantitative discrepancy between simulated and observed DD-like
vortices and how can realistic values be reproduced in LES?

In other words, this study tries to determine which control parameters are appropriate to re-
produce realistic DDs and how different vortex features depend on these parameters. Section
1.4 highlighted the importance of the model resolution on the DD characteristics. Therefore,
the effects of the grid spacing need to be studied. Investigations regarding a varying reso-
lution were already made, for example by Raasch and Franke (2011), who found out that
vortices are more numerous and intense for higher resolutions. However, it is unclear if
refining the resolution is enough to obtain realistic dust-devil-like vortices (Spiga et al.,
2016). The observational data from Subsection 1.2.1 showed that background winds and
heterogeneities are crucial environmental conditions for the DD development, which is why
their effects are also studied in the following. Only the background wind has been ad-
dressed in other LES studies before. For example, Ohno and Takemi (2010b) showed that
vortices are preferentially generated under moderate wind conditions in terms of their num-
ber and intensity. Furthermore, shorter lifetimes were determined if the mean wind speed
was increased. Results from Raasch and Franke (2011) indicated that the vortex strength and
number heavily depend on the background wind and that for mean winds larger than 5 m s−1

vortex generation is significantly reduced. Spiga et al. (2016) noted that in DD studies het-
erogeneities has not been considered yet although they must be included to make progress
on the understanding of the variability of DD activity with environmental conditions and to
improve the validity of comparative studies between LES and observations. The focus in
this thesis is on heterogeneities of the surface heating because field observations by Rennó
et al. (2004) indicated a significant influence of large horizontal temperature gradients cre-
ated by differently heated surfaces on the generation of DDs. The results of the individual
and integral effects of the grid spacing, background wind, and surface heterogeneities on the
LES of DDs are presented in Chapter 3.

LES has some conceptual disadvantages compared to DNS, which especially includes
the parameterization of SFS processes and the surface-atmosphere exchange. To overcome
these shortcomings, DNS of turbulent Rayleigh-Bénard convection between two differently
heated flat plates are performed in the study presented in Chapter 4. Two main research
question are addressed in this context:

2. Is DNS able to generate DD samples for a comprehensive statistical analysis and if so
what are the main control parameters in these setups?

3. What are differences and similarities between convective vortices in DNS of Rayleigh-
Bénard convection and LES of the atmospheric CBL?

Apart from a comparison with LES, DNS results can also be compared to experimental data
of Rayleigh-Bénard convection. For example, the Barrel of Ilmenau is an appropriate fa-
cility to study DD-like vortices (Loesch and du Puits, 2021). However, quantitative results
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have only recently been published by Kaestner et al. (2023), which is why they are not in-
corporated in the following studies but addressed in the concluding Chapter 7. In Rayleigh-
Bénard convection, flow properties and structures strongly depend on the aspect ratio of the
model domain and the Rayleigh number (Bailon-Cuba et al., 2010; Pandey et al., 2018).
The aspect ratio is especially important with respect to the large-scale thermal plumes and
cellular convective pattern. Both should be captured by the domain, even if a broadening
of structure size with simulation time is observed (e.g., von Hardenberg et al., 2008), which
is sometimes also true in LES (Kanak, 2006). The Rayleigh number significantly controls
the turbulent scale separation in the flow and the overall strength of the convection. Prelimi-
nary DNS investigations indicate that minimum Rayleigh numbers of 106–107 are necessary
for a development of sufficiently strong swirling upward motions (Cortese and Balachan-
dar, 1993; Fiedler and Kanak, 2001). Another control parameter which is examined in the
following DNS simulations is the velocity boundary condition. As shown in Subsection
1.2.1, surface friction affects the DDs significantly. In the following, it is distinguished be-
tween no-slip (zero velocities) and free-slip (zero velocity gradients) boundary conditions,
which represent situations with and without friction, respectively. Cortese and Balachandar
(1993), who focused on the vertical vorticity in the flow under free-slip conditions, noted
that swirling plumes are also present in thermal convection with no-slip boundary condi-
tions but at higher Rayleigh numbers than those required for the free-slip conditions. This
hypothesis still needs clarification. A last question that is addressed in the following DNS
study is related to the formation and maintenance of DDs:

4. Do DD-like vortices in DNS of Rayleigh-Bénard convection preferentially occur at the
vertices and branches of the polygonal convective cells like it can be expected from
LES and if so, what are possible mechanisms for their formation and maintenance?

As mentioned in Subsection 1.2.1, these mechanisms are not yet fully understood and the
close connection between the convective cellular pattern and the occurrence of DDs still
needs to be verified for DNS simulations. To answer the above question, the vorticity budget
equation, which was introduced in Subsection 1.2.3, is considered. The DNS investigations
are discussed in Chapter 4 of this thesis.

The Chapters 3 and 4 will reveal again the previously mentioned strong dependence
of DDs features on the model resolution, which is basically true for both DNS and LES.
However, while the resolution in LES can be chosen much more flexibly from a theoretical
point of view (somewhere in the inertial subrange), DNS already requires a resolution in the
range of the Kolmogorov length scale. Therefore, a quite fundamental question arises:

5. What is the dependence of different DD features on the grid spacing and what is the
required resolution in LES to capture the whole range of atmospheric DDs realisti-
cally?

This research focus is different from the grid spacing investigations of Chapter 3, where it is
mostly on the vortex intensity and where no grid convergence study is conducted. Instead,
the combined effects of different control parameters (grid spacing, background wind, hetero-
geneities) are of main interest and no suggestions for resolution requirements are developed.
In fact, only two different grid spacings (2 and 10 m) are studied in Chapter 3 compared to
a gradually decrease from 10 to 0.625 m in the grid convergence study of Chapter 5. An an-
swer to the above Question 5 would help to better interpret results from differently resolved
runs. Until now, grid spacings from approximately 1 to 100 m has been used in LES studies
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about DDs (Kanak, 2006; Spiga et al., 2016). Even at relatively high resolutions of 3 m,
the maximum wind locations that can be used to describe the size of the vortex core (see
Rankine vortex model in Subsection 1.2.3) are usually only 1–2 horizontal grid points away
from the center (Ohno and Takemi, 2010a). Thus, most DD cores are still poorly resolved
with 3 m grid spacing. Spiga et al. (2016) claimed that there is a strong need to run LES
at finer horizontal grid spacing while keeping the horizontal domain size similar to coarse-
resolution LES. Only in this case, statistics of the numerous small DD-like vortices can be
fully resolved and fine scales of the vortex structure can be assessed. The grid convergence
study of Chapter 5 will also help to solve conflicting statements regarding resolution effects.
Some authors have clearly proven a strong resolution dependence on, for example, the in-
tensity and size (e.g., Raasch and Franke, 2011), while others like Ito et al. (2013) stated that
vortex intensity in terms of the vorticity is left unchanged, even if the horizontal resolution
is refined from 50 to 5 m.

The knowledge of resolution requirements for LES of DDs is especially beneficial for
studies that try to derive quantitative estimates as precise as possible. Such estimations are
obtained for rather simple, basic vortex features (e.g., the size or frequency of occurrence)
but also for more complex quantities like particle fluxes and concentrations, where existing
values are highly variable (see again Subsection 1.2.2). Within the last two decades, most
authors have justified the importance of DDs by their potentially significant dust release
and transport, although dust was not explicitly considered in their simulations (e.g., Farrell
et al., 2004; Raasch and Franke, 2011; Oncley et al., 2016). The frequent usage of this
justification highlights the importance to clarify the role of DDs for the local, regional, and
global dust cycle. So far, the global contribution by DDs to the total mineral dust emission
is estimated between 3.4 % (Jemmett-Smith et al., 2015) and 35 % (Koch and Renno, 2005).
Contributions of 38 % and 53 % are given for the regions of North Africa (Pan et al., 2021)
and Western China (Han et al., 2016), respectively. However, the determination of these
values mostly rely on the combination of measurements, weather forecasting models like
WRF or the IFS developed at ECMWF, and DD theory. LES was not applied to derive these
estimates. So far, the only estimate based on LES was derived by Klose and Shao (2016).
They stated a regional contribution for Australia in the range of 0.03–0.19 % but used a
rather coarse grid spacing of 10 m. Spiga et al. (2016) noted that the explicit treatment of the
lifting and transport of dust in LES of terrestrial DDs is still a nascent area of research, which
is why most LES are restricted to invisible convective vortices rather than real visible dust
devils. In this thesis, particle fluxes and concentrations with respect to DDs are discussed in
Chapter 6 in order to provide a valuable contribution to this nascent area of research and to
the debate about the significance of the DDs sediment transport. Answers to the following
question shall be given:

6. How much do DD-like vortices contribute to the particle release and transport in the
atmospheric CBL and what are typical particle concentrations within theses vortices?

The most up-to-date view on this issue is summarized in Klose et al. (2016). They state
that the DD contribution to the continental or global dust budget on Earth seems to be small
but on local and regional scales convective vortices can be a major dust event type with
consequences for the visibility, cloud processes, topography, soil productivity, human as
well as animal health, and atmospheric thermodynamic properties (see also Section 1.1).

The structure of this thesis results as follows: After a summary of the methods that are
used to investigate DDs, three peer-reviewed research papers are presented in Chapters 3–5
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that address the Questions 1–5 above. A fourth study about the amount of dust release and
transport by DDs is presented in Chapter 6. This study is still under review. It concludes the
result section. Finally, conclusions of the whole thesis are given that summarize and discuss
the main achievements and that give a future perspective on different topics related to DDs.



Chapter 2

Methods

This chapter introduces the basics about the methods that are frequently applied in this the-
sis. One of these methods is the numerical flow simulation with the PALM model system
(Raasch and Schröter, 2001; Maronga et al., 2015, 2020a), which has been developed at the
Institute of Meteorology and Climatology in Hanover since the 1990s. The model is intro-
duced in Section 2.1 with all components and features that are relevant for the subsequent
chapters. For a comprehensive overview of PALM, the reader is referred to Maronga et al.
(2020a). The identification algorithm (Section 2.2) and the statistical analysis of convective
vortices (Section 2.3) are further important components of this thesis. The last section of
this chapter explains how instantaneous and time-averaged three-dimensional data of indi-
vidual DDs are obtained. During the past five years of this research project, all methods
were subjected to modifications either due to general improvements and additions or due
to specifics of the investigated research questions. While the applied model components of
PALM remained almost unchanged, the methods regarding the DD identification and sta-
tistical analysis underwent significant changes based on the observations that were made in
each single study. This chapter aims to highlight the basic ideas and similarities of the meth-
ods. Details can be found in the respective articles. Also the user extensions to the PALM
model code and the postprocessing scripts are linked there via the research data repository
system of the Leibniz University Hannover (https://data.uni-hannover.de/). There-
fore, the developed user code is not attached to this thesis.

2.1 The PALM Model System
The PALM model system, originally called the Parallelized Large-Eddy Simulation Model
(PALM), is used for the DNS and LES simulations in this thesis. It is a Fortran-based model
code specifically used for LES of different types of atmospheric and oceanic boundary layer
flows (e.g., Noh et al., 2004; Kanda et al., 2013; Dörenkämper et al., 2015). PALM has been
frequently applied to study characteristics of CBLs, for example, with respect to surface
heterogeneities (Maronga and Raasch, 2013) or clouds (Gronemeier et al., 2017). First
studies on DDs with PALM were performed by Raasch and Franke (2011). The subsequent
investigations frequently refer to the main results of this study. The model code of PALM
is optimized for the usage on massively parallel computer architectures. Parallelization
is realized with the Message Passing Interface (MPI) (e.g., Gropp et al., 1999) through a
two-dimensional domain decomposition along the horizontal directions with usually but not
necessarily equally sized subdomains (a difference of one grid point is maximum allowed).

In its default state, PALM solves the non-hydrostatic, incompressible and Boussinesq-
approximated form of the Navier-Stokes equations, where the density is treated as a con-
stant. In LES mode, the equations are filtered by a spatial scale separation approach after
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Schumann (1975), where the resolved quantities are defined as a spatial average over dis-
crete Cartesian grid volumes. Thus, the separation of the resolved and unresolved scales is
done implicitly via the numerical grid (see also Section 1.3). In total, six prognostic vari-
ables are solved on a staggered Arakawa C-grid (Harlow and Welch, 1965; Arakawa and
Lamb, 1977): the Cartesian velocity components u, v, and w that are defined centrally at
the faces of a grid box, the potential temperature θ , the SGS-TKE e (only in LES mode),
and an arbitrary passive scalar s that are all defined at the grid box center. The final set of
equations, which describes the conservation of momentum, mass, thermal internal energy,
and any scalar quantity for a dry atmosphere can be written in continuous form with the help
of the Einstein summation convention as
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Here, i, j,k ∈ {1,2,3}, f j = (0, f ∗, f ), δ is the Kronecker delta, ε is the Levi-Civita symbol,
ug, j = (ug,vg,0) are the geostrophic wind speed components, g = 9.81 m s−2 is the gravita-
tional acceleration, χs represents source/sink terms of s, and π∗ = p∗+2/3ρe describes the
modified perturbation pressure (also called dynamic pressure) with p∗ being the perturba-
tion pressure and e = 0.5u′′k u′′k the SGS-TKE. The deviatoric or reduced stress τ r
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An overbar is used here instead of a tilde as in Section 1.3 to indicate spatially filtered
quantities because the spatial scale separation approach after Schumann (1975) acts like a
Reynolds operator. Angular brackets mark a horizontal average. The terms in Eq. (2.1)
represent from left to right the local change in time of the filtered velocity, the advection
term in flux form, the Coriolis force, the large-scale pressure gradient term expressed by
the geostrophic wind, the dynamic pressure gradient term, the buoyancy term, and gradients
of the SGS turbulent transport. The isotropic term 2/3e of the dynamic pressure, which
represents the hydrostatic or volumetric part of the total SGS stress tensor, is often omitted
in incompressible model codes like PALM. This is because the pressure term in Eq. (2.1) is
solely used to guarantee a velocity field free of divergence (see below). Spatial gradients of
the hydrostatic part, however, would create such divergences, which would then have to be
removed by the pressure term again. Therefore, these spatial gradients are not considered at
all.

The above equations do not represent a closed system due to the SGS terms, which
arises from the filtering and need to be parameterized (see also Section 1.3). In this thesis,
the 1.5-order turbulence closure after Deardorff (1980) is used for the parameterization in a
modified version based on Moeng and Wyngaard (1988) and Saiki et al. (2000). The closure
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assumes that the transport by SGS eddies is proportional to the local gradients of the mean
quantities. It reads

τ
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with Km and Kh being the local SGS eddy diffusivities of momentum and heat, respectively.
The value for Kh is also used for any other scalar quantity apart from θ . The eddy diffusivi-
ties are proportional to the square root of e and to the SGS mixing length, which takes into
account the thermal stratification. The SGS-TKE is calculated by an own prognostic equa-
tion. For more details regarding the turbulence closure, the reader is referred to Maronga
et al. (2015).

With the above set of equations, PALM can also be used in DNS mode. Only the filtering
is omitted and eddy diffusivities must be interpreted as spatially and temporally constant
molecular values νm and νh. The variable νh describes the thermal diffusivity of the regarded
fluid. When the diffusivities are set constant in PALM, no SGS-TKE is computed (e = 0)
and the following nonhydrostatic and nonfiltered incompressible system of equations in
Boussinesq-approximated form is solved:
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Here, no Coriolis and large-scale pressure gradient force are considered because they do
not affect the flow in DNS of classical Rayleigh-Bénard convection, which is simulated in
Chapter 4. In LES, however, these two forces might become important mainly due to the
much larger temporal and spatial scales of the LES setups (see Chapter 3, 5, and 6).

The spatial discretization of the model domain is realized by finite differences with an
equidistant grid spacing ∆x and ∆y in the horizontal directions. In the vertical direction, the
grid can be stretched to a coarser or finer resolution. Typically, ∆z is increased in the free at-
mosphere well above the boundary layer height to save computational costs. This procedure
can not be applied to the atmospheric boundary layer because of much higher gradients, tur-
bulence, and smaller temporal as well as spatial scales of the flow-controlling phenomena
occurring in this region. The arrangement of the variables on a staggered Arakawa C-grid
(see above) doubles the effective spatial resolution in comparison to non-staggered grids
(Maronga et al., 2015). The default advection scheme in PALM is based on the flux for-
mulation of the advection terms. They are discretized by an upwind fifth-order scheme of
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Wicker and Skamarock (2002), which contains an artificially added numerical dissipation
term to stabilize the numerical solution. Therefore, the scheme is known to be highly dis-
sipative but gives in combination with the third-order Runge-Kutta time-stepping scheme
(Williamson, 1980), which is used in PALM for the temporal discretization, the best re-
sults with respect to accuracy and algorithmic simplicity. If numerical dissipation shall be
avoided, PALM offers the possibility to switch to a second-order scheme of Piacsek and
Williams (1970) that, however, suffers from strong numerical dispersion. The Runge-Kutta
time-stepping scheme divides the time integration into three intermediate steps. The final
solution for the next time step is calculated from the weighted average of these substeps.

The Boussinesq-approximation requires incompressibility of the flow. However, the nu-
merical integration of the governing equations automatically produces divergences, which
must be removed. To achieve this, PALM uses a predictor–corrector method where a Pois-
son equation is solved for p∗ at each Runge-Kutta substep (see also Patrinos and Kistler,
1977). The solution of the discrete Poisson equation is realized by a direct solver using
a Fast Fourier Transform (FFT) algorithm, which computes the discrete Fourier transform
of the Poisson equation in both horizontal directions. In this thesis, the external FFTW3
library (Frigo and Johnson, 2005) is used for the transformation. Its two-dimensional (along
x and y) application creates systems of linear equations for each vertical grid column. Be-
cause these linear systems can be written as a matrix vector multiplication where the ma-
trix has a tridiagonal shape, they are solved by using the tridiagonal matrix algorithm or
Thomas algorithm (e.g., Sultanian, 2018). Afterwards, the horizontal dimensions of the re-
sulting three-dimensional perturbation pressure field are transformed back from Fourier to
Euclidean space by using the FFT algorithm again (see also Schumann and Sweet, 1988).

PALM is able to handle a variety of boundary conditions. In the following, Dirichlet and
Neumann boundary conditions are used at the model top and bottom. The first condition
sets the actual value of a specific quantity (e.g., the temperature at the surface), whereas a
Neumann condition defines a value for the derivative in wall-normal direction (e.g., zero-
gradient condition at the surface). In case of the horizontal velocities, a Dirichlet (Neumann)
condition corresponds to a no-slip (free-slip) condition in PALM. Based on MOST, a con-
stant flux layer is usually assumed between the surface and the first grid level above where
scalars and horizontal velocities are defined. With this theory, local vertical momentum
and heat fluxes are calculated at the bottom boundary if they are not prescribed by the user.
Note, a constant flux layer does not allow for free-slip conditions at the surface. At all lateral
domain boundaries (x- and y-direction), PALM’s option for cyclic boundary conditions is
applied. Consequently, the horizontal domain can be interpreted as an infinitely wide plane.
More information on the boundary conditions is given in the respective Chapters 3–6.

The initialization of the subsequent simulations is realized with horizontally constant
but height-dependent velocity and potential temperature profiles. Details can be found in
the studies of Chapters 3–6. To accelerate the onset of convection, PALM offers a mech-
anism that imposes random perturbations on the horizontal velocity components. This is
done at each grid point from close to the surface until one third of the domain height. The
perturbations represent uniformly distributed pseudo-random numbers with a user-defined
maximum amplitude (0.25 m s−1 hereinafter). They are only imposed at the beginning of
the simulation until a certain domain-averaged perturbation energy (or resolved-scale TKE)
is exceeded. The threshold is set to 0.01 m2 s−2 in the following. Note that due to these ar-
tificial flow disturbances and the physically unbalanced initialization, a model spin-up time
must be considered in each simulation.
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Another feature of PALM that is applied in this thesis is the self-nesting (Hellsten et al.,
2021), which is used in vertical direction only. It enables simulations with very high spatial
resolution up to several hundred meters above the surface while simultaneously simulating
a sufficiently large horizontal domain, which would otherwise exceed the available compu-
tational resources. In this way, near-surface processes like DDs can be resolved much better
and the large-scale cellular pattern of the CBL is still captured (see also Section 1.4). The
basic idea of the vertical nesting is illustrated in Fig. 2.1. Two or more LES model domains
with different vertical extents and grid resolutions run in parallel with a continuous com-
munication between them (e.g., to exchange boundary conditions). The outermost domain
with the coarsest resolution is called the root domain while the remaining model domains
with a lower vertical extent and finer resolutions are called child domains. Because domains
can recursively be nested into each other (see Fig. 2.1 right), child domains can also act as
a so-called parent domain, which refers to the surrounding domain of each child. Thus, the
root model is also a parent model that contains at least one child domain. The top boundary
conditions for the child model are provided by interpolating the values from the coarse to
the fine grid for all prognostic quantities (except e, where simple zero-gradient conditions
are used). In the following, self-nesting is employed in a two-way mode, where parent mod-
els are also influenced by their child models. Everywhere where a parent domain overlaps
with a child domain (except close to the nest boundaries), the original parent solution is
replaced by the fine-resolution child solution based on the anterpolation approach of Clark
and Farley (1984), where a simple averaging over one parent domain grid volume around
the parent grid node in question is executed. The inter-model communication to exchange
information between the different domains is realized by using MPI, similar to the intra-
model communication system, which enables PALM to efficiently run on massively parallel
computer architectures (see first paragraph of this section).

Data handling in PALM is a crucial issue due to the huge amount of data that is easily
created during computationally expensive (in terms of short times steps and the number of
grid points) LES. Therefore, data operations like the calculation of an average are executed
online whenever possible, that is, during the simulation. This significantly reduces, for
example, the time-dependent output. In principle, PALM is able to provide time series,
vertical profiles, two-dimensional cross sections, three-dimensional data, and masked output
for a variety of quantities that might be either time-averaged or spatially averaged or both.
The files are stored in netCDF format, which is an open, self-describing, and machine-
independent format for array-oriented scientific data. The written file content follows the
[UC]2 data standard (Scherer et al., 2020). The data handling becomes even more important
if user-defined output quantities are defined via the user interface, which offers the ability
to extent the default code by own calculations. The user interface is used for the technical
implementation of the DD identification and the determination of basic vortex properties
like the instantaneous radius (see Section 2.2.1).

2.2 Dust Devil Identification
The identification of DD-like vortices can be split into two parts as visualized in Fig. 2.2:
the detection of vortex centers (see Subsection 2.2.1) and the formation of so-called vortex
tracks (see Subsection 2.2.2). A track is interpreted as a DD-like vortex if it fulfills certain
requirements, for example regarding the track’s lifetime. In general, numerical studies of
DD-like vortices must use certain criteria to distinguish these vortices from the remaining
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Figure 2.1: Schematic view on the vertical nesting. On the left, a two-dimensional (x-z-
plane) sketch of the parent (black) and child (blue) grid structure is shown. Dots mark grid
box centers, where scalar quantities are defined. On the right, a three-dimensional view of a
configuration with two nested domains is shown. The first child domain acts as a parent for
the second child domain and simultaneously as a child for the root domain.

flow structures and, thus, to be able to detect them. If dust is present in the simulation,
a quantitative connection between optical properties like the atmospheric visibility, optical
depth, or opacity and the suspended sediment load could be established for a detection,
which is, however, difficult to implement (e.g., Metzger et al., 1999; Baddock et al., 2014;
Luan et al., 2017). Because of that and because dust is rarely explicitly considered in nu-
merical simulations (see also Section 1.3), DDs are usually not detected by their optical
features. Kanak (2005) searched for high absolute vertical vorticity values (if not otherwise
stated, only vorticity from now on) in combination with a well-developed rotating horizon-
tal flow to identify single DD-like vortices. In a similar manner, Toigo et al. (2003) and
Gheynani and Taylor (2010) focused on time series of local vorticity extrema and their hor-
izontal locations to find the most intense vertical vortices. However, these rather qualitative
detection methods without concrete detection thresholds are not suitable to identify a mean-
ingful sample of DD-like vortices but only selected examples. By analyzing times series of
vorticity extrema at each height, Ito et al. (2010b) defined a threshold of 0.1 s−1 that must be
exceeded by the vortices to be considered as a DD-like vortex. In addition, a vortex center
was only identified if a pressure drop of more than 10 Pa near the surface was exceeded. The
procedure to define a numerically simulated DD by a local pressure minimum and vorticity
extremum that are larger than certain thresholds is probably the most common and robust
approach to detect convective whirlwinds, why it is also used in this thesis (see Subsection
2.2.1). Ohno and Takemi (2010a), Raasch and Franke (2011), Klose and Shao (2016), and
Nishizawa et al. (2016) are just a few examples that follow this procedure to derive mean-
ingful DD statistics. However, the instantaneous detection of a (potential) DD center at a
certain time by its pressure and vertical vorticity values is not necessarily connected to a
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natural DD-like vortex. Further criteria must be established, for example with respect to the
persistence of this center or its surrounding features. For this purpose, the detected centers
are combined to vortex tracks, which is explained in Subsection 2.2.2. These vortex tracks
are then filtered based on the available information about natural DDs.

Figure 2.2: Flow chart of the different methods that are used to study dust devils. Processes
that are performed during the simulation are highlighted in blue, like the detection of vortex
centers (DoVC) and the tracking of individual dust devils (ToIDD), while processes that
are carried out after a simulation are displayed in green, like the formation of vortex tracks
(FoVT) and the statistical analysis of dust devils (SAoDD). DoVC and FoVT are summa-
rized under the term dust devil identification (DDI). On the right side, the key points of each
methodology are listed.

2.2.1 Detection of Vortex Centers
In this thesis, the term DD defines a thermally driven vortex, which rotates around the ver-
tical axis and exceeds certain pressure drop and absolute vertical vorticity thresholds – two
main characteristics of DDs (see Section 1.2.2). The (modified) perturbation pressure intro-
duced in Section 2.1 is interpreted as the pressure drop (see also Kanak, 2005). To identify
vortices during the simulation, the first step is to check at every time step whether there is
a local pressure drop and vorticity extremum somewhere at the grid points of a predefined
grid level near the surface. This grid level is referred to as the analysis height. If extrema are
detected, they must exceed certain thresholds to be considered as DD-like vortex centers.
These thresholds are not fixed values and differ between the publications or even change
within the same study, depending on the specific research question and model resolution
(e.g., Raasch and Franke, 2011; Klose and Shao, 2016). Usually, their exact values are de-
termined based on deviations from some simulated mean values rather than from real DD
characteristics because quantitative simulation results do not necessarily agree with reality
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(see again Section 1.5). For example, if a poorly-resolved simulation underestimates the vor-
tex strength significantly and thresholds are based on natural values, it might happen that no
vortices are detected at all although DD-like vortices occur in the simulation. In the follow-
ing, the standard deviation is taken as a statistical measure to quantify the deviations from
the mean (background) values. It is derived from different snapshots of horizontal cross
sections of p∗ or ζ at analysis height and must be determined in a simulation before the
actual detection run is performed. Thus, a numerical setup is executed at least twice, once
for determining the thresholds and once for detecting the vortices. The following aspects
should be additionally considered in the selection of the absolute values of the thresholds:

1. They should be large enough to filter out the random, non-coherent turbulence as
much as possible.

2. They should be small enough to get enough data for analysis, that is, most of the
vortex lifetime (from the genesis until the decay) should be captured.

3. The technical detection process should be independent of changes of the numerical
setup. Otherwise, setup changes can easily create different DD statistics although the
physics did not change.

The last point especially refers to the resolution. For example, if the general level of the
vorticity and/or pressure drop increases due to a better resolution, the detection thresholds
should also be increased accordingly to ensure a better comparability between the differ-
ently resolved runs. Otherwise, the same vortex before the resolution change is detected
with a smaller lifetime than afterwards although the physics might not have changed at
all. This is schematically visualized in Fig. 2.3 for the pressure drop. Only the (to a cer-
tain extent quite arbitrary) selection of constant thresholds would cause a DD sample with
longer-lasting vortices for better resolutions, which should be avoided. Note, the location of
a distinct pressure drop and absolute vorticity maximum do not necessarily coincide. This
is especially true for high-resolution LES, as shown in Chapter 5. Therefore, an appropriate
area must be defined for detection where both quantities show local extrema and exceed
the selected thresholds. Additionally, it must be decided whether the pressure drop or the
absolute vorticity maximum is considered as the actual position of the vortex center. Details
can be found in Chapters 3–6.

As soon as a center is detected, basic features of the surrounding flow and the center itself
are determined and stored during each simulation of the following studies. This includes the
values of the pressure drop and absolute vorticity maximum at or around the center, the
detection time and location, the central values of potential temperature and vertical velocity,
the tangentially averaged maximum values of the radial, tangential, vertical, and horizontal
velocities, and the distance from the center where the tangentially averaged pressure drop
is just 50 % of the core pressure drop. This distance is interpreted as the (instantaneous)
radius of the vortex core (see also Subsection 1.2.3). The radial and tangential component
are derived from a transformation of the horizontal Cartesian components u and v to a polar
coordinate system. Further study-specific outputs are presented in the individual Chapters
3–6.

Beside the detection thresholds and the analysis height, the maximum allowed radius
must be set previous to the simulation. The determination of grid point surrounding infor-
mation often requires data transfer from one processor core to another due to the horizontal
domain decomposition for parallelization (see Fig. 2.4). Because of memory requirements
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Figure 2.3: Sketch of a vortex’s pressure drop signal with simulated time. The black line,
vertically shifted in positive y-direction, describes the pressure drop of the same vortex, but
resolved with a better resolution. The dashed blue line marks the detection threshold, which
is assumed to be constant in both differently resolved simulations. Tick marks indicate the
start and end time of the vortex’s lifetime for the coarse (black) and fine (green) resolution.

and data transfer times, the data exchange must be limited. Therefore, the flow information
that encloses a vortex center can only be studied up to a certain distance from the center,
which limits the possible maximum radius of a DD-like vortex. The first technical realiza-
tion of the detection algorithm did not allow for a data exchange radius of more than one
subdomain size. In the course of time, this limit was extended to three subdomain sizes to
allow for the usage of many processors and, consequently, small subdomains of only several
tens of grid points while being able to capture also the larger-scale DDs. In the example
shown in Fig. 2.4, the detected vortex and its flow characteristics are properly captured be-
cause the actual radius is less than the maximum possible value. For further information,
the reader is referred to the Chapter 4, where this issue is addressed again. In Fig. 2.2, the
key points of this section are summarized.

2.2.2 Formation of Vortex Tracks
After the simulation, the information about the detected centers is available in unsorted form.
In a Fortran-based postprocessing script, the data is sorted with respect to the simulated time
and filtered based on the spatial distance of simultaneously detected centers. If they are too
close to each other, the weaker center is deleted (see Fig. 2.2, first bullet point of FoVT).
This procedure avoids to count the same vortex twice or even more if it deviates strongly
from a circular pattern or if it consists of multiple subvortices (e.g., Bluestein et al., 2004).
In addition, the deletion takes care of the merging of vortex centers (e.g., Ohno and Takemi,
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Figure 2.4: Example of a processor core topology due to the horizontal domain decompo-
sition for parallelization. Each subdomain (5× 4 in total) is assigned to one MPI process,
which corresponds to one processor core. The red circle illustrates the maximum allowed
area (radius of 4 grid points in this example) that is considered around the detected center
(blue dot) during the calculation of various flow features (e.g., the maximum wind veloci-
ties). The black circle marks the actual extent of the vortex core (radius of 2 grid points)
determined by the pressure criterion explained in the text.

2010a). The exact spatial distance, for which the filtering is applied, varies with the studies
presented in this thesis (see Chapters 3–6).

Afterwards, a vortex center identified at a specific model time step is, whenever possible,
connected to a vortex center at one of the following time steps to form DD tracks (see Fig.
2.2, second bullet point of FoVT). Several issues need to be considered in this process:

1. The next center to which the previous center is connected must occur within a reason-
able amount of time. If this time is too large, centers might be combined that actually
represent different vortices. If it is chosen too small, pressure drops and/or vortici-
ties of a vortex that are just momentarily smaller than the detection thresholds would
cause new DD tracks by mistake.

2. The maximum distance that a vortex is allowed to cover in a certain amount of time
must also be limited. In other words, the maximum allowed horizontal translation
velocity must be adequately chosen. Too large values are physically unrealistic and
increase the probability to combine different vortices into just one. Too small values
would prohibit the DD-like vortex to move forward realistically and two centers of
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the same track might not be connected.

3. A natural DD does not change its rotation direction during lifetime. Therefore, it is
reasonable to claim that the (area-averaged) vorticities of one single track must have
the same sign. As it will be shown in Chapter 5, area-averaged vorticities represent
the overall rotation much better than the local vorticity extremum that is used for
detection, especially in high-resolution runs.

4. Another possible criterion for the connection of two vortex centers at different times
is to restrict the pressure drop and vorticity change to a few percent between two
consecutive detections. From a physical point of view, it is reasonable to assume that
a vortex track does not show turbulent fluctuations of several ten percent or more just
between two consecutive time steps with a typical temporal distance of 0.01–10 s in
the following simulations.

With the help of the above information, different connection procedures are developed in
the Chapters 3–6, depending on the specific research question and based on the knowledge
of previous studies.

The combination of centers at different time steps to the same track is technically re-
alized by assigning a so-called identification number to each detection. All detections that
can be combined via the above Criteria 1–4 get the same number. After all detections are
processed, the data is sorted with regard to the identification number. In this way, the final
data file contains the tracks in sequential order starting with track number one. However, the
sorting in terms of the identification number does not guarantee that within the same track,
detections are also ordered regarding the simulated time, which is why each track must also
be temporally sorted. Finally, an ASCII file is written with vortex tracks that are sorted
according to the identification number and the simulated time. This significantly facilitates
the subsequent statistical analysis of the DD-like vortices.

The sorting algorithm mentioned in the previous paragraph must be able to handle a lot
of data (several hundred million lines with 10–20 entries per line) in a reasonable amount
of time, especially because it is called several times. It is realized by a Fortran 95 imple-
mentation of the so-called quicksort algorithm, which is often the best practical choice for
sorting because of its efficiency (Cormen et al., 2009). The algorithm sorts real numbers
into ascending numerical order based on the divide-and-conquer paradigm.

2.3 Statistical Analysis of Dust Devils
In another postprocessing step, vortex features of the different tracks are calculated to de-
termine the portion of the tracks that are DD-like. In addition, the statistical analysis of the
DD-like vortices is performed (see Fig. 2.2 at SAoDD). All this is realized with a Python-
based script. Python is used here instead of Fortran because it offers many and easy to handle
predefined functions for calculating and plotting statistical data. In a first step, the script de-
termines the track’s lifetimes, translation speeds as well as the track’s maximum and mean
(lifetime-averaged) values of the instantaneous radii, pressure drops, potential temperatures,
vorticities, and tangential, radial, vertical, and horizontal velocities introduced in Subsec-
tion 2.2.1. With this information, tracks with a lifetime below a critical value are deleted.
In addition, the remaining vortices are only analyzed if they are persistent enough to en-
able an air parcel to circulate the vortex at least once, that is, the lifetime must be larger
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than one turnaround time. The minimum allowed lifetime value for DD-like vortices varies
in the following. Principally, it depends on the simulation technique (LES or DNS), the
specific research question, comparability requirements between different simulations, and
the knowledge about natural DD lifetimes. The time required for one circulation around a
vortex is calculated as the quotient of the vortex circumference (computed with the lifetime-
averaged radius) and the mean tangential velocity. Further requirements on the tracks to
be considered as a DD-like vortex are conceivable. For example, in Chapter 5, the tracks
additionally need a radius of at least 5 m to be considered in the statistical analysis in order
to increase the compatibility between differently resolved runs.

In a last step, the remaining vortices are statistically analyzed. The calculated statis-
tics from a single simulation are representative for a subset of an unknown DD population,
which is usually described as a sample. The DD statistics include sample-averaged values,
sample maxima, and minima for each vortex feature mentioned above. Also, the number of
clockwise and counterclockwise DD-like vortices and correlations between different quanti-
ties are determined. To measure the variation of a specific vortex property within the sample,
standard deviations and variances are computed. However, the correct interpretation of the
statistical results is essential, which shall be illustrated by the following example: A dust
devil population typically shows a strongly right-skewed (positive skewness) distribution of,
for example, the pressure drop or the diameter, that is, very intense or very large vortices
do rarely occur. Additionally, the capability of dust-lifting strongly depends on these vortex
properties. Only the most intense, largest and most durable vortices lift a significant amount
of dust. Thus, the averaged released dust amount derived from an entire DD population is
mainly determined by extreme DD events and a DD with typical or mean characteristics
contribute only to a small portion to it. Consequently, a typical (mean) DD does not lift a
mean amount of dust but significantly less (see also Lorenz and Jackson, 2016).

Finally, a big challenge for each numerical simulation is to answer the question if the
statistical results are realistic or not. This is partly related to the quality and resolution of
comparative data from the field. Different measurement and observation techniques, vari-
ous types of measuring sensors installed at different heights, differences in the definition of
a DD, and spatial and/or temporal resolution discrepancies complicate a comparison, also
between the measurements themselves (see also Lorenz and Jackson, 2016; Murphy et al.,
2016). This is further enhanced by variable environmental conditions during the field cam-
paigns and the huge difference in the number of DDs from which typical characteristics are
derived. The statistical analysis of real DDs can be based on a few tens of DD-like vortices
(e.g. Hess and Spillane, 1990) or several thousands (Snow and McClelland, 1990). In addi-
tion, DDs in the field are rarely tracked from their appearance until their decay due to the
erratic occurrence in combination with the limitations of the mobile or fixed measurement
system (e.g., Sinclair, 1964, 1973; Oncley et al., 2016; Inagaki and Kanda, 2022). Thus,
measurements usually contain only a short part of the vortex life cycle. Lifetime-averaged
or maximum values from these time series or from spatial data are not necessarily compara-
ble to the maximum or mean values from numerically simulated vortices, where almost the
entire life cycle is captured. Also Spiga et al. (2016) noticed that better and more complete
observations are needed to validate the numerical results. Apart from that, the numerical DD
statistics depend on the technical realization of the vortex identification in an unknown way
(see also Section 2.2), which is why this dependence must be limited as much as possible.
It must also be ensured that similar statistical quantities are compared. For example, a typi-
cal or mean DD feature can be derived in different ways. Averages over the entire detection
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time of single vortices are just as conceivable as averages over a few snapshots of a large DD
sample. The first approach ideally considers the whole life cycle but single vortices are not
representative for a whole DD population. Instead, the second approach might consider all
kinds of DDs but different phases of the life cycle are easily mixed up and snapshots might
not represent a single vortex correctly. Double averages (over the entire detection time and
sample size) are probably the most intuitive way to avoid these problems, which is why this
approach is mostly applied in this study. Note, different stages of vortex development are
not investigated in the following. The focus is on the mature state and representative values
for the whole vortex lifetime.

2.4 Tracking of Individual Dust Devils
Several DD features like subvortices or tilted rotation axes (see Subsections 1.2.2 and 1.2.3)
can not or only hardly be detected with the information at single grid points of a specific
height. Instead, a time-dependent, three-dimensional study of the flow quantities around
the DD center is needed. The technical procedure for conducting such studies is explained
below (see also Fig. 2.2 at ToIDD). It is used in Chapters 4 and 5 for the derivation of
instantaneous and time-averaged cross-sections through single DD-like vortices.

The technical realization of "chasing" vortices during the simulation is also realized via
PALM’s user interface (see Section 2.1). The basic idea is to consider a three-dimensional
grid of a manageable size that originates in the vortex center at the lowest grid point of the
simulation domain and moves with the vortex during its lifetime. The spatial resolution
of this moving grid is the same as for the total domain so that both grids always overlap.
Consequently, there is no need to define new grid points and the original PALM grid struc-
ture can be used to sample various variables on the vortex grid: the perturbation pressure,
potential temperature, the three Cartesian velocity components, the vorticity, and vorticity
budget terms like the divergence or twisting term. Similar to Raasch and Franke (2011),
the vorticity budget terms are spatially averaged over a square around the vortex center and
stored as time series. But also lifetime-averaged budget terms without any spatial average
are calculated during the simulation. Other sampling data are stored as time-averaged values
over the whole vortex life cycle and during each model time step where the vortex exists.
The storage size of the time-dependent data can easily reach several terabytes, depending
on the vortex lifetime and number of grid points of the moving grid. For the long-lasting
DD-like vortices (∼ 10min), grids with approximately 100 × 100 × 100 points are already
challenging, especially if more than one vortex shall be considered. Furthermore, additional
memory is necessary on each processor core to realize the data sampling during the run (see
also Raasch and Franke, 2011). This memory demand scales with the number of grid points
of the moving grid and the number of output quantities for which such a grid needs to be
defined. The subsequent high-resolution simulations run with a moving grid of the order of
106 grid points and 10 additional 64-bit variables, resulting in approximately 100MB ad-
ditional memory that is needed on each core. Nowadays, computer clusters typically have
a maximum usable memory size of several gigabytes per processor core (e.g., the HLRN-
IV-System of the North German Supercomputing Alliance), which is why an additional
memory demand of less than 1 GB due to the sampling is reasonable. For the sake of sim-
plicity, the current implementation of the tracking can handle just one DD simultaneously,
which must be defined before the simulation starts (see last paragraph). Thus, vortices that
overlap in time cannot be tracked in parallel.
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A prerequisite for the online tracking of individual DD is the knowledge about their oc-
currence before the simulation starts. This information is extracted from the previous model
run where the user code for the actual detection of vortex centers is active (see Subsection
2.2.1). If the tracking would start immediately with a certain detection, that is, within the
same run, it would not be clear if this detection belongs to a DD-like vortex track (see Sub-
section 2.2.2) and how this detection relate to subsequently detected centers. Therefore, a
three-dimensional investigation of the flow around a DD-like vortex requires to simulate the
same physical setup three times. One simulation is needed for fixing the vortex detection
thresholds, one for the detection itself, and one for tracking individual vortices.
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Abstract Dust devils are convective vortices with a vertical axis of rotation made visible by lifted soil
particles. Currently, there is great uncertainty about the extent to which dust devils contribute to the
atmospheric aerosol input and thereby influence Earth's radiation budget. Past efforts to quantify the
aerosol transport and study their formation, maintenance, and statistics using large-eddy simulation (LES)
have been of limited success. Therefore, some important features of dust devil-like vortices simulated with
LES still do not compare well with those of observed ones. One major difference is the simulated value of
the core pressure drop, which is almost 1 order of magnitude smaller compared to the observed range of
250 to 450 Pa. However, most of the existing numerical simulations are based on highly idealized setups
and coarse grid spacings. In this study, we investigate the effects of various factors on the simulated vortex
strength with high-resolution LES. For the fist time, we are able to reproduce observed core pressures by
using a high spatial resolution of 2 m, a model setup with moderate background wind and a spatially
heterogeneous surface heat flux. It is found that vortices mainly appear at the lines of horizontal flow
convergence above the centers of the strongly heated patches, which is in contrast to some older
observations in which vortices seemed to be created along the patch edges.

1. Introduction
Dust devils are convective vortices with a vertical axis and the capability to lift dust. This capability makes
dust devils not only an interesting optical phenomenon but also an important part of the climate system:
Dust devils are known to increase the transport of dust from the surface to the atmosphere by several orders
of magnitude compared to their background values of the dust flux (Renno et al., 2004). Therefore, dust
devils have to be considered in the global dust budget with commensurate influences on cloud formation
processes, the global radiation budget, or the water and carbon cycle (Shao et al., 2011). However, the contri-
bution that dust devils have to the global dust budget is still under debate (e.g., Jemmett-Smith et al., 2015;
Koch & Renno, 2005). To quantify the different effects of the aerosol transport through dust devils into the
atmosphere, sufficient statistics on the occurrence and strength of dust devils are required. But the deriva-
tion of these statistics is rather difficult. First, observations suffer from the erratic occurrence of dust devils
and the limited area, which can be reliably monitored (e.g., Lorenz, 2014). Second, numerical simulations,
from which the deviation of these statistics would be straightforward, have not been able to reproduce dust
devils of observed intensities (e.g., Kanak, 2006). In particular, the highest simulated core pressure drop of
72.4 Pa (Raasch & Franke, 2011) is still almost 1 order of magnitude smaller than typically observed values
in the range of 250 to 450 Pa (Sinclair, 1973; Kanak, 2005, 2006). Thus, the main objective of this study is the
identification of reasons for this deviation of numerical simulations from observations and, consequently,
the simulation of dust devils of observed intensity.

Large-eddy simulation (LES) models are the most common method for simulating the development of dust
devils in the convective boundary layer (CBL; e.g., Gheynani & Taylor, 2010; Kanak, 2005; Kanak et al., 2000;
Ito et al., 2013; Raasch & Franke, 2011). For this task, the simulations have to fulfill two demands. First,
they have to simulate a domain sufficiently large enough to represent the cellular pattern of convection,
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whose vertices are believed to be necessary for the generation of dust devils (e.g., Kanak, 2005; Raasch &
Franke, 2011). And second, they have to resolve dust devils themselves by a sufficiently fine resolution. To
cover both needs, a model domain of a couple of kilometers in each horizontal direction and a grid spacing
in the order of tens of meters or less are necessary. In this way, however, a dust devil is resolved by a couple
of grid points only. Structures on these scales are just partly resolved (e.g., Sagaut, 2006, Chapter 7), giving
a possible explanation for the deviation between simulations and observations. Accordingly, this study will
analyze how the grid spacing affects the intensity of simulated dust devils first.

Furthermore, the effect of the simulated environment in which the dust devils will develop is investigated.
In past dust devil simulations, setups have been highly idealized, neglecting background winds and hetero-
geneous surface heating (e.g., Kanak et al., 2000; Ohno & Takemi, 2010). In fact, these are conditions rarely
found in nature, and previous studies show that these parameters may affect the occurrence and strength of
dust devils significantly. For instance, LES of Raasch and Franke (2011) showed that moderate background
winds enhance and intensify the formation of dust devil-like vortices, whereas strong background winds
decrease their occurrence in accordance with observations (Sinclair, 1969). Moreover, Sinclair (1969) and
Renno et al. (2004) observed that heterogeneous surfaces, caused by different patterns of heating or surface
roughness, affect the formation of dust devils, too. Rugged terrain, such as mountains, prevents dust dev-
ils from developing, while heterogeneous conditions, such as hills or dry riverbeds, can be favorable. Both
effects, background winds and the pattern of surface heating, will be studied in the following.

All in all, this study will offer an overview of several factors affecting the strength of simulated dust devils,
aiming the first simulation of dust devils of observed intensity. In addition, the first LES especially designed
for investigating the impact of heterogeneities on the intensity of dust devils is introduced. In the follow-
ing, the term dust devil refers to all convective vortices exceeding certain core pressure drop and vorticity
thresholds (section 2.2). Furthermore, vortex, dust devil, and dust devil-like vortex are used as synonyms.
The paper is structured as follows. The applied simulation setups and analysis methods are described in
section 2. The results are presented in section 3. A summary concludes this study in section 4.

2. Methodology
All simulations are carried out with the Parallelized Large-Eddy Simulation Model (PALM; Maronga
et al., 2015), which solves the nonhydrostatic, filtered, incompressible Navier-Stokes equations in
Boussinesq-approximated form and an additional transport equation for potential temperature. Time step-
ping is based on a third-order Runge-Kutta scheme (Williamson, 1980); advection is approximated by a
fifth-order scheme by Wicker and Skamarock (2002). In addition, subgrid-scale mixing is parameterized
based on a 1.5th-order closure after Deardorff (1980). PALM uses the modified version of Moeng and
Wyngaard (1988) and Saiki et al. (2000).

The application of the Boussinesq-approximation requires incompressibility of the flow, which is not sat-
isfied by the numerical integration of the governing equation used in PALM. Hence, a predictor-corrector
method (Patrinos & Kistler, 1977) is used, in which a Poisson equation for the so-called perturbation pres-
sure is solved, guaranteeing the incompressibility of the flow. In case of horizontally homogeneous heating
the absolute value of the perturbation pressure is interpreted as the pressure drop within dust devils as it is
done similarly in studies of, for example, Kanak et al. (2000), Kanak (2005), and Raasch and Franke (2011).
However, for the simulations with heterogeneous heating, where mean pressure gradients along the het-
erogeneity arise (see section 3.4), a different interpretation of the perturbation pressure is required. Instead
of absolute values, relative values of the perturbation pressure with respect to the instantaneous average
along the homogeneous direction are interpreted as the pressure drop (see section 2.2 for a more detailed
explanation).

Due to their inherent errors, the application of a suitable advection scheme is mandatory to allow a suffi-
cient development of small-scale phenomena like dust devils, covering only a couple of grid points. Usually,
schemes of odd order of accuracy are dominated by numerical diffusion, damping small-scale features of the
flow. Numerical dispersion is predominantly occurring for schemes of even order. It provokes instabilities
(also known as wiggles) in the vicinity of strong gradients (Hirsch, 2007, Chapter 8; Durran, 2010, Chapter
3), being inherent features of dust devil centers. Therefore, an artificial increase of the collapse of dust dev-
ils through numerical dispersion has been observed in our simulations if a second-order advection scheme
by Piacsek and Williams (1970) is used (not shown). To avoid this, high-order and less dispersive advec-
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Figure 1. Horizontally and temporally averaged profiles of the potential temperature (left) and sensible heat flux
(right) for four different simulation times derived from HO. The initial profile of the potential temperature is indicated
by the solid line.

tion schemes are necessary, like the fifth-order scheme by Wicker and Skamarock (2002). It is based on an
approximation of the advection term of even accuracy (viz., sixth order), which causes numerical disper-
sion. Due to the addition of an artificial dissipation term, the order of the scheme is reduced by one and the
wiggles produced by the dispersion error are damped by numerical diffusion. Thus, a better representation
of vortices and the associated strong gradients can be reached in comparison to the second-order scheme by
Piacsek and Williams (1970), used in an earlier LES study on dust devils by Raasch and Franke (2011).

2.1. General Setup
For this study, several different simulations of a dry atmospheric boundary layer have been conducted.
This subsection will give an overview of their initialization. In all simulations with homogeneous heat-
ing, a CBL is simulated by prescribing a constant sensible surface heat flux of 0.24 K·m·s−1 (approximately
285 W/m2), which is a typical value for clear-sky situations in the middle latitudes during the afternoon in
spring and summer (e.g., Cellier et al., 1996; Parlow, 2003). For the heterogeneous simulation, this heat flux
is split in two equally sized rectangles of 0.12 K·m·s−1 (140 W/m2) and 0.36 K·m·s−1 (430 W/m2), resulting
in a domain-averaged flux of 0.24 K·m·s−1 (285 W/m2) as applied in the homogeneous simulations. An ide-
alized profile of potential temperature is specified at the beginning of the simulation featuring a constant
value of 300 K up to 700 m followed by a capping inversion of 0.02 K/m (see Figure 1). Well above the cap-
ping inversion a sponge layer is applied, where Rayleigh damping reduces spurious reflections of vertically
propagating waves. The horizontal wind components are initialized by using a height-constant geostrophic
wind, being a synonym for the background wind in the following. To trigger off the onset of convection,
random perturbations are imposed on the horizontal velocity field at the beginning of the simulation.

At the bottom boundary, a no-slip condition is prescribed for the horizontal wind components. A free-slip
condition is used at the top boundary. In addition, doubly periodic boundary conditions are used. For calcu-
lating the momentum flux at the surface, a constant flux layer is assumed as the boundary condition between
the surface and the first grid level, using Monin-Obukhov similarity theory. This requires a value for the
roughness length, which is set to 0.1 m (typical for rural areas). The Coriolis parameter is set to 1.26×10−4 s−1

corresponding to a latitude of 52◦.

A quadratic model domain of 4×4 km2 is applied in the horizontal directions to resolve the pattern of convec-
tive cells adequately. As stated in section 1, this is necessary since the vertices of these cells are the primary
source for the formation of dust devils and have to be resolved for a successful simulation of dust devils (e.g.,
Kanak, 2005; Raasch & Franke, 2011). The height of the model domain is located well above the inversion
(1,900–2,100 m) to not interact with the growing CBL. Above 1,200 m, the vertical grid spacing is stretched.
Very high resolution LES of 2-m grid spacing are carried out for selected simulations. Most simulations, how-
ever, are conducted with a (still relatively high) resolution of 10 m as a compromise between resolution and
computing costs. The simulated time is restricted to 14,400 s. This is a further compromise between compu-
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Table 1
Summary of Characteristics of the Conducted Simulations

Simulation Domain size Number of Grid spacing Wind speed Wind Heterogeneity
name Lx × Ly × Lz (m3) grid points (m) (m/s) direction (width in kilometers)
HO 4,000× 4,000× 1,950 400× 400× 144 10 0 — no
HOhf 4,000× 4,000× 1,950 400× 400× 144 10 0 — no
HOhr 4,000× 4,000× 1,782 2,000× 2,000× 640 2 0 — no
HOu2.5 4,000× 4,000× 1,950 400× 400× 144 10 2.5 x no
HOu5 4,000× 4,000× 1,950 400× 400× 144 10 5 x no
HOu7.5 4,000× 4,000× 1,950 400× 400× 144 10 7.5 x no
HOu10 4,000× 4,000× 1,950 400× 400× 144 10 10 x no
HE 4,000× 4,000× 1,950 400× 400× 144 10 0 — yes (4)
HE2 4,000× 4,000× 1,950 400× 400× 144 10 0 — yes (2)
HE8 8,000× 4,000× 1,950 800× 400× 144 10 0 — yes (8)
HE16 16,000× 4,000× 1,950 1,600× 400× 144 10 0 — yes (16)
HEv5 4,000× 4,000× 1,950 400× 400× 144 10 2.5 y yes (4)
HEv5hr 4,000× 4,000× 1,782 2,000× 2000× 640 2 5 y yes (4)

Note. HE = heterogeneous; HO = homogeneous.

tational costs and providing sufficient dust devil statistics that heavily depends on the resolution, domain
size, and simulated time.

An overview of all conducted simulations is given in Table 1, stating varied parameters: domain size,
number of grid points, grid spacing, wind speed, wind direction, and pattern of heating (homoge-
neous/heterogeneous with different widths of the heterogeneity). Moreover, the table assigns a name to
each simulation, which will be used as a reference in the following. The first part of the name indicates
homogeneous (“HO”) or heterogeneous (“HE”) simulations. Then, if a background wind is imposed, the
wind direction (“u” / “v” for the wind in x or y directions, respectively) and the absolute value of the wind
speed (m/s) are given. If applicable, special characteristics of the simulation like an increased heat flux, dif-
ferent widths of the heterogeneity, or the resolution are indicated at the end of the name: “hr” stands for
“high-resolution simulation” with a grid spacing of 2 m, “hf' stands for “high heat flux” with a sensible heat
flux of 0.36 K·m·s−1.

2.2. Vortex Detection and Analysis
For vortex detection, the same algorithm as developed and used by Raasch and Franke (2011) is applied.
This subsection will briefly summarize this algorithm and mention changes and additions that have been
necessary for this study. The reader is referred to Raasch and Franke (2011) for a more detailed description.

Vortices are detected at the first computational grid point above the surface by identifying local maxima (or
relative maxima in case of heterogeneous simulations) of the absolute value of perturbation pressure drop
|p| and the absolute value of vorticity, which describes the vertical component of rotation of the velocity field

|𝜁 | = ||||
𝜕v
𝜕x − 𝜕u

𝜕𝑦
|||| , (1)

where u and v are the horizontal velocity components in x and y directions, respectively. For simula-
tions with heterogeneous heating (see section 3.4), values of the perturbation pressure drop relative to the
instantaneous average along y (homogeneous direction) are considered. This is due to the fact that with
heterogeneous heating along x a secondary circulation parallel to the x axis develops, which is caused by
a large-scale negative perturbation pressure drop over the stronger heated area and positive perturbation
pressure drop over the less heated region. Thus, the mean reference perturbation pressure is not 0 anymore.
Typical values for the mean reference perturbation pressure are several pascals (e.g., Letzel & Raasch, 2003).

For all simulations with a grid spacing of 10 m, a dust devil-like vortex is identified if |𝜁 | ≥ 0.087 s−1 and
|p| ≥ 3.5 Pa, which would correspond to a tangential velocity at the dust devil's wall of 1.7 m/s and a wall
radius of 20 m (according to the Rankine vortex model, where the vortex wall corresponds with the maxi-
mum tangential velocity). At the same time, the pressure minimum needs to be located at the maximum of
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the vorticity or at an adjacent grid point. This takes into account that the location of the pressure minimum
and the axis of rotation can be slightly different. The applied thresholds correspond to 5 times the standard
deviation of vorticity and 3 times the standard deviation of perturbation pressure. The standard deviation is
calculated from HO (or HOhr for the high-resolution LES) using an instantaneous horizontal cross section
taken from the analysis height after 4 hr of simulation time. This procedure is in good agreement with other
dust devil detection algorithms (e.g., Nishizawa et al., 2016).

The used thresholds for detecting dust devils seems to be quite low compared to observational data. For
example, a pressure value of at least 30 Pa is necessary to lift dust under ideal conditions (Lorenz, 2014).
Low values, however, are necessary to record almost the entire life cycle of the vortex. Nevertheless, the very
initial and very last phase of a dust devil's life cannot be recorded. The selection of the thresholds is also a
compromise between getting a sufficiently large amount of data for analysis and eliminating the random
noise of noncoherent turbulence as much as possible. Since the high-resolution LES (2-m grid spacing) tend
to produce dust devils of higher intensity, the threshold values are |𝜁 | ≥ 0.32 s−1 (5 times the standard
deviation) and |p| ≥ 3.5 Pa (3 times the standard deviation) for these runs. The different thresholds for
different grid spacings do not affect the comparability of the simulations since we are mainly interested in
intense dust devils, which feature most of the time much higher values than the applied threshold values.

For dust devil track analysis, the vortex center identified at a certain model time step is connected to a vortex
center at the following time step (or the time step after that) if the distance between both is less or equal
than two grid points. Allowing the vortex to be not detected at the following (first) time step but at the time
step thereafter (second time step) takes into account that the vorticity or the perturbation pressure could be
momentarily just less than the threshold value. An additional criterion to avoid counting two different dust
devil centers to the same track is that the vorticity have to have the same sign at any time step of the track.
Sometimes several dust devil centers are detected in the vicinity of each other during one specific time step.
This might be the case for dust devils deviating strongly from a circular pattern resulting in several local
extrema that are erroneously identified as dust devil centers (or for the rare case of a dust devil consisting of
several vortices, which have also been observed in nature; Bluestein et al., 2004). To avoid counting a single
dust devil twice or more, the weaker vortex centers (rated by the core pressure drop) located within the
dust devils radius are rejected before track analysis. The vortex radius is determined from the tangentially
averaged pressure drop distribution around each center. The distance where the pressure drop is reduced to
50% of the core pressure drop is assumed to be the radius of the vortex. This radius criterion matches most
of the common vortex models, which try to define the dust devil structure analytically (e.g., Lorenz, 2014).

3. Results
Before advancing to the analysis of several parameters affecting the intensity of simulated dust devils, the
following subsection will give a general overview of the control simulation HO. Afterward, we will modify
HO's setup systematically to test the effect of grid spacing, background wind, and heterogeneities to work
out their individual impacts on the intensity of simulated dust devils.

3.1. Control Simulation HO
The general development of the CBL in HO can be generalized to all following simulations. Figure 1 displays
horizontally and temporally averaged vertical profiles of the potential temperature and the vertical sensible
heat flux at several points in time. In this study, time averaging will always refer to a period of 900 s before
the respective output time. The profiles indicate a well-mixed boundary layer growing in time. Due to the
heating from the surface, the lowest meters feature an unstable stratification, which is a necessary condition
for the development of dust devils (e.g., Sinclair, 1969). The vertical profiles of the sensible heat flux exhibit
the prescribed value of 0.24 K·m·s−1 at the surface, which decreases monotonically throughout the boundary
layer, indicating that the simulation has reached a quasi-stationary state after 1 hr. Earlier times (<2,700 s)
are considered as model spin-up and not analyzed.

The cellular pattern of the simulated CBL is visible in horizontal cross sections of the vertical velocity at
different heights after 10,800-s simulated time (Figure 2). The cells are dominated by high positive velocities
at the cell edges, whereas negative velocities cover the cell centers. For the applied horizontal domain size of
4×4 km2, about two to three dominant cells in each horizontal direction are represented (Figure 2, bottom).
Above one third of the boundary layer height, the polygonal structure changes to a pattern consisting of
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Figure 2. Horizontal cross sections of the instantaneous vertical velocity at 10 m (top) and 100 m (bottom) height after
10,800-s simulated time derived from simulation HO. Detected vortex centers are depicted as yellow dots.

several isolated plumes with strong updrafts and widespread downdrafts (not shown), which is a well-known
behavior of the CBL (e.g., Schmidt & Schumann, 1989).

At 10-m height, the vertical velocity exhibits a finer cellular pattern than at higher levels. However, the
locations of vortex centers (yellow dots) coincide well with the cell vertices where, due to the horizontal
convergence, higher vertical velocities arise than in the cell centers and several convergence lines merge.
This finding is in accordance with previous studies (e.g., Kanak, 2005; Raasch & Franke, 2011), which have
elaborated that the cell edges and especially the vertices are the primary location of dust devil generation.

The significant contribution of cell vertices to the development of vertical vortices is also confirmed by the
spatial distribution of dust devil tracks detected between 9,000 and 14,400 s (Figure 3): The tracks clearly
resemble the pattern of convective cells due to their preferential occurrence at the cell vertices and edges.
Overall, 1,952 vortex tracks were detected during this 1.5-hr period.

To further analyze how statistics change between the different simulations, some bulk characteristics are
compiled in Table 2, which lists, from left to right, the number of detected dust devils N, averaged lifetime 𝜏,
translation or migration speed vtmean

, radius rmean, maximum core pressure drop |p|max, maximum vorticity
|𝜁 |max, and maximum tangential velocity ⟨utan⟩max. The overbar describes an average over all N detected
vortices, whereas the angle brackets refer to the maximum of a tangentially averaged value determined for
each dust devil center. The index “max” refers to the maximum value during the whole lifetime of one
specific vortex, and the index “mean” indicates a value averaged over the whole lifetime of a single vortex.
Besides, the standard deviations and the overall maximum values are shown in Table 2. For all the following
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Figure 3. Spatial distribution of all 1,952 vortex tracks between 9,000 and 14,400 s derived from simulation HO. Each
vortex center is represented by a dot. The color of the dot codes the simulated time at detection.

statistics, only vortices after the model spin-up (>2,700 s) with a lifetime of

𝜏 > max
(

120s,
2𝜋rmean
⟨utan⟩mean

)
(2)

are considered. Equation (2) says that a vortex has to exist for at least 120 s and that an air parcel flowing
with ⟨utan⟩mean can circulate the vortex once or more during its lifetime. This procedure restricts the statistics
to the longer-lasting and thereby stronger dust devil-like vortices, which are much more relevant in the
discussion of simulating realistic maximum core pressure drops. Nevertheless, for the presentation of the
spatial distribution of dust devil-like vortices (e.g., Figure 3) each vortex track independent of its lifetime is
considered.

It should be mentioned here that the main reason for listing bulk properties is to afford others a better
comparison of their model results with this study. However, the focus of discussion and analysis is on the
maximum core pressure drop. For the mean value of this parameter, the confidence interval with a confi-
dence level of 95% is specified for each simulation in order to account for statistical significance. Simulation
HO shows a confidence interval of [8.71 Pa, 9.30 Pa]. In addition, no linear correlation could be found
between vortex radius and core pressure drop as well as between the vortex radius and its duration for each
of the following simulations. This is indicated by Pearson correlation coefficients, which are around 0.2 or
lower.

3.2. The Effect of Grid Spacing
To study the effect of grid resolution on the intensity of dust devils, the previously presented simulation
HO has been repeated with a grid spacing of 2 m instead of 10 m. This simulation (named HOhr) is almost
identical to the simulation comprehensively examined by Raasch and Franke (2011). The main differences
are (i) the applied fifth-order advection scheme by Wicker and Skamarock (2002) instead of the second-order
scheme by Piacsek and Williams (1970), and (ii) the extended simulation time from 1.5 to 4 hr.

Table 2
Dust Devil Characteristics Derived From Simulation HO

N 𝜏 vtmean
rmean |p|max |𝜁 |max ⟨utan⟩max

(s) (m/s) (m) (Pa) (s−1) (m/s)
861 280 ± 184 0.94 ± 0.40 18.26 ± 3.45 9.01 ± 4.45 0.432 ± 0.094 2.31 ± 0.57

1,496 2.53 44.55 44.03 0.934 5.54

Note. The second row represents the maximum values with respect to all 861 dust devils fulfilling equation (2). HO =
homogeneous.
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Figure 4. Number of vortex tracks as a function of each track's maximum core pressure drop for simulations HO (blue)
and HOhr (red). The dashed lines indicate fitted power laws using nonlinear least squares analysis. For HOhr, two lines
are shown, that indicate the different slopes of −1.72 and −1.21 mentioned in the text.

The general dynamics of the CBL, as described for HO, are also apparent in HOhr, including the cellular
pattern of convection and the generation of dust devil-like vortices at cell vertices and edges. However, the
vortices itself are much better resolved in HOhr, including their dynamics responsible for the generation of a
higher core pressure drop. This is shown in Figure 4, which displays the number of vortex tracks (satisfying
equation 2) as a function of each track's maximum core pressure drop for both simulations, HO and HOhr.
The axes are logarithmically scaled with a bin size ratio of about

√
2 as suggested by Lorenz and Jackson

(2016), who argued that this ratio is a good compromise between retaining enough data points to define the
function shape while keeping enough counts in each bin to avoid large counting errors. The

√
2 ratio is kept

constant in all subsequent plots using logarithmic binning. For HOhr, the most intense dust devils exhibit
a factor of 3 higher core pressure drops than in HO, and the total number of dust devil tracks satisfying
equation (2) increases by a factor of 4 (from 861 to 3,335). The increased number of vortices is purely related
to the better resolution of the dynamics in the CBL and would be even higher if the same detection thresholds
(3.5 Pa, 0.087 s−1) had been used. The most intense vortex shows a pressure drop of 138.64 Pa.

The decreasing number of vortex tracks with increasing maximum core pressure drop can be described by
a truncated power law starting from the bin with the highest number of detected vortex tracks (e.g., Lorenz
& Jackson, 2016; Nishizawa et al., 2016). The power law has the form

𝑓 (x; a, k) = axk, (3)

where a and k are constants and x describes the maximum core pressure drop. To fit the function f to the data
and determine the coefficients, nonlinear least squares analysis has been used. The resulting curves are also
illustrated in Figure 4 revealing a differential power law slope (k value) for the HO data of −2.16 and −1.21
for HOhr (−1.72 if the bin with the second highest number is used as a starting point), which correspond to
the range of slopes derived from observational data (−1 to −3; Lorenz, 2014; Lorenz & Jackson, 2016). It has
to be noted that the slope heavily depends on the selected starting point and the bin limits which vary from
plot to plot to kept the bin ratio constant. If, for example, the maximum number of detected vortex tracks is
not pronounced and therefore hard to define, several slopes are conceivable.

Table 3
Dust Devil Characteristics Derived From Simulation HOhr

N 𝜏 vtmean
rmean |p|max |𝜁 |max ⟨utan⟩max

(s) (m/s) (m) (Pa) (s−1) (m/s)
3,335 210 ± 105 1.08 ± 0.39 4.69 ± 1.52 17.70 ± 11.91 2.76 ± 0.78 3.03 ± 0.57

995 2.75 26.06 138.64 7.76 9.0

Note. The second row represents the maximum values with respect to all 3,335 dust devils fulfilling equation (2).
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Figure 5. Horizontally and temporally averaged profiles of the horizontal velocity components u (left) and v (right) for
five different simulation times derived from HOu5.

Table 3 lists the most important statistical quantities for simulation HOhr, showing much higher values
of the averaged pressure drop maximum, vorticity maximum, and tangential velocity maximum compared
to HO. This consistent behavior can be well described by theoretical models like the Rankine vortex or
Burgers-Rott vortex model that put pressure drop, vorticity, and tangential velocity in relation (e.g., Alek-
seenko et al., 2007). The mean radius averaged over all detected vortices is much smaller compared to HO
but can be still described with about two grid points. The changes in the mean translation speed are compar-
atively low, whereas the averaged lifetime of a dust devil decreases from 280 to 210, which can be attributed
to the different detection thresholds in HO and HOhr as well as to the better resolution of small-scale,
short-lived structures. Finally, the confidence interval of the averaged pressure drop maximum is [17.29 Pa,
18.10 Pa].

The comparison between HO and HOhr shows that it is mandatory to decrease the grid spacing for a suc-
cessful simulation of dust devils. An even further reduction of the grid spacing might result in even higher
core pressure drops. This claim is supported by analyzing power spectral densities of the perturbation pres-
sure, potential temperature, and velocity components (not shown). The combination of the subgrid-scale
model dissipation and the numerical dissipation of the advection scheme strongly damps spatial scales less
than 4 times the grid spacing. Therefore, fluctuations on a scale of several meters are still heavily damped
in simulations with 2-m grid spacing, which requires even finer resolutions for an accurate study of dust
devils. For example, ultrahigh resolution dust devil simulations with a grid spacing of 0.1 m performed by
Gu et al. (2008) reproduced core pressure drops of 200 Pa. However, these simulations are not able to cover
the generation of dust devils by the dynamics of the boundary layer due to limited computing capabilities
restricting the modeling domain to a couple of hundreds of meters horizontally. Also in our study, comput-
ing capabilities prohibit a further reduction of grid spacing (e.g., the HOhr simulation demands 23-hr CPU
time on 6400 cores of a CRAY-XC40), and even a grid spacing of 2 m is too expensive for all simulations of
this study. Accordingly, we will receive our main conclusions on the effects of background wind and het-
erogeneities on the strength of dust devils from simulations using a 10-m grid spacing, before we return to
a 2-m grid spacing for the final simulation of our study.

3.3. The Effect of Background Wind
Previous studies suggest that light background winds are beneficial to dust devil formation in numerical
models (e.g., Raasch & Franke, 2011) and in the real atmosphere (e.g., Rafkin et al., 2016). A further increase
in background wind, however, turns the convective cells to a band-like pattern, therefore, inhibiting the
formation of dust devils (Raasch & Franke, 2011; Sinclair, 1969). To quantify the effect of background wind
on dust devil intensity, we impose different geostrophic winds of 2.5, 5.0, 7.5, and 10.0 m/s in x direction
(simulations HOu2.5, HOu5, HOu7.5, and HOu10).

In Figure 5, the evolving horizontally and temporally averaged vertical profiles of the horizontal wind
components are shown exemplarily for a geostrophic wind of 5.0 m/s.
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Figure 6. Horizontal cross sections of the instantaneous vertical velocity at 10 m (top) and 100 m (bottom) height after
10,800-s simulated time derived from simulation HOu7.5. Detected vortex centers are depicted as yellow dots.

The profiles indicate again a well-mixed boundary layer growing in time. Wind shear, known to significantly
influence dust devil development (e.g., Balme et al., 2003), is mainly apparent close to the ground and in
the entrainment zone near the inversion height. Above, the geostrophic balance is fulfilled. Furthermore,

Figure 7. Spatial distribution of all 9,111 vortex tracks between 9,000 and
14,400 s derived from simulation HOu5. Each vortex center is represented
by a dot. The color of the dot codes the simulated time at detection.

the wind direction changes according to the Ekman spiral from x axis par-
allel (270◦) above the inversion height to roughly 255◦ close to the ground
(after 4 hr). The profiles of HOu2.5, HOu7.5, and HOu10.0 show a similar
behavior.

For a geostrophic wind of 5.0 m/s, the vertical velocity exhibits a similar
convective cell pattern as shown in Figure 2 with vortex centers at the ver-
tices and branches of the cells. For a weaker geostrophic wind of 2.5 m/s
(simulation HOu2.5) the convective cell pattern is more pronounced than
in simulation HOu5 (not shown), while for stronger geostrophic winds
of 7.5 and 10.0 m/s the cell pattern is completely blurred and structures
appear to be elongated along the x direction (Figure 6 for HOu7.5).

The vortices move approximately in the direction of the mean
near-surface wind during the course of their lifetime. Thus, convective
cells (well pronounced in Figure 3) are blurred here completely, which
can be also seen from the spatial distribution of dust devil tracks derived
from simulation HOu5 (Figure 7). The averaged translation direction is
253◦. However, a single vortex can have deviations from the mean surface
wind direction of more than 30◦, with a standard deviation of migration
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Table 4
Dust Devil Characteristics Derived From Simulation HOu2.5, HOu5, HOu7.5, and HOu10

Simulation N 𝜏 vtmean
rmean |p|max |𝜁 |max ⟨utan⟩max

name (s) (m/s) (m) (Pa) (s−1) (m/s)
HOu2.5 1,460 280 ± 190 2.1 ± 0.67 22.01 ± 5.50 10.18 ± 5.46 0.438 ± 0.106 2.40 ± 0.63

1,656 4.37 55.10 52.15 0.944 5.71
HOu5 1,889 258 ± 150 3.94 ± 0.75 26.37 ± 6.79 11.61 ± 6.03 0.438 ± 0.107 2.54 ± 0.65

1,398 6.11 81.20 51.06 0.947 5.78
HOu7.5 1,143 214 ± 98 5.73 ± 0.77 29.30 ± 7.38 12.55 ± 6.78 0.440 ± 0.111 2.63 ± 0.68

889 9.33 70.0 54.57 0.933 5.61
HOu10 536 181 ± 61 7.21 ± 0.8 30.87 ± 9.28 14.25 ± 7.59 0.464 ± 0.118 2.85 ± 0.70

593 9.81 71.85 51.42 0.910 5.59

Note. The second row of each conducted simulation represents the maximum values with respect to all N tracked dust
devils fulfilling equation (2).

direction of 13.92◦ (HOu2.5), 8.20◦ (HOu5), 6.55◦ (HO7.5), and 6.61◦ (HOu10). This agrees with observa-
tions of Lorenz (2016), who showed that dust devil migration directions follow the ambient wind but with a
standard deviation described by arctan(R∕U) with U being the ambient wind speed and R being a constant
that depends on the regarded data set.

The total number of detected vortex tracks between 9,000 and 14,400 s is much higher for simulation HOu5
(9,111) than those for HO (1,952) and HOu2.5 (4,309) but still less than the number for HOu7.5 (14,226)
or HOu10 (23,882) indicating that even stronger background winds trigger the development of vertical vor-
tices. This is because of the increased near-surface wind shear, whereby additional horizontal vorticity is
generated, which is then tilted into vertical vorticity via the twisting term (see Raasch & Franke, 2011). At
the same time, vortices become more and more unstable due to higher turbulence that occur together with
higher background winds. Further turbulence then favors the decay of coherent structures like dust devils,
which results in shorter averaged lifetimes (see the bulk characteristics in Table 4). As explained by Raasch
and Franke (2011), the decrease of longer-lasting, well-developed dust devils can be additionally explained
by the more shear-dominated conditions, which inhibit persistent, convective cells essentially needed for
the generation and maintenance of dust devils.

The interaction between reduced averaged lifetimes and increased total numbers of vortex tracks in case of
higher background winds is illustrated in Figure 8, which shows the cumulative number of vortex tracks
having a lifetime greater or equal to the respective value on the x axis. It can be seen that no- and low-wind

Figure 8. Cumulative number of vortex tracks between 9,000 and 14,400 s as a function of the vortices' lifetime for
simulations HO, HOu2.5, HOu5, HOu7.5, and HOu10. The colors were chosen in a way that higher wind speeds have
darker blue tones.
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Figure 9. Number of vortex tracks as a function of each track's maximum core pressure drop for simulations HO,
HOu2.5, HOu5, HOu7.5, and HOu10. The colors were chosen in a way that higher wind speeds have darker blue tones.
The dashed lines indicate fitted power laws using nonlinear least squares analysis.

situations produce more longer-lasting vortices than under strong-wind conditions. For short-lived vortices,
the exact opposite is the case.

Table 4 also shows that the impact of the background wind velocity on the number of detected vortex tracks
satisfying equation (2) is less distinct. For a moderate increase of the background wind of 2.5 and 5.0 m/s the
number of tracks (1,460 for HOu2.5 and 1,889 for HOu5) increases by a factor of about 2 in comparison to
the windless simulation HO (861). For stronger background winds of 7.5 or 10.0 m/s the number of tracks
decreases drastically to 1,143 and 536, respectively. This behavior is a consequence of both effects described
above: an increasing total number of detected tracks accompanied by decreasing averaged lifetimes at higher
background winds. For winds up to 5 m/s the increase of tracks is more pronounced in the statistically
analyzed data than the decline in lifetime. Therefore, the number of tracks with a duration of at least 120 s
increases, too. For geostrophic winds above 5 m/s, however, the overall increase of tracks is less pronounced
than the decline in lifetime, which results in lower values for N.

The quantitative impact of different background winds on the maximum core pressure drop occurring dur-
ing each track is presented in Figure 9 (for excat values see Table 4). The plots' average maximum core
pressure drop increases from 9.01 to 10.18, 11.61, 12.55, and 14.25 Pa having confidence intervals of [8.71 Pa,
9.30 Pa], [9.90 Pa, 10.46 Pa], [11.34 Pa, 11.88 Pa], [12.16 Pa, 12.94 Pa], and [13.61 Pa, 14.89 Pa] for the simu-
lations HO, HOu2.5, HOu5, HOu7.5, and HOu10, respectively. This shows that higher background winds
result in more intense vortices, shifting the maximum number of detected vortex tracks to higher maxi-
mum core pressure drop values. The higher relative number of intense vortices can be explained by the
increased near-surface shear due to stronger background winds, whereby the horizontal component of rota-

Figure 10. Vertical cross section of vertical velocity at 10,800 s, averaged along y and over the previous 900 s for
simulation HE.
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Figure 11. Horizontal cross section of the u component of the horizontal velocity at 5-m height and at 10,800-s
simulated time for simulation heterogeneous. The dashed line represents the border between the differently heated
areas (left: less heated, right: stronger heated). Detected vortex centers are depicted as yellow dots.

tion increases, which contributes via the twisting term to larger vorticity, dust devil tangential velocity, and
pressure drop values (see Table 4 and Raasch & Franke, 2011). In addition, the total maximum core pressure
drop increases compared to HO but does not change significantly with background wind. The combination
of a nearly constant total maximum pressure drop with an increased number of intense vortices within the
population results in less steep differential power law slopes of −2.21 (HO), −1.83 (HOu2.5), −1.44 (HOu5),
−1.26 (HOu7.5, −1.88 if the bin with the second highest number is used as indicated in Figure 9), and −1.56
(HOu10). A meaningful comparison to observational data is still pending due to missing database.

All in all, high background winds are beneficial to the production of more intense vortices, but the number
of long-living vortex tracks (several minutes) decreases drastically if a certain threshold velocity is exceeded.
Therefore, light or moderate background winds, as they are typically present in regions of high dust devil
occurrence (Jemmett-Smith et al., 2015), should be also included in future LES of dust devils to represent
their observed intensity more accurately.

3.4. The Effect of Heterogeneities
To quantify the effect of heterogeneities on the intensity of dust devils, a striped pattern of heating is imposed
in simulation HE: The left half of the model domain's surface (0 m ≤ x < 2,000 m) is heated with a surface

Figure 12. Spatial distribution of all 1,298 vortex tracks between 9,000 and 14,400 s derived from simulation HE. Each
vortex center is represented by a dot. The color of the dot codes the simulated time at detection. The dashed line
represents the border between the differently heated areas.
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Figure 13. Horizontal cross sections of the instantaneous vertical velocity at 10-m height after 10,800-s simulated time
derived from simulation HE. Detected vortex centers are depicted as yellow dots. The dashed line represents the border
between the differently heated areas.

heat flux of 0.12 K·m·s−1 and the right part (2,000 m ≤ x < 4,000 m) with 0.36 K·m·s−1, resulting in the same
net surface heat flux of 0.24 K·m·s−1 as applied in all previously presented simulations of this study.

Due to this differential heating, a secondary circulation develops (e.g., Avissar & Schmidt, 1998; Letzel &
Raasch, 2003), in which air rises above the stronger heated region (x = 3, 000 m) and sinks above the less
heated region (x = 1, 000 m, Figure 10). Due to mass continuity, this pattern is associated with a low-level
convergence line above the stronger heated region, where dust devil centers seem to cumulate (Figure 11).
Keep in mind that due to the staggered grid used in PALM, the horizontal velocity components are vertically
shifted by half the grid spacing. Therefore, Figure 11 shows the horizontal cross section of the u component
in 5 m and not in 10 m.

The spatial distribution of vortex tracks (Figure 12) indicates that dust devils are mostly generated over the
stronger heated area close to the convergence line and are then advected toward it. Because the heating
might not be sufficient for the development of dust devils, only a negligible amount is generated in the less
heated region. Indeed, the upward vertical velocities associated with the cell edges and vertices (Figure 13)
are lower in the less heated region than in the stronger heated region, making the less heated region less
favorable for the development of dust devils. Moreover, the cells above the stronger heated region are more
dense than above the less heated region, containing more vertices responsible for generating dust devils. This
compression is a result of the secondary circulation, which low-level convergence compacts the cells above
the stronger heated region, whereas the low-level divergence broadens the cells above the less heated area.

The number of detected vortex tracks with a lifetime >120 s decreases by about 50% for HE in comparison to
HO, which is mainly due to geometric reasons (area of intense heating is halved, Table 5), and the secondary
circulation: The subsidence of air together with the small magnitude of the heat flux over the less heated
region prevents the development of dust devils, whereas dust devils are triggered along the convergence
line and by the high heat flux above the stronger heated region more frequently. The stimulation of vertical
vortices along the convergence line is mainly due to the fact that air parcels flowing toward each other tend
to produce rotation in a horizontal plane and, consequently, vortices with a vertical axes.

Table 5
Dust Devil Characteristics Derived From Simulation HE

N 𝜏 vtmean
rmean |p|max |𝜁 |max ⟨utan⟩max

(s) (m/s) (m) (Pa) (s−1) (m/s)
463 300 ± 256 1.09 ± 0.53 21.19 ± 4.72 11.15 ± 7.23 0.485 ± 0.125 2.61 ± 0.75

2,163 2.95 47.24 60.26 1.097 6.03

Note. The second row represents the maximum values with respect to all 463 dust devils fulfilling equation (2). HE =
heterogeneous.
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Figure 14. Number of vortex tracks as a function of each track's maximum core pressure drop for simulations HO
(blue) and HE (red). The dashed lines indicate fitted power laws using nonlinear least squares analysis. HE =
heterogeneous; HO = homogeneous.

The mean lifetime, translation speed, and radius values do not change significantly compared to HO
(a little higher values for HE). However, the mean of the maximum core pressure drop increases from 9.01 Pa
for HO to 11.15 Pa for HE with a confidence interval of [10.49 Pa, 11.81 Pa], indicating that more intense
vortices are produced in simulation HE. This is additionally supported by a higher overall maximum of the
pressure drop, increasing from 44.03 Pa (HO) to 60.26 Pa (HE). The more intense vortices during simula-
tion HE are caused by the higher sensible surface heat flux in the stronger heated region, which directly
produces stronger vortices as theoretical models of Renno and Ingersoll (1996) and Renno et al. (2000), and
Renno et al. (1998) suggest. Additionally, the secondary circulation induces a low-level wind that is favor-
able for the production of more intense vortices due to additional shear similar to the simulations with an
imposed geostrophic wind (see section 3.3). Consequently, the dust devil's vorticity and tangential velocity
values increase.

The line plot shown in Figure 14 underlines again the production of more intense vortices in HE compared
to HO. Although only half as many dust devils as in HO were recorded, the number of dust devils for the bins
with high maximum core pressure drops increases significantly compared to HO. In total, the core pressure
drop data can be approximated with slopes of −1.38 (HO, −2.13 if the bin with the second highest number
is used as indicated in Figure 14) and −1.68 (HE).

To isolate the effect of the secondary circulation from the higher surface heat flux in one half of the mod-
eling domain, a homogeneous simulation with a sensible surface heat flux of 0.36 K·m·s−1 was conducted
(HOhf, results not shown). If the increased surface sensible heat flux was the only reason for the increased
vortex strength, more stronger vortices than in simulation HE would occur because the surface heating
of 0.36 K·m·s−1 covers the whole model domain instead of the half as in simulation HE. However, though
more and stronger vortices occur in HOhf than in the homogeneous simulation with a net sensible sur-
face heat flux of 0.24 K·m·s−1 (HO), there is no significant difference concerning the mean maximum core
pressure drop between the stronger heated homogeneous (HOhf, 11.35 Pa ± 6.52 Pa, confidence interval of
[11 Pa, 11.35 Pa]) and the heterogeneous simulation (HE, 11.15 Pa± 7.23 Pa, confidence interval of [10.49 Pa,
11.81 Pa]). In fact, the overall maximum pressure drop in HE (60.26 Pa) is even higher than in simulation
HOhf (55.57 Pa). Thus, it can be concluded that the structure of the surface heating and the resulting sec-
ondary circulation has a significant impact on the formation of vortices by allowing the development of
stronger dust devils.

Another variable probably affecting the generation of vortices is the width of the surface heterogeneity. To
address this, additional simulations with a striped pattern and a width of 2 km (HE2), 8 km (HE8), and 16 km
(HE16) have been conducted (results not shown). Simulation HE2 has the same horizontal domain like HO
(4 km × 4 km), while the simulations HE8 and HE16 have a horizontal domain of 8 km × 4 km and 16 km
× 4 km, respectively, to capture the larger strip widths. In simulation HE2 the vortices are weaker in com-
parison to the above-described simulation with a width of 4 km (HE), whereas stronger vortices appear for
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Figure 15. Horizontal cross sections of the instantaneous vertical velocity at 10-m height after 10,800-s simulated time
derived from simulation HEv5. Detected vortex centers are depicted as yellow dots. The dashed line represents the
border between the differently heated areas.

stripes of 8 km (HE8) and even stronger ones for stripes of 16 km (HE16), which is in agreement with pre-
vious studies showing that the secondary circulation intensifies with increasing width (Avissar & Schmidt,
1998; Letzel & Raasch, 2003; Shen & Leclerc, 1995).

3.5. The Effect of Background Wind on a Heterogeneous Simulation
By imposing an additional background wind on a heterogeneously heated simulation, it is expected to
combine the effects of heterogeneity and wind, resulting in even stronger vortices. For this reason, we
extended the setup of the heterogeneously heated simulation HE with a geostrophic wind of 5 m/s to test
this hypothesis (simulation HEv5). In contrast to the homogeneous simulations, the direction of the back-
ground wind matters. A background wind perpendicular to the heterogeneity would weaken the secondary
circulation (e.g., Avissar & Schmidt, 1998; Letzel & Raasch, 2003) and the effect on dust devils. Therefore,
the background wind is imposed parallel to the heterogeneity (i.e., in positive y direction).

In simulation HEv5 a secondary circulation and a convective cell pattern similar to simulation HE develop,
but with structures more and more aligned along the y axis (see Figure 15). In addition, less intense con-
vective cells occur over the less heated patch. Due to the additionally considered background wind, the
low-level convergence line shifts to the left during the simulation (not shown). This is a result of the Cori-
olis force, generating a negative u component at the surface that accelerates with time (see Figure 5). As

Figure 16. Number of vortex tracks as a function of each track's maximum core pressure drop for simulations HE
(blue) and HEv5 (red). The dashed lines indicate fitted power laws using nonlinear least squares analysis. HE =
heterogeneous.
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Figure 17. Horizontal cross section of the u component of the horizontal velocity (averaged over the previous 900 s) at
5-m height and at 10,800-s simulated time for simulation HEv5hr. The dashed line represents the border between the
differently heated areas.

in the previous simulations, most vortices are located at the cell edges and vertices. Besides, the vortices
are primarily generated above the stronger heated region and are advected toward the convergence line of
the secondary circulation (as in simulation HE). In addition to the movement in x direction caused by the
secondary circulation, the vortices also move with the imposed background wind in y direction.

Figure 16 shows the number of detected vortex tracks having a certain maximum core pressure drop for
simulations HE and HEv5. The total number of vortices with a duration of at least 120 s is larger in sim-
ulation HEv5 (1141) than in simulation HE (463) due to the overall increase of tracks by the additional
shear as a result of the background wind (see discussion in section 3.3). The occurrence of intense vortices
also increases in simulation HEv5, which is indicated by the mean maximum core pressure drop, which
increases from 11.15 Pa for simulation HE to 14.25 Pa for simulation HEv5, with a confidence interval of
[13.58 Pa, 14.93 Pa] and with the strongest vortex in HEv5 having a core pressure drop of 95.44 Pa. Addition-
ally, Figure 16 displays differential power law slopes of −1.56 for HE and −1.16 for HEv5. The changes in
the other dust devil characteristics caused by a moderate background wind in a heterogeneous environment
demonstrate a similar picture as those already discussed in section 3.3, where a geostrophic wind of 5 m/s
was imposed on simulation HO.

3.6. Combined Effect of All Factors Enhancing Vortex Strength
As shown in the previous subsections, the physical parameters of background wind and surface heterogene-
ity and a high spatial resolution as a numerical parameter enhance the strength of simulated vortices. Now,
we combine all parameters in a final simulation, that is, a heterogeneous surface with a striped pattern of
4-km width, a background wind of 5 m/s parallel to the pattern of heating, and a high spatial resolution of
2 m.

Figure 17 shows the location of the convergence line for simulation HEv5hr in a horizontal cross section of
the u component at a height of 5 m after 10,800-s simulated time. As in simulation HEv5, the convergence
line of the secondary circulation is shifted to the left during the simulation. At the end of the simulation,
the convergence line is located close to the border of the differently heated areas.

The convective cell pattern at the first grid point above the surface is less pronounced in HEv5hr compared
to HEv5 (see Figure 18). In HEv5hr, much more finer structures are resolved, which appear as streaks mostly
orientated along y due to the imposed background wind. However, the displayed height is 2 m instead of
10 m, which makes a direct comparison to Figure 15 difficult. For example, small structures, which occur in
particular just above the surface, are only represented in horizontal cross sections extracted at several meters
height. Nevertheless, the usage of 2 m as the analysis height is much more meaningful since observations
of parameters describing dust devils are mainly carried out at height levels less than 10 m (e.g., Metzger et
al., 2011; Tratt et al., 2003). Further away from the surface (100 m), the cellular structure is also strongly
modified by the background wind and the secondary circulation. Besides, vortices are again mainly located
over the stronger heated area close to the current position of the convergence line, where strong updrafts
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Figure 18. Horizontal cross sections of the instantaneous vertical velocity at 2-m (top) and 100-m (bottom) height after
10,800-s simulated time derived from simulation HEv5hr. Detected vortex centers are depicted as yellow dots.

occur and structures are merging. After the generation of the vortices, they are advected toward the low-level
convergence line (not shown).

The distribution of the maximum core pressure drop is given in Figure 19 showing a quite gradual differen-
tial power law slope of −0.96 due to the lack of very strong and long-living vortices. Nevertheless, vortices
are much stronger than in all previous simulations. Two vortices occur with a maximum core pressure drop
of more than 200 Pa, with the strongest vortex having a value of 218.93 Pa, which is very close to the range of
observed intensities (250 to 450 Pa, Kanak, 2005, 2006; Sinclair, 1973). Besides the increased vortex strength,
the number of detected vortex tracks with a duration of at least 120 s decreases substantially (193), which
supports the findings of Raasch and Franke (2011), where for the 2-m run in combination with a background
wind of 5 m/s significantly less centers and well-developed tracks than in all other runs were detected. The
strong decrease of dust devil-like structures was not really expected because of the 2.5 times higher number
in simulation HEv5 compared to HE and more dust devil detections during the high-resolution run pre-
sented in section 3.2. Anyhow, the reason for the low number of detected vortex tracks with a duration of at
least 120 s is, first, the reduced averaged lifetime of dust devil-like vortices for high-resolution runs as dis-
cussed in section 3.2. This counteracts the overall increase of vortices with decreasing grid spacing. Second,
values of 120 s and more belong to the longest registered lifetimes (not shown). At such lifetimes, a further
increase in background wind reduces the number of tracks (see Figure 8). Moreover, the secondary circula-
tion can also be interpreted as an additional background wind, which reduces the number of vortices with
a lifetime of at least 120 s even further.

Finally, Table 6 gives an overview of dust devil characteristics. For HEv5hr, the interaction of the high reso-
lution, background wind, and secondary circulation result in shorter lifetimes than for HEv5 (as explained
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Figure 19. Number of vortex tracks as a function of each track's maximum core pressure drop for simulation HEv5hr.
The dashed line indicates a fitted power law with a slope of −0.96 using nonlinear least squares analysis.

above). However, lifetimes around 200 s (several minutes) still agree well with observations (Balme & Gree-
ley, 1998). The migration velocity resembles the ones of simulation HEv5 and HOu5, whereas the mean
radius is much smaller due to the finer resolution. In line with the pressure, also mean vorticity and tan-
gential velocity values increases a lot compared to HEv5. The confidence level of the mean maximum core
pressure drop is [56.76 Pa, 69.27 Pa].

Run HEv5hr was repeated but with slightly different initial conditions with respect to the random pertur-
bations, which were imposed on the horizontal velocity field in the beginning (see section 2.1). That way,
the statistics of dust devils for HEv5hr could be improved. All in all, three vortices occur with a maximum
core pressure drop of more than 250 Pa, with the strongest vortex having a value of 306.17 Pa, which is well
in the range of observed intensities (250 to 450 Pa, Kanak, 2005, 2006; Sinclair, 1973). Note that these three
vortices are the first simulated vortices as intense as observed dust devils.

4. Summary and Conclusion
The purpose of this study was to examine the effect of grid spacing, background wind, and surface heat flux
heterogeneities on simulated dust devil-like vortices with the aim of simulating vortices as strong as observed
in nature. Though previous studies could successfully reproduce the characteristic structure of dust devils,
the core pressure drop of the simulated vortices was almost 1 order of magnitude too small (e.g., Cortese &
Balachandar, 1993; Gheynani & Taylor, 2010; Ito et al., 2013; Kanak et al., 2000; Raasch & Franke, 2011).

As a first step, we analyzed the effect of the LES model resolution. Due to an increased resolution of the vor-
tex microstructure, dust devil-like vortices are more numerous and the core pressure drop is more intense,
which is in accordance with a previous study by Raasch and Franke (2011).

Another factor known to enhance vortex strength is an imposed background wind (e.g., Raasch & Franke,
2011; Sinclair, 1969). While Raasch and Franke (2011) found a background wind of 2.5 m/s to cause the
largest increase in vortex strength, this study shows that the ideal wind speed concerning the averaged vortex
strength seems to be higher (though the exact optimum wind speed was not determined). However, the

Table 6
Dust Devil Characteristics Derived From Simulation HEv5hr

N 𝜏 vtmean
rmean |p|max |𝜁 |max ⟨utan⟩max

(s) (m/s) (m) (Pa) (s−1) (m/s)
193 200 ± 93 3.86 ± 0.72 5.37 ± 1.66 63.02 ± 44.06 5.01 ± 1.81 5.66 ± 2.02

729 5.63 17.40 218.93 9.78 11.28

Note. The second row represents the maximum values with respect to all 193 dust devils fulfilling equation (2).
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number of detected dust devils lasting several minutes decreases drastically if a certain wind speed threshold
is exceeded.

Heterogeneous surfaces, which are found in observations to increase vortex strength (Renno et al., 2004;
Sinclair, 1969), were never before considered in numerical simulations of dust devils. We examined the effect
of a 1-D striped heating pattern. Due to a developing secondary circulation (e.g., Avissar & Schmidt, 1998),
the convective cells over the stronger heated area are more intense and compact, leading to an increase in
vortex strength. Interestingly, the simulation shows that dust devils accumulate at the low-level convergence
line above the stronger heated region and not at the border of surface heterogeneities as observations suggest
(Renno et al., 2004; Sinclair, 1969). Since this study has only focused on heat flux heterogeneities and not
on roughness heterogeneities, which might be the more significant heterogeneity in the above-mentioned
observations, further investigations are necessary.

A final simulation combined all previously studied effects. The simulation featured a grid resolution of 2 m,
a background wind of 5 m/s, and a surface heating heterogeneity. The combination of all features leads to a
significant increase in dust devil intensity. It also leads to a maximum core pressure drop of 306 Pa, which
agrees well with observed values ranging from 250 to 450 Pa. This simulation is the first to produce dust
devil-like vortices with observed intensities.

However, this study should be seen as a first step toward the simulation of dust devils with observed inten-
sity. Individual influences, especially that of heterogeneities introducing baroclinity and hence an additional
source of vorticity, need to be investigated more carefully in follow-up studies. Due to the erratic occur-
rence of dust devils, future studies should also extend the model domain or simulation time, which have
been limited in this study due to computational restrictions. In this way, the statistics on dust devils inten-
sity can be improved, especially with respect to the strongest and therefore rarest dust devils. Also, an
ensemble-based approach would improve the statistics even further. However, the general tendencies of grid
spacing, background wind, and surface heat flux heterogeneities on the intensity could be shown clearly.

In the future, we want to investigate the statistics of dust devils with observed intensity in more detail.
Especially, the three-dimensional structure, correlations between dust devil features, the initial generation
process, and the mechanism of maintaining dust devils will be addressed by using a nesting technique,
which has been recently implemented in PALM and which will allow for near-surface grid spacings of 1 m
and below. Our future studies will also incorporate laboratory studies to represent atmospheric convection
and hence dust devil-like structures. The barrel of Ilmenau, which is a large-scale experimental facility to
investigate turbulent convection, will be an appropriate environment for these studies (e.g., du Puits et al.,
2013). Such a controlled environment will allow the derivation of similar statistics as done in the simulations
presented here (and which are almost impossible to derive in a real-world environment). By comparing dust
devil-like structures in simulations and laboratory, we will be able to identify and to understand distinct
differences and, if necessary, figure out appropriate ways to improve our simulations toward reality even
further.

Acronyms
CBL Convective boundary layer
LES Large-eddy simulation
PALM The Parallelized Large-Eddy Simulation Model
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Chapter 4

Evolution and Features of Dust Devil-Like
Vortices in Turbulent Rayleigh-Bénard Con-
vection - A Numerical Study Using Direct
Numerical Simulation
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1.  Introduction
1.1.  Motivation

Dust devils, also known as whirlwinds or willy willies, are organized, convective vortices with a vertically 
aligned axis of rotation. They occur on Earth (e.g., Bluestein et al., 2004; Sinclair, 1969) and Mars (e.g., 
Ellehoj et al., 2010; Kahanpää et al., 2016), and are made visible by soil particles (e.g., dust) that are swirled 
up from the ground. This makes dust devils not only a dynamically and optically interesting phenomenon 
(e.g., Kurgansky et al., 2016), but also a possible hazard to light aircraft (e.g., R. D. Lorenz & Myers, 2005) or 
future mars explorations (e.g., Balme & Greeley, 2006). In addition, they significantly increase the aerosol 
transport from the surface to the atmosphere on a regional (e.g., Gillette & Sinclair, 1990; Han et al., 2016; 
Ito et al., 2010; Renno et al., 2004) and global scale (e.g., Jemmett-Smith et al., 2015; Koch & Renno, 2005). 
Therefore, dust devils need to be considered in Earth's energy, carbon, and water cycle (Shao et al., 2011). 
However, quantitative estimates of the dust devils contribution to the overall amount of aerosols in the 
atmosphere are subject to great uncertainties (e.g., Han et al., 2016; Jemmett-Smith et al., 2015; Koch & 
Renno, 2005). To improve existing estimates, detailed statistical information on, i.e., the frequency of oc-
currence, strength, and dust fluxes of convective vortices is required. This demand has led to extensive 
research on dust devil-like structures through laboratory experiments (e.g., Greeley et al., 2003; Neakrase & 
Greeley, 2010), measurement campaigns (e.g., Murphy et al., 2016; Renno et al., 2004), and numerical inves-
tigations using large-eddy simulation (LES; e.g., Giersch et al., 2019; Kanak, 2005). Laboratory experiments 
have the disadvantage of being conducted in an artificial environment. This constraint limits the realism of 
the experiments. Alternatively, measurement campaigns are limited by the sporadic nature of dust devils 
that can be captured only in confined monitoring areas. Numerical simulations of dust devils have been 
performed over the past 20 years mainly due to a large increase in computing power (Spiga et al., 2016). 
However, numerical simulations via LES, from which the derivation of statistics would be straightforward, 

Abstract  Dust devils are convective vortices with a vertical axis of rotation that are made visible by 
entrained soil particles. These soil particles contribute to the atmospheric aerosol input, influencing the 
Earth radiation budget. Quantifying this contribution requires reliable information about the statistics 
of dust devils, their formation process, and how they are maintained. In the past, this information was 
mainly derived from field experiments and large-eddy simulations (LESs). Field experiments suffer 
from the erratic occurrence of dust devils and the limited area that can be monitored reliably. In LESs, 
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are still unable to completely resolve the near-surface region, that is, the region most critical to the dust 
devil induced fluxes of heat and aerosols. Our study aims to extend the knowledge of dust devils by evading 
the previously mentioned disadvantages of experiments, measurements, and LES using direct numerical 
simulation (DNS) of Rayleigh-Bénard convection (RBC), an approach that has never been used before for a 
comprehensive study on dust devil-like structures.

So far, most numerical investigations of dust devils have been carried out employing LES, allowing simula-
tions of convective vortices in the atmospheric boundary layer with a resolution down to a few meters (e.g., 
Giersch et al., 2019; Kanak, 2005; Ohno & Takemi, 2010; Raasch & Franke, 2011). However, LES requires 
the parameterization of unresolved sub-grid scale (SGS) processes. These are realized by SGS models that 
try to describe the influence of any turbulent process in the range of, or smaller than, the grid spacing on the 
resolved flow. The SGS models, as an inherent part of LES models, introduce errors, especially in those areas 
where small-scale mixing plays a crucial role (e.g., Sorbjan, 1996; Sullivan et al., 1994). The surface layer is 
a typical example of such an area (Spiga et al., 2016). Dust-devil like structures are located in the surface 
layer and might be influenced by the SGS model that is used. Although Kanak (2005) does not believe that 
the choice of the SGS closure scheme would make a difference between the existence or nonexistence of 
vertical vortices in LES simulations, an influence on dust devil quantities cannot be excluded. In addition to 
the parameterization of turbulent diffusion through the SGS model, the surface layer requires careful and 
realistic treatment of model surface stresses and surface heat fluxes. Typically, this is realized by using bulk 
parameterizations (e.g., Kanak, 2005; Ohno & Takemi, 2010) or Monin-Obukhov similarity theory, which 
implies the assumption of a constant flux layer between the surface and the first grid level (e.g., Giersch 
et al., 2019; Raasch & Franke, 2011). A quantification of the uncertainties of dust devil statistics caused by 
parameterizations is still missing. LES grid convergence studies down to grid spacing of less than 1 m would 
overcome this shortcoming, but a too high demand on computational resources has been prohibited such 
studies so far. In DNS, however, neither the parameterization of SGS processes nor the parameterization of 
surface stresses and heat fluxes are required. Therefore, no parameterization uncertainties must be consid-
ered. This study will compare DNS results of dust devil-like vortices with LES results, to illuminate potential 
effects of parameterizations used in LES on the dust devil structure.

Although DNS is an appropriate tool for studying dust devil-like vortices, only a few publications exist 
that show first steps toward a comprehensive investigation of their structure and statistics. Cortese and 
Balachandar (1993) recognized strong vertical vorticity in thermal plumes, resulting in spiraling hot up-
drafts and cold downdrafts. Fiedler and Kanak (2001) investigated intense columnar vortices in RBC. They 
discovered similarities between dust devils investigated with DNS and LES. However, both studies lack 
statistics and quantitative features of dust devils in DNS simulations. In addition, Cortese and Balachan-
dar (1993) and Fiedler and Kanak (2001) only considered free-slip boundary conditions for Rayleigh num-
bers up to 107. Therefore, their investigations did not allow for frictionally induced flow convergence toward 
the vortex center. Iijima and Tamura (2008) investigated the formation process and the physical mechanism 
of strong vertical vortices in convection with and without applying external forces. These forces caused ar-
tificial, anticlockwise rotation in the flow field and an upward flow component with the aim to strengthen 
the naturally developing vertical vortices in their simulations by vorticity concentration and vortex stretch-
ing. Still, also Iijima and Tamura (2008) did not provide any detailed statistical, structural, or quantitative 
features of vertical vortices that develop in natural convection. Consequently, our DNS study aims to allow 
a free, frictionally influenced development of vortices, by convection alone, for Rayleigh numbers up to 1011 
to mimic the planetary boundary layer as much as possible.

Even if no-slip boundary conditions better represent a realistic environment under which dust devils de-
velop, a simulation with free-slip conditions will also be carried out to analyze and quantify the effect of 
surface friction on dust devil statistics. The strong and nontrivial effects of surface friction on vertical vorti-
ces has been already investigated in other studies. For example, Gu et al. (2010) simulated dust devils with 
the help of initial tangential velocity and found that surface friction significantly affects the near-surface 
shape of dust devils. The laboratory-like simulations from Neakrase and Greeley (2010), focusing on the 
sediment transport of dust devils, showed that vortex size increases and tangential velocity decreases as 
surface roughness is increased. In addition, they found that a small increase in surface roughness enables 
reduced threshold velocities to lift fine particles from the surface. Also, LES studies of the atmospheric, 

GIERSCH AND RAASCH

10.1029/2020JD034334

2 of 36

 21698996, 2021, 7, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2020JD

034334 by C
ochrane G

erm
any, W

iley O
nline L

ibrary on [30/01/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

4.2 Research Article 67



Journal of Geophysical Research: Atmospheres

convective boundary layer show significant effects of near-surface, frictionally induced horizontal vorticity 
on dust devil development (e.g., Giersch et al., 2019; Kanak et al., 2000; Raasch & Franke, 2011). Ito and Ni-
ino (2013) claim that effects of surface friction are not essential for the formation of dust devil-like vortices 
and that absolute values of vertical vorticity and the overall convection pattern are similar between simula-
tions with and without surface friction. Thus, the consequences of applying free-slip boundary conditions 
on dust devil statistics will be clarified in this study.

Flow properties and structures in RBC are strongly influenced by the Rayleigh number Ra = αgΔθH3/
(νκ), as well as the aspect ratio Γ  =  L/H (e.g., Bailon-Cuba et  al.,  2010; Pandey et  al.,  2018; Stevens 
et al., 2018). Here, α is the thermal expansion coefficient, g the gravitational acceleration, Δθ the poten-
tial temperature difference between the lower and upper plate, H the distance between the plates, ν the 
kinematic viscosity, κ the thermal diffusivity, and L the lateral extent of the model domain. Bailon-Cuba 
et al. (2010) found that large-scale patterns in time-averaged flow fields change from a one-roll to a two-
roll flow pattern at around Γ = 2.5 for Rayleigh numbers 107 and 108. However, they have also shown 
that the exact aspect ratio needed for getting a multi-roll system depends on the Rayleigh number and 
that there is a reorganization of flow from the roll shape to pentagonal or hexagonal structures with 
increasing Γ (up to 12) for a fixed Ra. This is true for a fixed Γ with increasing Ra (up to 108), as well. 
Consistent with these structural changes in flow patterns, flow statistics in RBC are strongly modified by 
the Rayleigh number and aspect ratio. Stevens et al. (2018) concluded from their investigations of ther-
mal superstructures that integral quantities such as the Nusselt number converge for Γ = 4. Reaching a 
convergence of the peak location of the temperature variance and turbulent kinetic energy (TKE) spectra 
requires an astonishing aspect ratio of 64. The previously cited findings make it very likely that dust devil 
evolution depends on Rayleigh number and/or aspect ratio, because the existence of vertical vortices 
appears to be tied to specific flow patterns (Kanak, 2006). To study this, Ra and Γ will be varied between 
106 and 1011 and 2 to 4, respectively.

This study will offer an overview of the effects of surface friction, Rayleigh number, and aspect ratio on dust 
devil statistics, providing the first comprehensive DNS investigation of dust devil-like structures. The study 
is organized as follows. The applied simulation setups and analysis methods are described in Section 2. The 
results are presented in Section 3. A summary and conclusions are given in Section 4. The appendix details 
validation results of the DNS mode of the numerical model used in this study. In addition, further informa-
tion on resolution requirements and a grid resolution study are presented.

1.2.  Dust Devil Formation and Maintenance

This subsection will briefly summarize the vortex formation and maintenance hypothesis established by 
Raasch and Franke (2011) because it will be frequently used in the following discussion. The budget equa-
tion for the vertical vorticity reads (see also Raasch & Franke 2011):
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where hv  represents the horizontal velocity vector and 


h is the nabla operator in the horizontal direction. 
The Coriolis and solenoidal terms have been neglected here. The Coriolis force is not considered in the 
simulated DNS setups at all and the solenoidal term, which describes the generation of vertical vorticity by 
baroclinic processes, does not exist under the Boussinesq-Approximation used in this study (see Section 2).  
Equation 1 indicates that vertical vorticity can be modified by the so-called twisting term, ζtwi, which de-
scribes the transformation of horizontal vorticity into the vertical direction. It is the only term in the above 
equation that can generate vertical vorticity from a flow that did not previously rotate around the vertical 
axes. The remaining terms are only able to rearrange existing vertical vorticity by advection, increasing/
decreasing it by convergence/divergence of the horizontal velocity field, ζdiv, or equalizing it by molecular 
diffusion. A detailed analysis of the budget equation by Raasch and Franke (2011) indicates that the rota-
tion of a dust devil is maintained by a combination of convergence and twisting effects. The convergence 
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effect is caused by the strong updraft that is located above a dust devil. The updraft provokes near-surface 
flow convergence, which further concentrates vorticity in the vortex core. This process is represented in 
the vorticity budget equation by ζdiv. Additionally, horizontal vorticity created by the vertical shear near 
the surface is converted to vertical vorticity as soon as the flow enters the updraft region around the vortex 
core. This is described in Equation 1 by ζtwi. Some values for the twisting, divergence and advection terms 
are stated in Section 3.5.

The budget equation for the vertical vorticity from above can be used to describe how the vortex maintains 
its vertical vorticity. But because the equation already assumes an initially rotating flow, it does not explain 
where and why vortices form at all (see also, Raasch & Franke, 2011; S. Rafkin et al., 2016). It is already 
known that dust devils occur mainly at the vertices of the hexagonal cells that develop in the convective 
boundary layer (e.g., Giersch et al., 2019; Kanak, 2005; Raasch & Franke, 2011). Raasch and Franke (2011) 
argue that the initial vertical vorticity at these vertices is created by chance in the following way: the flow 
converges at the cell vertices due to high vertical wind velocities occurring there. Normally, this happens in 
a nonuniform way with velocity components of different strength pointing toward the convergence lines, 
which are located around the vertex and are merging in its center. By chance, the flow might have a struc-
ture where the overall vertical vorticity of the flow around the vertex is nonzero (see Figure 15a in Raasch 
& Franke, 2011). This initial vorticity is then further concentrated by the general flow convergence and a 
vortex is created.

2.  Methodology
In the following, a dust devil is defined as a convective vortex exceeding certain core pressure drop and ver-
tical vorticity thresholds (see Section 2.2). Furthermore, (convective) vortex, dust devil, and dust devil-like 
vortex are used as synonyms.

All numerical simulations are carried out with the PALM model system (Maronga et al., 2020), which has 
been specifically designed for LES studies of the atmospheric boundary layer (e.g., El Guernaoui et al., 2019; 
Heinze et al., 2012; Maronga & Raasch, 2013). In this study, however, PALM will be used in DNS mode, in 
which every turbulent fluctuation is resolved. This is possible by using PALM's default system of equations 
as mentioned in Maronga et al. (2015) and assuming constant diffusivities equal to the molecular values of 
the fluid. The nonhydrostatic and nonfiltered incompressible system of equations in Boussinesq-approxi-
mated form are then:
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Equations 2–4 describe the conservation of momentum, mass, and thermal internal energy, respectively. 
Here, i, j ∈{1, 2, 3}. ui are the velocity components along x, y, and z. t is the time, and ρ is the density of dry 
air. p* represents the perturbation pressure, g = 9.81 m s−2 is the gravitational acceleration, and δ is the 
Kronecker delta. Finally, 〈⋅〉 indicates a horizontally averaged value at a fixed height and a subscript zero 
denotes a surface value. No Coriolis or large-scale pressure gradient forces are considered here. Neither of 
these forces affect the fluid in classical RBC.

Time integration of the above set of equations is realized by using a third-order Runge-Kutta scheme 
(Williamson,  1980). The advection terms are approximated by a fifth-order scheme from Wicker and 
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Skamarock (2002), which well conserves strong gradients that frequently occur in dust devils, covering 
only a couple of grid points (e.g., Giersch et al., 2019). To guarantee the incompressibility condition (3), 
a predictor-corrector method is used (e.g., Patrinos & Kistler, 1977), in which a Poisson equation for p* 
is solved after every time step. As done in similar studies of dust devils with horizontally homogene-
ous setups, the absolute value of p* is interpreted as the pressure drop within dust devils (e.g., Giersch 
et al., 2019; Kanak, 2005; Raasch & Franke, 2011). Here, PALM's DNS mode is used for the first time. 
Therefore, a validation of the DNS mode was carried out. A short summary of the validation is provided 
in Appendix A.

2.1.  Numerical Setups

This subsection will give an overview of the simulations that have been conducted to study dust dev-
il-like structures in RBC between two flat plates. The selected simulation parameters shall enable a 
comparison with laboratory experiments (e.g., du Puits et al., 2007). In all cases, air is considered at 
1013.25 hPa with a domain-averaged temperature of θref = 303.15 K. With these pressure and temper-
ature values, the constant fluid properties ν and α are set to 1.598 × 10−5 m2 s−1 and 3.32 × 10−3 K−1, 
respectively. α is only specified here to allow the recalculation of the Rayleigh number. For solving the 
model equations, the exact value of the thermal expansion coefficient is irrelevant. A Prandtl number 
Pr = ν/κ = 0.7 is assumed.

At the impermeable plates, no-slip boundary conditions (u = v = 0) are applied in most of the cases. Only 
once, free-slip conditions (∂u/∂z|wall = ∂v/∂z|wall = 0) are assumed to study the effects of friction on the vorti-
ces. Additionally, a Neumann condition for the perturbation pressure is set at the bottom and top boundary 
(∂p*/∂z|wall = 0). The forcing of convection is realized by applying a fixed temperature difference Δθ = θ1−θ2 
of 40 K between the lower (θ1 = 323.15 K) and upper plate (θ2 = 283.15 K). These temperature values allow 
a direct comparison with experimental results, for example, derived from the Barrel of Ilmenau (e.g., du 
Puits et al., 2007, 2013). Such a comparison is already planned for the near future (see also Section 4). The 
temperature difference of 40 K might question the application of the Boussinesq-approximation. However, 
according to Bazdidi-Tehrani et al. (2018), Gray and Giorgini (1976), and Niemela and Sreenivasan (2003) 
the approximation is applicable here and uncertainties due to nonBoussinesq effects are limited to several 
percent. In the horizontal directions, cyclic boundary conditions are used.

The domain size is quadratic horizontally and characterized by the variable height (0.066 m ≤ H ≤ 3.036 m) 
or Rayleigh number (106 ≤ Ra ≤ 1011) and the aspect ratio (2 ≤ Γ ≤ 4). Because dust devil-like structures 
have been found to be connected to the cellular pattern that develops within the convective, atmospher-
ic boundary layer (e.g., Giersch et al., 2019; Kanak, 2006; Kanak et al., 2000; Raasch & Franke, 2011), a 
sufficiently large aspect ratio is required to allow for the development of these hexagonal cells. In LESs 
of the atmospheric boundary layer, a ratio of three between the horizontal model extent and the height 
of the mixed layer is sufficient (e.g., Kanak et al., 2000). However, DNS of RBC shows that stationary 
hexagonal cell structures would require aspect ratios of 12 or more (e.g., Bailon-Cuba et al., 2010; von 
Hardenberg et al., 2008), which is not feasible with the Rayleigh numbers under study and present-day 
computing power. As a compromise between domain size and computing costs, a ratio of three is se-
lected for most of the simulations. Consequently, the hexagonal cells that appear are nonstationary. 
They grow in time before they finally approach the domain size (see Section 3). Nevertheless, an aspect 
ratio of three allows for the calculation of sufficient dust devil statistics. For Rayleigh numbers of up to 
108, DNSs with 1 mm grid spacing are carried out. In case of higher Rayleigh numbers, the grid spacing 
is uniformly set to 2 mm, as a compromise between resolution and computing costs. Two millimeter 
grid spacing is still fine enough to adequately simulate the bulk of the flow (see Appendix B for a grid 
resolution study). The simulated time is restricted to 100 s. This is another compromise between com-
putational costs and providing sufficient statistics of dust devils, which heavily depend on domain size 
and simulated time.

At initialization, zero velocities are assumed everywhere and their mean values remain zero for all times. 
The initial condition for the potential temperature at every x, y position is defined as in Mellado (2012) 
through
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where δt = 11Δz is the thickness of the initial temperature profile with Δz being the vertical grid spacing (see 
Figure 2 for initial potential temperature profile). In addition to the unstably stratified fluid, random pertur-
bations are necessary to trigger the onset of convection. These perturbations are imposed on the horizontal 
velocity field at the beginning of the simulation.

Table 1 summarizes all conducted simulations together with the varied parameters: domain size, number of 
grid points, grid spacing, velocity boundary condition, Rayleigh number, and aspect ratio. Each simulation 
is accompanied by an identifier (ID), which will be used as a reference henceforth. Each ID consists of the 
Rayleigh number (“RA”) and the aspect ratio (“A”). The simulation with free-slip boundary conditions at 
the plates is marked with an asterisk.

2.2.  Vortex Detection and Analysis

The vortex detection and analysis algorithm explained in Raasch and Franke (2011) and Giersch et al. (2019) 
is used for determining the averaged features of dust devil-like vortices. This subsection will mention the 
points of the algorithm that are relevant for the discussions in this study. Also changes and additions to 
Raasch and Franke (2011) and Giersch et al. (2019) will be noted.

The vortex center detection is realized during a run after each model time step by identifying local minima 
of the perturbation pressure drop and local maxima of the absolute value of the vertical vorticity, which 
corresponds to the vertical component of rotation of the velocity field

| | | | 
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

v

x

u

y
.� (6)

Here, the derivatives are approximated by difference quotients over one grid spacing. These difference quo-
tients are subsequently interpolated onto the scalar grid point. PALM uses a staggered grid. Therefore, the 
horizontal velocity components are defined at the grid volume edges, whereas all scalars are defined at the 
center. Furthermore, the horizontal velocity components and scalars are vertically shifted by half the grid 
spacing compared to the vertical component and the first grid point above the surface is defined at Δz/2. The 
detection procedure is only executed at the first grid plane above the bottom surface, that is, at 0.5 mm for 
RA1006A3, RA1007A3, RA1008A3 and at 1 mm for all other simulations in Table 1. Due to the symmetry of 
the studied setups, vertical vortices also occur at the upper plate, which are neglected for technical reasons 
(The detection and analysis algorithm was originally designed for atmospheric vortices that are bounded at 
the lower surface). Even if they would be considered, it is not expected that they would improve the vortex 
statistics because structures at the bottom and top plate are strongly correlated.

In order to consider a local pressure minimum and vorticity maximum as a dust devil-like vortex, thresholds 
must be defined. Whenever the defined thresholds are exceeded, the information related to the vortex (e.g., 
the position) is recorded. As explained in Giersch et al. (2019), 5 times the standard deviation of vorticity 
and 3 times the standard deviation of perturbation pressure are defined as the thresholds. The standard de-
viation is calculated as a mean value derived from 8 instantaneous horizontal cross sections taken from the 
analysis height between 30 and 100 s simulated time (every 10 s). For each cross section, a single standard 
deviation is calculated. Subsequently, an arithmetic mean is determined and used to compute the thresh-
olds. The first 30 s of the simulations are not taken into account for dust devil detection and analysis be-
cause of the model spin-up phase (see Section 3.1). Because standard deviations vary strongly with Rayleigh 
number, simulations with different Rayleigh number causes different detection thresholds. Table 2 displays 
the threshold values used for each simulation. For example, a dust devil-like vortex is identified only if |p*| 
> 40 mPa and |ζ| > 13 s−1 for simulation RA1009A3. Note, each simulation in Table 1 is executed at least 
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twice, once for determining the correct standard deviations and once for detecting dust devil-like vortices 
based on the correct thresholds. An exception is RA1011A3. Here, two simulations are computationally too 
expensive and the thresholds are estimated instead (see remark b in Table 2).

In a post processing step, dust devil centers are combined to vortex tracks with the following procedure:

1.	 �A dust devil center at the current time step is compared to all detected centers within the next three 
consecutive model time steps

2.	 �Two vortex centers are connected if after a maximum of three time steps the position of the second 
center is not more than two grid points away from the first one

3.	 �An additional criterion for connecting centers that might belong to the same track is that the vorticities 
must have the same sense of rotation at all-time steps of the track

4.	 �Because neighboring centers can belong to the same vortex, some of them are ignored before track anal-
ysis. As soon as a center is within the radius of another (sub)vortex at the current time step, the weaker 
center (rated by the vorticity) is disregarded

Point 4 requires the vortex radius to be known. As in Giersch et al. (2019) and Raasch and Franke (2011), the 
vortex radius is determined from the tangentially averaged pressure drop distribution around each center. 
It is defined as the distance at which the absolute pressure drop is reduced to 50% of the core pressure. For 
further details on dust devil track analysis, the reader is referred to Giersch et al. (2019).

The radius of a vortex might be underestimated due to technical restrictions. The horizontal domain de-
composition implemented for parallelization implies that each processor core has principal access to only 
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Simulation ID
Domain size Lx × Ly × 

Lz (m3) Number of grid points
Grid spacing 

(mm)b
Velocity boundary 

condition Ra Γ

RA1006A3 0.198 × 0.198 × 0.066 198 × 198 × 66 1 (1.69) No-slip 106 3
RA1007A3 0.420 × 0.420 × 0.140 420 × 420 × 140 1 (1.31) No-slip 107 3
RA1008A3 0.912 × 0.912 × 0.304 912 × 912 × 304 1 (1.05) No-slip 108 3
RA1009A3 1.968 × 1.968 × 0.656 984 × 984 × 328 2 (0.83) No-slip 109 3
RA1009A3* 1.968 × 1.968 × 0.656 984 × 984 × 328 2 (0.83) Free-slip 109 3
RA1010A2 2.816 × 2.816 × 1.408 1,408 × 1,408 × 704 2 (0.65) No-slip 1010 2
RA1010A3 4.224 × 4.224 × 1.408 2,112 × 2,112 × 704 2 (0.65) No-slip 1010 3
RA1010A4 5.632 × 5.632 × 1.408 2,816 × 2,816 × 704 2 (0.65) No-slip 1010 4
RA1011A3 9.108 × 9.108 × 3.036 4,554 × 4,554 × 1,518 2 (0.52) No-slip 1011 3

DNS in the near-wall region (see Appendix B).
aThe simulations conducted for the gird resolution study (see Appendix C) are not listed. bThe values in brackets show 
the actually required grid widths for guaranteeing a perfectly resolved DNS in the near-wall region (see Appendix B).

Table 1 
Main Characteristics of the Conducted Simulationsa

RA1006A3 RA1007A3 RA1008A3 RA1009A3 RA1010A3 RA1011A3c

|p*| (mPa) 10 16 23 40 70 100
|ζ| (s−1) 3 4 4.5 13 18 25

RA1009A3 RA1009A3* RA1010A2 RA1010A3 RA1010A4 RA1011A3
Nmax 0.3 0.27 0.24 0.2 0.25 0.14

aThe thresholds for RA1010A2 and RA1010A4 are the same as for RA1010A3 and the thresholds for RA1009A3* are the 
same as for RA1009A3. bRemarks on the lifetime limits are given at the end of this subsection. cThe listed thresholds 
are estimated values based on the simulations with lower Rayleigh numbers.

Table 2 
Detection Thresholds and Lifetime Limits for the Simulations Mentioned in 1 a,b
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grid point data of a subdomain of the total domain. In order to calculate the radius for cases where the 
vortex center is situated near subdomain boundaries, data of directly adjacent subdomains are required, 
and are fetched from the respective neighboring cores before calculation. Due to technical restrictions 
(memory requirements and long data transfer times), data from nonadjacent subdomains are not consid-
ered. This means that vortices larger than the subdomain size might not be detected correctly. Increas-
ing the subdomain size to be able to capture dust devils of any size is not a solution, because it would 
significantly increase the wallclock time of the simulations and would cause the core memory limit to 
be exceeded. As a compromise, subdomains with 24 grid points along x and y are used so that vortices 
that extend over more than this distance might not correctly captured. This problem is referred to as the 
“radius restriction.”

Similar to previous dust devil studies (e.g., Giersch et al., 2019; Raasch & Franke, 2011), the statistical focus 
is on the dust devil maximum values regarding the absolute pressure drop |p*|max and vertical vorticity |ζ|max 
at the center, as well as the tangentially averaged horizontal h max{ }u , vertical {w}max, radial rad max{ }u , and tan-
gential velocity tan max{ }u . The index “max” refers to the highest value during the lifetime of a specific vortex. 
{⋅} indicates the maximum of a tangentially averaged value around the dust devil center. The total number 
of detected dust devil-like vortices N, their lifetime τ, mean translation speed vt , and mean radius r  will also 
be discussed. The overbar   represents a value averaged over the lifetime of a single vortex.

Only long-lived vortices are considered in the statistics for two reasons. First, dust devils with a short life-
time are of less interest because their contribution to the overall transport of heat and dust are negligible 
compared to the long-lived vortices; and second, short lifetimes often do not allow for a well-developed 
vertical vortex, resulting in strong deviations from the typical circular shape. Therefore, only dust devils 
with a lifetime of

 
 
 
 
 

Nmax
tan

2max ,
{ }

r
u

� (7)

are analyzed. Here, tan{ }u  is the mean tangential velocity. The first constraint of Equation 7 restricts the 
statistics to vortices that allow an air parcel flowing with tan{ }u  to circulate the vortex once or more during 
its lifetime. This restriction is referred as the “velocity constraint.” Nmax is defined as the lower limit of the 
bin having the highest number of detected vortex tracks in the lifetime frequency distribution. An example 
histogram of the lifetime frequency distribution from simulation RA1010A3 is displayed in Figure 1. By 
convention, the axes are logarithmically scaled with an interval or bin size ratio of about 2  on the x-axis 
(e.g., Giersch et al., 2019; R. D.; Lorenz & Jackson, 2016). The number of vortex tracks decreases with in-
creasing lifetime and the lifetime distribution indicates a relatively strong positive skew, which is typical 
for dust devil statistics derived from observations and numerical simulations (e.g., Giersch et al., 2019; R.; 
Lorenz, 2011; R. D.; Lorenz & Jackson, 2016; Nishizawa et al., 2016). The bin counts are fit by a truncated 
power law, which starts at the mode bin and is determined by using nonlinear least squares analysis. Nmax 
is equal to 0.2 s for run RA1010A3 and a differential slope (power law exponent) of −0.79 is calculated. The 
main purpose of the power law calculation is to enable quantitatively better comparisons with other dust 
devil studies.

The lifetime frequency distribution must be calculated for each simulation to filter out the short-lived vorti-
ces. The determined values for Nmax are listed in Table 2. As discussed in Section 3.3 below, the simulation 
RA1006A3 contains no dust devil-like structures. In simulation RA1007A3 only one vortex fulfilling the 
velocity constraint in Equation 7 is detected. Furthermore, RA1008A3 contains only 11 vortices, which is 
too sparse to calculate meaningful statistics. Therefore, no Nmax is set for these three simulations.

3.  Results
The following section gives a general overview of the main characteristics of the simulations introduced 
in Section 2.1. This overview is mainly based on results derived from RA1010A3, the so-called control sim-
ulation. Afterward, the three-dimensional dust devil structure is analyzed and compared to LES results. 
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Finally, the setup for RA1010A3 is systematically modified to test the effect of the Rayleigh number, aspect 
ratio and surface friction on the dust devil statistics.

3.1.  Control Simulation RA1010A3

The general flow features in RA1010A3 can be partly generalized to all other simulations performed in 
this study. For example, Figure 2 shows the change of horizontally and temporally averaged profiles of 
the potential temperature 〈θ〉t and total sensible heat flux in vertical direction 〈wθ〉t with time. The index 
t illustrates temporal averaging. Changes are marginal after 30 s. Therefore, a well-mixed bulk of the flow 
is reached after an initial spin-up of 30 s simulated time due to strong convection. The near-wall region is 
characterized through sharp temperature gradients because turbulent heat transport, and therefore mixing, 
drastically reduces in the vicinity of the plates. However, the exact value for the spin-up time increases 
with Rayleigh number from less than 10 s in RA1006A3 to about 30 s in RA1011A3. This increase directly 
follows from the vertical extent of the model domain, which is larger for higher Rayleigh numbers. As a 
consequence, the flow needs more time to mix up and to reach a statistically stationary state. If not oth-
erwise stated, time averaging, indicated as 〈⋅〉t, henceforth refers to the dust devil detection and analysis 
period of 70 s, following spin-up. In a stationary state, the heat flux profile should be constant with height 
because in the horizontal average the temporal change of temperature only depends on the divergence of 
the vertical heat flux along z. Figure 2 indicates that stationarity appears after 30 s. The global time-aver-
aged Nusselt number, a measure of the ratio between the total heat transport and heat conduction, is 136, 
which is well in the range of results from similar setups (e.g., Scheel & Schumacher, 2014; Shi et al., 2012; 
Stevens et al., 2010; Zou et al., 2019). For reference purposes, the large-eddy turnover time (for calculations 
see Sakievich et al., 2016) and Deardorff 's convective velocity scale are also computed. The values for the 
control simulation are ∼20 s and 0.16 m s−1, respectively. Both quantities decrease if the Rayleigh number 
is reduced.

Beside the height independent heat flux and the constant potential temperature values in the bulk of the 
flow with sharp gradients close to the plates (Figure 2), further typical flow features of RBC are reproduced 
(see also, De et al., 2017; Sakievich et al., 2016). An overview of the most relevant quantities is provided in 
Figure 3. Here, the horizontally and temporally averaged vertical profiles of variances of the horizontal ve-
locity components and potential temperature have maximum values close to the bottom and top boundary 
with few changes in the bulk, whereas fluctuations of the vertical velocity component constantly increase 
away from the plates to a maximum in the middle part of the model domain. The averaged molecular con-
tribution to the total sensible heat flux peaks at the plates and rapidly decreases to nearly zero in the bulk 
of the flow. For the turbulent heat flux, it is the opposite. The horizontal wind components have absolute 
values slightly above zero but with a more irregular structure. However, theoretically, zero values for the 
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Figure 1.  Number of vortex tracks fulfilling the velocity constraint of Equation 7 as a function of each track's lifetime 
for simulation RA1010A3. The labels on the x-axis demarcate the limits of each bin. The blue dashed line indicates a 
fitted power law with a slope of −0.79 using nonlinear least squares analysis. Nmax is marked by a black dashed line.

 21698996, 2021, 7, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2020JD

034334 by C
ochrane G

erm
any, W

iley O
nline L

ibrary on [30/01/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

74 4 Dust Devil-Like Vortices in Turbulent Rayleigh-Bénard Convection



Journal of Geophysical Research: Atmospheres

long-term averaged horizontal wind components should be assumed because no background wind is ap-
plied. This assumption is also valid because, on the one hand, the strength of the 70 s averaged horizontal 
flow components is only about 1% of the maximum fluctuations that occur in the flow ( 1(100cms )  in 
RA1010A3). On the other hand, the horizontal model extent of 2 ≤ Γ ≤ 4 and averaging time of 70 s (roughly 
67 times the free-fall time or 3 times the large-eddy turnover time in RA1010A3) are too small and short, 
respectively, to completely filter out the largest and most time-persistent structures that can exist in classi-
cal RBC (e.g., Pandey et al., 2018; Stevens et al., 2018). The magnitude of the horizontal wind derived from 
the averaged vertical profiles of u and v reaches its maxima slightly above/below the adjacent plate, with 
approximately constant positive values in between. However, because 〈u〉t and 〈v〉t can be approximated as 
zero, the horizontal wind defined as        2 2

h t t tv u v  is also negligible.

The boundary layer height δθ = H/(2Nuwall) is defined as the distance at which the linear extrapolation of 
the temperature profile from the wall equals the domain averaged temperature of 303.15 K (e.g., Belmonte 
et al., 1994; Shishkina et al., 2010). Nuwall describes the horizontally and temporarily averaged Nusselt num-
ber at the wall. It is defined as









 


t
0

wall 1 .
Δ

zzNu
H

∣ ∣
� (8)

Figure 3 illustrates the well-known decrease of the scaled boundary layer height with the Rayleigh number 
(e.g., Hay & Papalexandris, 2019), which can be seen in the variance profiles of u, v, and θ by the shifted 
maximum in RA1010A3 compared to RA1007A3 (see zoomed profiles).

In horizontal cross sections of the vertical velocity, typical flow structures form pentagonal or hexagonal 
cells with narrow edges of high vertical velocity and broad centers with descending air. As discussed in 
Section 2 and 2.1, the occurrence of dust devils is likely directly connected to these structures. Figure 4 pro-
vides an overview of flow patterns changes in height and time. From top to bottom, three horizontal cross 
sections of the vertical velocity at different heights are displayed. The uppermost cross sections show the 
vertical velocity close to the lower thermal boundary layer height at 4 mm. The middle row of cross sections 
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Figure 2.  Horizontally and temporally averaged vertical profiles of the potential temperature (left) and total vertical 
sensible heat flux (right) for five different simulation times taken from RA1010A3. The black, broken curves show a 10 s 
average, whereas the red, solid lines indicate a 70 s (detection and analysis period for dust devils) average. The initial 
profile of the potential temperature is indicated by the solid black line. On the left, the line for 40 s simulated time is 
not apparent because it coincides with the 100 s (red) curve.
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in Figure 4 are from well above the lower boundary layer but still quite close to the heated plate. The lower-
most cross sections in Figure 4 are taken from the mid-plane. Additionally, from left to right, two snapshots 
of the vertical velocity at the beginning and end of the dust devil detection period are shown. Within the 
boundary layer close to the surface, structures are very small. This is reminiscent of results from other DNS 
studies on RBC (e.g., Mellado, 2012; Shi et al., 2012; Stevens et al., 2018; van Reeuwijk et al., 2008). The 
near-surface structure develops from a uniform, honeycomb-like pattern during the spin-up phase (not 
shown) to a more irregular pattern, where the small hexagonal structures appear stretched and compressed 
by the diverging and converging of the flow. Also the large-scale pattern from above is visible at 4 mm, es-
pecially through long bands of clustered upward motion. These patterns are also the dominant structures 
at 100 mm. After 30 s, they clearly resemble the pentagonal or hexagonal cells often reported in LES of 
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Figure 3.  Horizontally and temporally averaged vertical profiles of variances (u′2, v′2, w′2, θ′2), molecular and turbulent 
heat fluxes (w″θ″, w′θ′), and horizontal wind velocities for simulation RA1007A3 (dashed lines) and RA1010A3 (solid 
lines). The horizontal velocity is defined by        2 2

h t t tv u v . In each inset, profiles of the near-wall region of the 
lower plate are magnified up to z/H = 0.05.
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dust devils in the atmospheric boundary layer (e.g., Kanak, 2005; Raasch & Franke, 2011). DNS studies of 
RBC also show the occurrence of these forms in instantaneous flow fields (e.g., Bailon-Cuba et al., 2010). 
We call this state of the fluid the first flow regime. The hexagonal pattern at 100 mm disappears when its 
size matches the width of the computational domain. This happens in each simulation due to a broadening 
of the patterns. As a result, relatively long and narrow bands occur at later times (second flow regime), as 
exemplified in Figure 4 for 100 mm at the end of the simulation. Similarly, structures in the mid-plane 
grow to larger scales after 30 s simulated time. Starting from isolated plumes of ascending and descend-
ing air at 30 s, clustered regions with high- and low-vertical velocities develop. These regions are a con-
sequence of merging plumes. That is why they appear much larger. The broadening process of structures 
until the horizontal domain size is reached is thoroughly discussed in Parodi et al. (2004), von Hardenberg 
et al. (2008), and Stevens et al. (2018). These publications suggest that an aspect ratio of 4 (our maximum) is 
still too low for capturing the finite horizontal saturation scale of the convection pattern. A minimum of 4π 
would be required to resolve this scale (von Hardenberg et al., 2008). However, it is critical to simulate high 
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Figure 4.  Horizontal cross sections of the instantaneous vertical velocity at 4 mm (top), 100 mm (middle), and 704 mm 
height (bottom) after 30 s (left) and 100 s (right) simulated time taken from simulation RA1010A3. Detected vortex 
centers at the first grid point above the surface are depicted as yellow dots. Note the different scale for z = 4 mm.
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Rayleigh numbers, rather than high aspect ratios, to achieve a sufficient count of dust devil-like vortices 
(see Section 3.3 and 3.4). Realizing both is currently not feasible due to limited computational resources. 
Note, dust devil statistics are not affected by the ongoing increase in cell size because statistical information 
about vortices derived from two different periods (30  to 65 s and 65  to 100 s) do not change significantly 
(not shown). The most crucial requirement for acquiring stationary statistics is to reach a well-mixed state 
of the flow. This requirement is satisfied before 30 s in every simulation.

Figure 4 depicts the location of detected dust devil-like vortices by yellow dots. As long as a coherent cel-
lular pattern is visible at the lower part of the model domain (first flow regime), vertical vortices appear at 
cell edges and especially vertices, as already detailed by LES studies (e.g., Giersch et al., 2019; Kanak, 2005; 
Raasch & Franke, 2011). Once the size of the cells has reached the horizontal domain size (second flow 
regime), which occurs between 50  and 60 s in RA1010A3, dust devils persist and continue developing. Dur-
ing second flow regime, dust devils appear to be connected to the widest bands of high vertical velocities, 
where near-surface convergence is relatively strong (see cross sections for 100 and 704 mm at 100 s). These 
findings support the LES results of Raasch and Franke (2011), who also investigated the distribution of dust 
devil-like vortices in a domain that did not allow for the development of cellular flow structures due to the 
limited horizontal size. In their LES study, dust devil centers were also located along convergent bands of 
high vertical velocity.

The reasons for the preferred occurrence at certain locations in the flow pattern are summarized well by 
Raasch and Franke (2011). Their explanations can be applied to both flow regimes. For the first one, this 
has already been done in Section  1.2. In the second flow regime, high vertical wind velocities occur at 
pronounced flow convergence zones indicated by long bands with upward motions. Along these bands, 
flow convergence is irregularly shaped, often having a significant wind component parallel to the band. By 
chance, the parallel wind component is opposite on both sides of the convergence line and an overall initial 
rotation is created. This might also explain the occurrence of dust devils along the cell edges in the first flow 
regime. A further explanation for the occurrence of vortices along the near-surface convergence lines is the 
so-called hairpin mechanism, which is highlighted in Renno et al. (2004) and Kanak (2005). Near-surface 
horizontal vorticity created by directional shear is lifted by the updraft along the convergence lines and a 
vortex loop forms. The apex of the loop thins and weakens as it rises. Finally, the vortex breaks into two vor-
tices of opposite rotation. Normally, one of these vortices decays, leaving a single vertical vortex. However, 
this vortex is more unstable and infrequent than those created at the vertices of the cellular pattern (Raasch 
& Franke, 2011). In addition, the simulation results show that two vortices of opposite rotation are rarely 
created along the convergence zones of the convective cells. This makes the hairpin mechanism not very 
probable for the formation of vertical vortices studied here.

Bulk properties at detection height (first grid point above the plate) are presented in Table 3 for the control 
simulation RA1010A3. Parameters are described in Section 2.2. The first row describes an average over all 
N detected vortices. The second row shows the maximum values with respect to all 865 dust devils fulfilling 
Equation 7. For N, however, the number of clockwise and counterclockwise rotating vortices is displayed. 
Additionally, standard deviations from the sample mean are given.

As expected, there are nearly the same number of clockwise and counterclockwise rotating vortices be-
cause no force exists that prefers a direction of rotation. Atmospheric observations and LES simulations, 
where the Coriolis force is considered, suggest the same (e.g., Balme & Greeley, 2006; Kanak, 2006; Raasch 
& Franke, 2011). Most of the dust devil-like vortices have a lifetime of ∼1 s. This is relatively short-lived 
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N Τ (s) vt  (cm s−1) r  (mm) |p*|max (mPa) |ζ|max (s−1) tan max{ }u  (cm s−1) rad max{ }u  (cm s−1) {w}max (cm s−1)

865 0.82 ± 1.21 15.3 ± 6.74 6.47 ± 3.13 255 ± 235 310 ± 125 32.8 ± 13.3 18.1 ± 7.76 13.5 ± 3.19
434⟳/431↺ 18.8 44.3 26.3 1,708 928 101 52.6 32.2
aThe first row shows the population mean and standard deviation. The overall maximum values are displayed in the second row. For N, the number of clockwise 
and counterclockwise vortices is given.

Table 3 
Dust Devil Properties at Detection Height Derived From Simulation RA1010A3a
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compared to, for example, the large-eddy turnover time (roughly 20 s for RA1010A3). Nevertheless, due to 
the strongly skewed probability distribution of dust devil parameters, there are single events within the sim-
ulation time of 100 s where persistent vertical vortices develop. The three longest lifetimes are 18.84, 11.66, 
and 9.85 s. In the convective boundary layer of the atmosphere, large-eddy turnover times of ∼600–1,200 s 
occur (e.g., Rizza et al., 2013), while dust devils have a lifetime from seconds to minutes. This shows that 
atmospheric dust devils typically last for less than the large-eddy turnover time, which is supported by the 
dust devil-like structures studied here. The translation speed is in the range of the background turbulent 
velocities of the horizontal components close to the plates if the root of the u-variance is interpreted as a 
typical velocity fluctuation (see Figure 3). In addition, the horizontal size has maximum values of several 
tens of millimeters. However, due the radius restriction explained in Section 2.2, the mean values of 6.47 
and 26 mm in Table 3 slightly underestimate the real mean radii. This can be inferred by the fact that 3% of 
all instantaneously detected radii from the investigated vortex tracks reach 48 mm (24 grid points), which 
is the maximum distance that is considered along each horizontal direction from the dust devil core during 
detection (see Section 2.2). The vortex strength measured through the pressure drop at the center is a factor 
of 1/100 smaller than values observed in dust devils in the planetary boundary layer, whereas the vorticity 
is a factor of 100 higher (e.g., Balme & Greeley, 2006; Giersch et al., 2019). Because vorticity is calculated 
across one grid spacing (see Section 2.2), it highly depends on the chosen resolution. Wind velocities are one 
order of magnitude smaller than measured and simulated dust devil velocities in the planetary boundary 
layer. As in other studies, the largest velocity component is the tangential, followed by the radial, and finally 
the vertical (e.g., Balme & Greeley, 2006; Giersch et al., 2019; Raasch & Franke, 2011). Note, the largest abso-
lute values of vortex properties like pressure drops, vorticities, or velocities, might occur above the detection 
height (see next section).

3.2.  Averaged Three-Dimensional Vortex Structure—A Comparison With LES

After discussing the effects of the Rayleigh number, the aspect ratio, and the velocity boundary conditions 
on the dust devil statistics, this section will briefly compare the simulated three-dimensional dust devil 
structure with LES results. According to Fiedler and Kanak (2001), a high degree of similarity between 
intense columnar vortices in convective layers explored with DNS and LES is expected.

Figure 5 exhibits time-averaged horizontal cross sections of the near-surface pressure, vorticity, velocity, 
and temperature fields around the vortex with the longest lifetime in simulation RA1010A3. The time-av-
eraged horizontal and vertical cross sections around a vortex core as well as the transects in Section 3.5 are 
derived with the same procedure as described in Raasch and Franke (2011). The basis of this procedure is 
the sampling of different variables on a 31 × 31 × 100 points (x/y/z) moving grid with the vortex center in 
its middle and the lowest grid point at the bottom boundary of the model. The structure in Figure 5 appears 
very similar to that observed in dust devil-like vortices simulated with LES (e.g., Kanak,  2005; Ohno & 
Takemi, 2010; Raasch & Franke, 2011; Spiga et al., 2016). In general, the pressure, vorticity, and vertical 
velocity fields exhibit an axially symmetric behavior with distinct maximum absolute values at, or close to, 
the center—the vorticity especially so. The near-surface convergent flow around the dust devil is counter-
clockwise and has a strong radial inflow that advects air from the surrounding into the dust devil. Actually, 
three tongues of warmer air are advected from west, north, and southeast into the vortex center where the 
maximum temperature is reached. A temperature increase of 2–3 K is found, which is well in the range of 
common core temperature excursions in atmospheric dust devils (Murphy et al., 2016). The mean radius 
of the vortex, here defined as the distance where the mean absolute pressure drop is reduced to 50% of the 
mean core pressure drop, is between 3 and 4 mm.

In contrast to the LES of Raasch and Franke (2011), the maximum vertical velocity is directly at the center, 
rather than outside of it. This difference is attributed to the different physical analysis heights. In Raasch 
and Franke (2011), cross sections were analyzed at a physical height of 1 m (first grid point above the sur-
face). This is well above the diffusive wall layer, which is completely parameterized in LES. Figure 5 shows 
cross sections at the first grid point above the surface, which corresponds to a physical height of 1 mm. This 
height is well within the diffusive wall layer. Accordingly, differences in the three-dimensional dust devil 
structure are expected. At higher altitudes, 10 mm for example, our DNS results indicate maximum vertical 
velocities adjacent to the center. Time-averaged vertical cross sections of the example vortex are displayed in 
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Figure 6. As in Raasch and Franke (2011), two isolated maxima to the left and right of the center occur. In 
zoomed vertical cross sections up to a height of 40 mm (not shown), the flow structure becomes very similar 
to the flow in atmospheric dust devils depicted schematically by Balme and Greeley (2006, Figure 8) or that 
of Rotunno (2013, Figure 9b). Although features like a stagnation point and a downward flow well above the 
plate are not observed in the averaged fields, it is expected that they are observable in the instantaneous data 
(the averaging is done during the simulation and the instantaneous data are not stored). This is supported 
by the significant reduction of positive vertical velocity in the central region above 20 mm height. Howev-
er, Balme and Greeley (2006) also stated that the reversal in flow might not be present at all (upward flow 
throughout dust devil). Also Rotunno (2013) highlighted a single-celled below and doubled-celled above 
vortex form for certain swirl ratios similar to the vortices studied here. An estimation of the swirl ratio for 
the averaged vortex structure in Figure 6 yields 0.2–0.3.
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Figure 5.  Time-averaged horizontal cross sections of the perturbation pressure, vorticity, velocities, and potential 
temperature at 1 mm height for the vortex with the longest lifetime derived from simulation RA1010A3. Additionally, 
vectors of horizontal velocity are shown in the pressure cross section and isolines of constant pressure are displayed in 
the vorticity field.
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As in Raasch and Franke (2011), a time-persistent updraft at the vortex position that extends to the top 
of the mixed layer occurs. This is particularly evident in the streamlines of the pressure cross section and 
averaged vertical velocity displayed in Figure 6. However, the maximum upward motions occur within the 
lower region of the dust devil, whereas in Raasch and Franke (2011) vortices show the strongest time-av-
eraged vertical velocities in their upper region. This inconsistency might be explained by the differences in 
the chosen setups. In the DNS of RBC, the domain is heated from below and cooled from above, resulting 
in both strong up- and down-drafts. In LES setups, where the convective layer is restricted by a temperature 
inversion, no cooling occurs. This lack of cooling could enable stronger and more persistent updrafts above 
the dust devil core, while in DNS of RBC updrafts could be partially suppressed by the cooling from the 
upper plate.

Regarding the general flow structure around the vortex, Figure 6 indicates that the inflow is restricted to the 
near-surface region (u-component). Conversely, the spiraling upward motion is visible up to 150 mm and 
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Figure 6.  Time-averaged vertical cross sections of the perturbation pressure, vorticity, velocities, and potential 
temperature through the center for the vortex with the longest lifetime derived from simulation RA1010A3. 
Additionally, streamlines are shown in the pressure cross section and isolines of constant pressure are displayed in the 
vorticity field.
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even above (v and w-component). This result is in agreement with the fluid dynamics discussion of atmos-
pheric dust devils in Kurgansky et al. (2016), who also point out that the convergence of radial air flows is 
confined to the lowest part of the vortices.

Determining the height of a simulated dust devil is not trivial because of the potential vortex tilt and the 
absence of visible dust. For example, Gheynani and Taylor (2011), S. C. R. Rafkin et al. (2001), and Toigo 
et al. (2003) qualitatively estimated the height from the general flow pattern and vertical vorticity. Kanak 
et al. (2000) and Ohno and Takemi (2010) used information about the updraft region for their estimations. 
Raasch and Franke (2011) determined the vortex height based on the thresholds used for the detection of 
the vortex centers. However, Figure 6 indicates that the dust devil height depends on the quantity that is 
considered. If the same criterion as for the radius is used in vertical direction above the vortex center, a 
height of ∼50 mm (and therefore a height to diameter ratio of roughly 7) is obtained for the regarded vortex. 
This ratio is well in the range of atmospheric dust devils (e.g., Morton, 1966). Nevertheless, the other vari-
ables (e.g., v-component velocity, potential temperature) are significantly modified up to roughly 150 mm 
and even above.

Overall, the results presented here suggest that the main properties of dust devil-like vortices in DNS are 
very similar to those observed in nature and LES simulations.

3.3.  Effects of the Rayleigh Number

To investigate the effect of the Rayleigh number on the dust devil statistics, simulation RA1010A3 is repeat-
ed with Ra = 106, 107, 108, 109, and 1011 (see also Table 1). Although the Rayleigh number is varied over five 
orders of magnitude, time-averaged vertical profiles, as indicated in Figure 3 and discussed in the previous 
section, remain mostly unchanged. Only the scaled height of the boundary layer decreases if Ra increases. 
The most relevant differences in the investigated flow features that are related to dust devils occur in the 
developing convective pattern.

The increase of cell size mentioned in Section 3.1 is not relevant for dust devil analysis for Rayleigh num-
bers less than 109 because the size already reaches the horizontal domain limit when the detection period 
starts after 30 s (not shown). This is due to the fact that the domain height is reduced for lower Rayleigh 
number cases, which also results in a smaller horizontal model extent (aspect ratios remain constant at 
Γ = 3). Thus, the fluid is always in the second flow regime during the dust devil detection and analysis 
period of 70 s if Ra < 109.

Furthermore, the appearance of structures changes significantly at every height if the Rayleigh number is 
modified by one order of magnitude or more. This is exemplified in Figure 7, where instantaneous cross 
sections of the vertical velocity are compared between RA1010A3 and RA1007A3. Cross sections were se-
lected from heights within the boundary layer (4  and 4 mm, respectively; top row), above the boundary 
layer (100 and 25 mm, respectively; middle row), and from the vertical center of the model domain (704 
and 70 mm, respectively; bottom row). A hexagonal pattern cannot be observed in simulation RA1007A3. 
This is also the case for simulation RA1008A3 and RA1006A3 (not shown). In addition, structures in the 
right column of Figure 7 are artificially enlarged because the axes scales are 1/10 of the left column due 
to a smaller model domain. The cross sections on the right can be seen as a smoother version of a zoomed 
sub-area of the respective cross section on the left. Because scale separation increases with Reynolds, and 
therefore Rayleigh number (e.g., Grossmann & Lohse, 2002; Wyngaard, 2010), the difference between the 
largest scales ( (1000mm) ) in the mid-plane and the smallest scales in the boundary layer ( (1mm) ) is quite 
large for Ra = 1010 and much smaller in case of RA1007A3 ( (100mm)  and (1mm) ). Furthermore, the mag-
nitude of the vertical velocity fluctuations decreases significantly with decreasing Rayleigh number because 
turbulent mixing is replaced by heat conduction at low Rayleigh numbers.

No dust devil centers are detected for simulation RA1007A3 at 30 s simulated time, which already suggests 
that the number of detected vortices reduces drastically at lower Rayleigh numbers. For example, results 
from RA1010A6 yield no vortex tracks at all, whereas at least 154 vortex tracks (3152 centers) are found 
for a Rayleigh number of 107. There is only a single vortex that fulfills our requirement on dust devil life-
time (Equation 7). In simulation RA1011A3, a total of 40,770 vortex tracks (2,358,967 centers) are detected. 
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Therefore, a Rayleigh number of about 107 seems to be a minimum condition to identify dust devil-like 
vortices in numerical simulations of RBC. This Rayleigh number is consistent with the suggested value of 
4 × 107 in Cortese and Balachandar (1993). For lower Rayleigh numbers, the scale separation and develop-
ing turbulence is not sufficient to create turbulent, time-persistent, coherent structures, such as dust devils. 
Hence, we are unable to derive meaningful dust devil statistics for Ra ≤ 108. The number of detected vortices 
in RA1008A3 that fulfill Equation 7 is merely 11. For larger Rayleigh numbers, however, enough dust dev-
il-like vortices are detected and analyzed to calculate bulk properties. The results are displayed in Figure 8, 
which shows the dependence of bulk vortex parameters on the Rayleigh number.

In total, 215, 865, and 3,834 dust devil-like vortices are recognized for RA1009A3, RA1010A3, and RA1011A3, 
respectively. The 95% confidence interval width in Figure 8 decreases with increasing Ra because the real 
population value is estimated from a much higher sample size. The increased formation of convective 
vortices for higher Rayleigh numbers is directly related to the more pronounced and stronger convective 
structures that develop as Ra becomes larger (see Figures 4 and 7). Furthermore, the higher the Rayleigh 
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Figure 7.  Horizontal cross sections of the instantaneous vertical velocity at three different heights after 30 s simulated 
time derived from RA1010A3 (left) and RA1007A3 (right). Detected vortex centers at the first grid point above the 
surface are depicted as yellow dots. Note the different scales. An explanation to the chosen heights is given in the text.
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number, the higher the averaged dust devil strength, as indicated by increased maximum pressure drops, 
vorticities, and velocities. These increases are a consequence of stronger convective cells, which increase 
flow convergence and the twisting of horizontal vorticity, two mechanisms that are suggested to be mainly 
responsible for maintaining and strengthening the convective vortices (see Section 1.2). Stronger convec-
tion also causes higher background velocities and, by association, translation speeds as Rayleigh numbers 
increase. A parameter that decreases as Ra increases is the average lifetime. This is not the case because 
of a reduced number of long-lived dust devils, but rather due to an increased percentage of short-lived 
vortices in the entire sample. Hence, it seems that stronger turbulence especially favors the development of 
short-lived vortices and increases the probability of the initial development of coherent structures, like dust 
devils. Similar results were derived from LES by Giersch et al. (2019).
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Figure 8.  Dependence of dust devil characteristics on the Rayleigh number. Error bars (outer red lines) represent the 
95% confidence intervals of the mean (middle red line). The mean is calculated over all N dust devils.
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Ultimately, no statistically significant conclusions are drawn from the lifetime-averaged radii because the 
uncertainties are too high. First, the confidence intervals of the sample mean overlap between the two sim-
ulations RA1010A3 and RA1011A3. This overlap does not allow for a statistically significant conclusion. 
Second, the radius restriction explained in Section 2.2 increasingly influences the results for Ra ≥ 1010. The 
instantaneous radii of all detected vortex tracks in simulation RA1011A3 reach the numerical limitation of 
48 mm in 8.43% of the cases, which is ∼5.1 and 6.7% more than for RA1010A3 and RA1009A3, respectively. 
This alone suggests that the portion of large dust devil-like vortices increases with Ra. However, the life-
time-averaged radius of a single vortex must not be affected by this because radius fluctuations can increase 
in both directions, toward higher as well as lower values, not modifying the mean. Therefore, an increased 
rate of vortex tracks that become instantaneously larger than the restricted detection range is not sufficient 
to draw any conclusions for the mean radius, especially because Figure 8 indicates exactly the opposite. 
Here, the mean radius averaged over all dust devils that fulfill our requirement on dust devil lifetime (Equa-
tion 7) decreases, at least from RA1009A3 to RA1010A3.

No linear correlation exists between vortex radius and core pressure drop, nor between the vortex radius and 
its duration. This absence of correlation is true in all performed simulations with both Rayleigh numbers 
larger than 108 and no-slip conditions. This is in agreement with the LES of Giersch et al. (2019). The Pear-
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Figure 9.  Horizontal cross sections of the instantaneous vertical velocity at 100 mm height after 30 s (top) and 100 s (bottom) simulated time taken from 
simulation RA1010A2 (left) and RA1010A4 (right). Detected vortex centers at the first grid point above the surface are depicted as yellow dots.
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son correlation coefficients are ∼0.2 or lower. For the core pressure drop and the duration, dust devil data 
show a moderate linear correlation with Pearson coefficients between 0.4 and 0.7. As expected from vortex 
theory, the strongest correlation is between the vorticity and the pressure drop, where coefficients of more 
than 0.9 are calculated.

In summary, for strong vertical vortices to frequently appear in the flow, Rayleigh numbers of at least 109 
are necessary if an aspect ratio of 3 is used. This combination between a sufficiently large aspect ratio and 
Rayleigh number requires substantial computational resources that are presently available but have been 
largely prohibitive in the past (e.g., for RA1010A3, 105,000 core hours are necessary). The huge amount of 
computing power is one of the reasons why no comprehensive DNS study of dust devil-like vortices exists 
so far.

3.4.  Effects of the Aspect Ratio

Previous studies (e.g., Giersch et al., 2019; Kanak, 2006; Raasch & Franke, 2011) and the results presented 
in Section 3.3 suggest that dust devil-like vortices are connected to specific patterns that develop in buoy-
ancy-driven flows. Because these patterns depend on the chosen aspect ratio (e.g., Bailon-Cuba et al., 2010; 
Stevens et al., 2018; van der Poel et al., 2012), this section will clarify if the dust devil statistics also depend 
on the horizontal width of the model domain. Two additional simulations with an aspect ratio of 2 and 4 
(RA1010A2 and RA1010A4) are performed and compared with the control simulation RA1010A3 for this 
purpose. Figure 9 displays how structures change with aspect ratio. For higher ratios, more cells exist at 
the beginning of the dust devil detection period. Consequently, more dust devil-like structures occur at the 
vertices and branches of these cells. The size of the cellular pattern increases and vanishes by t = 100 s in 
RA1010A2 because the horizontal scale of the largest structures exceeds the model domain size. For higher 
aspect ratios, this happens later than for lower ones. In case of Γ = 4, cellular structures are still apparent at 
t = 100 s, though they are much more distorted compared to t = 30 s. After the cells have grown to sizes com-
parable to the domain extent, vertical vortices occur within regions of clustered high vertical velocities. Sim-
ilar to the vertices of the cellular pattern, these clusters are associated with points where several band-like 
structures merge and dust devils are recorded, which again supports the dust devil formation hypothesis of 
Raasch and Franke (2011) (see Section 1.2). The merging is especially apparent in the case with Γ = 4. Here, 
more of these points can be identified compared to RA1010A2, which results in a higher number of detected 
vortices in RA1010A4. However, the case with Γ = 4 is also unable to appropriately capture the time-persis-
tent, large-scale cellular pattern after the initial growth period of the cells (several tens of seconds).

Consistent with previous studies (e.g., Bailon-Cuba et al., 2010; van der Poel et al., 2012), a transition from 
a single circulation to a multiple circulation system occurs if the aspect ratio increases. Figure 10 shows 
vertical cross sections of the instantaneous vertical velocity taken from the center of the model domain. In 
RA1010A2, there is only one large-scale circulation with an updraft at the center, whereas RA1010A4 has 
a two-circulation form. Even three-circulation forms occur at points during simulation RA1010A4. They 
also exist in the time-averaged flow field (not shown). Their diameters are comparable to the domain height 
and they develop a wide variety of structures depending on their y-positions. As indicated in Figure 9, the 
location of dust devils is connected to strong updrafts. In principle, this is supported by Figure 10, where 
a single dust devil center is detected by chance at the position of the output slice. The dust devil is clearly 
embedded in upward motions.

Regarding the dust devil statistics, no significant changes or trends are identified if the aspect ratio is varied 
between 2 and 4 except for the number of detected vortices, their mean translation speeds, and their max-
imum values of all other variables. In simulation RA1010A2, 353 vortices that fulfill our lifetime criterion 
(Equation  7) are detected. In RA1010A4, 1239 dust devil-like structures are found. Maximum values in 
RA1010A4 tend to be larger because the larger sample size increases the occurrence of extreme values. 
Additionally, larger aspect ratios increase the mean translation speeds from a population-averaged value 
of 14.21  cm s−1 (RA1010A2) to 16.12  cm s−1 (RA1010A4). The averaged translation speed in the control 
simulation (RA1010A3) is 15.33 cm s−1 (see Section 3.1). Interestingly, the instantaneous and time-averaged 
background velocities remain nearly constant between simulations with different aspect ratios (not shown). 
Therefore, higher translation speeds cannot be explained by an increase in background winds. It might be 
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that the translation speed is quite sensitive against the population size and that the real value is underesti-
mated in case of low Γ.

After discussing the effects of the main control parameters in RBC, namely the Rayleigh number and the 
aspect ratio, on the dust devil statistics, the next section gives an insight on how the surface friction influ-
ences dust devil-like vortices.

3.5.  Effects of Surface Friction

The importance of surface friction for the development of vertical vortices, such as tornadoes or dust dev-
ils, is addressed often in literature (e.g., Davies-Jones, 2015; Gu et al., 2010; Ito & Niino, 2013; Raasch & 
Franke, 2011; Roberts et al., 2016; Roberts & Xue, 2017). An overview of this topic is given in Kurgansky 
et al. (2016). In our simulations, the choice of velocity boundary conditions greatly influences the results. 
This section aims to highlight the effects of surface friction on dust devil-like vortices in DNS of RBC. For 
this purpose, simulation RA1009A3*, where free-slip boundary conditions are used, is performed and com-
pared to RA1009A3.

Consistent with Ito and Niino (2013) and Mellado (2012), the overall convective pattern in RA1009A3* is 
similar to RA1009A3 except that stronger and more pronounced convergence lines at the cell borders arise 
close to the plates (not shown). Another difference is that the large-scale pattern well above the boundary 
layer is more dominant close to the plates if no surface friction is considered. Thus, structures inside the 
boundary layer and well above seem to be more strongly correlated. However, friction is not essential to 
generate dust devil-like vortices in the flow (see also Ito and Niino (2013)). In fact, simulation RA1009A3* 
produces 6,790 vortices–6,575 more than produced in RA1009A3 (215). This increased production suggests 
that the initial conditions for the development of vertical vortices are more favorable if surface friction is 
disabled. Because the initial formation process is not yet fully understood (e.g., Ito & Niino, 2013; Raasch 
& Franke, 2011; Renno et al., 2004), a rigorous explanation for this result is not be given here. It is possi-
ble that the overall initial vorticity is larger due to the stronger opposing and staggered flows toward the 
convergence lines at the borders and vertices of the convective cells near the ground (see also Section 1.2 
and 3.1). In addition, the increased flow convergence alone, and consequently the vorticity concentration, 
provides more favorable conditions for vortex generation in simulation RA1009A3*. Mellado (2012) made 
similar observations of enhanced vorticity at the nodal points of the cellular network when free-slip, instead 
of no-slip, conditions are used.

The mean translation speeds and tangential, and consequently horizontal, velocities increase without sur-
face friction, as well (see Table  4). The population-averaged value of vt  is 25  cm s−1 in RA1009A3* and 
11 cm s−1 in RA1009A3. The translation speeds are higher due to the larger background velocities that occur 
in RA1009A3* because no frictional force exists that slows down the flow near the plates. The missing sur-
face friction also explains the increase of tangential (and horizontal) velocities associated with dust devils in 
the case of free-slip conditions. Figure 11 illustrates this relationship. It shows horizontal transects at 1 mm 
height through the centers of two time-averaged, counter-rotating vortices that have the longest lifetime in 
their respective simulations RA1009A3 (vortex A) and RA1009A3* (vortex B). From the transects, it is clear 
that higher absolute tangential values are reached with free-slip conditions. This is additionally supported 
by Table 4. The value averaged over the vortex lifetime and subsequently over all detected dust devils ( tan{ }u )  
yields an increase of ∼30%: from 17 cm s−1 in RA1009A3 to 22 cm s−1 in RA1009A3*. The laboratory study 
from Dessens (1972) also found a substantial increase of tangential velocities without surface friction.

Sinclair (1973) showed that the radial distribution of the tangential velocity of atmospheric dust devils can 
be approximated through a Rankine vortex described by
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here, ω = ζ/2 is the constant angular velocity. r describes the distance from the center and R0 the location 
where utan becomes maximum. In Figure 11, Rankine profiles are displayed for vortex A and B under the 
assumption that ζ is equal to the central value (225 s−1 and −176 s−1) and that R0 can be described by the 
mean distance from the center where {utan} occurs (3.52 and 5.43 mm). In addition, a perfectly symmetric 
dust devil is assumed. It is evident, that vortex A and B can be approximated by the Rankine vortex model 
similar to atmospheric dust devils (Sinclair, 1973). However, the model tends to overestimate the tangential 
velocities, especially in the vicinity of R0. This is also observed for atmospheric dust devils (Sinclair, 1973). 
The overestimation has several reasons. The Rankine vortex model does not take into account the friction 
force and, consequently, neglects the radial inflow. In addition, the model assumes a constant vorticity with-
in the core region. For vortex A and B, the vorticity is approximated by the mean value in the center. There, 
ζ reaches its maximum. Also R0 contains uncertainties. In the Rankine model, R0 is the position where utan 
becomes maximum and where the total pressure deficit reaches 50% of its central value. For vortex A and 
B, however, these positions are not the same and it has to be decided which value is taken for Equation 9. 
Therefore, there might be a combination of ζ and R0 that fits the tangential velocities shown in Figure 11 
even better. The above mentioned values for ζ and R0 enable together with the Rankine model an estimation 
of the core pressure drop using 2 2

0R . With ρ = 1 kg m−3 a value of 156 mPa for vortex A and 229 mPa for 
vortex B is calculated. This corresponds well to the actually simulated range of p* close to the vortices' core 
(100–200 mPa). The similarity of the detected vortices to the Rankine vortex model confirms again that they 
are similar to atmospheric dust devils (see also Section 3.2).

Table 4 indicates that the absolute radial and vertical velocities of the vortices close to the vortex core tend 
to be smaller if no surface friction is considered. The decrease in the mean radial ( rad{ }u ) and vertical ({ }w ) 
component is about 10% and 80%, respectively. These findings are additionally supported by Figure 11. The 
time-averaged vertical velocity is nearly zero for the vortex extracted from simulation RA1009A3* (vortex 
B). Instead, vortex A shows much higher vertical velocities of ∼10 cm s−1, especially near the center. The 
transects of the radial velocity show a completely different behavior, however. Vortex A displays the expect-
ed constant and symmetric inflow along the center (positive urad), while vortex B shows an inflow at the left 
and an outflow at the right side of the vortex core indicated by a change of sign. Figure 12, where time-av-
eraged horizontal cross sections of the perturbation pressure together with vectors of the horizontal flow 
field are shown, clarifies this behavior. The horizontal flow along the transect at y = 0 mm is continuously 
directed in the positive x-direction for vortex B. Therefore, urad, defined as positive if there is an inflow into 
the vortex core, must change its sign in Figure 11.

From a fluid dynamics perspective, the dependency of the dust devil radial and vertical velocity component 
on the velocity boundary conditions is explained as follows. The wind around the vortices results from a 
balance of the pressure gradient, centrifugal, and frictional force, whereas the friction is responsible for 
creating the radial inflow into the vortex (see also Kurgansky et  al.,  2016). The result is a pronounced, 
rotating inflow into the vortex center and a single, well-defined vortex is created, as illustrated in Figure 12 
(left). Due to the incompressibility of the flow, the air must move upwards and high vertical velocities occur 
in the central region. However, if no friction at the plates is considered, no radial inflow develops and the 
vortex is described by the cyclostrophic balance, which explains the reduced radial and vertical velocities 
in RA1009A3*.
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N τ (s) tv  (cm s−1) r  (mm) |p*|max (mPa) |ζ|max (s−1) tan{ }u  (cm s−1) rad{ }u  (cm s−1) { }w  (cm s−1)

215 1.22 ± 1.4 10.9 ± 5.08 7.46 ± 3.1 164 ± 161 244 ± 112 17.2 ± 4.71 11.1 ± 3.63 8.36 ± 1.6
98⟳/117↺ 8.57 29.1 19.7 1158 753 42.5 25.6 13.2
6790 0.73 ± 0.49 24.8 ± 10.1 6.12 ± 2.28 107 ± 59.4 164 ± 46.2 21.8 ± 4.97 9.92 ± 2.77 1.88 ± 0.46
3422⟳/3368↺ 5.26 59.6 28.5 519 391 45.5 23.7 5.13
aThe first row shows the population mean and standard deviation. The overall maximum values are displayed in the second row. For N, the number of clockwise 
and counterclockwise vortices is given. The upper part shows the data for RA1009A3 and the lower part RA1009A3*. Here, lifetime-averaged velocities are 
displayed because they reveal a more obvious trend than the maximum values.

Table 4 
Dust Devil Properties at Detection Height Derived From Simulation RA1009A3 and RA1009A3*a
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Furthermore, the size of vortices increases under no-slip conditions (see Figure 12). It is obvious that the 
vortex A influences the entire horizontal flow, whereas the vortex B is more concentrated. The size increase 
is additionally supported by the lifetime-averaged radius (r ), which has a population mean of 7.46 mm in 
the case of no-slip conditions and 6.12 mm if free-slip conditions are used. These results are consistent with 
results from Wilkins et al. (1975), who also found larger vortices formed in the friction layer.
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Figure 10.  Vertical cross sections of the instantaneous vertical velocity at the center after 50 s simulated time taken 
from simulation RA1010A2 (top) and RA1010A4 (bottom). The black line indicates the position of a dust devil center 
defined at the first grid point above the bottom surface.

Figure 11.  Horizontal transects at 1 mm height through the centers of the time-averaged vortices with the longest 
lifetimes. Blue solid lines describe the velocities for the vortex in RA1009A3 (vortex A), whereas green dashed lines 
indicate the velocities for the vortex in RA1009A3* (vortex B). Circles indicate radial (urad), squares indicate tangential 
(utan), and diamonds indicate vertical velocity (w). The radial velocity is defined as positive toward the center and 
the tangential velocity is defined as positive in the counterclockwise (cyclonic) direction. Red lines illustrate profiles 
according to the Rankine vortex model.
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The pressure drop associated with vortex formation is larger with surface friction, an effect that has already 
been reported by Zhao et al. (2004). Figure 12 highlights this finding for the single vortices A and B. Vortex 
A has a mean core pressure drop of −202 mPa, whereas vortex B has a value of −110 mPa. In addition, the 
maximum pressure drop during the vortex lifetime averaged over all detected dust devils ( *

maxp∣ ∣ ) increases 
by more than 50% from 107 mPa in RA101009* to 164 mPa in RA101009. Vorticity increases significantly if 
surface friction is considered because the vorticity correlate with the magnitude of the central pressure low.

The more intense vortices are explained by the budget equation for the vertical vorticity given in Section 1.2. 
As already discussed, the near-surface flow convergence in the vortex core is reduced under free-slip condi-
tions due to the lower or even missing radial inflow (less vorticity concentration). Therefore, ζdiv contributes 
less to the generation and maintenance of vorticity. An analysis of the horizontally averaged ζdiv around the 
vortex core (11 × 11 grid points) at the second grid point above the surface yields absolute values between 
200 and 2,500 s−2 during the lifetime of vortex A. Vortex B show values between 0 and 400 s−2. Also, the 
horizontally averaged ζtwis is much smaller for vortex B (0–100 s−2) than for vortex A (100–1,400 s−2) because 
there is less shear without friction. Both effects significantly decrease the vertical vorticity of the vortices 
and, consequently, the pressure drop in the center of vortex B. The remaining budget terms in Equation 1 
causes an overall reduction of absolute vertical vorticity in both vortex centers. Low values of |ζ| are hori-
zontally advected toward the core, high values are vertically advected upward away from the center, and 
molecular diffusion balances extreme values. The vertical advection in vortex B is much weaker (0–50 s−2) 
compared to the horizontal (0–500 s−2) due to low vertical velocities in the core. In vortex A, however, both 
advection terms are of similar size (100–1,000 s−2).

A consequence of the reduced vertical vorticity increase through convergence and twisting is the reduced 
averaged lifetime under free-slip conditions. A vortex that develops under no-slip conditions has a mean 
lifetime of 1.22 s, which is about 70% higher than the averaged lifetime under free-slip conditions (0.73 s). 
Therefore, surface friction is important for maintaining vortices once they are created. The longest vortex 
lifetime in RA101009 is 8.57 s and is 5.26 s in RA101009*.

4.  Summary and Conclusion
This study extensively investigated dust devil-like vortices using DNS of RBC for the first time. The special 
focus was on the effects of the Rayleigh number, aspect ratio, and surface friction on dust devil statistics. Pre-
vious studies mostly used LES to investigate vertical vortices in convective flows (e.g., Giersch et al., 2019; 
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Figure 12.  Time-averaged horizontal cross sections of the perturbation pressure at 1 mm height for the vortex with the highest lifetime derived from 
simulation RA1009A3 (left, vortex A) and RA1009A3* (right, vortex B). Note the different scales. Additionally, vectors of horizontal velocity are shown.
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Kanak, 2006; Raasch & Franke, 2011) or they analyzed dust devils as a side-note in their studies (e.g., Mella-
do, 2012). Especially, DNS results of dust devils in flows with Rayleigh numbers larger than 107 are lacking 
in the literature (see Cortese & Balachandar, 1993; Fiedler & Kanak, 2001; Iijima & Tamura, 2008).

After introducing the numerical methods and setups that were used, it was shown that dust devil-like vor-
tices were frequently identified in a simulation, where a Rayleigh number of 1010, an aspect ratio of 3, and 
no-slip boundary conditions were applied. The vertical vortices mainly occurred at the cell vertices and 
edges of the convective cells, similar to LES results (e.g., Giersch et al., 2019; Kanak, 2005). However, due 
to an increase in structure size up to the horizontal domain size, the cellular pattern disappeared over time. 
Dust devil-like structures preferentially occurred in regions, where strong near-surface convergence lines 
were clustered. This is in agreement with Raasch and Franke (2011), who also investigated dust devils in a 
domain that was too small to allow for an undisturbed development of the cellular pattern. However, their 
statistics were not influenced by the broadening effect.

DNS results were compared to existing LES data with focus on the three-dimensional structure of dust 
devil-like vortices. Dust devils simulated with DNS and LES displayed similar results. Only differences in 
the distribution of the vertical velocity around the vortex center arose, which were attributed to the discrep-
ancies of the underlying setups that were used to investigate dust devils with DNS and LES. The similarity 
of results suggests that there is no need to explicitly resolve the small-scale turbulence near the ground 
and that the surface layer parameterizations in LES do not have a dramatic effect on the simulated dust 
devil-like structures. The results from LES are reliable if a sufficiently small grid spacing is used. This is es-
pecially true for larger dust devils. However, the exact value of a sufficiently small grid spacing for acquiring 
converged, quantitative dust devil information is still unknown in LES. This grid spacing will be determined 
in a follow-up study in which nesting techniques enable LES with 1 m grid spacing and even lower.

One of the main control parameters in RBC that significantly influences flow properties and structures is 
the Raleigh number (e.g., Stevens et al., 2018). Our results suggested that a minimum Rayleigh number 
of 107 was necessary for the development of dust devil-like vortices, which is much less than the Rayleigh 
number in the atmosphere (∼1018). Higher values increased the number of detected vortices significantly, 
from one single vortex in the simulation with Ra = 107 to 3,834 vortices in the run with Ra = 1011 (70 s 
detection time). In addition, the higher the Rayleigh number, the higher the translation speeds and dust 
devil intensities, which were accompanied by an increase in pressure drop, vertical vorticity, and velocity. 
However, the averaged lifetime of dust devils decreased if the Rayleigh number increased. Nevertheless, 
long-lasting vertical vortices of around 10 s still developed.

Another parameter known to significantly modify flow properties in RBC is the aspect ratio (e.g., Bail-
on-Cuba et al., 2010). Due to limited computing power, only aspect ratios between 2 and 4 were addressed in 
this study. Our results, as well as the results from previous studies (e.g., Stevens et al., 2018; von Hardenberg 
et al., 2008), showed that even an aspect ratio of four was far from able to resolve large-scale convective 
patterns in RBC. Dust devil statistics were established for each aspect ratio. Interestingly, no statistically 
significant effect of the aspect ratio on most of the vortex properties was identified, although large-scale 
flow circulations were captured more realistically within larger model domains. Only the number, averaged 
translation speed, and probability for very strong dust devils increased. These findings, except the relation 
between aspect ratio and translation speed, were directly attributed to the larger horizontal domain for 
higher aspect ratios.

Velocity boundary conditions are still being researched in connection with convective vortices due to the 
potentially high influence of friction on the vortex properties (e.g., Gu et al., 2010; Raasch & Franke, 2011). 
Our DNS results confirmed the significant influence of surface friction. With free-slip conditions, the num-
ber of detected vortices increased by a factor of 30. Mean translation speeds and tangential velocities were 
higher by a factor of 2.3 and 1.3, respectively. However, because there was no surface friction, dust dev-
il-like vortices were in approximately cyclostrophic balance, with reduced radial, and consequently, vertical 
velocities. Furthermore, lifetimes, radii, and intensities were much smaller under free-slip boundary condi-
tions. Therefore, friction is essential for strengthening and maintaining dust devil-like vortices.

This study was a first step toward the simulation of dust devils with DNS. Additional influencing factors, 
such as the background wind or surface heterogeneities, were not regarded. It is expected that conclusions 
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would be similar to LES studies (e.g., Giersch et al., 2019; Kanak, 2005; Raasch & Franke, 2011) or field 
campaigns (e.g., Renno et al., 2004; Ryan, 1972; Sinclair, 1969). Furthermore, it is possible that the restrict-
ing domain size in this study had an effect on the dust devil statistics. For this reason, simulations with 
very high aspect ratios that allow for an undisturbed development of large-scale structures in RBC should 
be performed. High aspect ratios, together with extended simulation time, would further improve the dust 
devil statistics, as well. Nevertheless, the general effects of the Rayleigh number, aspect ratio, and surface 
friction on dust devils were shown clearly.

In follow-up studies, we will compare our DNS results to laboratory-like experiments that were performed 
on the same scale (Loesch & du Puits, 2020). The Barrel of Ilmenau, which is a large-scale experimental 
facility to investigate turbulent convection, and hence dust devil-like structures, is an appropriate environ-
ment for creating the experimental data (e.g., du Puits et al., 2013). The comparison will allow us to identify 
possible differences and reveal the weaknesses and strengths of each method used to analyze convective 
vortices. However, because our numerical results produced maximum horizontal vortex sizes on the order 
of several tens of millimeters, it will require some technical effort to detect dust devil-like vortices of such 
small scale in the laboratory.

Appendix A:  Validation of PALM's DNS Mode
For the validation of the DNS mode, the setup NsD of Mellado (2012), who investigated free (unbounded) 
convection over a heated, rigid, and impermeable plate with the numerical model Tlab (https://github.com/
turbulencia/tlab), is repeated with PALM. The setup requires constant buoyancy and no-slip boundary con-
ditions for the velocities at the bottom. At the top, free-slip boundary conditions with Neuman conditions 
for scalars are used. To save computational costs, the simulation with 1,024 × 1,024 × 768 grid points intro-
duced in the appendix of Mellado (2012) is simulated. He demonstrated that this number of grid points is 
already sufficient to capture the physics of the setup realistically. However, the results, which are used here 
for comparison to the PALM data, are taken from the high-resolution NsD case published in the main part 
of Mellado (2012). The NsD setup from the appendix is defined through the so-called reference Rayleigh 
number


  

3
80 0

0 9 10 ,b LRa� (A1)

where ν is equal to κ (Pr = 1) and is set to 1.76 × 10−5 m2 s−1. For the constant buoyancy at the surface b0, 
a value of 0.40875 m s−2 is assumed. Setting the horizontal model extent L0 to 0.88 m yields Ra0 = 9 × 108 
as defined in Equation A1. The above mentioned number of grid points results in a resolution of 0.86 mm 
and a model height of 0.66 m. As in Mellado (2012), the simulations are stopped when the boundary layer 
thickness is equal to about 0.3L0 to avoid finite-size effects on the results. During initialization of the mod-
el, zero velocities and a strong unstably stratified layer close to the bottom plate with neutral stratification 
above are assumed. The initial potential temperature profile is constructed using the error function similar 
to Equation 5 but without assuming symmetry. The only real difference in the NsD setup compared to Mel-
lado (2012) is the way how horizontal perturbations are initiated to trigger off convection at the beginning 
of the model run. Mellado (2012) applied initial broadband perturbations to the buoyancy field, whereas 
in the PALM setup uniformly distributed random perturbations are imposed on the horizontal velocities.

For evaluating the validation run NsD, the temporal evolution of the scaled gradient thickness  
g  is consid-

ered. If not otherwise stated, symbols, variables, and scaling are the same as in the original publication of 
Mellado (2012).  

g  contains all mean surface properties in one quantity and can be seen as a measure of the 
diffusive wall layer thickness (Mellado, 2012). In addition to  

g , the vertical profiles of the scaled molecular 
and turbulent contribution to the overall heat flux at the end of the simulation are discussed. All quantities 
are displayed in Figure A1. The  

g  curves are very similar. In both cases, a maximum right after the start 
of the simulation occurs, combined with a rapid decrease afterward, and followed by a slight increase until 
the end of the simulation. The only difference is the initial transition to a near-steady behavior, marked by 
the initial overshooting of  

g  and the subsequent decline, which takes more time in the PALM simulation.  
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This might be attributed to the different ways in which perturbations are imposed on the flow at the be-
ginning of the runs. Mellado (2012) imposed initial perturbations on the buoyancy field by using a random 
field characterized by a zero mean value and a Gaussian power spectral density centered at some given spa-
tial frequency. Thus, more energy could be explicitly distributed into the smaller scales, where dissipation 
is maximum. This procedure allows a more rapid development into a steady-state compared to imposing 
random perturbations on the velocity field by using uniformly distributed random numbers, as it is done by 
default in the PALM simulation.

The vertical profiles of the turbulent and molecular sensible heat flux also show similar shapes for both 
runs. The turbulent heat flux profiles overlap except close to the bottom surface and at the boundary 
layer top. A difference at the bottom is, in fact, only visible at the first grid point of the PALM domain. 
This difference is due to the higher resolution and the less dissipative advection scheme used in Mel-
lado (2012). Both enable a better representation of the physical situation in the near-wall region. The 
deviations in the turbulent heat flux for 200 wall units and more are related to the different heights of 
the boundary layers at the end of the simulations. In both cases, the simulations are stopped when the 
boundary layer height is roughly 0.3 L0. For the original high-resolution NsD case, L0 is larger because 
a reference Rayleigh number of 3.6 × 109 instead of 9 × 108 was chosen (see also Equation A1). As a 
consequence, the boundary layer thickness at the end is higher. The different boundary layer thickness-
es are also the explanation for the deviations that are visible in the profiles of the molecular heat flux 
for 300 wall units and more. The remaining lower part of the profiles can be approximately regarded 
as identical.

The final value for the gradient thickness is 4.22 in the original simulation, whereas PALM simulates a value 
of 4.03. This difference can be again explained by the different boundary layer thicknesses already men-
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Figure A1.  Comparison of simulation results from the original NsD case published in Mellado (2012) (dashed lines) 
with results from a similar setup simulated with the model PALM (solid lines). The following quantities are displayed 
(from top to bottom): the temporal evolution of the gradient thickness scaled with the diffusion length as well as the 
vertical profiles of the horizontally averaged turbulent and molecular contribution to the total buoyancy flux scaled 
with the buoyancy flux at the surface at the end of the simulation. The time is measured with respect to the time scale 
of the diffusion process and the height is specified in relation to the diffusion length. For more information to symbols, 
variables, or scaling see Mellado (2012).
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tioned above. They indicate that the turbulent flow in the original simulation is in a later state compared to 
the flow in the PALM simulation. Because there is a slight increase in  

g  with time, it is expected that the 
gradient thickness of the PALM simulation would match even better if both boundary layer heights would 
have been the same at the end of the simulation. This is also true for the convection length scale and con-
vective Rayleigh number defined in Mellado (2012), which show smaller values in the PALM simulation 
due to the shallower boundary layer.

Appendix B:  Resolution Requirements
The most important requirement to perform accurate DNS is to resolve the finest length scales of the fluid. 
For flows with Prandtl numbers of (1) , the Kolmogorov length scale   3 1/4

K ( / )  (Kolmogorov, 1941) 
and the Obukhov-Corrsin scale     3 1/4 3/4

K( / ) Pr  (Corrsin, 1951; Obukhov, 1949) must be ade-
quately resolved (e.g., Shishkina et al., 2010). ϵ indicates the local, instantaneous energy dissipation rate per 
unit mass (e.g., Hamlington et al., 2012; Pope, 2000; Shishkina et al., 2010)

    
   

2

,
2

ji

j i

uu
x x

� (B1)

with ui′ the fluctuation of the velocity component ui with respect to the horizontal mean of the veloci-
ty field. Note, the Obukhov-Corrsin scale is sometimes called the Batchelor scale (e.g., Hay & Papalex-
andris,  2019; Stevens et  al.,  2010), which is, strictly speaking, wrong. The Batchelor scale is defined as 
    2 1/4 1/2

B K( / ) Pr  and can be considered as the most restrictive length scale for Pr ≫ 1 (Shishkina 
et al., 2010). Additionally, an accurate DNS must be able to resolve the steep velocity and temperature gra-
dients close to the wall (Grötzbach, 1983).

The most common criterion that enables an a priori calculation of the allowed maximum grid width 
hmax = max(Δx, Δy, Δz) in the bulk of the flow is

 
 

    
 

1/43

max K ,h


� (B2)

 
 

   
 

1/42

K ,PrH
RaNu

� (B3)


 

 
    

 

1/43

max ,h


� (B4)

 
 

  
 

1/4
1 .H

RaPrNu
� (B5)

Here, Nu is the global Nusselt number, which is calculated based on the temporarily and spatially averaged 
turbulent heat flux (e.g., Bailon-Cuba et al., 2010; Scheel et al., 2013)


 

   V,t1 ,
Δ
HNu w� (B6)
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where 〈⋅〉V,t denotes a time and volume average over the whole model domain. The above criterion for the 
grid width was originally proposed by Grötzbach (1983). However, he uses the less restrictive definition 
of a mean grid width (ΔxΔyΔz)1/3, whereas Stevens et al. (2010) suggests to take the largest grid width in 
any spatial direction (hmax). When Pr < 1, which is true for the flows under study, equation (B2) is more 
restrictive and determines the maximum allowed grid spacing. To enable a calculation of hmax, the Nusselt 
number has to be known in advance. For estimating the Nusselt number, a formula derived by Scheel and 
Schumacher (2016) is used, which relates the Nusselt and the Rayleigh number for Pr = 0.7 as follows:

 0.290.15 .Nu Ra� (B7)

This formula allows an estimation of Nu for a given Rayleigh number and the result is used in Equation 
(B3) to calculate the maximum allowed grid width in the bulk of the flow before running the simulations. 
Regarding the setups in Table 1, Equation B3 is always fulfilled because the calculated hmax is larger than 
3 mm for each simulation.

Additionally, the grid resolution must be evaluated a posteriori similar to Bailon-Cuba et al. (2010) by using 
Equation B2 together with the temporarily and horizontally averaged dissipation rate 〈ϵ(z)〉t:

 



 

     

1/43
max

max
K t

.
( ) ( )

h h
z z

� (B8)

Figure B1 shows the above ratio over the normalized domain height for all different Rayleigh numbers 
and velocity boundary conditions used in this study. As expected, the profiles for no-slip boundaries peak 
close to the plates and are nearly constant in between, whereas the profile for the free-slip boundaries is 
approximately constant over the whole cell. The resolution criterion (B8) is also fulfilled for RA1010A2 and 
RA1010A4, which show a similar profile to simulation RA1010A3.

The criterion of Grötzbach (1983) is based on simulations with Rayleigh numbers up to 3.81 × 105 (Pr = 0.7) 
and assumes that the TKE dissipation is flat (i.e., height constant) and equals the production of TKE 
through buoyancy. This is especially not true in the near-wall region (Figure B1, see also Scheel & Schu-
macher, 2016). Thus, a different a priori resolution criterion must be applied to ensure that the velocity and 
thermal boundary layers are well-resolved. Shishkina et al. (2010) developed such a criterion based on the 
laminar Prandtl-Blasius boundary layer equations. It reads for 3 × 10−4 ≤ Pr ≤ 1:

    3/2 1 3/2 0.5355 0.033log( )
max 2 .Prh a Nu HPr� (B9)

Here, a is an empirical value of 0.482. The Nusselt number can be again estimated in advance of the simula-
tion using Equation B7. The resulting grid spacings that would guarantee a perfectly resolved DNS (accord-
ing to Equation B9) are listed in Table 1. It is obvious that the cases for Ra ≥ 109 insufficiently resolve the 
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Figure B1.  Ratio of the applied maximum grid width hmax and the Kolmogorov scale ηK for all conducted simulation 
with aspect ratio 3. Blue lines show the ratios for simulations with 1 mm grid spacing whereas green lines represent the 
ratios for simulations with 2 mm resolution. The red line indicates the limit π of the resolution criterion (B8).
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boundary layers at the plates. To clarify the effect of this insufficient resolution on the dust devil statistics, a 
grid resolution study is performed. Results and conclusions of that study are discussed in Appendix C. Re-
gardless of the insufficiently resolved boundary layers, the resolution criterion of Grötzbach (1983), which 
has been often use as the standard for evaluating the grid spacing (e.g., Bailon-Cuba et al., 2010; Shishkina 
& Wagner, 2007, 2008; Stevens et al., 2010), is fulfilled in all cases.

Appendix C:  Grid Resolution Study
To estimate the effect of insufficiently resolved boundary layers near the plates on the dust devil statistics, 
three additional simulations with a Rayleigh number of 109, no-slip boundary conditions, an aspect ratio of 
Γ = 3 and grid spacings of 8, 4, and 1 mm have been conducted. Here, a grid spacing of 1 mm is regarded as 
a sufficient resolution according to Equation B9. In addition to these three single simulations, an ensemble 
of 10 members has been created for the case with 2 mm grid spacing, which is the resolution used for the 
main simulations introduced in Section 2.1 having a Rayleigh number larger than 108. With this ensemble, 
confidence intervals of the ensemble mean and standard deviation can be calculated with the aim to check 
the statistical significance of differences and similarities caused by differently resolved simulations. The 
focus in this section is on Ra = 109 because lower Rayleigh numbers do not show a sufficiently large num-
ber of dust devils for statistical analysis (see Section 3.3) and larger Rayleigh numbers would exceed the 
computational resources. The limited computing power is also the reason why an ensemble is only created 
for the simulation with 2 mm grid resolution. For example, the single model run with 1 mm grid spacing, 
1,920 × 1,920 × 640 grid points, a simulation time of 100 s, and about 80,000 time steps consumes about 
41 h CPU time on 4096 PEs of an Atos/Bull system equipped with Intel Xeon Platinum 9242 processors.

For a meaningful comparison of dust devil characteristics between differently resolved simulations, the 
vortex detection and analysis described in Section 2.2 has to be unified from a physical point of view. Once 
the dust devil centers are connected to tracks, the time period and distance, in which/where the algorithm 
tries to find the next dust devil center of the same track, must be the same. For all simulations, the time 
period is equal to three temporarily averaged model time steps of the 8 mm run (43.55 ms). Simultaneously, 
the maximum allowed distance to the next dust devil center of the same track must be less than or equal to 
16 mm (two times the grid spacing of the 8 mm run). The physical detection height is (roughly) 4 mm in all 
cases, which corresponds to the first, second, third, or fifth grid point above the surface for a grid spacing of 
8, 4, 2, and 1 mm, respectively.

To evaluate the convergence behavior of the dust devil statistics with decreasing grid spacing, a significance 
interval for the simulation with 2 mm resolution is determined as follows. At first, the 95% confidence in-
terval of the ensemble mean μ is calculated. For example, the confidence interval for the ensemble mean 
of the total number of detected dust devils is [93.13, 105.87] with a central value of 99.5 (see Figure C1). 
Second, the 95% confidence interval of the standard deviation σ is calculated, which is [6.13, 16.27] for N. 
Subsequently, the upper limit of the significance interval is determined by adding the upper limit of the 
confidence interval of the mean (i.e., 105.87) to 2 times the upper limit of the confidence interval of the 
standard deviation (i.e., 32.54). For N, this results in a value of 138.41. The lower limit of the significance 
interval is calculated in the same way using the lower limit from [93.13, 105.87], which yields a value of 
60.59. In these calculations, 2 standard deviations are considered because they cover roughly 95% of a nor-
mally distributed data set assumed here. Finally, the statistics for the simulations with 8, 4, and 1 mm grid 
widths are compared to the significance intervals taken from the ensemble members. If a value lies within 
the significance interval, the difference is considered to be statistically insignificant. In other words, it is 
very likely that if a value does not lie within the significance interval, the respective simulation is not part 
of the same ensemble and differences are statistically significant.

Figure C1 shows the averaged bulk characteristics and significance intervals of all relevant quantities for the 
differently resolved simulations. Here, a lifetime of 1.07 s and more is considered as long-lived because this 
value indicates the maximum of the lifetime frequency distribution for the 8 mm run (see also Section 2.2). 
N and τ are considered as almost converged for every resolution because all values are within the respec-
tive significance interval. However, for vt  and r , a grid spacing of at least 4 mm and for *

maxp∣ ∣ , tan max{ }u ,  

rad max{ }u , and h max{ }u , a grid spacing of at least 2  mm is necessary to adequately capture the statistics. 
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 max∣ ∣  and max{ }w  are not converged at all because the values for the run with 1 mm resolution (408.75 s−1, 
45.68 cm s−1) are still far away from the upper significance interval limits (341.28 s−1, 35.73 cm s−1). The 
large deviation in the vorticity arises from the way it is calculated. In the discretized form of Equation 6, 
smaller grid spacings automatically create larger values because similar velocity gradients are evaluated 
across smaller distances. Therefore, the vorticity become larger and larger with decreasing grid width, as 
also the theoretical model of a line vortex suggests. To make the quantitative vorticity values in differently 
resolved simulations comparable, Equation 6 should have been evaluated based on the same distance, that 
is 8 mm. Because this did not happen by mistake, no convergence in the vorticity occurs. The vorticity eval-
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Figure C1.  Dust devil characteristics for a Rayleigh number of 109 and an aspect ratio of 3 using a grid resolution of 
8 mm, 4 mm, 2 mm, and 1 mm. Only long-lived vortices with a lifetime of more than 1.07 s are considered. Crosses 
mark the averaged values over all N dust devils. For a grid spacing of 2 mm, the 95% confidence interval of the 
ensemble mean with its central value (red lines) and the statistical significance interval (black lines, for explanation see 
text) are shown.
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uated along the same distance is expected to be converged for a resolution of 2 mm because the pressure 
drop is already converged and vertical rotation and pressure reduction in the center are strongly connected 
to each other in dust devil-like vortices, as it is proposed by the theoretical model of a Rankine vortex. The 
reason for the large deviation in max{ }w  between all differently resolved simulations is explained through the 
highly localized maximum values of w that occur in the dust devil center. Our results show two pronounced 
regions of maximum vertical velocity (see Figure 6). These regions have extent of 10–15 mm. This spatial 
extent of localized vertical velocity maxima is small compared to the regions associated with tangential and 
radial velocity maxima. Capturing smaller regions with strong velocity fluctuations requires higher resolu-
tion. Therefore, a grid spacing of 2 mm is not fine enough to resolve the pronounced maximum values of w 
in the dust devils, but it is sufficient for the maximum values of tangential and radial velocity.

Limited computational resources do not allow a grid resolution study for higher Rayleigh numbers (i.e., 
1010 and 1011). With the above mentioned results for Ra = 109 and guaranteeing that the resolution criterion 
of Grötzbach (1983) is always fulfilled, it is assumed that a grid spacing of 2 mm is also sufficient for Ray-
leigh numbers up to 1011, although the gap to fulfill criterion (B9) (∼0.5 mm grid width for Ra = 1010 and 
Ra = 1011) is even larger compared to 1 mm for Ra = 109.

To sum up, a 2 mm grid spacing, which fulfills the resolution criterion after Grötzbach (1983), is fine enough 
to adequately capture most of the dust devil properties. However, quantitative comparisons of max{ }w  and 
 max∣ ∣  between simulations with different Ra, Γ, or velocity boundary conditions are avoided in this study 

to account for the findings mentioned in this section. But also quantitative information about the oth-
er quantities should be treated carefully because the grid resolution study has been only performed for 
Ra = 109. In addition, the estimates of the statistics from the main simulations (see Table 1) are based on 
just one ensemble member. Furthermore, single statistical values, like averaged velocities or pressure drops, 
are highly influenced by the detection/analysis height (see Section 2.2). A qualitative comparison of all 
regarded quantities is possible though without constraints.

Data Availability Statement
All simulations were performed on the Cray XC40 and Atos system of the North-German Supercomput-
ing Alliance (HLRN-3/4) located in Berlin and Göttingen. The LES model PALM is freely available (revi-
sion 4221, http://palm.muk.uni-hannover.de/trac/browser/?rev=4221). For the validation of PALM's DNS 
mode, revision 3867 was used. The PALM output used to generate figures and tables is accessible via https://
doi.org/10.25835/0071502. Also, the user-specific code for detecting dust devils, model steering files, and 
scripts for post-processing the raw data are stored there.
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Abstract
Dust devils are organized convective vortices with pressure drops of hundreds of pascals
that spirally lift surface material into the air. This material modifies the radiation budget
by contributing to the atmospheric aerosol concentration. Quantification of this contribution
requires good knowledge of the dust devil statistics and dynamics. The latter can also help
to understand vortex genesis, evolution and decay, in general. Dust devil-like vortices are
numerically investigatedmainly by large-eddy simulation (LES).A critical parameter in these
simulations is the grid spacing, which has a great influence on the dust devil statistics. So far,
it is unknown which grid size is sufficient to capture dust devils accurately. We investigate
the convergence of simulated convective vertical vortices that resemble dust devils by using
the LES model PALM. We use the nesting capabilities of PALM to explore grid spacings
from 10 to 0.625m. Grid spacings of 1m or less have never been used for the analysis of
dust devil-like vortices that develop in a horizontal domain of more than 10km2. Our results
demonstrate that a minimum resolution of 1.25m is necessary to achieve a convergence for
sample-averaged quantities like the core pressure drop. This grid spacing or smaller should
be used for future quantifications of dust devil sediment fluxes. However, sample maxima
of the investigated dust devil population and peak velocity values of the general flow show
no convergence. If a qualitative description of the dust devil flow pattern is sufficient, we
recommend a grid spacing of 2.5m or smaller.

Keywords Convective boundary layer · Dust devils · Grid convergence · Large-eddy
simulation · PALM model system

1 Introduction

Dust devils are columnar convective vortices with a vertical axis of rotation. On Earth, they
typically extend to 1–10m horizontally and 10–100m vertically and last for several minutes
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1 Institut für Meteorologie und Klimatologie, Leibniz Universität Hannover, Herrenhäuser Str. 2, 30419
Hannover, Germany
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(Balme and Greeley 2006). Dust devils mainly occur in arid regions like deserts (Lorenz et al.
2016) and swirl up loose material from the ground, which makes them visible. The basic
meteorological conditions for dust devil development are clear skies with strong insolation
that favors a large super-adiabatic lapse rate near the surface and background winds below
certain critical values (∼ 5m s−1) (Ives 1947; Williams 1948; Horton et al. 2016; Giersch
et al. 2019). These conditions cause a convective boundary layer characterized by a near-
surface cellular pattern with a size on the order of the boundary layer height (∼ 1km). This
pattern shows small cell boundaries where the horizontal flow converges and the air rises.
Simultaneously, the cell centers contain broad regions of descending air (e.g., Khanna and
Brasseur 1998). Dust devil-like vortices preferentially appear at the cell branches and vertices
(Kanak 2006; Raasch and Franke 2011).

Typical characteristics of dust devils include high vertical vorticity as well as positive
temperature and negative pressure deviations (Sinclair 1964; Mullen and Maxworthy 1977).
Their mean flow features a radial inflow near the surface, with highest wind speeds just
outside the dust devil core, and a spiraling upwardmotionwith positive peakvertical velocities
located near the border of the visible dust column similar to themaximum tangential velocities
(Sinclair 1973; Balme and Greeley 2006). However, the short-term flow structure is often
more complicated and is influenced by, for example, secondary vortices (Sinclair 1973; Zhao
et al. 2004) or central downdraughts (Kaimal and Businger 1970; Sinclair 1973).

In addition to the impressive appearance and dynamical behavior described above, dust
devils carry particles into the atmosphere that may effect cloud microphysics (DeMott et al.
2003) and the radiation budget (Myhre and Stordal 2001). The contribution of dust devil sed-
iment flux to the terrestrial dust budget is still under debate (Koch and Rennó 2005; Neakrase
and Greeley 2010; Jemmett-Smith et al. 2015; Klose and Shao 2016). Also, dust devils mod-
ify the vertical momentum and heat fluxes significantly (as shown by field measurements
from Kaimal and Businger (1970)). All this motivates the ongoing research on dust devils.

Since the late 1990s, direct numerical simulations (DNS, e.g., Cortese and Balachandar
1998; Giersch and Raasch 2021) and large-eddy simulations (LES) (e.g., Kanak 2005; Ohno
and Takemi 2010a; Raasch and Franke 2011; Spiga et al. 2016; Giersch et al. 2019) have been
increasingly used to study convective vertical vortices. One crucial parameter in numerical
set-ups is the grid spacing,whichoften affects the simulatedflowdynamics and the statistics of
dust devils. However, meaningful numerical results must not depend on the model resolution.
A prerequisite for an adequate simulation of dust devils is the sufficient resolution of themean
flow and its low-order moments. For daytime convective planetary boundary layers (PBLs)
in which dust devils can form, Sullivan and Patton (2011) proposed a resolution of zi/Δf

> 60 so that the majority of the low-order moments (means, variances, and fluxes) become
grid independent in the boundary layer interior (0.1 < z/zi < 0.9). zi and Δf describe the
boundary layer height and LES filter width, respectively. In our LES simulations, Δf can be
interpreted as the spatially uniform grid spacing Δ. For zi/Δf > 230 (Δ ≈ 5m), Sullivan
and Patton (2011) demonstrated a coupling between large-scale thermal plumes and dust
devil-like vortices. The dust devil cores tended to develop in the branches or spokes of the
surface updrafts. Wurps et al. (2020) concluded that for convective simulations (zi ∼ 1000m)
a resolution of 20m is adequate to accurately capture the profiles of the mean flow variables,
the resolved turbulence kinetic energy (TKE), the resolved turbulent shear stresses, and the
energy spectra. From Bopape et al. (2020), it can be inferred that a minimum grid width on
the order of 25m is sufficient to provide an accurate simulation of the convective boundary
layer. However, the aforementioned studies focused on the grid-resolution requirements for
low-order moments or flow structures with scales much larger than those of dust devils.
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Numerical simulations by Ito et al. (2010) (20 and 50m grid spacing) and Zhao et al.
(2004) (50m grid spacing vertically and 100m horizontally) indicated that relatively coarse-
resolution LES are capable of resolving basic dust devil characteristics qualitatively but Ito
et al. (2010) admitted that higher resolutions would affect the intensity and structures of
the vortices. To simulate smaller dust devils, they suggested a grid spacing of a few meters.
Resolutions of several tens of meters only capture very large dust devils, which are quite rare
in nature (Kurgansky 2006). Even the largest vorticesmay not be accurately captured but only
the large-scale thermal updraughts associated with them (Sinclair 1969). According to Kanak
et al. (2000), horizontal wind speeds of the dust devil-like vortices are expected to strengthen
and their circulation diameters are expected to decrease with increasing horizontal resolution.
Kanak (2005) performed high-resolutionLESwith 2mgrid spacing that enabled the detection
of smaller vortices. Despite the high resolution, vortex characteristics did not match the
observations, especially the lower vortex vertical wind speed and the absolute pressure drop
at the center. Raasch and Franke (2011) and Giersch et al. (2019) partly focused on the effects
of grid resolution on simulated dust devils. Raasch and Franke (2011) concluded that vortices
were stronger and appearedmore frequently in high-resolution runs, whereas vortex diameter
and height were the same. Therefore, a 2m grid spacing should be sufficient to simulate the
typical spatial structure of vortices. However, they only compared two different resolutions
(1 and 2m) and used model domains that were far too small to capture the large-scale cellular
patterns to which the dust devils are tied. By comparing a 10m to a 2m simulation, Giersch
et al. (2019) obtained a similar result as Raasch and Franke (2011). Dust devil-like vortices
were more numerous and intense with finer model resolution. Giersch et al. (2019) also
showed that the mean radius and lifetime of a whole dust devil sample decreased with higher
resolutions and stated that a further reduction of the grid spacing (below 2m) might result in
even higher core pressure drops. Klose and Shao (2016) concluded that their number density,
defined by the number of dust devils per square kilometer and per hour was smaller than in
other studies due to the lower horizontal resolution they used (10m). This was explained by
an underestimation of the number of small dust devils. Interestingly, Ito et al. (2013) found no
significant change in the dust devil strength (measured by vertical vorticity) between model
runs with 50 and 5m grid size. Both resolutions suggested a typical value of ∼ 10−1 s−1.
Zhao et al. (2004) and Gu et al. (2008) simulated dust devils at ultra-fine resolution (down
to 0.1m). These studies modeled single, idealized dust devils in a cylindrical domain by
applying appropriate boundary and initial conditions to force vortex development. While the
results helped to understand basic vortex physics, it is unclear how applicable they are to
atmospheric dust devils in more realistic environments.

For individual dust devils, some of the aforementioned studies showed that higher resolu-
tions reveal more flow details. For example, Zhao et al. (2004) examined the flow structure of
dust devil-like vortices at different grid spacings. Their vortex at 100m resolution was char-
acterized by local maxima in vertical vorticity, vertical velocity and temperature. However,
their high-resolution vortex at 0.1m suggested that these maxima do not necessarily occur
at the same location, which is consistent with the simulations of Raasch and Franke (2011).
The high-resolution vortex of Zhao et al. (2004) also revealed dynamic flow features like
downdraughts at the core or several intense secondary vortices. Both phenomena were not
observed in their coarse-resolution vortex. As admitted by Kanak et al. (2000), structures at
the dust devil scale can not be resolved by a grid size of several tens of meters. Instead, the
larger-scale circulations in which dust devils are embedded are captured. Our investigations
of selected vortices will show how smaller grid spacingsmodify the appearance of dust devils
and reveal many more flow details. However, a detailed investigation of the flow dynamics is
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Table 1 Summary of simulation parameters of several dust devil studies

Study Grid spacing Domain size Number of grid points
Δ (m) Lx × Ly × Lz (m3)

Ohno and Takemi (2010a) 3 999 × 999 × 1500 333 × 333 × 185

Ohno and Takemi (2010b) 10 2000 × 2000 × 1500 200 × 200 × 70

Raasch and Franke (2011) 2 4096 × 4096 × 1704 2049 × 2049 × 449

Ito et al. (2013) 5 1800 × 1800 × 1600 362 × 362 × 320

Klose and Shao (2016) 10 2000 × 2000 × 1500 200 × 200 × 90

Giersch et al. (2019) 2 4000 × 4000 × 1782 2000 × 2000 × 640

not part of this study. Instead, we focus on the minimum grid spacing at which various dust
devil features reach statistical convergence.

By determining the resolution where convergence occurs, future studies can improve
estimations of particle concentrations and fluxes within dust devils. Numerical simulations
require emission schemes that connect the turbulent wind to the particle release and transport
(e.g. Klose and Shao 2013). Therefore, a prerequisite for these schemes to work appropriately
is a well-resolved flow within and around dust devils. Currently available concentration and
emission data vary a lot and are subject to great uncertainties. For example, Rennó et al. (2004)
found through field experiments a typical dust content and vertical dust flux of 0.1g m−3 and
0.1–1g m−2 s−1, respectively. Neakrase and Greeley (2010) estimated the sediment flux of
dust devils by means of laboratory investigations to be between 10−3 and 103 g m−2 s−1.
Estimates fromLES studies indicate dust concentrations of 10−5–10−4 gm−3 (Ito et al. 2010)
and 10−4–10−3 g m−3 (Klose and Shao 2016). In these studies, grid spacings of 20 and 10m
were applied, which is too high for an adequate quantification of the particle load, especially
within smaller dust devils with a horizontal size of a few meters. Both Ito et al. (2010) and
Klose and Shao (2016) mentioned this insufficient resolution with respect to smaller vortices.

Table1 provides a summary of simulation parameters that have been used to study ter-
restrial dust devil-like vortices by LES while being able to capture the large-scale cellular
pattern (about 1km × 1km horizontal domain size or more) and while using a grid spacing
of 10m or below. Li describes the spatial extents along the x-, y-, and z-axis. All grids were
stretched vertically except the one of Ito et al. (2013). For all we know, a grid spacing of 2m
is the highest resolution that has ever been used so far to investigate terrestrial dust devils
in the convective PBL. Higher resolutions at large domains or larger domains at high reso-
lutions were computationally too intensive. We overcome this problem by using a nesting
technique (Hellsten et al. 2021) that enables simulations of a 4km × 4km large horizontal
model domain with grid spacings down to 0.625m.

The above considerations indicate that there is a strong need to know which model reso-
lution is necessary to adequately resolve terrestrial dust devils with LES and to capture their
characteristics qualitatively and quantitatively correctly. Considering this, the paper structure
results as follows. Section2 gives an overview of the dust devil detection and analysis algo-
rithm, the analyzed quantities characterizing a dust devil, the PALMmodel system, which is
used in this study to perform the LES simulations, and the numerical set-ups. The results are
introduced and discussed in Sect. 3 with a focus on the convergence behavior of general flow
features, the dust devil statistics, and their three-dimensional structure. In Sect. 4, a summary
and conclusions are given.
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2 Methodology

This section introduces the numerical and analysis methods that are used in our study. First,
the PALMmodel system with its nesting technique is presented, followed by an introduction
to the numerical set-ups that are performed. We will only concentrate on those features of
PALM (formerly an abbreviation for Parallelized Large-eddy Simulation Model but now an
independent name) which are actually used. Second, it is clarified how a dust devil center
is detected during the numerical simulation and how centers are combined to form a dust
devil with a certain lifetime. To conclude this section, specific dust devil quantities are
introduced, which are statistically analyzed and provide the basis for the grid convergence
study. Note, (convective) vortex, dust devil, and dust devil-like vortex are used as synonyms in
the following and do not distinguish between a dust-laden vortex and an invisible one. Neither
dust lifting nor dust transport processes are included in our simulations and, consequently,
no potential effects of the particles on the turbulent flow (e.g., Richter and Sullivan 2013) are
considered.

2.1 The PALMModel System and its Nesting Technique

The numerical simulations are carried out with the PALM model system (revision 4732,
Raasch and Schröter 2001; Maronga et al. 2015, 2020), which is an open source model
code written in Fortran designed for atmospheric and oceanic boundary-layer flows. It is
publicly available at http://palm.muk.uni-hannover.de/trac/browser/?rev=4732 and designed
for massively parallel computer architectures with distributed memory, utilizing the message
passing interface (e.g., Gropp et al. 1999). In its default state, PALM calculates the flow
solution based on the non-hydrostatic, filtered, Navier–Stokes equations in a Boussinesq-
approximated form by solving the conservation equations for momentum, mass, and internal
energy on a staggered Cartesian Arakawa-C grid (Arakawa and Lamb 1977). On such a
grid, scalars like the potential temperature θ are defined in the grid box center, whereas
the velocity components u, v, and w are shifted by half of the grid spacing in x-, y-, and
z-direction, respectively. Hence, the velocities are defined in the middle of the side walls of
the grid box. The filtering of the smallest eddies is done implicitly based on a spatial scale
separation approach after Schumann (1975). The spatial discretization of the model domain
is realized through finite differences with an equidistant horizontal and a variable vertical grid
width. A third-order Runge–Kutta scheme (Williamson 1980) is used for the integration in
time. Advection is discretized by a fifth-order scheme of Wicker and Skamarock (2002). The
parameterization of the SGS turbulence uses a 1.5-order closure after Deardorff (1980) but
in the revised formulation of Moeng and Wyngaard (1988) and Saiki et al. (2000). PALM’s
data output is based on the [UC]2 data standard (Scherer et al. 2020) and is performed with
the open, self-describing netCDF format.

One main assumption of the Boussinesq-approximated system of equations is the incom-
pressibility of theflow.To reach this, a Poisson equation for the so-called perturbationpressure
p∗ is solved by applying a predictor-corrector method (Patrinos and Kistler 1977) together
with a fast Fourier transform after every Runge–Kutta sub-time step. The total dynamic pres-
sure perturbation π∗ = p∗ + 2/3ρe is interpreted as the dust devil pressure drop with respect
to the surroundings, similar to other LES studies of dust devils (e.g., Kanak et al. 2000;
Raasch and Franke 2011; Giersch et al. 2019). The second term includes the air density ρ

and the SGS TKE e. It describes the isotropic part of the SGS tensor that arises from the
filtering of the model equations.
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In order to allow for a high resolution of small-scale turbulent processes near the surface
and to simulate a sufficiently large model domain to capture the large-scale cellular flow
pattern in the convectivePBL,PALM’s self-nesting capabilities are used (Hellsten et al. 2021).
In our study, we apply the pure vertical (one-dimensional) nesting, where the high-resolution
nested and coarse-resolution domains (also called child and parent domains) have identical
horizontal model extents and where the children only obtain their boundary conditions from
the parent at the top boundary instead of all boundary surfaces. Identical horizontal model
extents are mandatory to capture the large-scale cellular pattern in all domains and enough
high-resolved dust devil-like structures for statistical analysis. Regions above the dust devils
can be simulatedwith the coarser parent resolutions to spare computational costs. The domain
with the coarsest resolution is called the root domain.

2.2 Numerical Set-ups

To study the effects of model resolution on the dust devil statistics, we performed differently
resolved and mostly nested simulations while maintaining the horizontal model extent. In
the following, an overview about the simulation initialization is given (see also Fig.1). To
force convection, a homogeneous heating is prescribed at the surface with a temporally and
spatially constant vertical sensible heat flux wθ0 of 0.24 K m s−1 (approximately 285 W
m−2). The subscript 0 indicates a surface value. The vertical potential temperature profile
at the beginning features a constant value of 300 K up to a height of 1000m. Above, a
capping inversion with a gradient of 0.02 K m−1 is prescribed. For heights of 1300m and
more, a sponge layer (Rayleigh damping) is applied for all prognostic variables to reduce
spurious reflections of vertically propagating waves from the model top. Wind velocities are
initially set to zero everywhere because no background wind is considered. To accelerate the
development of convection, random perturbations with a maximum amplitude of 0.25m s−1

are imposed on the horizontal velocity field during the beginning of the simulation until a
prescribed domain-averaged perturbation energy (or resolved-scale TKE) limit of 0.01m2

s−2 is exceeded. Besides, large-scale subsidence with a magnitude of up to 0.023m s−1

guarantees a constant boundary layer height during the simulation. Otherwise, the dust devil
statistics might change in time because of the dependency between the boundary layer height
and dust devils (e.g., Hess and Spillane 1990; Fenton and Lorenz 2015). With these initial
conditions, a quasi-stationary state of the convective PBL is simulated that mimics the reality
during the afternoon of a sunny day.

The bottom and top boundary are regarded as impermeable (w = 0m s−1) with no-slip
(Dirichlet) conditions (u = v = 0m s−1) at the ground and free-slip (Neumann) conditions
(∂u/∂z = ∂v/∂z = 0s−1) at the top. For the perturbation pressure and the SGS TKE, a
Neumann condition (∂ p∗/∂z = 0 Pa m−1, ∂e/∂z = 0m s−2) is applied at the bottom surface.
At the top surface, a fixed value of p∗ =0Pa is set, except for child domains,where aNeumann
condition (∂ p∗/∂z = 0 Pa m−1) is used. The potential temperature at the model top is derived
locally by linear interpolation during each time step, utilizing the initial gradient at that height
(horizontally homogeneous and constant during the run) and the temperature one grid point
below, which is calculated through the prognostic model equation for the thermal internal
energy. A further Neumann condition is set for e (∂e/∂z = 0m s−2) at the top boundary. The
nested domains obtain their top boundary conditions for the prognostic variables (θ , u, v,
w) from their respective parent solution through a zero-order interpolation as described in
Hellsten et al. (2021). In addition, a constant flux layer is assumed between the surface and
the first computational grid point above. In this layer, unknown fluxes are calculated using
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Fig. 1 Simulation domain with the initial potential temperature profile (orange line) and surface heat flux (red
arrow). The spatial extents are only approximated. The exact values are listed in Table2. If nesting is applied,
two transparent planes visualize the model top of the first (solid lines) and, if present, second nested domain
(dashed lines)

Monin-Obukhov similarity theory (MOST), which requires to specify a roughness length of
the surface. We choose a value of 0.1m (typical for rural areas). In the horizontal directions,
cyclic boundary conditions are applied. Finally, the Coriolis force, although probably not
that important for dust devils (e.g., Balme and Greeley 2006), is considered by setting the
earth’s angular velocity to 7.29 × 10−5 rad s−1 and the latitude to 52◦.

The computational domain has a horizontal extent of 4km × 4km in order to resolve
the large-scale polygonal convective cells. This is necessary because vertical vortices in the
convective PBL are strongly tied to these cells (see Sect. 1). By the application of the vertical
grid stretching above 1.2km height, a vertical extent of the model domain of approximately
2km is reached, which is well above the inversion layer. The child domains are about 240m
high, except for the simulation with the highest resolution (0.625m), where a two-stage
nesting (three domains) is used. Here, the second child domain has a height of 120m. The
selected heights are a compromise between computational costs and the demand to resolve
the whole vertical thickness of a dust devil with fine resolution. The grid spacings in the root
domains are 10 or 5m along each spatial direction (except where the vertical grid stretching
is applied) to capture the general flow statistics of the convective PBL well enough (see
Sect. 1) and to limit the grid spacing ratio between parent and child domain to a maximum
value of 5. This limitation is applied due to observations made by Hellsten et al. (2021) who
state that the child solutions are almost independent of the chosen grid spacing ratio and
that they all match to the non-nested case with the child resolution everywhere. Besides, our
own test simulations show no significant difference between the dust devil statistics derived
from an ensemble of 10 nested simulations with grid spacing ratio 5 (parent: 10m, child: 2m
grid spacing) and the non-nested case, where a fine resolution of 2m is used everywhere.
In the nested set-ups of the convergence study, the child grid spacing is uniform in each
direction and gradually reduced from 5 to 0.625m (5, 2.5, 2, 1.25, 1, and 0.625m), which
results in 7 simulations each with a total simulated time of 4h. An overview off all performed
simulations is given in Table2, stating the simulation name, the grid spacing, the domain
size, and the number of grid points. The name is used as a reference in this study and is
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Table 2 Main numerical features of conducted simulations

Simulation name Grid spacing Domain size Number of grid points
Δ (m) Lx × Ly × Lz (m3)

R10 10 4000 × 4000 × 2019 400 × 400 × 146

R10N5 10 4000 × 4000 × 2019 400 × 400 × 146

5 4000 × 4000 × 245 800 × 800 × 50

R10N2.5 10 4000 × 4000 × 2019 400 × 400 × 146

2.5 4000 × 4000 × 242.5 1600 × 1600 × 98

R10N2 10 4000 × 4000 × 2019 400 × 400 × 146

2 4000 × 4000 × 242 2000 × 2000 × 122

R5N1.25 5 4000 × 4000 × 2248 800 × 800 × 277

1.25 4000 × 4000 × 241.25 3200 × 3200 × 194

R5N1 5 4000 × 4000 × 2248 800 × 800 × 277

1 4000 × 4000 × 241 4000 × 4000 × 242

R10N2.5N0.625 10 4000 × 4000 × 2019 400 × 400 × 146

2.5 4000 × 4000 × 242.5 1600 × 1600 × 98

0.625 4000 × 4000 × 120.625 6400 × 6400 × 194

selected as follows: The first part indicates the root domain’s grid spacing (e.g., R10). The
second part, if any, describes the nested domain’s grid spacing (e.g., N5) and simultaneously
clarifies that a single-stage nesting (one child) is applied. If a two-stage nesting is used, a
third part illustrates the resolution of the second nest and the first nest acts also as a parent
domain. In the same row of the simulation name, the root domain characteristics are given.
The first and second line below show the characteristics of the first and second child domain,
respectively. Due to the grid stretching, the vertical extent of the root domains is rounded.
Note that the dust devil data of a simulation are only taken from the nested domain with the
finest resolution.

2.3 Detection of Vortex Centers and the Generation of Vortex Tracks

In the following, we will comprehensively clarify how a vortex center is identified and how
various centers compose a vortex track, which we interpret as a dust devil-like vortex with a
certain lifetime. The different tracks form the basis for our statistical analysis of dust devil-
like vortices (see Sect. 2.4). Our experiences show that the dust devil statistics can strongly
depend on details of the detection and analysis algorithm, especially if a quantitative analysis
is performed. In principle, the algorithm is basedon the vortex detection and analysis approach
from Raasch and Franke (2011) and Giersch et al. (2019), which we abbreviate with VDA11
(Vortex Detection and Analysis approach 2011) in the following. However, their approach
has some drawbacks, which would heavily affect the comparison of results from runs with
different resolution. For example, their vortices were detected on a horizontal plane taken
from the first computational grid level above the surface at Δ/2. If the grid spacing changes,
the physical detection height also changes, which will result in different statistics. Such a
procedure would complicate or even prevent a quantitative comparison between differently
resolved simulations. Therefore, a requirement for the algorithm in this study is a constant
detection/analysis height, which we fix to 10m or the next higher level, where a scalar grid
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point is located (e.g., 12.5m height in the 5m simulation). We select this height level to
exclude potential effects of the SGS model on the statistics at least for high-resolution runs
(only the first grid points above the surface are significantly affected by the SGS model
(e.g., Schmidt and Schumann 1989; Gadde et al. 2021) and to enable comparisons with field
measurements. Besides, dust devils are ground-level vortices and their vertical extent is often
limited to several tens of meters (Balme andGreeley 2006), which is why the detection height
is chosen close to the ground.

Vortex centers are identified during the simulation after each model time step and after
the model spin-up time of 45 min (see Sect. 3) by local minima of the dynamic perturbation
pressure and local maxima of the absolute value of the vertical vorticity once certain thresh-
olds are exceeded (see below). The vertical vorticity (hereafter only “vorticity”) is defined
as the vertical component of the rotation of the velocity field:

|ζ | =
∣
∣
∣
∣

∂v

∂x
− ∂u

∂ y

∣
∣
∣
∣
. (1)

The local minima/maxima refer to the lowest/highest value within a resolution-independent
square of size 20 × 20m2 instead of just considering the eight neighbouring grid points as in
VDA11. This square size reproduces typical sizes of large dust devils (e.g., Kurgansky 2006)
and simultaneously guarantees comparability between all performed simulations of different
resolution. For example, an area of 20 × 20m2 is the smallest possible square that can be
defined for a local minima/maxima in R10.

The exact position of the center is exclusively defined by the location of the pressure
minimum and not by the location of the absolute vorticity maximum, which is a further
difference to VDA11. This definition is more consistent with the calculation of the vortex
radius that is determined from the tangentially (in circular direction) averaged pressure drop
distribution around each center. The radial distance at which the absolute pressure drop is
50% of that at the center is interpreted as the (core) radius (see also Kanak 2005; Raasch
and Franke 2011; Giersch et al. 2019; Giersch and Raasch 2021). This procedure agrees well
with analytical and empirical models of dust devils, where the radius also often describes
the location of the maximum tangential velocity (Lorenz 2014). The numerically calculated
core radius can be used as an estimate for the visible dust column radius of real vortices.

Simultaneously to the pressure minimum, an absolute vorticity maximummust be located
within a square of size 20× 20m2 around a center. In this way, the positions of the maximum
rotation and the pressure minimum can be slightly shifted, which can especially happen for
high resolutions (see discussion about Fig. 3). The size of the square should not be too large.
Otherwise, rotations in the flow field that do not belong to the same vortex structure might
be assigned to it by mistake.

The vortex center is only considered for the generation of vortex tracks if certain pressure
and vorticity thresholds are exceeded. Different values have been proposed in former studies
that mainly depend on the model resolution or the detection height (Ohno and Takemi 2010a;
Raasch and Franke 2011; Klose and Shao 2016; Nishizawa et al. 2016). These studies have in
common that certain pressure and vorticity deviations from the horizontalmean are chosen for
the thresholds. In our simulations, 3 times the standard deviation of the dynamic perturbation
pressure and 5 times the standard deviation of the vorticity are chosen. The standard deviation
is calculated as the arithmeticmean of the standard deviations from4 instantaneous horizontal
cross-sections at analysis height after 1, 2, 3, and 4h simulated time. It must be taken into
account that all simulations from Table2 (except R10N2.5N0.625) are executed at least
twice, once for calculating the correct thresholds and once for identifying the dust devil-
like vortices. Two simulations of R10N2.5N0.625 with 4h simulated time are too expensive
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for us in terms of time and available computational resources (one simulation needs about
20 days wall-clock time on 6688 cores of an Atos/Bull system equipped with Intel Xeon
Platinum 9242 processors) and thresholds are based on the first cross-section after the model
spin-up time of 45 min. For the vorticity, the values 0.1, 0.24, 0.51, 0.63, 0.92, 1.08, and
1.56 s−1 are used, which indicates a continuous increase in local vorticity fluctuations with
decreasing grid spacing, similar to other studies (Nishizawa et al. 2016; Giersch et al. 2019).
The thresholds for π∗ show no clear trend and a grid-independent value of 3.5 Pa is taken.
Note, the threshold values are derived empirically to capture most of the vortex lifetime, to
eliminate the background noise of non-coherent turbulence, and to limit the data for the post
processing, which especially includes the formation of vortex tracks (see next paragraph).

To form dust devil tracks, the detected centers are sequentially processed after the simu-
lation in a grid-independent way. The processing steps are first described technically. Details
for each step and the main differences to VDA11 are explained further below.

1. Centers of vortices with a radius r ≥ 100m are neglected.
2. For finer resolutions than 10m (all nested simulations), only the strongest center (rated

by π∗) is considered if two or more centers are closer than 20m to each other at the same
time.

3. Two centers at different times are combined to the same vortex track if the displacement
speed from the location of the center detected first to the center detected at later times
(second center) is ≤ √

2× 10 m (corresponds to the distance of one R10 grid spacing in
each horizontal direction) per 1.4 s (this time is defined by the mean time step of R10).
If no second center is found after 4.2 s (three mean time steps in R10), a new dust devil
track is initiated.

4. For simulations with Δ < 10 (all nested runs), centers of the same vortex can move
up to 20m in just one time step (see detailed explanation below), which would exceed
the allowed maximum displacement speed by criterion 3. Therefore, two centers from a
nested simulation that are detected at different time steps will be connected regardless of
the third criterion if they have a distance to each other of 20m or less even for very short
time periods between the detections.

5. A further condition for connecting two vortex centers to a track is that their difference in
π∗ must be less than 10% of the value of the first center.

6. Finally, the area-averaged (over 20× 20m2 around the center’s location) local vorticities
must have the same sign to connect two vortex centers.

The first action, which was not part of VDA11, guarantees that only well-developed dust
devil-like centers are connected. An investigation of the events with radii above 100m has
shown that such centers are weakly pronounced with values close to the detection thresholds
so that they often vanish again quite quickly.

The second step avoids counting a single dust devil with several sub-vortices (see e.g.,
Bluestein et al. 2004) twice or even more and it takes care of the merging of centers, which is
an important process for vortex intensification (Ohno and Takemi 2010a). Additionally, the
comparability between differently resolved simulations is increased. Due to the definition of
a center as a local extremum within a square of 20 × 20m2, the 10m run can not resolve
situationswhere two ormore centers are closer than 20m (see Fig. 2,which shows the smallest
possible distance between two centers A and B that might occur in R10). However, all nested
simulations can principally resolve distances below 20m as it is shown in Fig. 2 for R10N5
(center A and C). With the second criterion, we prohibit this technical discrepancy. The old
algorithmVDA11 disregards all weaker vortex centers as soon as a center is within the radius
of another (sub)vortex at the same time step. Taking the radius instead of a fixed value of
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20m is critical. Our results will show that the radius is strongly affected by the resolution.
As a consequence, the detection and analysis method would indirectly depend on the grid,
which we want to avoid as much as possible.

The third step allows the dust devil to occasionally have absolute vorticity or pressure drop
values less than the thresholds. For example, consecutive centers of a dust devil track in R10
might have a temporal distance of threemean R10 time steps (3× 1.4 s) if thresholds were not
exceeded after the first and second time step and, thus, no suitable center was stored at these
times. For the nested runs, the physical scales regarding time and space are maintained, i.e.,
the maximum allowed covered distance in 1.4 s is always

√
2×10 m, which corresponds to a

displacement speed of about 10m s−1, and a period of 4.2 s is always scanned for a potentially
subsequent center independent of the actual number of time steps that are needed to cover this
time frame. For the highest resolution (R10N2.5N0.625), it follows that consecutive centers
of a dust devil track are allowed to have temporal distances of more than 100 time steps
(the mean time step in R10N2.5N0.625 is 0.038s). In VDA11, two vortex centers were only
connected if the position of the second center is not more than two grid points away from
the first one after a maximum of three time steps. This procedure links the detection of dust
devils to the model resolution. Therefore, we reject it.

Criterion 3 is completed by step 4 to allow a center displacement speed of muchmore than
10m s−1, which might be physically unrealistic but can happen technically anyway. Imagine
a situation in the child of simulation R10N5 (mean time step of 0.75 s) where two centers of
the same dust devil-like vortex with similar strength are closer than 20m to each other (see
Fig. 2 center A and C, distance is approximately 18m). It might happen that at one time step
center A is preferred and C is sorted out (based on criterion 2) but at the subsequent time
step center C is preferred because it becomes stronger than A, which is then rejected. For
this situation, the vortex center’s displacement speed is 24m s−1 (18m/0.75 s) and, thus, it
exceeds the maximum allowed value of 10m s−1 according to point 3. Therefore, a new track
would be generated by mistake instead of connecting center A (remaining center after first
time step) with center C (remaining center after second time step). We enable this connection
by step 4.

Finally, point 5 and 6 describe additional criteria that intend to avoid counting two centers
from different dust devils to the same track and to prohibit unrealistically high short-term
fluctuations of the dust devil features during its lifetime. The area-averaged local vorticity
is taken instead of the local vorticity as used in VDA11because the area average is more
robust with respect to the overall rotation direction of the dust devil-like vortex, especially
for finer resolutions. To illustrate this, Fig. 3 shows two snapshots of the local vorticity in
and around a cyclonic (a) and anticyclonic vortex (b) resolved with 10 and 1m grid spacing,
respectively. For 1m, the structure is quite diverse and although the overall rotation is in
clockwise direction some locations show a pronounced positive vorticity (anticlockwise
spin), even in the central region. Therefore, it can happen that the value of the local vorticity
attributed to a vortex center can change its sign within just two consecutive time steps. This
would initiate a new dust devil track and centers would not be combined if local vorticity
values are taken. However, the area averages of the local vorticities around the two vortex
centers possess a clear positive and negative value (0.4 s−1 and −0.58 s−1).

The high positive vorticities in the clockwise rotating vortex can be better understood by
transforming the vorticity into natural coordinates:

ζ = −∂V

∂n
+ V

R
, (2)

with V the horizontal wind speed, n the normal direction to the velocity vector, and R the
curvature radius (R > 0 for⤿ and R < 0 for⟳). Accordingly, the first term describes the
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Fig. 2 Horizontal grid structure for the child domain of R10N5 (thin solid lines) overlapped by grid points
from simulation R10 (dots). The markers A, B, and C show locations of different vortex centers, representing
a local pressure minimum with respect to an area of 20 × 20m2 (dashed squares). Center C is located at a
grid point that only exist in the child of simulation R10N5, which is why it is visualized by a diamond. The
line with two arrows highlights the distance of about 18m between center A and C. Note, point A is used in
the text as a reference location for a center that occurs in R10 as well as in the child of R10N5

rate of change of V normal to the direction of the flow (shear vorticity) and the second term
describes the turning of the wind along a streamline (curvature vorticity). By analyzing high-
density streamlines and vector fields (see Fig. 3c, d), it turns out that the high positive vorticity
values in the vortex center are a combination of both the shear and curvature vorticity. At
these locations (e.g., at around x = -11m, y = 4m, see white rectangle), the flow shows a
cyclonic curvature (Fig. 3c) and also partly a decelerating flow along the normal direction
(Fig. 3d), resulting in an overall positive vorticity.

2.4 Statistical Vortex Analysis

The resulting vortex tracks from the formation algorithm above create a subset of an unknown
dust devil population for which statistics shall be derived. We call this subset a dust devil
sample. Each simulation creates such a sample but with a different resolution the underlying
dust devil population changes. For example, high-resolution runs produce very short-lived
vortices of a few seconds, while coarse-resolution runs do not capture them at all because of
their higher time steps. This complicates a comparison between the statistics of differently
resolved simulations. Therefore, it is mandatory to restrict the statistical analysis only to
those vortices with a lifetime above a certain threshold. In this way, the dust devil population
can be compared much better among the differently resolved simulations because all dust
devil lifetimes that might occur in the population can principally be captured with every
resolution. Additionally, we assume that very short-lived vertical vortices of several tens of
seconds do not appear in nature as well-developed dust devils because of the small time
frame for reaching a significant strength that initiates strong dust lifting. Therefore, they are
usually not considered in any dust devil statistics which is based on observations. To increase
the comparability with data from field studies and between simulations with different grid
spacings, we restrict our dust devil population to those vortices with a lifetime τ of at least
120s.
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Fig. 3 Snapshots of horizontal cross-sections of the local vorticity at detection height for two dust devils that
occur in R10 (a) and R5N1 (b). The c, d a zoomed version of b. The different color scales consider the different
vortex strengths. Arrows in a, b, d horizontal wind vectors, whereas in c streamlines are used to visualize
the horizontal flow. In b, only every tenth arrow is shown, in d every second one. The meaning of the white
rectangle in c, d is explained in the text

The horizontal size of the vortices within the regarded populationmust also be constrained
to allow for a good comparability between the differently resolved simulations. If the grid
spacing is reduced, more and more smaller vortices occur (e.g., Giersch et al. 2019). For
example, R10 allows a minimum radius of 10m, while in R5N1 also vortices with radii of
several meters can be simulated. Therefore, we limit the spatial vortex scale at the lower
bound, i.e., the vortex must have a certain size and all other vortices smaller than this size are
not considered. If the lower bound is selected high enough, a detection of vortices with spatial
scales close to this bound would become possible for each applied grid spacing. In addition,
limiting the statistics to larger vortices enables a proper resolution of their dynamics, which
typically requires a minimum of 5–10 grid points along the dust devil’s axes. In our study,
the most obvious selection for the lower bound would be a minimum radius of 10m because
such a vortex could principally occur in each simulation, even though poorly resolved in the
coarse-resolution runs. However, the minimum vortex radius must not be too large either.
Otherwise, each sample contains only a few dust devil-like vortices fromwhich a statistically
profound derivation of vortex characteristics is impossible. Observational data suggest that a
core radius of 10mandmore is already too large to get a sufficient number of dust devils during
a simulated time of 4h (Houser et al. 2003; Balme and Greeley 2006; Kurgansky 2006). They
usually show radii of around 5m. That is whywe exclude all vortices with a lifetime-averaged
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radius lower than this value from our statistical investigation as a compromise between the
above requirements for comparability and statistical analysis.

As explained above, our regarded dust devil population only considers vortex tracks with
lifetimes of at least 120s and lifetime-averaged radii of ≥ 5m. We mainly calculate double-
averaged quantities at the detection height of 10m to describe this population statistically.
The first average is executed over the vortex lifetime. Subsequently, an average over the
sample is performed. In this way, each model run creates one value for one specific quantity.
Instantaneous events of single dust devils or extreme values of a sample might be rare events
and do not necessarily represent typical characteristics of a population. Taking only these
events would make it difficult to compare results among the differently resolved simulations.
That is why we focus our statistical analysis to mean values (if not otherwise specified).

The application of the sample average necessitates the first quantity that is analyzed: the
sample size, which is expressed by the number of dust devil-like vortices N or the number
density n in km−2 h−1 or km−2 d−1. In addition, the statistical focus is on the sample-
averaged quantities π∗, τ , r , the tangential, radial, and vertical velocity utan, urad, and wd

("d" for dust devil), respectively, the area-averaged vorticity ζav and, finally, θ . Here, the
overbar indicates a time-averaged value over the whole vortex lifetime. The quantities π∗,
ζav and θ are defined in the vortex center. Instead, utan, urad, andwd represent themaximumof
the tangentially averaged velocity distribution of the respective cylindrical component around
the vortex center. Note that the radial and tangential components are calculated during the
simulation through the transformation of the total Cartesian velocity components u and v to
polar coordinates. Thus, radial and tangential velocities also contain the translational speed
of the dust devil.

Based on the quantities above, theminimum lifetime of a vortex, which shall be considered
in the statistics, is further restricted. An air parcel, which moves with the velocity utan, must
be able to circulate the vortex with a circumference of 2πr at least once during its lifetime.
This is a further reasonable condition to focus the dust devil analysis only to well-developed
vortices.

3 Results and Discussion

This section startswith an overviewof general flowcharacteristics,which describe the physics
of the simulated PBL inmore detail. A focus is on the grid convergence of flow quantities that
are typically used within studies of the PBL, like vertical profiles of the potential temperature
or the friction velocity. In Sect. 3.2, dust devil statistics for variable grid spacings are analyzed
with respect to their convergence. In addition, a quantitative comparison to observational data
is performed. Finally, features of the three-dimensional structure of selected dust devil-like
vortices are addressed without the claim to give a comprehensive description and explanation
of the dust devil flow dynamics. A focus is again on how these features change with grid
spacing.

3.1 General Flow Features

The general development of the flow in all root domains is very similar and can be evaluated
through results from R10. A quasi-stationary state, where the turbulence statistics do not
change substantially, is reached after 45 min as, for example, indicated by time series of the
domain-averaged total kinetic energy E = 0.5 × (u2 + v2 + w2) of the flow (see Fig. 5a).
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Here, the domain average refers to all heights up to the top of the (first) child domain (240m)
in every simulation to enable better comparability between the different model domains. The
subsequent analysis only includes periods after the spin-up time of 45 min.

Figure4 shows horizontally and temporally averaged vertical profiles of the potential
temperature (a), the total vertical turbulent heat flux (b), composed of the resolved-scale and
subgrid-scale turbulent heat flux, and variances of v (c) and w (d). The horizontal average is
marked by angular brackets, the overbar describes a temporal average over a period of 15min
before the respective output time, and the prime denotes a resolved-scale turbulent fluctuation,
which is interpreted as the deviation of an instantaneous resolved-scale quantity from its
horizontal domain average. The profiles reveal the typical characteristics of a convective
PBL (see also Schmidt and Schumann 1989;Moeng and Sullivan 1993; Park and Baik 2014).
The potential temperature indicates constant values in the so-called mixed layer and strong
vertical gradients near the surface and in the entrainment zone at around 1km, where the heat
flux becomes negative (downward flux). The negative slope of < wθ > indicates negative
divergences, causing a mean temperature increase in the PBL with time. In upper layers (≈
1000–1100m), overshooting thermals mix warmer air from the inversion layer downwards.
This, together with the large-scale subsidence (see Sect. 2.2), results in a warming of the
PBL and the free atmosphere during the simulation. Variances of the horizontal velocity
components (only < v′2 > is shown because < u′2 > looks very similar) show stronger
turbulence near the surface and in the entrainment zone generated bywind shear and buoyancy
forces. Vertical velocity fluctuations reach amaximumat the lower third of the boundary layer
height,which is constant over time (≈ 1km ). In our study, the boundary layer height is defined
as the point where the minimum of the total sensible heat flux profile is reached. Profiles in
b, c, and d still show fluctuations around the actual mean state because the temporal average
refers to a period of only 15min (∼ one to two times the large-eddy turnover time defined by
the ratio of the boundary layer height zi and the convective velocity scale w∗, which is also
referred to as the Deardorff velocity scale). Normally, several large-eddy turnover times are
necessary to better capture the mean state. However, the shape remains similar.

The grid convergence of the general flow state is first investigated by time series of E , the
horizontal average of the friction velocity < u∗ > calculated by means of MOST (Maronga
et al. 2020), and the maximum of the vertical velocitywmax of the whole domain (see Fig. 5).
The domain-averaged total kinetic energy represents the whole (resolved) flow, including
a mean and turbulent contribution. However, because no mean wind is applied, E and the
domain-averaged resolved-scale TKE of the flow are the same. All simulations show similar
values for E that oscillate around a mean state of approximately 1.7m2 s−2. Therefore, this
quantity can be regarded as converged for every resolution.

The friction velocity, characterizing the turbulent momentum exchange near the surface,
shows a grid spacing independent behaviour. This indicates that a resolution of 10m is
already fine enough to resolve the mean turbulent transport in the surface layer. According to
Lyons et al. (2008), the ratio of the convective velocity scale and the friction velocity must
amount to larger than 5 for dust devil formation. Our simulations indicate a grid-independent
value of 2m s−1 (not shown) for the convective velocity scale and, thus, a ratio w∗/u∗ of
approximately 10.

In contrast to the friction velocity, the total maximum values of the velocity components,
which occur somewhere in the respective domain and which represent extraordinary flow
events, do not converge (the time evolution of umax and vmax look very similar to wmax). The
magnitude constantly increaseswith a decrease in the grid spacing, resulting in peak velocities
of about 20m s−1 for each component in simulation R10N2.5N0.625. This corresponds to
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Fig. 4 Horizontally and temporally averaged (over 15 min) vertical profiles of the potential temperature (a),
total vertical sensible heat flux (b), and the variances of the v- (c) and w-component (d) for four different
times taken from R10. The initial profile of the potential temperature is indicated by the solid line

about 10 times the convective velocity scale. In R5N1, maximum vertical velocities always
occur near the center of a dust devil-like vortex after 1, 2, 3, and 4h simulated time. The
average height of the location of wmax after the spin-up time is 30m. In most cases, maxima
occur below 20m. Only in sporadic cases, the strongest updrafts in the child are simulated
at heights between 100 and 240m. Thus, we presume that maximum velocities are mostly
caused by dust devils or the strong larger scale updrafts connected to them. Because wmax

values of up to 25m s−1 have already been reported for dust devils (Balme andGreeley 2006),
we assume that our umax, vmax, andwmax are still realistic andwe speculate that a grid spacing
of 0.625m is just before the limit of what is required to show a convergence of maximum
velocities. To clarify this point, a further simulation with even finer resolution would be
required, which is currently beyond our available computational resources. However, the
time series are a first indicator that extreme values in the dust devil statistics are not well
suitable at this stage for evaluating a grid convergence (see Sect. 3.2).

In Fig. 6a, vertical profiles of the potential temperature show a constant increase of the
surface temperature and the near-surface temperature gradients with a decrease in the grid
spacing (the surface value is set to the value at the first computational grid level above but does
not enter the prognostic model equations). With higher resolution, the thin super-adiabatic
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Fig. 5 Time series of the domain-averaged total kinetic energy E , the horizontal average of the friction velocity
u∗, and themaximumvertical velocity of thewhole domain for R10 (solid line) and all simulated child domains
(dashed lines). The vertical red line marks the spin-up time for reaching a quasi-stationary state

layer close to the ground, showing strong vertical temperature gradients, is much better
resolved. According to the theoretical work by Horton et al. (2016), a critical value of 1–10
Km−1 is needed in the first fewmeters above the hot surface for the onset of dust devils. This
has also been shown by observations (e.g., Oke et al. 2007; Ansmann et al. 2009). Such high
gradients are only simulated in the simulations with child grid spacings of 1 and 0.625m. As a
consequence of increasing surface temperatures, stronger plumes are probably be generated,
resulting in higher vertical velocities. This fits to the result that wmax constantly increases
with decreasing grid spacing (see previous paragraph). For heights of 20m and above, all
profiles of the potential temperature overlap, indicating a converged situation. This is also
true for the potential temperature variance displayed in Fig. 6b. Very close to the surface,
however, more intense temperature fluctuations are simulated if the grid spacing is reduced,
which is directly related to stronger gradients in the mean profile. With such gradients, even
small displacements of air parcels cause high temperature fluctuations.

As Fig. 6c shows, the mean variance of the u-component < u′2 > (< v′2 > looks almost
the same) increases if the resolution changes from 10 to 5m. A further reduction causes a
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Fig. 6 Horizontally and temporally averaged (over 15 min) vertical profiles of the potential temperature (a),
the variances of the potential temperature (b) and the u-component (c), the resolved-scale TKE (d), and the
resolved-scale (e) and SGS turbulent vertical heat flux (f) for R10 and all child domains up to a height of
100m (or the next higher grid level). The averaging period is 3h and 15 min (from 45 to 240 min)

significant increase below heights of 20m only until a resolution of 1.25m is reached. For
1.25, 1, and 0.625m grid spacing, profiles almost overlap, even very close to the surface.
This is confirmed by the resolved-scale TKE eres = 0.5 × (u′2 + v′2 + w′2) (see Fig. 6d),
which includes all variances in one quantity. For resolutions of 5m and below, maximum
differences among the profiles amount to several per cent only if heights above 20m are
regarded. At lower heights, only the profiles of R5N1.25, R5N1, and R10N2.5N0.625 match
well.
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Finally, the resolved-scale and SGS vertical turbulent heat flux is displayed in Fig. 6e, f
(a double prime denotes SGS quantities). In each simulation, the first two vertical grid levels
above the surface are significantly affected by non-resolved processes. At 20m and above,
however, SGS fluxes can be neglected for all resolutions because they contribute to the total
flux only marginally (less than 10%). From a height of 30m, all profiles starts to overlap
and are converged. As discussed in Sect. 2.3, the detection height of dust devil-like vortices
is set to 10m or the next higher grid level. The heat flux profiles show that the turbulence
is already well-resolved at that height for most of the simulations except R10. Therefore,
uncertainties that might be introduced by the surface parameterization are mostly negligible
in the subsequent dust devil statistics. The total vertical turbulent heat flux profiles overlap
for all resolutions (not shown).

Dust devils are connected to the large-scale cellular pattern of the convective PBL (see
e.g., Kanak 2006; Raasch and Franke 2011). Figure7 reveals this pattern by horizontal cross-
sections of the instantaneous vertical velocity at 100m height and it shows how structures
depend on model resolution. With a resolution of 10m, the large-scale polygonal structures
are well-resolved. However, more flow details become apparent for R10N5 (Fig. 7b). A
further reduction in grid spacing does not change the overall flow pattern, although smaller
and smaller turbulent scales are captured but the displayed figure size in Fig. 7 does not
allow to see them. The number of detected vortex centers at 4h simulated time amounts to
33, 58, 178, 256, 254, and 261 for R10, R10N5, R10N2.5, R10N2, R5N1.25, and R5N1,
respectively. Consequently, simulations with grid spacings of 2m and below create a similar
amount of centers. A more detailed discussion about the number of detected vortex centers
and, thereby, dust devil-like vortices follows in Sect. 3.2.

All in all, our results support the findings from past studies about resolutions requirements
for LES of the convective PBL (see Sect. 1). These studies mainly recommend a grid spacing
on the order of 10m. However, if the research focus is more on the surface layer, processes
that originate from there, or details of the flow structures, 10m is still too coarse. This is
probably also true for dust devils, that are quite small-scale flow phenomena. Especially
the above number of detected vortex centers and the resolution dependent variation of the
near-surface temperature profile suggest a strong influence of the grid spacing on dust devils.
We will investigate this in the next Sects. 3.2 and 3.3 in more detail.

3.2 Dust Devil Statistics

In the subsequent paragraphs, dust devil statistics at detection height are quantitatively
analyzed for samples of a dust devil population, which only contains vortices with a lifetime-
averaged radius of 5m or more and with a lifetime of at least 120s. This limited population
and the quantities that are analyzed have already been motivated and explained in Sect. 2.4.
The statistics are usually based on one simulation with a certain grid spacing. However, to
estimate statistical uncertainties, ensembles with 10 members have been created for grid
spacings of 5 (R10N5) and 2.5m (R10N2.5) by applying different random perturbations at
the beginning of the respective simulation (see also Sect. 2.2). From these members, 95%
confidence intervals have been derived for the mean and the standard deviation of the cor-
responding ensemble. Such an interval covers the true value with a probability of 95%. We
take the same statistical significance interval as defined by (Appendix C Giersch and Raasch
2021) to assess if a value might be part of the same ensemble or not, i.e., as soon as a value
lies outside the significance interval, differences are rated as statistically significant. A calcu-
lation of the confidence intervals for higher resolutions was not possible because the required

123

122 5 Grid Convergence Study of Dust Devil-Like Vortices



722 S. Giersch, S. Raasch

Fig. 7 Horizontal cross-sections of the instantaneous vertical velocity at 100m after 4h simulated time taken
from the simulations R10, R10N5, R10N2.5, R10N2, R5N1.25, and R5N1. Vortex centers at detection height
are depicted as yellow dots
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ensemble runs were beyond our current computational resources. The statistical uncertainty
ranges of R10N5 and R10N2.5 are very similar for most of the analyzed quantities (see
Fig. 8), which is why we assume that they are also applicable to the other resolutions. Note,
the exact detection height varies with the grid spacing due to the arrangement of the numer-
ical grid. In case of 10m grid spacing, dust devil centers are actually detected at 15m and
for 1m resolution at a height of 10.5m. This creates a systematic uncertainty to higher or
lower values. However, with decreasing grid spacing the analyzed grid level approaches the
physical height of 10m and the systematic bias is reduced.

The dust devil characteristics and their dependencies on the grid width are shown in Fig. 8.
The number of detected dust devil-like vortices (Fig. 8a) varies between 700 and 2400, which
corresponds to number densities of 13 km−2 h−1 and46km−2 h−1, respectively (the dust devil
detection time during the simulation is 3h and 15 min). Therefore, the order of magnitude
for n is assumed to be 10km−2 h−1. The deviations between coarser resolutions (10-−2.5m)
are mainly provoked by the definition of the regarded dust devil population. The smallest
vortices with radii between 5 and 10m, which occur more frequently than larger vortices, can
hardly exist in R10, R10N5, and R10N2.5, if at all. The finer the resolution the more of these
vortices are resolved, which can be seen in Fig. 9, where the radius data is grouped into bins
with an equal size ratio of about

√
2. The maximum number moves towards smaller radii and

increases. For R10, R10N5, and R10N2.5, it is located at the bins [15;21.63), [7.21;10.4), and
[5;7.21), respectively. A further reduction in grid spacing (2.5-−0.625m) causes no further
increase of N because dust devil-like vortices with radii smaller than 5m are neglected in
our population. Instead, the total number decreases. For grid spacings of 2m or lower, Fig. 9
and observational data by Oncley et al. (2016) suggest that the maximum of the number
distribution of r is not captured anymore by a population, which neglects vortices smaller
than 5m. Themaximummoves out of the considered radius range if the grid spacing reduces.
According to the significance intervals from simulation R10N5 and R10N2.5, we assume a
converged value of about N=1000, corresponding to 19 km−2 h−1 or 77 km−2 d−1 if a typical
sunny day allows for 4h of strong dust devil activity (see alsoLorenz 2014).Optical detections
during field experiments state frequencies between 0.1 and 800km−2 d−1, depending on the
survey area (Balme and Greeley 2006; Lorenz 2009; Lorenz and Jackson 2016). Lorenz
(2009) proposes the formula n ∼ 50/A, indicating that the number density in km−2 d−1 is
inversely proportional to the survey area A in km2. An application of this formula to our
study results in n ≈ 3km−2 d−1, which is less than the simulated values. However, according
to Lorenz (2014), approximately 100 dust devil counts per square kilometer and day is the
most likely formation rate of visible dust devils under favorable meteorological conditions.
The simulated value of 77 km−2 d−1 is quite close to this rate. It must be noted that not all
of the simulated vortices would be visible in nature because pressure and vorticity detection
thresholds in the numerical simulations correspond to intensities much lower than the values
that would be needed for dust lifting. If we additionally assume a threshold core pressure
drop of 30 Pa for the occurrence of dust lifting (Lorenz 2014), only 200–300 vortices occur
in simulation R5N1.25, R5N1, and R10N2.5N0.625 that reach such a high value at least
once during their lifetimes. This is approximately equal to a frequency of 20 instead of 77
km−2 d−1, illustrating how an apparently easy statistical quantity like the number density
can fluctuate strongly depending on the details of the investigation approach.

A typical lifetime for the investigated dust devil population varies between 240 and 310s
(Fig. 8b). Maximum values fluctuate between 1500 and 2600s. However, a convergence can
not be identified. The changes from R5N1 to R10N2.5N0.625 are still statistically significant
if error bars with comparable sizes to R10N5 or R10N2.5 are applied to the data of R5N1 and
R10N2.5N0.625. Additionally, the results indicate that there is no benefit from performing
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Fig. 8 Dependence of dust devil characteristics on the grid spacing. The black markers represent the sample
size (a) and the mean values of the analyzed dust devil quantities calculated over all N dust devils (b–i).
Crosses highlight values that are derived from a single model run. Black dashes indicate the centers of the
95% CIs that are determined from 10 ensemble members of the respective simulation. Red error bars show
the statistical significance interval (see text)
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Fig. 9 Number of dust devil-like vortices as a function of the lifetime-averaged radius for all investigated
model resolutions. The axes are logarithmically scaled with a bin size ratio of about

√
2 as suggested by

Lorenz and Jackson (2016). The displayed values on the x-axis mark the lower and upper bound of a bin
interval, e.g., [5,7.21) for the first one

high-resolution and costly simulations if the mean lifetime shall be estimated. No clear trend
in a certain direction is visible. Observational data show that most dust devils last for only
a few minutes (Lorenz 2013). In rare cases, a duration of several tens of minutes and even
several hours is possible (Balme and Greeley 2006). Consequently, the simulated lifetimes
match the observed range for each simulation. The absence of dust devil-like vortices with
a duration of several hours might be attributed to the rareness of such events in combination
with the idealized setups (e.g., lack of large-scale vorticity or limited simulation time). Note,
lifetimes derived from field studies mostly refer to the time where the vortex is visible.
Because our detection thresholds are rather low, simulated vortices would probably not be
visible in nature during the whole lifetime. Therefore, our values might have a bias towards
larger lifetimes compared to observations.

Figure8c displays the mean radius of each sample and Fig. 9 indicates how many vortices
belong to a certain size class. It is apparent that coarse resolutions strongly overestimate the
horizontal dust devil size. A smaller grid spacing enables the resolution of smaller vortices,
which is why themean radius reduceswith a decrease in the grid spacing. Because the defined
population is limited to vortices with radii of 5m and more, the radius reduction slows down
for smaller grid widths and a converged value between 6 and 8m arises at resolutions of 2.5m
and below. Kurgansky (2006) indicates a highly skewed size distribution with characteristic
radii between 0.85 and 4.15m, depending on the investigated field study. Balme and Greeley
(2006) provide dust devil radius frequency distributions derived from six different data sets.
Amean radius of 3.5mwas derived from the observations with a distribution skewed towards
the smaller sizes (positive skewness). Thus, our simulated and converged vortex size of 6–
8m is larger compared to the findings in nature. This is probably because we cut off too
much of the real dust devil population at the smaller sizes if we restrict our analysis only
to those vortices that have at least a 5m radius. An analysis of the population where each
radius and lifetime is allowed reveals a constant but diminishing decline to a mean radius
of approximately 3.2m in simulation R10N2.5N0.625 (not shown), which fits much better
to the observed range. As indicated by Fig. 9, the largest vortices in our simulations reach
lifetime-averaged radii between 20 and 40m.

123

126 5 Grid Convergence Study of Dust Devil-Like Vortices



726 S. Giersch, S. Raasch

The mean potential temperature at detection height (Fig. 8d) tends to increase with a
reduction in grid width, especially for coarser resolutions of the investigated range. The
development hypothesizes a converged value slightly above 306 K. This corresponds to a
mean horizontal temperature difference between the dust devil core and the surroundings of
about 3.5 K if the profile data from Fig. 6a are taken as a reference for the ambient conditions.
The mean vertical temperature gradient (difference between the mean surface value and the
mean value at analysis height) constantly increases with finer resolution and amounts to 0.13
K m−1 for Δ = 0.625 m. According to Balme and Greeley (2006), measured horizontal
temperature excursions of less than 10 K are common. The total possible range is quite
large and stated as 1–20 K. Sinclair (1973) did some measurements at 31 ft (similar to our
analysis height) that indicate typical excursions of 2–4 K. Data derived from thermal image
velocimetry show a temperature difference of up to 3 K for a single dust devil (Inagaki
and Kanda 2022). However, measurement studies often refer to the maximum recorded
temperature excursion during the dust devil’s lifetime instead of lifetime-averaged values.
If we consult our maximum values and average them over the sample size, they are 1–2
K higher than the sample mean of the lifetime-averaged temperatures. In R10N2.5N0.625,
one dust devil even shows an instantaneous temperature of nearly 311 K, corresponding to
a deviation of more than 8 K. All this suggests that our simulated values fit quite well to
reality, at least for resolutions below 2m. Coarser grids underestimate the temperature jump
within dust devils significantly because the super-adiabatic layer close to the ground from
which the heat is sucked into the dust devils core is poorly resolved (see also Fig. 6a).

Figure8e demonstrates the development of the mean absolute pressure drop in the dust
devil’s core with the grid spacing. In accordance with Giersch et al. (2019), the strength
increases with decreasing grid spacing. From a resolution of 1.25m, the changes are insignif-
icant and a converged value of approximately 14 Pa is reached. A fair comparison to
measurements is only possible with the peak pressure drop of a dust devil-like vortex because
this is the quantity that matches the most to what is reported in field studies. For finer res-
olutions (1.25, 1, and 0.625m), single dust devils show maximum pressure drops between
200 and 300 Pa. Sample averages of the maximum values vary between 25 and 35 Pa. The
coarser resolutions (5 and 10m) only simulate maximum values below 120 Pa (sample aver-
ages between 10 and 20 Pa). Unlike the lifetime-averaged pressure drops, maximum values
constantly increase and show no convergence similar to what has been shown in Fig. 5 for
the peak vertical velocity of the model domain. In reality, intense and visible dust devils
show pressure excursions of several 100 Pa (Balme and Greeley 2006), which is similar to
the results from the high-resolution runs. Pressure measurements recorded by Lorenz and
Lanagan (2014) disclose peak pressure dips of convective vortices that may or may not be
dust-laden in a range of 20–150 Pa, which suggests smaller intensities compared to Balme
and Greeley (2006). This might be due to the fact that Lorenz and Lanagan (2014) derived
the pressure drops from fixed stations that were not necessarily inside the dust devil core
and from dust devils that were not necessarily dust-laden. All in all, the simulated values
for resolutions below 2m agree well with the reality. Otherwise, pressure drops tend to be
underestimated. Our numerical simulations would probably produce even stronger vortices
if heterogeneities and background winds are considered (Giersch et al. 2019).

Another measure beside the pressure drop that is used to evaluate the vortex strength is the
vertical vorticity. Figure8f visualizes the mean absolute value of the area-averaged vorticity
around the center (for the definition see Sect. 2.3) and how it depends on the resolution.
Similar to the lifetime, no definite trend is observable and values fluctuate around 0.23 s−1,
which we define as our best vorticity estimate of the regarded population. The sample mean
of the maximum area-averaged vorticity during a dust devil’s lifetime varies between 0.3
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and 0.4 s−1, depending on the resolution. Single vortices with a very strong rotation even
reach instantaneous area-averaged vorticities of approximately 1 s−1. Higher resolutions tend
to produce higher peak values. References to measured vorticities within terrestrial dust
devils do rarely exist. Doppler radar measurements by Bluestein et al. (2004) show local
core vorticities that range from 0.5–1s−1, similar to observations by Oncley et al. (2016).
Temporally and tangentially averaged data for one single dust devil show a peak vertical
vorticity of 1.8 s−1 in the core region, which reduces nearly linearly to approximately 0 s−1

at the core radius of about 12m (Inagaki and Kanda 2022). All these values indicate typical
vorticities of ∼ 1s−1 within the dust devil core. If the vorticity is additionally averaged in a
horizontal plane of 20 × 20m2 around that core, similar results as our estimate of 0.23 s−1

are expected. However, for getting this estimate, high-resolution runs are not mandatory.
The tangential velocity in Fig. 8g shows a similar pattern compared to |ζav|. This indicates

that the horizontally averaged vorticity around a dust devil-like vortex strongly correlateswith
the maximum tangential velocity, occurring at a certain distance apart from the center. The
pressure drop do not show this correlation, which could be expected from the cyclostrophic
balance. It might be that the pressure drop in the center has less effects on the maximum
tangential velocity but rather on the overall rotation, which could be better described by inte-
gral quantities like the circulation or the horizontally averaged tangential velocity. However,
these results are contrary to observations made by (Fig.9f Oncley et al. 2016), which showed
a fairly well cyclostrophic balance for the maximum tangential velocity but a bad one for the
averaged tangential velocity. This mismatch to our results might be caused by the different
methodologies used to define a vortex. For example, Oncley et al. (2016) fitted the circular
vortex structure by eye, whereas we use the pressure distribution to determine the vortex scale
(see again Sect. 2.3). Consequently, completely different horizontal vortex surfaces could be
determined for the same vortex, which significantly influences the calculation of maximum
and averaged tangential velocities. Similar to Oncley et al. (2016), we additionally argue that
the radial velocity causes a significant deviation from the cyclostrophic balance and, thus,
disturb a potential correlation between utan and |π∗|. Fluctuations of utan appear in a range
of 2.05-−2.20m s−1 with no distinct development to higher or lower values. Therefore, very
fine resolutions are not beneficial for this measure. Instead, instantaneous peak values of
13m s−1 are simulated in R10N2.5N0.625, whereas simulation R10 reveals much smaller
peak tangential velocities (≈ 5m s−1). This is also true for the sample averages of the maxi-
mum tangential velocity during a vortex lifetime that range from 2.5 to 3.5m s−1, depending
on the resolution. Lower grid spacings simulate higher maximum velocities. Based on several
measurement studies, Balme and Greeley (2006) stated that the peak tangential component
of the wind speed usually reaches 5–10m s−1. In extreme cases, up to 20m s−1 are possible.
Likewise, observations from a fixed array of 31 turbulence sensors demonstrate a maximum
value of tangential velocity of 8.9m s−1 (Oncley et al. 2016). Stull (1988) specifies that
tangential velocities are on the order of 10m s−1. Novel measurements with high spatial and
temporal resolution show a tangential velocity component of up to 4.2m s−1 for a single dust
devil (Inagaki and Kanda 2022). Because this value represents an averaged velocity along
the circular direction and over 40s it appears to be smaller than the other measurements men-
tioned before. In summary, our numerical simulations with a grid spacing of ∼ 1m resemble
the tangential velocity more realistic compared to, for example, the 10m run.

The radial velocity converges to 1.35m s−1 (see Fig. 8h) if grid spacings below 2m
are applied. A magnitude of about 1.35m s−1 fits very well to the temporally and tangen-
tially averaged measurements from Inagaki and Kanda (2022), which show radial velocities
between 1 and 2m s−1 along the radial direction of a single dust devil-like vortex. A typical
maximum radial velocity that is simulated during a dust devil’s lifetime and for resolutions
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below 2m is 2m s−1, while higher values are reached for higher resolutions. In extreme
events and only for resolutions below 2m, peak radial velocities up to 4m s−1 are simulated
at certain times. Based on measurements, Sinclair (1973) derived typical maximum radial
velocities of ∼ 5m s−1, similar to Kaimal and Businger (1970) whose time series suggest
maximum radial velocities between 3 and 6m s−1, depending on the measured height. Note,
the surface roughness as the main reason for the radial velocity and the deviation from the
cyclostrophic balance is assumed as 0.1m in our simulations. A different roughness would
produce different values that might fit better or worse to observations.

The vertical velocity component shows the smallest significance intervals of all inves-
tigated quantities with respect to the changes that occur due to a modification in the grid
spacing. Over the entire resolution range, the lifetime-averaged vertical velocities almost
double (from 1 to 2m s−1) with higher values at small grid spacings, whereas the rela-
tive statistical uncertainty expressed by the significance interval is just a few per cent. No
convergence is reached for the vertical component. This might be related to the potential
temperature, which also constantly increases for higher resolutions (see discussion above).
The buoyancy and, thus, the strength of updraughts is determined by horizontal tempera-
ture differences. The profile data in Fig. 6 indicate a grid-independent reference temperature
at 10m height. If the core region of a dust devil-like vortex becomes warmer for higher
resolutions at the same height, horizontal temperature differences increase on average and,
consequently, updraughts become stronger. The maximum vertical velocities during the vor-
tex lifetime show sample averages of about 4–5m s−1 for 1.25, 1 and 0.625m grid spacing
with peak values of 20m s−1. A constant increase with decreasing grid spacing is also evident
for the sample-averaged maximum values. The coarsest resolution run R10 reveals a value
of only 1.5m s−1. Comparisons with field studies suggest that fine resolutions below 2m
are necessary to capture the vertical component realistically. Using a mobile instrumented
tower, Sinclair (1973) measures maximum vertical motions of ∼ 10m s−1 in all investigated
dust devils and at all regarded height levels (7 (2), 17 (5), and 31 ft (9m)). In-situ wind speed
measurements by Kaimal and Businger (1970) also show roughly height independent magni-
tudes of the w-component. Peak values of 3 to 4m s−1 are reported, similar to measurement
data acquired by Fitzjarrald (1973) and Tratt et al. (2003). According to Balme and Greeley
(2006), typical vertical wind speeds are less than 10m s−1.

In addition to a comparison with measurements, dust devil data can also be compared to
theoretical models like the thermodynamical scaling theory of Rennó et al. (1998). In this
theory, the pressure drop and the maximum tangential wind speed across a dust devil can be
approximated by:

Δp ≈ γ ηcp p∞ΔT

RT∞
, (3)

and:
vm ≈ √

γ ηcpΔT . (4)

The variable γ describes the fraction of the total dissipation of mechanical energy consumed
by friction at the surface with typical values between 0.5 and 1 Rennó et al. (1998), η is
the thermal efficiency of a heat engine, cp = 1005 J kg−1 K−1 is the specific heat capacity
at constant pressure, R = 287 J kg−1 K−1 is the gas constant of dry air, p∞ is the surface
pressure (101,325 Pa in our simulations), T∞ is the absolute temperature of the ambient
air outside the dust devil determined by the profiles of Fig. 6a, and ΔT is the effective
temperature perturbation. According to Souza et al. (2000) and Kurgansky et al. (2016), η
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Table 3 Comparison between the dust devil scaling theory proposed by Rennó et al. (1998) and the simulated
dust devil statistics

Simulation T∞ (K) Tm (K) Δp (Pa) |π∗|m (Pa) vm (m s−1) utanm (m s−1)

R10 304.14 307.72 67–134 37 7.60 to −10.75 5.03

R10N5 303.94 308.64 88–176 71 8.71 to −12.32 7.08

R10N2.5 303.91 309.74 109–219 101 9.70 to −13.72 8.20

R10N2 303.91 309.98 114–228 98 9.90 to −14.00 7.45

R5N1.25 303.94 310.73 127–255 192 10.47 to −14.80 9.41

R5N1 303.94 311.11 134–269 220 10.76 to −15.21 10.89

R10N2.5N0.625 303.92 312.08 153–306 276 11.48 to −16.23 12.97

can be calculated via:
η ≈ gzi

cpT∞
, (5)

where g = 9.81 m2 s−1 is the gravitational acceleration. We use the simplified formulas
suggested by Kurgansky et al. (2016). Because this model describes the order of magnitude
of the maximum values, we apply it to the peak values of our simulated dust devil statistics
at 10m height. Therefore, ΔT = Tm − T∞, with Tm the peak absolute core temperature of
every simulated dust devil sample. Similarly, |π∗|m and utanm describe the simulated pressure
drop and tangential velocity maxima for each sample. Table3 shows the results. Only for
resolutions of approximately 1m or lower, the simulated peak values (|π∗|m, utanm) match
the range of the theoretical values (Δp, vm). Otherwise, our simulations underestimate the
magnitude, which is in agreement with the comparison to observational studies performed
before.

The above discussion demonstrates that vortex properties can vary significantly if the grid
spacing is changed and that the concrete resolution dependence differs between the regarded
quantities. So far, no general answer can be given to the question at what resolution the over-
all statistics are converged. However, resolutions below 2m show a convergence for most
of the analyzed mean quantities and results fit very well to observations and measurements
of real dust devils. Comparisons of the strongest dust devil events with observations and
the thermodynamical theory of Rennó et al. (1998) suggest that a resolution of 0.625m is
short before the minimum grid spacing that is required to reach a convergence even of the
peak values. This section also indicates that a quantitative comparison between numerical
simulations and field experiments must be carefully performed. Different analysis heights
might be relevant and lifetime-averaged values must not be mixed with maximum values.
Additionally, huge differences of several orders of magnitude partly exist among various
measurement data, which makes a comparison to numerical results quite challenging. Also,
sometimes only visible, dust-laden vortices are considered in the statistics. In other cases, a
pronounced pressure drop is enough to define a dust devil-like vortex. Therefore, it is manda-
tory to clearly define the characteristics of the regarded dust devil population. Changes in the
considered population can cause significant changes in the results. Finally, different boundary
conditions (e.g., roughness length, terrain type or slope) and meteorological conditions (e.g.,
background wind, boundary layer height, heating rate) complicate a comparison between
numerical simulations and measurements. Nevertheless, it can be summarized that with grid
spacings of less than 2m dust devils with radii of more than 5m are detected with sufficient
accuracy. In the following, the three-dimensional flow structure is investigated regarding
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grid spacing changes to review the above resolution suggestion of less than 2m. However, a
detailed and sophisticated flow analysis is not intended.

3.3 Three-Dimensional Structure

The study of the grid convergence of the three-dimensional vortex structure is realized by
the analysis of instantaneous as well as time-averaged horizontal and vertical cross-sections
of selected vortices. Only data from the most durable dust devil-like vortices are considered.
These dust devils can be regarded as representative for well-developed and pronounced
vertical vortices, occurring in the regarded population. The most persistent vortices in R10,
R10N5, R10N2.5, R10N2, R5N1.25, R5N1, and R10N2.5N0.625 are tracked for 1829, 1590,
2549, 2207, 2203, 1838, and 1628s, respectively. The sampling of the vortices’ variables (p∗,
θ , ζ , u, v, and w) uses the same algorithm as presented in Raasch and Franke (2011). It is
based on a three-dimensional grid defined in the vortices’ centers that moves together with
them during their whole lifetime. Instantaneous (at every time step) as well as time-averaged
data is stored after the simulation. The averaging procedure is performed during the model
run. For each simulation, it is guaranteed that the output volume has at least an extent of 140
× 140 × 100m3 (see cross-section size in Figs. 12 and 13). This is a compromise between
available storage space,memory, and to ensure that the dust devil’smain sphere of influence is
recorded. Note that two identical simulations are required for the three-dimensional analysis.
Based on the first run, the dust devil to be examined is identified as well as its track. The
second run uses the center coordinates from the first run to perform the sampling. A rerun of
R10N2.5N0.625 was not possible due to the high computational demand associated with it.
Therefore, only results for grid spacings between 10 and 1m are discussed.

3.3.1 Instantaneous Data

This section provides an overview of instantaneous and short-term vortex features that are
not visible in time-averaged fields. The main focus is on how these features change with the
resolution. Our data reveal a frequent interaction of approaching vortices, independent of the
grid spacing. The interaction can result in an intensification, dilution, or maintenance of the
original vortex. Figure10 shows an example of how a dust devil-like vortex is maintained and
intensified by absorbing another vortex with the same sense of rotation (positive vorticity).
Between about 6833 and 6866s simulated time (Fig. 10a, b), the main vortex in the middle
shows perturbation pressures between -37 and -44 Pa, whereas the second and weaker vortex
on the right has minimum pressures in the range of -20 to -30 Pa. After the merging, only
one strong vortex remains with a maximum pressure drop of more than 50 Pa (Fig. 10d). In
Sect. 3.2, the clustered occurrence of dust devils along convergence lines and near vertices of
the cellular flow pattern has already suggested a strong interaction between different vortex
centers during their lifetimes (see Fig. 7). The results are in agreement with Ohno and Takemi
(2010a), who pointed out that most of the strong dust devils are first intensified through the
merger of multiple vortices and subsequently maintained and more enhanced by additionally
incorporating small-scale vortices. Doppler radar observations by Bluestein et al. (2004) also
support a frequent interaction between different dust devil-like vortices.

The decrease of the grid spacing discloses more and more instantaneous fine-scale flow
features. Some of them are displayed in Fig. 11. Panel a and b show horizontal snapshots of
the vertical velocity and the horizontal wind at detection height for the analyzed vortices taken
from simulation R10 and R10N2, respectively. Beside the overestimation of the vortex size in
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Fig. 10 Horizontal snapshots of the perturbation pressure of the most durable vortex that occurs in simulation
R10N2.5 at detection height (z = 11.25m) after approximately 6833, 6866, 6897, and 6930s simulated time.
Arrows indicate horizontal wind vectors. Every fourth vector is shown

R10 (see alsoSects. 3.2 and3.3.2), downdraughts are apparent in both core regions surrounded
by pronounced positive vertical velocities. Such downdraughts appear to be an inherent
feature for all investigated fully developed dust devils, which agrees well with measurements
(Balme andGreeley 2006). However, vortices inR10 rarely show these central downdraughts,
whereas vortices resolved with finer resolutions reveal a descending motion in or close to the
center formost of the time. In the time-averaged dust devil data, upwardmotions are dominant
nearly everywhere (see Sect. 3.3.2). This is not contradicting to the instantaneous data because
the location of the region of descending air changes during the vortex lifetime. Thus, positive
and negative vertical velocities alternate in the center (defined by the pressure minimum),
still resulting in a positive time-averaged value. Horizontal gradients of w are much more
distinct for the smaller grid spacings. The vortex in R10N2 partially shows an increase in
the vertical velocity from -5 to 6m s−1 over a distance of just 10m. Observations related to
dust devils have already shown the existence of pronounced downdraughts within the core
(Kaimal and Businger 1970; Sinclair 1973). The two-cell vortex concept with descending air
close the axis of rotation and upward motions aside (e.g., Mullen and Maxworthy 1977) fits
also very well to our numerical simulations.
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Figure11c indicates an extended low pressure region southwest to the dust devil center
(x=[-30;0], y=[-40;-20]), which is another distinct flow feature that arises in our simulations
independent of the resolution. We refer to this region as a tail-like structure in the following.
The most striking pattern, however, is visible in the vertical velocity. Strong descending air is
separated from strong upward motions in the same region where the tail in the pressure data
is visible. The updraughts are always located closer to the center than the downdraughts. As
far as we know, this dust devil characteristic has not been reported so far, probably because
of missing high-resolution three-dimensional data. Nevertheless, a comprehensive analysis
is not intended here and goes far beyond the scope of this study.

Finally, Fig. 11d indicates that dust devils can momentarily have several sub-centers that
appear, for example, through neighbouring local pressure minima. This supports previous
findings of secondary vortices within or around a main dust devil (Bluestein et al. 2004; Zhao
et al. 2004; Lorenz et al. 2016; Oncley et al. 2016). Especially Zhao et al. (2004) highlight this
issue in their dust-devil-scale simulation with a resolution down to 0.1m. Pressure contours
showed up to eight sub-centers that occur along the annular zone around the center where
the strongest radial shear in both the tangential and the axial velocity components exist. In
the most persistent vortex from R5N1.25, up to three distinct pressure drops appear next to
each other. The number of secondary vortices scales with the resolution. A maximum of two
sub-centers is visible in the dust devil data of simulation R10N2.5. For a grid width of 1m,
up to 4 sary vortices are observable. However, they seem to be quite unstable and last not
more than several tens of seconds, which is why they can not be seen in the time-averaged
fields.

The above discussion shows again that the model resolution is one of the most relevant
parameters with respect to LES of dust devils. A definite recommendation which grid spacing
must at least be used to capture the instantaneous vortex characteristics realistically is difficult
to derive because appropriate field data that contain instantaneous, three-dimensional vortex
information with high spatial and temporal resolution rarely exist or are limited to a few
dust devil properties only (e.g., Bluestein et al. 2004; Oncley et al. 2016; Inagaki and Kanda
2022). Also the exact research question of follow-up studies will determine the resolution
requirements. Our simulations with grid spacings of 10 and 5m are missing some dust devil
features like sub-vortices and they overestimate the sphere of influence significantly. This is
why we suggest a minimum resolution below 5m to qualitatively capture the instantaneous
dust devil behaviour realistically.

3.3.2 Time-Averaged Data

A temporal average of quantities within the volume around the vortices’ centers reveal typical
dust devil features that have already been reported in other field or LES studies (for a compre-
hensive overview see Reiss et al. 2017). As indicated by horizontal cross-sections in Fig. 12,
the surrounding region of a dust devil is characterized by negative pressure excursions with
maximum values of the normalized perturbation pressure p∗/p∗

min close to the center. The
variable p∗

min describes the minimum pressure drop that occurs in the whole region of 140
× 140m2. Arrows of the horizontal wind vector show that the horizontal convergent flow
rotates the strongest just outside the central region. Directly around the center, a flow with
a weak radial component pointing away from the core is partly visible. This was already
noticed by Sinclair (1973), who stated that there might be a radial outflow within the dust
column. Also, Balme and Greeley (2006) illustrate this issue in their Fig. 8. The potential
temperature, the vertical vorticity and velocity show distinct maximum values in or close
to the center with a pattern similar to the one in Fig. 12. The local vertical vorticity is even
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Fig. 11 a–c Display horizontal snapshots of the vertical velocity for the most durable vortices in simulation
R10, R10N2, and R10N2.5. d Perturbation pressure for the most persistent vortex in simulation R5N1.25.
Isolines with 8 Pa distance (c) and 5 Pa distance (d) highlight the distribution of the perturbation pressure.
Arrows indicate horizontal wind vectors. Every fifth vector is plotted in (b). In the (c, d), every third vector
is shown. Note the different color scales, reference arrows, and spatial ranges that are plotted for improving
readability

more concentrated in the vortex core than the pressure drop and starts to randomly fluctuate
around zero if a distance of more than 20–30m to the center is reached (not shown). The
mean vertical velocity maxima are mostly located several grid points adjacent to the vortex
core similar to (Fig.8 Raasch and Franke (2011)). Independent of the regarded quantity, all
cross-sections demonstrate that coarser grid resolutions overestimate the horizontal vortex
size and, thereby, the vortex sphere of influence significantly. Grid resolutions of 2.5m or
smaller (Fig. 12c–f) do not alter this sphere anymore, which is in agreement with the more
quantitative analysis in Sect. 3.2 (see Fig. 8c).

Temporally averaged vertical cross-sections of the normalized temperature difference (θ−
θmin)/(θmax − θmin) in Fig. 13 indicate the highest temperatures at ground level in the vortex
core. The quantities θmax and θmin depict the maximum and minimum temperature occurring
in the analyzed region of 140 × 100m2. Δθ is defined as θmax − θmin. Temperature gradients
tend to increase with lower grid spacings, which is a consequence of the better resolution
of the super-adiabatic layer close to the surface. Throughout the whole displayed vertical
range, warmer temperatures are apparent above the central region compared to temperatures
outside the vortex core at the same height level. This is caused by the predominant vertical
flow, which lifts the super-adiabatic surface layer of warm air. In agreement with the results
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Fig. 12 Time-averaged horizontal cross-sections of the normalized perturbation pressure at detection height
derived from different dust devil-like vortices that occur in R10, R10N5, R10N2.5, R10N2, R5N1.25, R5N1,
and R10N2.5N0.625. Arrows indicate horizontal wind vectors. Their distance to each other is always 10m
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from Sect. 3.1, the vertical extent of this layer outside the dust devil core is simulated to be
very small for resolutions of around 2m and below, but expands to several 10m in height after
being sucked into the vortex. A downward flow, which has often been reported (Kaimal and
Businger 1970; Sinclair 1973; Balme and Greeley 2006), does not occur in the mean fields.
However, reduced positive vertical velocities are visible in the vortex core compared to the
values next to the center (not shown), which is in agreement with Raasch and Franke (2011).
This is caused by instantaneous central downdraughts (see Sect. 3.3.1). Additionally, strong
radial inflow is limited to the lower vortex regions. Air parcels that move near the surface
heat up due to the prescribed positive surface heat flux and reach their highest temperatures
when they approach the updraft region. Again, the size of the vortices is overestimated for
resolutions larger than 2.5m, which is also supported by vertical cross-sections of ζ/|ζ |max

and p∗/p∗
min (not shown).

Isolines of the perturbation pressure in Fig. 13 reveal a minimum of the pressure at about
10m height but only for grid spacings of 2m and less. Such a pronounced and liftedminimum
does not occur for coarser resolutions. Because DNS simulations of dust devils in Rayleigh-
Bénard convection have also shown this feature (Giersch and Raasch 2021), we interpret it
as an inherent characteristic of dust devil-like vortices. According to our knowledge, neither
LES studies nor case studies of real dust devils have shown a lifted pressure minimum yet,
probably because of a poor resolution or poorly available three-dimensional measurement
data. A simple assumption of a steady circular vortex in cyclostrophic balance can explain
this finding. Due to surface friction, maximum rotational velocities occur above the surface
and not directly adjacent to it, which results in maximum radial pressure gradients at the same
height level and, thus, stronger pressure drops. This situation is first captured for a resolution
of 2m. Also the mathematical model of whirlwinds by Pandey and Maurya (2017) includes
a negative pressure gradient along z, which is especially important for the whirlwind to grow
vertically.

To conclude, the mean three-dimensional structure of single dust devils reaches a nearly
converged state at resolutions of approximately 2m. For grid spacings above 2m, especially
the high spatial gradients and the vortex size are not captured appropriately. The overall
convergent and spiraling upward flow is realistically simulated for each selected resolution,
at least from a purely qualitative perspective.

4 Summary and Conclusions

In this study, we numerically investigated atmospheric dust devil-like vortices and their
statistical properties. We focused on the resolution dependent convergence of various dust
devil parameters. Simulations were performed with the large-eddy simulation (LES) model
PALM. By using the nesting feature of PALM, we explored grid spacings between 10 and
0.625m within a domain of approximately 4 × 4 × 2km−3. This domain and resolution
captured the large-scale cellular pattern of the convective planetary boundary layer (PBL),
in which dust devils naturally form.

As a first step, we developed a revised and resolution-independent version of the dust devil
detection and analysis algorithm of Raasch and Franke (2011) and Giersch et al. (2019). It
improveed the comparability of dust devil statistics and properties between simulations of
different resolutions and facilitateed a direct comparison with field measurements and obser-
vations. We showed how careful this algorithm must be designed to adequately capture the
natural spatial and temporal vortex scales and highlighted the challenges to create compa-
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Fig. 13 Time-averaged vertical cross-sections of the normalized temperature difference through the center
(y = 0) derived from different dust devil-like vortices that occur in R10, R10N5, R10N2.5, R10N2, R5N1.25,
R5N1, and R10N2.5N0.625. Arrows indicate vertical wind vectors derived from u and w. Their distance to
each other is always 10m. Isolines with a distance of 8 Pa show the perturbation pressure
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rable results between model runs with different resolutions. Also, the analyzed dust devil
population for which the derived statistics are valid, must be clearly defined. Such a defi-
nition should include the detection algorithm itself, the current knowledge about real dust
devils and changes in the dust devil physics that follow from a change in model resolution.

Convergence of the general flow in the convective PBL agrees well with previous studies
(e.g., Sullivan and Patton 2011; Bopape et al. 2020; Wurps et al. 2020). For the boundary
layer interior, grid spacings on the order of 10m were sufficient to capture the mean flow
and low-order moment statistics of the convective boundary layer appropriately. However,
properties of the near surface layer, where dust devils mainly occur, still vary with resolution.
Additionally, previous studies never analyzed convergence of peak values, like maximum
wind velocities. Although not thoroughly investigated, our results indicated that extrema do
not converge. Cursory analysis showed that most of themaxima are located within dust devils
at heights below 30m. Maxima at these heights are likely related to buoyancy caused by the
super-adiabatic layer that is drawn into the cores of dust devils. Due to the non-convergence
of the peak values, we concentrated our statistical analysis to mean dust devil properties.
These mean properties were averaged over both the whole vortex lifetime and sample at a
height of 10m. We chose this height to avoid surface interference.

We defined the dust devil population to be investigated as all vortices with lifetimes of at
least 120s and lifetime-averaged radii of at least 5m. The properties of this population were
consistent with the results of field studies if resolutions of 1.25, 1, and 0.625m were chosen.
Therefore, we generally recommend a grid spacing below 2m if quantitative results are
desired from numerical simulations. However, the quantitative comparison between different
measurement campaigns and model results remains challenging (e.g., because of poor three-
dimensional measurement data or different analysis heights).

With a grid spacing of 1.25 or below, our results showed a converged dust devil occurrence
rate of 19 km−2 h−1 or 77 km−2 d−1. Typical lifetimes were 4–5 min. The mean converged
radius was between 6 and 8m. Typical temperature excursions were 3–4 K with maxima of
approximately 8 K. The mean strength of vortices, rated by the pressure drop at convergence,
was approximately 14 Pa. Maximum instantaneous pressure drops of several hundreds of
pascals existed in some vortices. The vertical vorticity averaged over a horizontal plane of
20 × 20m2 around the dust devil center typically ranged between 0.1 and 1s−1. Finally,
converged mean tangential and radial velocities were 2.1m s−1 and 1.35m s−1, respectively,
while maxima were 13 and 4m s−1, respectively. The vertical velocity never converged, even
for the mean values. They constantly increased as grid spacing decreased from 1 to 2m s−1.
At the finest resolution of 0.625m, peak vertical velocities of nearly 20m s−1 were simulated.
A comparison with observations suggested that convergence is expected at resolutions of just
less than 0.5m, which might be affordable within the next years.

Finally, the analysis of the instantaneous and time-averaged three-dimensional flow struc-
ture indicates realistic results for grid spacings of 2.5m or smaller. With such a resolution,
all vortex features are qualitatively captured. This especially includes central downdrafts,
sub-vortices and the near-ground convergent flow that becomes a dominant spiraling upward
motion near the center. Also, the vertically-thin, super-adiabatic layer with high vertical tem-
perature gradients in the dust devil surroundings, which is drawn into and stretched within
the core, is captured appropriately. In instantaneous pressure fields, we frequently observe
tail-like structures that separate strong updraughts from downdraughts. These structures have
not been reported in the current literature.

Follow-up grid convergence studies should focus especially on convergence of extrema.
Namely, do extrema converge at resolutions of just less than 0.5m?These very high-resolution
studies could then investigate the small-scale structures of dust devils in more detail. The
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results presented here are useful for deriving better and more convincing quantitative esti-
mates of dust devil phenomena (e.g., the amount of dust that is typically released by dust
devil-like vortices). It it now clear that results derived from simulations at 10m grid spacing
or larger are not meaningful because pressure drops and wind velocities, which are directly
related to turbulent dust emission, are too weakly simulated. In ongoing work, we are cur-
rently estimating the sediment fluxes and particle concentrationswithin dust devils. Generally
speaking, this study can be taken as the basis for the resolution requirements that are needed
to capture coherent vortex structures like dust devils in future LES studies.

Acknowledgements We are grateful to the HLRN supercomputer staff and to the provision of HLRN-IV-
System on which the numerical simulations were performed. We also want to thank the staff from the Leibniz
University IT Services (LUIS), especially Reiko Kaps for his support with the research repository.

Author Contributions SG and SR were involved in the conceptualization of the manuscript and the develop-
ment of the applied methodology and software. The validation of model results was also done by both authors.
SGwrote the main manuscript text, did the formal analysis and investigation of the research data, and prepared
all the figures. He took care of the availability of numerical resources and the data management. SR acts as a
supervisor and project coordinator. He also cared for the funding acquisition and was involved in reviewing
and editing the manuscript.

Funding Open Access funding enabled and organized by Projekt DEAL. The work by Sebastian Giersch was
funded by the German Research Foundation (DFG) under Grant RA 617/31-1 and supported by the North-
German Supercomputing Alliance (HLRN). Siegried Raasch supported the work as part of his employment
at the Leibniz University Hannover.

Availability of data and materials The raw model output, user-specific code, model steering files and post-
processing scripts can be accessed under the CC BY 3.0 licence via https://doi.org/10.25835/x81j6gj2. The
PALM model system (http://palm.muk.uni-hannover.de/trac/browser/?rev=4732) is free software and can be
redistributed and/or modified under the terms of the GNU General Public License (v3).

Declarations

Conflict of interest The authors declare that they have no known competing financial interests or personal
relationships that could have appeared to influence the work reported in this paper.

Ethical Approval This declaration is not applicable.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence,
and indicate if changes were made. The images or other third party material in this article are included in the
article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is
not included in the article’s Creative Commons licence and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.
To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

AnsmannA, TescheM, Knippertz P, Bierwirth E, Althausen D,Müller D, Schulz O (2009) Vertical profiling of
convective dust plumes in southern morocco during SAMUM. Tellus B Chem PhysMeteorol 61(1):340–
353. https://doi.org/10.1111/j.1600-0889.2008.00384.x

Arakawa A, Lamb VR (1977) Computational design of the basic dynamical processes of the UCLA general
circulation model. In: Chang J (ed) Methods Comput Phys Adv Res Appl, vol 17. Academic Press, New
York, pp 173–265

BalmeM, Greeley R (2006) Dust devils on earth and mars. Rev Geophys 44(3):1–22. https://doi.org/10.1029/
2005RG000188

123

5.2 Research Article 139



Resolving Dust Devil-Like Vortices in LES 739

BluesteinHB,Weiss CC, PazmanyAL (2004)Doppler radar observations of dust devils in Texas.MonWeather
Rev 132(1):209–224. https://doi.org/10.1175/1520-0493 (2004)132<0209:DROODD>2.0.CO;2

BopapeMJM,PlantRS,CocealO (2020)Resolution dependence of turbulent structures in convective boundary
layer simulations. Atmosphere 11(9):1–28. https://doi.org/10.3390/atmos11090986

Cortese T, Balachandar S (1998) Vortical nature of thermal plumes in turbulent convection. Phys Fluids
5(12):3226–3232. https://doi.org/10.1063/1.858679

Deardorff JW (1980) Stratocumulus-capped mixed layers derived from a three-dimensional model. Boundary-
Layer Meteorol 18(4):495–527. https://doi.org/10.1007/BF00119502

DeMott PJ, Sassen K, Poellot MR, Baumgardner D, Rogers DC, Brooks SD, Prenni AJ, Kreidenweis SM
(2003) African dust aerosols as atmospheric ice nuclei. Geophys Res Lett 30(14):1–4. https://doi.org/
10.1029/2003GL017410

Fenton LK, Lorenz R (2015) Dust devil height and spacing with relation to the Martian planetary boundary
layer thickness. Icarus 260:246–262. https://doi.org/10.1016/j.icarus.2015.07.028

Fitzjarrald DE (1973) A field investigation of dust devils. J Appl Meteorol 12(5):808–813. https://doi.org/10.
1175/1520-0450 (1973)012<0808:AFIODD>2.0.CO;2

Gadde SN, StierenA, Stevens RJAM (2021) Large-eddy simulations of stratified atmospheric boundary layers:
comparison of different subgrid models. Boundary-Layer Meteorol 178(3):363–382. https://doi.org/10.
1007/s10546-020-00570-5

Giersch S, Raasch S (2021) Evolution and features of dust devil-like vortices in turbulent Rayleigh–Bénard
convection—a numerical study using direct numerical simulation. J Geophys Res Atmos 126(7):1–36.
https://doi.org/10.1029/2020JD034334

Giersch S, Brast M, Hoffmann F, Raasch S (2019) Toward large-eddy simulations of dust devils of observed
intensity: effects of grid spacing, background wind, and surface heterogeneities. J Geophys Res Atmos
124(14):7697–7718. https://doi.org/10.1029/2019JD030513

Gropp W, Lusk E, Skjellum A (1999) Using MPI: portable parallel programming with the message passing
interface, 2nd edn. MIT Press, Cambridge

Gu Z, Qiu J, Zhao Y, Li Y (2008) Simulation of terrestrial dust devil patterns. Adv Atmos Sci 25(1):31–42.
https://doi.org/10.1007/s00376-008-0031-7

Hellsten A, Ketelsen K, Sühring M, Auvinen M, Maronga B, Knigge C, Barmpas F, Tsegas G, Moussiopoulos
N, Raasch S (2021) A nested multi-scale system implemented in the large-eddy simulation model palm
model system 6.0. Geosci Model Dev 14(6):3185–3214. https://doi.org/10.5194/gmd-14-3185-2021

Hess GD, Spillane KT (1990) Characteristics of dust devils in Australia. J ApplMeteorol Clim 29(6):498–507.
https://doi.org/10.1175/1520-0450 (1990)029<0498:CODDIA>2.0.CO;2

Horton W, Miura H, Onishchenko O, Couedel L, Arnas C, Escarguel A, Benkadda S, Fedun V (2016) Dust
devil dynamics. J Geophys Res Atmos 121(12):7197–7214. https://doi.org/10.1002/2016JD024832

Houser JG, FarrellWM,Metzger SM (2003)Ulf and elfmagnetic activity from a terrestrial dust devil. Geophys
Res Lett 30(1):1–27. https://doi.org/10.1029/2001GL014144

Inagaki A, Kanda M (2022) Use of thermal image velocimetry to measure a dust-devil-like vortex within a
sports ground in a residential area. Boundary-Layer Meteorol 183(1):125–141. https://doi.org/10.1007/
s10546-021-00674-6

Ito J, Niino H, Nakanishi M (2010) Large eddy simulation on dust suspension in a convective mixed layer.
SOLA 6:133–136. https://doi.org/10.2151/sola.2010-034

Ito J, Tanaka R, Niino H, Nakanishi M (2010) Large eddy simulation of dust devils in a diurnally-evolving
convective mixed layer. J Meteorol Soc Jpn 88(1):63–77. https://doi.org/10.2151/jmsj.2010-105

Ito J, Niino H, Nakanishi M (2013) Formation mechanism of dust devil-like vortices in idealized convective
mixed layers. J Atmos Sci 70(4):1173–1186. https://doi.org/10.1175/JAS-D-12-085.1

Ives RL (1947) Behavior of dust devils. Bull AmMeteorol Soc 28(4):168–174. https://doi.org/10.1175/1520-
0477-28.4.168

Jemmett-Smith BC, Marsham JH, Knippertz P, Gilkeson CA (2015) Quantifying global dust devil occur-
rence from meteorological analyses. Geophys Res Lett 42(4):1275–1282. https://doi.org/10.1002/
2015GL063078

Kaimal JC, Businger JA (1970) Case studies of a convective plume and a dust devil. J Appl Meteorol Clim
9(4):612–620. https://doi.org/10.1175/1520-0450 (1970)009<0612:CSOACP>2.0.CO;2

KanakKM(2005)Numerical simulation of dust devil-scale vortices. Q JRMeteorol Soc 131(607):1271–1292.
https://doi.org/10.1256/qj.03.172

Kanak KM (2006) On the numerical simulation of dust devil-like vortices in terrestrial andMartian convective
boundary layers. Geophys Res Lett 33(19):1–4. https://doi.org/10.1029/2006GL026207

Kanak KM, Lilly DK, Snow JT (2000) The formation of vertical vortices in the convective boundary layer. Q
J R Meteorol Soc 126(569):2789–2810. https://doi.org/10.1002/qj.49712656910

123

140 5 Grid Convergence Study of Dust Devil-Like Vortices



740 S. Giersch, S. Raasch

Khanna S, Brasseur JG (1998) Three-dimensional buoyancy- and shear-induced local structure of
the atmospheric boundary layer. J Atmos Sci 55(5):710–743. https://doi.org/10.1175/1520-0469
(1998)055<0710:TDBASI>2.0.CO;2

Klose M, Shao Y (2013) Large-eddy simulation of turbulent dust emission. Aeolian Res 8:49–58. https://doi.
org/10.1016/j.aeolia.2012.10.010

Klose M, Shao Y (2016) A numerical study on dust devils with implications to global dust budget estimates.
Aeolian Res 22:47–58. https://doi.org/10.1016/j.aeolia.2016.05.003

Koch J, Rennó NO (2005) The role of convective plumes and vortices on the global aerosol budget. Geophys
Res Lett 32(18):1–5. https://doi.org/10.1029/2005GL023420

Kurgansky MV (2006) Size distribution of dust devils in the atmosphere. Izv Atmos Ocean Phys 42(3):319–
325. https://doi.org/10.1134/S0001433806030054

Kurgansky MV, Lorenz RD, Rennó NO, Takemi T, Gu Z, Wei W (2016) Dust devil steady-state structure
from a fluid dynamics perspective. Space Sci Rev 203(1–4):209–244. https://doi.org/10.1007/s11214-
016-0281-0

Lorenz RD (2009) Power law of dust devil diameters on mars and earth. Icarus 203(2):683–684. https://doi.
org/10.1016/j.icarus.2009.06.029

LorenzRD (2013)The longevity and aspect ratio of dust devils: effects on detection efficiencies and comparison
of landed and orbital imaging at mars. Icarus 226(1):964–970. https://doi.org/10.1016/j.icarus.2013.06.
031

Lorenz RD (2014) Vortex encounter rates with fixed barometer stations: comparison with visual dust devil
counts and large-eddy simulations. J Atmos Sci 71(12):4461–4472. https://doi.org/10.1175/JAS-D-14-
0138.1

Lorenz RD, Jackson BK (2016) Dust devil populations and statistics. Space Sci Rev 203(1):277–297. https://
doi.org/10.1007/s11214-016-0277-9

Lorenz RD, Lanagan PD (2014) A barometric survey of dust-devil vortices on a desert playa. Boundary-Layer
Meteorol 153(3):555–568. https://doi.org/10.1007/s10546-014-9954-y

Lorenz RD, Balme MR, Gu Z, Kahanpää H, Klose M, Kurgansky MV, Patel MR, Reiss D, Rossi AP, Spiga A,
Takemi T, Wei W (2016) History and applications of dust devil studies. Space Sci Rev 203(1–4):5–37.
https://doi.org/10.1007/s11214-016-0239-2

Lyons TJ, Nair US, Foster IJ (2008) Clearing enhances dust devil formation. J Arid Environ 72(10):1918–1928.
https://doi.org/10.1016/j.jaridenv.2008.05.009

Maronga B, GryschkaM, Heinze R, Hoffmann F, Kanani-Sühring F, KeckM, Ketelsen K, Letzel MO, Sühring
M, Raasch S (2015) The Parallelized Large-Eddy SimulationModel (PALM) version 4.0 for atmospheric
and oceanic flows: model formulation, recent developments, and future perspectives. Geosci Model Dev
8(8):2515–2551. https://doi.org/10.5194/gmd-8-2515-2015

Maronga B, Banzhaf S, Burmeister C, Esch T, Forkel R, Fröhlich D, Fuka V, Gehrke KF, Geletic J, Giersch
S, Gronemeier T, Groß G, Heldens W, Hellsten A, Hoffmann F, Inagaki A, Kadasch E, Kanani-Sühring
F, Ketelsen K, Khan BA, Knigge C, Knoop H, Krc P, Kurppa M, Maamari H, Matzarakis A, Mauder M,
Pallasch M, Pavlik D, Pfafferott J, Resler J, Rissmann S, Russo E, Salim M, Schrempf M, Schwenkel
J, Seckmeyer G, Schubert S, Sühring M, von Tils R, Vollmer L, Ward S, Witha B, Wurps H, Zeidler J,
Raasch S (2020) Overview of the palm model system 6.0. Geosci Model Dev 13(3):1335–1372. https://
doi.org/10.5194/gmd-13-1335-2020

Maronga B, Knigge C, Raasch S (2020) An improved surface boundary condition for large-eddy simulations
based onMonin–Obukhov similarity theory: Evaluation and consequences for grid convergence in neutral
and stable conditions. Boundary-Layer Meteorol 174(2):297–325. https://doi.org/10.1007/s10546-019-
00485-w

Moeng CH, Sullivan PP (1993) A comparison of shear- and buoyancy-driven planetary boundary layer flows. J
Atmos Sci 51(7):999–1022. https://doi.org/10.1175/1520-0469 (1994)051<0999:ACOSAB>2.0.CO;2

Moeng CH, Wyngaard JC (1988) Spectral analysis of large-eddy simulations of the con-
vective boundary layer. J Atmos Sci 45(23):3573–3587. https://doi.org/10.1175/1520-0469
(1988)045<3573:SAOLES>2.0.CO;2

Mullen JB, Maxworthy T (1977) A laboratory model of dust devil vortices. Dyn Atmos Oceans 1(3):181–214.
https://doi.org/10.1016/0377-0265(77)90006-9

Myhre G, Stordal F (2001) Global sensitivity experiments of the radiative forcing due to mineral aerosols. J
Geophys Res Atmos 106(D16):18,193-18,204. https://doi.org/10.1029/2000JD900536

Neakrase DL, Greeley R (2010) Dust devil sediment flux on earth and mars: laboratory simulations. Icarus
206(1):306–318. https://doi.org/10.1016/j.icarus.2009.08.028

Nishizawa S, OdakaM, Takahashi YO, SugiyamaK, NakajimaK, IshiwatariM, Takehiro S, Yashiro H, Sato Y,
Tomita H, Hayashi YY (2016) Martian dust devil statistics from high-resolution large-eddy simulations.
Geophys Res Lett 43(9):4180–4188. https://doi.org/10.1002/2016GL068896

123

5.2 Research Article 141



Resolving Dust Devil-Like Vortices in LES 741

Ohno H, Takemi T (2010) Mechanisms for intensification and maintenance of numerically simulated dust
devils. Atmos Sci Lett 11(1):27–32

Ohno H, Takemi T (2010) Numerical study for the effects of mean wind on the intensity and evolution of dust
devils. SOLA 6A:5–8. https://doi.org/10.2151/sola.6A-002

Oke AMC, Tapper NJ, Dunkerley D (2007)Willy-Willies in the Australian landscape: the role of key meteoro-
logical variables and surface conditions in defining frequency and spatial characteristics. J Arid Environ
71(2):201–215. https://doi.org/10.1016/j.jaridenv.2007.03.008

Oncley SP, Hartogensis O, Tong C (2016) Whirlwinds and hairpins in the atmospheric surface layer. J Atmos
Sci 73(12):4927–4943. https://doi.org/10.1175/JAS-D-15-0368.1

Pandey SK, Maurya JP (2017) Exploration of characteristics governing dynamics of whirlwinds: application
to dust devils. Z Naturforsch 72(8):763–778. https://doi.org/10.1515/zna-2017-0163

Park SB, Baik JJ (2014) Large-eddy simulations of convective boundary layers over flat and urbanlike surfaces.
J Atmos Sci 71(5):1880–1892. https://doi.org/10.1175/JAS-D-13-0191.1

Patrinos AAN, Kistler AL (1977) A numerical study of the Chicago lake breeze. Boundary-Layer Meteorol
12(1):93–123. https://doi.org/10.1007/BF00116400

Raasch S, Franke T (2011) Structure and formation of dust devil-like vortices in the atmospheric boundary
layer: a high-resolution numerical study. J Geophys Res Atmos 116(D16):1–16. https://doi.org/10.1029/
2011JD016010

Raasch S, Schröter M (2001) Palm—a large-eddy simulation model performing on massively parallel com-
puters. Meteorol Z 10(5):363–372. https://doi.org/10.1127/0941-2948/2001/0010-0363

Reiss D, Lorenz R, BalmeM, Neakrase L, Rossi AP, Spiga A, Zarnecki J (2017) Dust devils, 1st edn. Springer,
Dordrecht

Rennó NO, Burkett ML, Larkin MP (1998) A simple thermodynamical theory for dust devils. J Atmos Sci
55(21):3244–3252. https://doi.org/10.1175/1520-0469 (1998)055<3244:ASTTFD>2.0.CO;2

Rennó NO, Abreu VJ, Koch J, Smith PH, Hartogensis OK, Bruin HARD, Burose D, Delory GT, Farrell WM,
Watts CJ, Garatuza J, Parker M, Carswell A (2004) Matador 2002: a pilot field experiment on convective
plumes and dust devils. J Geophys Res 109(E7):1–10. https://doi.org/10.1029/2003JE002219

Richter D, Sullivan P (2013) Momentum transfer in a turbulent, particle-laden Couette flow. Phys Fluids
25(5):1–20. https://doi.org/10.1063/1.4804391

Saiki EM, Moeng CH, Sullivan PP (2000) Large-eddy simulation of the stably stratified planetary boundary
layer. Boundary-Layer Meteorol 95(1):1–30. https://doi.org/10.1023/A:1002428223156

Scherer D, Fehrenbach U, Grassmann T, Holtmann A, Meier F, Scherber K, Pavlik D, Höhne T, Kanani-
Sühring F, Maronga B, Ament F, Banzhaf S, Langer I, Halbig G, Kohler M, Queck R, Stratbücker S,
Winkler M, Wegener R, Zeeman M (2020) [uc]2 data standard “urban climate under change.” Federal
Ministry of Education and Research. Tech Rep 1(4):1

Schmidt H, Schumann U (1989) Coherent structure of the convective boundary layer derived from large-eddy
simulations. J Fluid Mech 200:511–562. https://doi.org/10.1017/S0022112089000753

Schumann U (1975) Subgrid scale model for finite difference simulations of turbulent flows in plane channels
and annuli. J Comput Phys 18(4):376–404. https://doi.org/10.1016/0021-9991(75)90093-5

Sinclair PC (1964) Some preliminary dust devil measurements. MonWeather Rev 92(8):363–367. https://doi.
org/10.1175/1520-0493 (1964)092<0363:SPDDM>2.3.CO;2

Sinclair PC (1969) General characteristics of dust devils. J Appl Meteorol Clim 8(1):32–45. https://doi.org/
10.1175/1520-0450 (1969)008<0032:GCODD>2.0.CO;2

Sinclair PC (1973) The lower structure of dust devils. J Atmos Sci 30(8):1599–1619. https://doi.org/10.1175/
1520-0469 (1973)030<1599:TLSODD>2.0.CO;2

Souza EP, Rennó NO, DiasMAFS (2000) Convective circulations induced by surface heterogeneities. J Atmos
Sci 57(17):2915–2922. https://doi.org/10.1175/1520-0469(2000)057<2915:CCIBSH>2.0.CO;2

Spiga A, Barth E, Gu Z, Hoffmann F, Ito J, Jemmett-Smith B, Klose M, Nishizawa S, Raasch S, Rafkin S,
Takemi T, Tyler D, Wei W (2016) Large-eddy simulations of dust devils and convective vortices. Space
Sci Rev 203(1–4):245–275. https://doi.org/10.1007/s11214-016-0284-x

Stull RB (1988) An introduction to boundary layer meteorology, 1st edn. Kluwer Academic Publishers,
Cambridge. https://doi.org/10.1007/978-94-009-3027-8

Sullivan PP, Patton EG (2011) The effect of mesh resolution on convective boundary layer statistics and
structures generated by large-eddy simulation. J Atmos Sci 68(10):2395–2415. https://doi.org/10.1175/
JAS-D-10-05010.1

Tratt DM, HechtMH, Catling DC, Samulon EC, Smith PH (2003) In situ measurement of dust devil dynamics:
toward a strategy for mars. J Geophys Res 108(E11):1–7. https://doi.org/10.1029/2003JE002161

Wicker LJ, SkamarockWC (2002) Time-splittingmethods for elasticmodels using forward time schemes.Mon
Weather Rev 130(8):2088–2097. https://doi.org/10.1175/1520-0493(2002)130<2088:TSMFEM>2.0.
CO;2

123

142 5 Grid Convergence Study of Dust Devil-Like Vortices



742 S. Giersch, S. Raasch

Williams NR (1948) Development of dust whirls and similar small-scale vortices. Bull Am Meteorol Soc
29(3):106–117. https://doi.org/10.1175/1520-0477-29.3.106

Williamson JH (1980) Low-storage Runge–Kutta schemes. J Comput Phys 35(1):48–56. https://doi.org/10.
1016/0021-9991(80)90033-9

Wurps H, Steinfeld G, Heinz S (2020) Grid-resolution requirements for large-eddy simulations of the atmo-
spheric boundary layer. Boundary-Layer Meteorol 175(2):179–201. https://doi.org/10.1007/s10546-
020-00504-1

Zhao YZ, Gu ZL, Yu YZ, Ge Y, Li Y, Feng X (2004) Mechanism and large eddy simulation of dust devils.
Atmos-Ocean 42(1):61–84. https://doi.org/10.3137/ao.420105

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

123

5.2 Research Article 143





Chapter 6

Saltation-Induced Dust Emission of Dust
Devils in the Convective Boundary Layer
- An LES Study on the Meter Scale

6.1 Declaration of Contributions
The author contributions are given on the left at the first page of the research article.

6.2 Research Article
Klamt, J., Giersch, S., and Raasch, S.: Saltation-Induced Dust Emission of Dust Devils in
the Convective Boundary Layer - An LES Study on the Meter Scale, J. Geophys. Res. At-
mos., 129, e2023JD040 058, doi:10.1029/2023JD040058, 2024.

©2024. The Authors. CC BY 4.0 License.1

1The dissertation submitted on September 27, 2023, to the faculty of mathematics and physics of the
Leibniz University Hannover contained a manuscript of the research article that was submitted on the same
date to the Journal of Geophysical Research: Atmospheres. This manuscript has been replaced here by the
finally accepted and officially published article from March 28, 2024. Changes compared to the manuscript
are only minor due to requirements and editorial processing of the journal.

145

https://doi.org/10.1029/2023JD040058


Saltation‐Induced Dust Emission of Dust Devils in the

Convective Boundary Layer—An LES Study on the Meter

Scale

J. Klamt1,2 , S. Giersch1 , and S. Raasch1

1Institute of Meteorology and Climatology, Leibniz University Hannover, Hannover, Germany, 2Deutsches Zentrum für

Luft‐ und Raumfahrt, Institut für Physik der Atmosphäre, Oberpfaffenhofen, Germany

Abstract Dust devils are vertically oriented, columnar vortices that form within the atmospheric

convective boundary layer (CBL) of dry regions. They are able to lift a sufficient amount of soil particles

including dust to become visible and are considered as a potentially important dust source for the

atmosphere. Mineral dust, a key component of atmospheric aerosols, influences the climate by affecting the

radiation budget and cloud formation. Current estimates of the contribution of dust devils to the global,

regional, and local dust release vary considerably from less than 1% to more than 50%. To address this

uncertainty, we perform the highest resolved large‐eddy simulation (LES) study on dust emission in the

CBL to date, using the PALM model system and the saltation‐based Air Force Weather Agency (AFWA)

dust emission scheme. Our results show that under desert‐like conditions, dust devils are responsible for an

average of 5% of regional dust emissions, with temporary maxima of up to 15%. This contrasts with

previous measurement‐based (>35%) and LES‐based estimates (∼0.1%). Local emissions of dust devils (up

to 10 mg m2 s1) are 1–3 orders of magnitude higher than the emission in the surroundings. This makes

dust devils important for air quality and visibility. Additionally, our study reveals previously unknown

large‐scale convective dust emission patterns. These patterns are tied to the CBL's cellular flow structure

and are the main cause of dust release. Contrary to other studies, our findings clarify the important role of

saltation‐induced dust emission.

Plain Language Summary Dust devils, vertically oriented convective vortices frequently observed

in arid and semi‐arid regions, are potential contributors to the atmospheric dust. This airborne dust has

significant implications for climate, as it can alter the radiation budget and influence cloud formation. The exact

proportion of atmospheric dust originating from dust devils is currently under debate, with widely varying

estimates. To address this uncertainty, we used an advanced turbulence‐resolving large‐eddy simulation model,

the PALM model system, combined with the saltation‐based Air Force Weather Agency's dust emission

scheme. Our results showed that under desert‐like conditions, dust devils account for an average of 5% of

regional dust emissions. Peaks can reach up to 15%. Notably, these figures challenge both previous

measurement and simulation‐based assessments. Additionally, our study found that dust devils produce local

dust emission fluxes up to 1–3 orders of magnitude higher than ambient values. This suggests a notable effect on

air quality and visibility. Moreover, we identified large‐scale patterns of dust emission linked to the flow

structure of the convective boundary layer. These patterns emerge as the primary contributors to the regional

dust release. Our study underscored the importance of understanding saltation‐induced dust emission and the

role of dust devils in the atmosphere.

1. Introduction

Dust devils are atmospheric vortices with a vertical axis of rotation that frequently occur under convective con-

ditions when the surface is heated by insulation, causing strong superadiabatic temperature gradients near the

ground. During the last 80 years, dust devils have been studied extensively with field measurements (e.g.,

Ives, 1947; Lorenz&Lanagan, 2014; Sinclair, 1964), laboratory experiments (e.g., Kaestner et al., 2023;Mullen&

Maxworthy, 1977; Neakrase & Greeley, 2010) and, especially since the 21st century, with numerical simulations,

utilizing large‐eddy simulation (LES) and direct numerical simulation (e.g., Giersch & Raasch, 2021; Kanak

et al., 2000; Raasch& Franke, 2011). All these studies showed a wide range of values for the characteristics of dust

devils, covering several orders of magnitude (Balme&Greeley, 2006;Murphy et al., 2016; Spiga et al., 2016). For
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example, dust devils have spatial extents of 1 m to more than 100 m horizontally, range from a few meters to more

than 1,000m vertically, and show lifetimes from a few seconds to hours. They cause pressure drops of up to several

hundred pascal and maximum horizontal wind speeds of 25 m s1, which is why they are able to lift a sufficient

amount of soil particles including dust to become visible. The lifted particles are often transported to altitudes far

away from the ground by the swirling upwardmotion of up to 15m s1. The dust fluxes provoked by dust devils and

the corresponding contribution to the total atmospheric dust amount are frequently discussed (Klose et al., 2016).

Especially larger dust devilsmight contribute significantly because they potentially lift a large amount of dust‐sized

particles into the boundary layer. These particles can be further transported into the free atmosphere, where they

remain for several days or weeks, affecting the Earth's climate system (Knippertz & Stuut, 2014).

Atmospheric dust, as a major contributor to the atmospheric aerosol content, interacts with the climate system.

The aerosols modify the radiation budget through scattering and absorbing shortwave radiation as well as

absorbing and re‐emitting longwave radiation (Miller et al., 2014). Additionally, they modify micro‐physical

processes of cloud formation by acting as ice nuclei and, thereby, influencing the cloud's feedback on the

climate (Nenes et al., 2014). Moreover, dust contains a variety of organic and inorganic substances, which might

serve as nutrients for the local ecology after deposition (Barcan et al., 2023), but which can also cause envi-

ronmental and health issues (Morman & Plumlee, 2014). Despite this important role of atmospheric dust, its

lifting mechanisms are inadequately assessed and estimates of the total global dust emission show large un-

certainties, for example, Huneeus et al. (2011) proposed a range of 0.5–4 × 109 t yr1. These uncertainties can be

partly explained by the contributions of small‐scale phenomena such as dust devils, which are insufficiently

quantified. Previous studies on the global and regional contribution by dust devils to the total dust emission did

not show consistent results. Estimations based on data from the European Center for Medium‐Range Weather

Forecasts (ECMWF), theoretical considerations, and observational data like in‐situ measurements of dust fluxes

suggest a global contribution between 3.4% (Jemmett‐Smith et al., 2015) and 35% (Koch & Renno, 2005).

However, both studies presented large uncertainties of roughly 15%–50% (Koch & Renno, 2005) and 1%–30%

(Jemmett‐Smith et al., 2015) in their estimated global contributions, even though they did not take into account

the variability in the estimates of the total global dust emissions, which would further increase the contribution

uncertainty. Regional estimates based on the numerical Weather Research and Forecast (WRF) model, ther-

modynamic theory, and measurements vary between 38% for North Africa (Pan et al., 2021) and up to 53% for

Western China (Han et al., 2016). Numerical simulations with the WRF Chemistry (WRF‐Chem) model coupled

with a new parameterization scheme for dust devils revealed a contribution in East Asia between 17.4% and 43.4%

(Tang et al., 2018). Employing LES instead of large‐scale weather prediction models, Klose and Shao (2016)

estimated a regional contribution for Australia in the range of 0.03%–0.19%.

The primary challenge in estimating the contribution of dust devils to the overall dust release is the quantification of

typical dust fluxes. For dust devils, laboratory investigations, in‐situmeasurements and numerical simulations have

not been able to adequately quantify dust fluxes of similar magnitude so far (Klose et al., 2016). While laboratory

studies usually require the artificial genesis of convective vortices in a vortex chamber (e.g., Mullen & Max-

worthy, 1977), measurements of dust devils suffer from the limited area that can be reliably monitored (e.g.,

Lorenz, 2014), and numerical simulations are mainly constrained by limited computing power (e.g., Giersch &

Raasch, 2023). In addition, field studies are restricted to arid or semi‐arid regions and are further complicated by the

sporadic genesis of dust devils. Nevertheless, spatially fixed and portable measurement techniques were able to

quantify at least basic dust devil characteristics like wind speeds and pressure drops (Balme & Greeley, 2006;

Murphy et al., 2016).However,measurements of dust fluxes by dust devils are particularly difficult. Dust fluxes are

determined by the product of themass (or particle) concentration and the vertical velocity. Therefore, two quantities

instead of onemust bemeasured simultaneously (Klose et al., 2016). There have beenmultiple attempts to quantify

dust fluxes in the field, for example, the aircraft measurements of Gillette and Sinclair (1990), LIDAR measure-

ments of Renno et al. (2004), or measurements derived from instrumented vehicles (e.g., Mason et al., 2014). One

of the most extensive field campaign to date was conducted byMetzger et al. (2011), who estimated PM10 particle

fluxes in 33 dust devils to be in the range of 4× 101 to 1.1× 102mgm2 s1. The studies ofKoch andRenno (2005)

and Jemmett‐Smith et al. (2015) on the global contribution of dust devils and the studies of Han et al. (2016), Tang

et al. (2018), and Pan et al. (2021) on the regional contribution assumed a dust flux per dust devil of

7× 102mgm2 s1, a value that can be associated with the total suspended particle flux rather than the flux of dust‐

sized (PM10) particles (Metzger et al., 2011). This particle type dependency of the fluxes already clarifies that

“typical” emission fluxes, on which the estimated contributions are based, must be carefully determined.
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Assessing the statistics of dust entrainment by dust devils via measurements is challenging and very costly

because dust devils of different intensities and sizes must be measured under a variety of atmospheric conditions

and soil types. Nevertheless, such statistics are crucial for calculating typical fluxes and, thus, evaluating the

global and regional contribution. Following Spiga et al. (2016), the numerical simulation with LES is a very

promising approach to complement measurements of dust devils because it allows access to all properties of the

simulated vortices such as wind speeds, temperature, and pressure as well as to local environmental conditions.

Also, Neakrase et al. (2016) considers LES to be a viable option for assessing dust fluxes in dust devils.

Previous LES studies on convective vortices in the terrestrial convective boundary layer (CBL) were mostly able

to reproduce the characteristic vortex structure and flow features of dust devils, similar to field measurements.

However, the simulated intensities expressed through the pressure drop in the core were often too low (Ito

et al., 2013; Kanak et al., 2000; Raasch & Franke, 2011). After the simulation of the first dust devils with in-

tensities as observed (Giersch et al., 2019), Giersch and Raasch (2023) carried out a comprehensive grid

sensitivity study on dust devil characteristics in LES, utilizing multiple resolutions down to a grid spacing of

Δ= 0.625 m. The authors confirmed the assumption of Ito et al. (2010) that the intensity of vortices in simulations

is strongly affected by the grid spacing and found that an adequate quantitative investigation on dust devils re-

quires a resolution of at leastΔ= 1 m. Apart from the required spatial resolution, a large horizontal model domain

(∼10 km2) is also essential to simulate dust devils of observed intensities because the occurrence of these vortices

is connected to the large‐scale convection pattern, which appears as polygonal cells in the vertical wind

component (e.g., Giersch et al., 2019; Kanak, 2005; Kanak et al., 2000; Schmidt & Schumann, 1989). This

cellular pattern is characterized by broad downward motions in the cell center and narrow upwind areas at the cell

edges, also known as cell branches. It is reminiscent of a honeycomb‐like pattern, or open cellular convection

during cold air outbreaks. Due to flow continuity, the near‐surface flow diverges beneath the downdrafts and

converges beneath the updrafts. The strongest updrafts are usually found at the vertices, where several conver-

gence lines merge. The strongest horizontal wind speeds are usually observed in regions of high horizontal

gradients of the vertical velocity, that is, where up‐ and downdrafts alternate over short distances. In terms of the

convective cells, this occurs at the transition from the broad downwind region to the narrow upwind region. Dust

devils are exclusively located along the branches and vertices of the cellular pattern.

The numerical resolution requirements established by Giersch and Raasch (2023) have far‐reaching consequences

for studying dust fluxes with LES. As mentioned above, the grid spacing decisively influences the core pressure

drops of simulated dust devils and, consequently, the horizontal and vertical wind speeds. Higher values are

simulated for higher resolutions. We will show in Appendix B that also the friction velocities and dust fluxes are

significantly larger for higher resolutions. Instead, the core radii of simulated dust devils decrease with better

resolution (Giersch & Raasch, 2023). Therefore, dust devils cover smaller areas of higher friction velocities and

higher dust fluxes at lower grid spacings, which stresses that LES‐based dust fluxes are significantly affected by

the resolution. The results of Giersch and Raasch (2023) suggest that studies with grid spacings much larger than

1 m lead to a significant underestimation of the dust flux. Therefore, we will focus on simulation results with a

resolution of 1 m. This will be the highest‐resolved LES on dust fluxes in the CBL to date. Previous investigations

on dust fluxes by dust devils used grid spacings ofΔ= 20 m (Ito et al., 2010) andΔ= 10 m (Klose & Shao, 2016).

This is probably too coarse for a quantitative analysis and it is not surprising that the simulated fluxes and

concentrations in these studies (∼103–100 mg m2 s1 and∼103–100 mg m3) are rather at the lower end of the

measured values by Metzger et al. (2011) (∼100–102 mg m2 s1 and ∼10–102 mg m3).

Beside the grid spacing, we expect the choice of the dust emission scheme to strongly influence the dust flux by

dust devils in LES studies. Dust emission schemes calculate the dust emission flux based on bulk properties of the

atmosphere and the underlying surface. This typically includes the surface drag given by the friction velocity u*
and soil properties like the particle size distribution or erodibility (see e.g., LeGrand et al., 2019; Neakrase

et al., 2016). There are three different physical mechanisms of dust emission, namely direct aerodynamic

entrainment, saltation bombardment, and aggregate disintegration (Shao, 2008). Emission schemes can be based

on one or more of these mechanisms. Direct aerodynamic entrainment is the direct lifting of dust particles due to a

strong aerodynamic drag. The most important form of direct aerodynamic entrainment is called convective

turbulent dust emission (CTDE). It describes a mechanism that generates strong, localized and intermittent

surface shear stresses which cause dust emission in the absence of saltation (Klose, 2014; Li et al., 2014).

Schemes based on direct entrainment usually use the empirical parameterization of Loosmore and Hunt (2000) or

the physics‐based parameterization of Klose et al. (2014), which accounts for the stochastic behavior of inter‐
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particle cohesive forces and the statistical distribution of momentum fluxes. However, saltation bombardment and

aggregate disintegration are the most effective dust emission mechanisms on Earth (e.g., Shao et al., 1993;

Tingting et al., 2018). Both require saltation as an intermediate process before the lifting of dust‐sized particles

can occur (Neakrase et al., 2016).

Saltation describes the streamwise, hopping‐motion of coarser particles or particle aggregates. As the hopping

particles hit the ground, dust‐sized particles are lifted and a vertical dust flux is generated (Shao, 2008). Saltation

depends on several soil and surface properties like the soil moisture, the particles' density and diameter, and the

distribution of vegetation and roughness elements (Bergametti et al., 2007; Shao & Lu, 2000). It is first initiated

by sand‐sized particles with a diameter of 80 μm as soon as the threshold friction velocity u∗t of approximately

0.2 m s1 is exceeded (Marticorena & Bergametti, 1995; White, 1979), which is usually the case in the event of

dust storms (Klose et al., 2016). However, even during such strong wind erosion events, the threshold is exceeded

only occasionally (Stout & Zobeck, 1997). Thus, saltation is considered as an intermittent rather than a continuous

process (Shao, 2008). Intermittent saltation is also observed in the CBL when turbulent motions of air exceed the

saltation threshold (Shao, 2008). The frequency of such intermittent saltation is still unclear and its statistical

behavior is not well understood until today (Liu et al., 2018). Klose et al. (2016) considered it as controversial

whether or not the drag in dust devils is sufficient to initiate saltation. For example, the study of Klose and

Shao (2016) stated that the saltation threshold is often not reached in dust devils. We will disprove this statement

in the following.

While saltation bombardment, once initiated, is a dominant dust emission process for nearly all soil types, the

contribution of aggregate disintegration to the total dust emission depends more on the specific type and its

properties like the amount of aggregates in the surface layer and the binding strengths of the soil aggregates

(Bergametti et al., 2007). Following Shao (2008), the importance of aggregate disintegration is probably similar

to that of saltation bombardment. However, the vertical dust flux due to aggregate disintegration is often not

parameterized independently of saltation bombardment due to its complexity. Instead, it is assumed that it scales

with the horizontal saltation flux. It can be considered in the so‐called sandblasting efficiency that links the

horizontal saltation flux with the vertical dust flux (Marticorena & Bergametti, 1995). State‐of‐the‐art saltation‐

based dust emission schemes are the mineral dust entrainment and deposition model (L. Zhang et al., 2001) and

the Air Force Weather Agency (AFWA) dust emission scheme for the Goddard Chemistry Aerosol Radiation and

Transport (GOCART) model, which is part of the WRF‐Chem model (Jones et al., 2011, 2012; LeGrand

et al., 2019). A more complex scheme which captures both saltation bombardment and aggregate disintegration is

provided by Shao et al. (2011). However, all of these schemes have mainly been used for large‐scale modeling and

not for local investigations (Wang et al., 2012; Y. Zhang et al., 2018; Tian et al., 2021).

Both the observed near‐surface sand skirts (Murphy et al., 2016) and the high concentration of sand‐sized particles

(Raack et al., 2018) in dust devils indicate that these vortices provoke saltation. As the saltation‐induced vertical

dust flux is assumed to be one order of magnitude larger than direct aerodynamic entrainment (Shao et al., 1993),

Neakrase et al. (2016) suggest to use a saltation‐based parameterization to estimate the dust entrainment in dust

devils. However, all previous LES studies on dust fluxes caused by dust devils utilized emission schemes based on

direct aerodynamic entrainment (Ito et al., 2010; Klose & Shao, 2016). To the best knowledge of the authors, local

investigations of saltation‐based dust emission in the CBL have never been performed with high‐resolution LES.

Therefore, wemake use of the AFWA dust emission scheme and perform the first high‐resolution LES of saltation

bombardment in the CBL. The AFWA scheme recently showed good performance in simulating and forecasting

dust storms (Yuan et al., 2019) and is rather simple (LeGrand et al., 2019).

The paper's structure is as follows: Section 2 gives an overview of the methodology including the PALM model

system, the implemented dust scheme, the simulated setup, the detection and tracking of dust devils, and how the

calculation of the contribution of the dust devils to the total dust emission is realized. The results are introduced

and discussed in Section 3 with a focus on the spatial distribution of dust emission due to saltation bombardment

and the contribution by dust devils to the total dust emission. A summary and conclusion completes our study.

2. Methodology

In the following, the PALMmodel system is used for the numerical simulations (Maronga, Banzhaf, et al., 2020).

By default, it does not contain a physics‐based parameterization of the local particle release and transport.
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Therefore, the model must be coupled with such a scheme. We will focus on dust‐sized particles. The coupling

enables the simulation and investigation of dust fluxes, patterns of dust emission and the contribution of dust

devil‐like vortices to this emission. We start this section with a brief introduction to PALM, followed by an

overview of the newly implemented dust physics. The simulated setup and the detection and tracking of

convective vortices are described afterward. Finally, it is shown how the contribution of dust devil‐like vortices to

the total dust emission is determined. Note, as in other studies (e.g., Giersch et al., 2019; Kanak, 2005; Raasch &

Franke, 2011), the term dust devil, dust devil‐like vortex, and (convective) vortex are used as synonyms. A

differentiation between visible and non‐visible vortices is not made.

2.1. The PALM Model System

All numerical simulations are carried out with the PALMmodel system in LES mode (revision 4732). PALM is a

Fortran‐based code, which has been developed for studying a variety of atmospheric and oceanic flows (Maronga,

Banzhaf, et al., 2020; Maronga et al., 2015; Raasch & Schröter, 2001). By default, PALM solves the non‐

hydrostatic, spatially filtered, incompressible Navier‐Stokes equations in Boussinesq‐approximated form,

assuming a constant air density ρa. Prognostic equations for up to seven variables are solved on a staggered

Cartesian Arakawa‐C grid: the velocity components u, v, w, the potential temperature θ, the subgrid‐scale tur-

bulence kinetic energy e, the water vapor mixing ratio qv and the passive scalar s. Dry conditions are assumed in

this study (qv = 0), and the dust mass concentration is implemented via the passive scalar s. To guarantee

incompressibility of the flow, a Poisson equation for the so‐called perturbation pressure p* is solved by applying a

predictor‐corrector method after Patrinos and Kistler (1977). As in other LES studies of dust devils (e.g., Giersch

& Raasch, 2023; Kanak, 2005; Kanak et al., 2000; Raasch & Franke, 2011), we determine the dust devil pressure

drop with respect to the surroundings from the total dynamic pressure perturbation π* = p* + 2/3ρae.

For the resolved‐scale advection, PALM employs the fifth‐order scheme of Wicker and Skamarock (2002)

together with a third‐order Runge‐Kutta‐time‐stepping scheme (Williamson, 1980). For the subgrid‐scale

transport, PALM follows the gradient approach, which assumes that the transport is proportional to the local

gradients of the mean resolved quantities, and utilizes a 1.5th‐order closure after Deardorff (1980) in the

formulation by Moeng and Wyngaard (1988) and Saiki et al. (2000).

As outlined in Section 1, the friction velocity is an important quantity for dust emission. In PALM, the friction

velocity is computed at each horizontal grid point through the local application of Monin‐Obukhov similarity

theory (MOST, Monin & Obukhov, 1954). A constant flux layer between the surface (z = 0 m) and the first

computational grid level (z = 0.5Δz) is assumed, with z being the height above ground and Δz the vertical grid

spacing. The calculation of u* at every grid point in the surface layer requires the knowledge of the local resolved

horizontal velocity components. Thus, the near‐surface horizontal wind speeds of dust devils control the

magnitude of the friction velocities. For more details about PALM, the reader is referred to Maronga, Banzhaf,

et al. (2020).

2.2. Implemented Dust Physics

The dust physics in PALM shall consider five processes: dust emission from the surface, passive advection with

the resolved‐scale turbulent wind, subgrid‐scale turbulent transport, gravitational settling, and dry deposition. The

individual parameterizations and calculations, which are implemented in addition to PALM's standard treatment

of a passive scalar, are presented in the following paragraphs.

The dust emission parameterization follows the AFWA dust scheme (LeGrand et al., 2019), which calculates the

vertical dust emission flux Fe caused by saltation bombardment (Kawamura, 1951; Marticorena & Berga-

metti, 1995). At first, the total vertically‐integrated streamwise (horizontal) saltation flux G in kg m1 s1 is

calculated by

G = ∑
p

[H(Dp) dSrel (Dp)], (1)

where H(Dp) denotes the partial vertically‐integrated streamwise saltation flux of the saltation size bin p with the

effective particle diameter Dp and dSrel(Dp) describes a bin‐specific weighting factor. The bin‐specific weighting

factor is calculated from the mass distribution of particles in the surface soil dM(Dp) = sssc(p) × sfrac(Dp), where
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sscc is the mass fraction of the soil separate class (ssc: sand, silt, clay) the bin p is assigned to and sfrac(Dp) is the

bin‐specific mass fraction in the corresponding soil separate class. For more details, the reader is referred to

LeGrand et al. (2019). We assume a homogeneous surface with mass fractions based on the soil type sand of the

STATSGO‐FAO database with sSand= 0.92, sSilt= 0.05, sClay= 0.03 (Pérez et al., 2011). For the saltation size bin

configuration defining sfrac(Dp), we follow the recommendation by LeGrand et al. (2019). All values are sum-

marized in Table 1. Each bin‐specific vertically‐integrated streamwise flux H(Dp) is calculated according to

Kawamura (1951):

H(Dp) =

⎧⎪⎨
⎪⎩
Cmb

ρa

g
u3
∗
(1 + u∗t

u∗
) (1  u2

∗t

u2
∗

) for u∗ > u∗t,

0 for u∗ ≤ u∗t,

(2)

where g is the gravitational acceleration and Cmb is an empirical constant. Here, we use Cmb = 1 as suggested by

Marticorena et al. (1997) and Darmenova et al. (2009) instead of the original value of 2.61 according to

White (1979) and Marticorena and Bergametti (1995). The threshold friction velocity, as a function of the particle

diameter Dp, is calculated via the semi‐empirical equation of Marticorena and Bergametti (1995):

u∗t(Dp) = 0.129
ρpgDp

ρa
0.51 + c

ρpgD
2.5
p

0.5
[1.928(aDp

x + b)0.092  1]0.5 , (3)

with the empirical parameters a = 1.75 × 106 mx, b = 0.38, c = 6 × 105 kg m0.5 s2 and x = 1.56.

In a second step, the vertical bulk emission flux of emitted dust‐sized particles Fe in kg m
2 s1 is determined by

the product of G and the sandblasting efficiency α in m1 through

Fe = α × G. (4)

The sandblasting efficiency (LeGrand et al., 2019; Marticorena & Bergametti, 1995) is calculated via

α = 100 × 100.134(%Clay6), (5)

where the factor 100 results from the conversion of cm1, as used in the formulation of LeGrand et al. (2019), to

m1. The variable %Clay = 3 is the mass fraction of clay in percentage. In this study, Fe represents the flux of dust

particles that are assumed to be uniform and spherical with a diameter of 10 μm and a density of 2,650 kg m3.

Note, most of the in situ measurements evaluate the dust emission via the product of the dust mass concentration c

and vertical velocity w. To enable a comparison between measurements and simulations, we also determine this

dust flux, which we call the vertical dust transport Ft from now on. It is calculated via

Ft = cw  Fg = c(w  vg) (6)

Table 1

Configuration of Saltation Size Bins and Associated Attributes for the Air Force Weather Agency Scheme

Saltation size bin (p) 1 2 3 4 5 6 7 8 9 10

Effective diameter (Dp; μm) 1.42 8 20 32 44 70 130 200 620 1,500

Soil separate class (ssc) Clay Silt Silt Silt Silt Sand Sand Sand Sand Sand

Particle density (ρp; kg m3) 2,500 2,650 2,650 2,650 2,650 2,650 2,650 2,650 2,650 2,650

Mass fraction (sfrac) 1 0.25 0.25 0.25 0.25 0.0205 0.0410 0.0359 0.3897 0.5128

Mass contributiona (dM) 0.03 0.0125 0.0125 0.0125 0.0125 0.0189 0.0377 0.0330 0.3585 0.4718

aAssuming the soil category 1 (”sand”) of the STATSGO‐FAO database (Pérez et al., 2011).
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with Fg and vg being the gravitational settling flux and the gravitational settling velocity, respectively. The latter

can be calculated by using Stokes' law (see also Farrell & Sherman, 2015; L. Zhang et al., 2001). Field obser-

vations usually do not use a standardized altitude to evaluate dust fluxes. Measurement heights vary from less than

a meter (Metzger et al., 2011; Raack et al., 2018) to several 100 m (Gillette & Sinclair, 1990; Renno et al., 2004).

In this study, we choose a height of 10 m for the assessment of the vertical dust transport Ft. This height level

corresponds to the vortex detection height explained in Section 2.4.

Dry deposition is implemented for the land use category “desert” based on a scheme proposed by L. Zhang

et al. (2001). It estimates the dry deposition flux in a bulk‐transfer formulation via

Fd = vd × c1, (7)

where

vd = vg +
1

Ra + Rs + (RaRsvg)
(8)

is the dry deposition velocity (here in the formulation by Zeng et al., 2020), c1 denotes the bulk mass concen-

tration of dust at the first computational grid layer, and Ra and Rs describe the aerodynamic resistances above the

canopy and the surface, respectively. For more information, the reader is referred to L. Zhang et al. (2001).

As previously mentioned, the dust mass concentration field is equal to the passive scalar s in PALM. Dust

emission and deposition are combined to the net surface flux Fn = Fe + Fd, which represents the surface scalar

flux in the model. Fn modifies the concentrations at the first computational grid level above the surface as an

additional source or sink term, depending on its sign. Gravitational settling is implemented for all heights above

the surface layer and alters the local concentration as soon as a divergence of Fg occurs.

2.3. The Simulation Setup

The main simulation of this study follows the setup R5N1 of Giersch and Raasch (2023). All boundary

conditions, the initialization, and the numerical schemes are the same. In the following, only the most relevant

settings and the discrepancies to the original setup are explained. For more details, the reader is referred to

Giersch and Raasch (2023). R5N1 features a temporally and spatially constant vertical sensible heat flux of

0.24 K m s1 at the surface to force convection. The roughness length, which needs to be prescribed for the

application of MOST at the lower boundary, is set to 0.1 m. During model initialization, vertical wind and

potential temperature profiles are prescribed. The velocities are set to zero because no background wind is

considered and free convection is simulated. The initial potential temperature is constant (300 K) up to a height

of 1,000 m and increases with 0.02 K m1 until the top of the domain. During the beginning of the simulation,

random perturbations are imposed on the horizontal wind to accelerate the development of convection and to

reach a quasi‐stationary state of the CBL more quickly. In addition, PALM's nesting technique (Hellsten

et al., 2021) is applied in vertical direction, that is, two domains with the same horizontal but different vertical

extensions are simultaneously simulated, utilizing different resolutions. The inner domain, also called child

domain, spans 4,000 × 4,000 × 240 m3. The outer (parent) domain has a vertical extent of 2,248 m. The spatial

resolutions are 5 and 1 m for the parent and child domain, respectively. To compare the results with the

findings of Klose and Shao (2016), another setup called R20N10 is used, which has a parent resolution of 20 m

and a child resolution of 10 m. Both setups are summarized in Table 2. The domain extents along the Cartesian

coordinates x‐, y‐, and z are indicated by Lx, Ly, and Lz, respectively. At the top boundary, a Neumann (zero‐

gradient) condition is used for the dust mass concentration (∂s/∂z = 0 kg m4). Note that the surface scalar (or

dust) flux is not explicitly set but dynamically calculated as described in Section 2.2. The initial concentration

is set to 0.0 g m3. For both setups, the simulation time ts is 4 hr. Following Giersch and Raasch (2023), the

first 45 min are considered as model spin‐up time tsu, which is why the actual analysis time is defined as

ta = ts  tsu. If not otherwise stated, all results in Section 3 refer to simulation R5N1. R20N10 is discussed in

Appendix B. At this point we want to note that the R5N1 setup demands substantial computational resources,

with a single simulation requiring approximately 10 days of wall‐clock time on 6,900 cores of an Atos/Bull

system equipped with Intel Xeon Platinum 9242 processors.
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2.4. Detection and Tracking of Vortices

In the following, details of the detection and tracking algorithm of convective vortices are introduced. The al-

gorithm is principally designed as in Giersch and Raasch (2023) with minor changes. Here, a more generalized

version is presented that is not explicitly developed for a grid sensitivity study. The algorithm can be split into two

parts. The first part takes care of the detection of vortex centers during the simulation. The second part filters and

combines the detected centers in a post‐processing step, which finally results in dust devil‐like vortices that are

analyzed.

During the simulation, vortex centers are identified via criteria for the modified perturbation pressure π* and

vertical vorticity ζ at or slightly above an altitude of 10 m (e.g., scalar quantities are defined at 10.5 m in R5N1).

The criteria read as follows:

1. A local minimum of π∗ < π∗th = 3 std(π∗) must be given. Its position defines the location of the vortex core.

2. A local extremum of |ζ| > ζth = 5 std(ζ) must be reached, which is located somewhere within a square of

20 × 20 m2 around the π*‐minimum.

The thresholds are based on the standard deviation (std) approach by Nishizawa et al. (2016) and set to

π∗th = 3.4 Pa and ζth = 1.08 s1 in accordance with the Δ = 1 m simulation of Giersch and Raasch (2023). The

square of 20 × 20 m2, which limits the spatial offset of the pressure minimum and vorticity extremum, mimics

typical extents of intense dust devil‐like vortices in the 1 m simulation of Giersch and Raasch (2023). It allows the

maximum absolute values of pressure drop and vorticity to be slightly displaced and also ensures that they belong

to the same vortex center. For each detected center, the core radius Rc is calculated as the distance at which the

tangentially averaged modified perturbation pressure is less than 50% of its peak value at the center for the first

time (see also Giersch & Raasch, 2023; Giersch et al., 2019; Kanak, 2005; Raasch & Franke, 2011). This method

agrees well with empirical and analytical models of dust devils (Lorenz, 2014), where the core radius defined as

above matches the location of the highest tangential velocity.

Regarding the tracking of vortices, the first step is to filter all detected centers when the simulation is finished by

the following three criteria (for an explanation see further below):

A. Vortex centers with core radii Rc larger than 50 m are deleted.

B. Centers are neglected if a stronger center (rated by π*) is found within a radius of 20 m at the same time step in

order to consider the merging of vortices and to omit counting the same vortex structure with several sub‐

centers twice or more.

Second, the remaining vortex centers are sequentially processed to generate so‐called dust devil tracks, having a

certain duration. Centers are assigned to the same track if the following criteria are satisfied:

1. The maximum allowed displacement between two consecutive detections is limited. It is determined by the

larger value of (a) 20 m or (b) the distance calculated by a translation speed of 10 m s1 times the time dif-

ference Δt from the previous detection of the track.

2. The area‐averaged vorticity ζav (in a square of 20 × 20 m2 around the center) must have the same sign.

3. The change in π* and ζav must be less than 10% between two consecutive centers.

4. A new vortex track is initiated if no center, satisfying Criteria 1–3, is found within 3 s of simulated time.

Note, we follow the suggestion of Klose and Shao (2016) and remove all short vortex tracks with a duration of less

than 30 s to increase the comparability of the data with field measurements (short‐lived dust devils are hard to

Table 2

Domain Size and Number of Grid Points for Both Simulated Setupsa

Simulation name Grid spacing Δ in (m) Domain size Lx × Ly × Lz in (m3) Number of grid points

R20N10 20 4,000 × 4,000 × 2,005 200 × 200 × 80

10 4,000 × 4,000 × 240 400 × 400 × 24

R5N1 5 4,000 × 4,000 × 2,248 800 × 800 × 277

1 4,000 × 4,000 × 242 4,000 × 4,000 × 242

aIn the parent domain, vertical grid stretching is applied.
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detect in the field) and to eliminate strong, non‐coherent turbulent fluctuations that do not correspond to fully

developed vortices. The theoretical and technical foundations for the criteria above (A, B, and 1–4) are well

explained in Giersch and Raasch (2023), however, with a special focus on grid sensitivity. For the more

generalized algorithm here, we decoupled the algorithm from its focus on the comparability for different grid

spacings. The maximum core radius of Criterion A is reduced from 100 to 50 m based on a comprehensive

investigation of the data from the R5N1 simulation of Giersch and Raasch (2023). This investigation showed that

more than 99% of the dust devil tracks with lifetimes exceeding 30 s have mean core radii of less than 50 m, and

that the remaining dust devil tracks with mean radii of more than 50 m show only weak intensities, accumulating

at less than 10 Pa (not shown). Thus, we decided to neglect centers with a radius larger than 50 m. Criterion 3 is

extended by the plane‐averaged vorticity to better ensure that two subsequent detections belong to the same vortex

track. Criterion 4 enables gaps in the vortex tracks of up to 3 s that might occur from values of the pressure drop or

vorticity, which are temporarily lower than the absolute values of the applied detection thresholds. For time

intervals of more than 2 s, Criterion 1 allows a larger displacement between two consecutive centers than 20 m

based on the assumed maximum translation speed of 10 m s1, which is a reasonable value in accordance to

measurements (e.g., Murphy et al., 2016).

2.5. Contribution of Dust Devils to the Dust Emission

To estimate the contribution of dust devil‐like vortices to the overall dust release, an area must be defined that

delimits the vortices' dust emission from the background emission. While the core area can be considered as the

visible dust column (e.g., Balme & Greeley, 2006; Luan et al., 2017), the area of the total dust emission by a dust

devil‐like vortex is not necessarily restricted to its core. We follow the approach of Klose and Shao (2016) and

assume that the relevant area for dust emission is equal to a circle of twice the core radius. This ensures that

potentially high dust emission fluxes just outside the core region are also assigned to the emission fluxes by dust

devils. Hereinafter, these circular regions are termed as dust devil flux areas and denoted by σ, that is, σ(n, t)

stands for the flux area of the nth dust devil center of the whole sample Ndds(t) detected at time t. The union of all

individual dust flux areas at t is denoted as

Ω(t) = ∪
Ndds
n σ(n,t). (9)

Thus, Ω(t) accounts for all emission flux relevant areas assigned to dust devils. Areas that are covered by more

than one vortex (overlapping dust devil flux areas) are counted only once. In the following, ω(t) = Ω(t)/D and ωta

describe the instantaneous fractional area covered by dust devils and its time‐averaged value, respectively. The

horizontal domain is denoted as D and spans 4,000 × 4,000 m2.

The instantaneous mass flow rate Ṁ
A

x (t) due to a given mass flux Fx is defined as the mass of lifted dust per unit

time (kg s1). The subscript x = {e, t} refers either to the dust emission flux Fe or the vertical dust transport at

10 m altitude Ft. The instantaneous mass flow rate is calculated via spatial integration of the respective flux over a

certain area A with the surface elements dA:

Ṁ
A

x (t) = ∫
A

Fx(t,x,y) dA. (10)

The total amount of (emitted/transported) dust mass MA
x is calculated by the temporal integration of Ṁ

A

x over the

analysis period ta, that is, from the model's spin‐up time tsu until the end of the simulation ts:

MA
x = ∫ts

tsu

Ṁ
A

x (t) dt = ∫
ta

Ṁ
A

x (t) dt. (11)

Both, Ṁ
A

x (t) andM
A
x can be considered for the nth dust devil (A = σ), for all dust devils (A = Ω), or for the whole

domain (A = D). If the vertical dust transport is considered instead of the emission flux at the surface, we neglect

the negative values of Ft and consider only the positive values of the vertical dust transport. With this restriction,

the values related to Ft can directly be related to the results from field measurements, which consider the positive

vertical dust flux as the product of the concentration and positive vertical velocity (e.g., Metzger et al., 2011;
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Renno et al., 2004). With Ṁ
A

x (t) and MA
x , the contribution by dust devils to the overall dust emission can be

calculated. We distinguish between an instantaneous contribution rx(t), which is calculated via

rx(t) =
Ṁ

Ω

x (t)

Ṁ
D

x (t)
(12)

and a time‐integrated contribution Rx defined as:

Rx =
MΩ

x

MD
x

. (13)

Lastly, we apply the concept of spectral frequency analysis to investigate the spectral distribution of the friction

velocity, as the main simulation parameter for saltation‐induced dust emission. Bins of size 103 m s1 within the

interval from 0 to 3.0 m s1 are chosen. During the analysis period, u*‐values at each grid point of a considered

region are assigned to the corresponding bin. In this way, instantaneous frequency distributions are generated. The

time‐integrated frequency spectra are finally determined by an accumulation of the instantaneous distributions

over the whole simulation time. We calculate both global spectra and dust devil spectra, which show the fre-

quencies of u* over the whole simulated domain D and over the union of all dust devil flux areas Ω, respectively.

3. Results and Discussion

This Section clarifies the question about the contribution of dust devils to the total dust release and transport. For

this purpose, we start with a domain‐wide analysis of the friction velocity because of its large influence on the

simulated surface dust flux. Later on, friction velocities are investigated within the dust devil flux areas. In

Section 3.2, saltation‐induced dust emission is analyzed in the whole simulated domain. This emission will be

found to be caused by large‐scale convective patterns and several exceptionally high dust fluxes associated with

dust devils. Both phenomena are separately studied in Sections 3.3 and 3.4, respectively. Finally, the dust devils'

contribution to the overall dust emission and vertical transport is estimated in Section 3.5.

3.1. Friction Velocities and the Saltation Threshold

Figure 1 illustrates a snapshot of the horizontal cross‐section of the friction velocity for the whole simulation

domain at an arbitrary time step of the simulation. To separate areas with saltation from areas without saltation,

we chose a threshold friction velocity of u∗t = 0.21m s1, corresponding to the sixth saltation size bin of the

AFWA scheme with an effective diameter of 70 μm (see Table 1). This size bin provides the minimum threshold

friction velocity above which saltation of particles is possible and can be considered as AFWA's saltation

threshold.

It can be seen that intermittent saltation occurs frequently during daytime convection. This conflicts with the

opinion that saltation contributes only slightly to the background dust loading and that saltation thresholds are

only exceeded during strong wind events like dust storms (e.g., Klose & Shao, 2016; Klose et al., 2016). In our

simulation, saltation is organized and arranged along large‐scale meandering patterns. These patterns are

comprehensively addressed in Section 3.3 in the context of the dust emission field. The threshold friction velocity

of 0.21 m s1 is exceeded in roughly half of the horizontal area. The temporally averaged area fraction at which

saltation occurs is a
ta
u∗ > u∗t

≈ 52%. In comparison, dust devils, which are visible as small light spots in Figure 1,

occupy a much smaller fraction of the total horizontal area. This temporally averaged fraction is determined as

ωta = 0.16%, utilizing the dust devil flux areas as described in Section 2.5. Combining field observations with the

thermodynamic theory about natural convective as a heat engine (Rennó & Ingersoll, 1996), Koch and

Renno (2005) estimated the fractional area covered by dust devils to be ωobs = 0.003% ± 0.002%, which is even

smaller than ωta . Their fractional area is defined as the region where dust devils are strong enough to produce

saltation through perturbations in surface velocity. Thus, we expect more than 99% of the area where saltation is

present to be outside of dust devils. This shows that saltation‐induced dust emission might not only be important

for the dust release of dust devils but also for the continuous, ambient dust emission during convective conditions.

Local mechanisms such as strong electric fields or the Δp‐effect, which are especially prevalent in dust devils,
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could cause a significant decrease of the threshold friction velocity (Balme & Hagermann, 2006; Esposito

et al., 2016), resulting in even higher dust emissions than simulated (see Section 4). Contrary, for non‐idealized

surfaces, soil crusting can increase the threshold friction velocity by a factor of 2 (Pi & Sharratt, 2019), and soil

moisture can lead to a further increase (Yang et al., 2019). The soil may also not contain abundant sand particles

with diameters of about 70 μm or they may be shielded by larger particles. Consequently, saltation would not be

initiated at a friction velocity of 0.21 m s1 but higher.

Considering the variable values of the saltation threshold for different soils and atmospheric conditions, Table 3

summarizes the temporally averaged area fraction at which a certain friction velocity is exceeded. The value of

u∗t ≈ 0.2m s1 corresponds to the minimum value of Equation 3, u∗t ≈ 0.21m s1 corresponds to the minimum

threshold friction velocity of the AFWA scheme, and u∗t = 0.4m s1 as well as u∗t = 0.6m s1 follow the sug-

gestions of Li et al. (2014) and Ju et al. (2018), respectively, to clearly separate saltation from CTDE.

Under the assumption of a higher friction velocity threshold of u∗t = 0.4m s1 to clearly separate intermittent

saltation from CTDE (e.g., Li et al., 2014), the area occupied by saltation is a
ta
u∗ > u∗t

≈ 1.8%. In this scenario,

roughly 90% (following ωta ) or 99.8% (following ωobs) of the saltation area is found outside dust devils. Here, we

have assumed that saltation is active throughout the whole dust devil flux areas, which is mostly the case.

Otherwise, the fraction of the saltation area outside dust devils (following ωta ) would be even higher. Even for an

area fraction of 1.8%, the ambient saltation might cause a decisive contribution to the total dust emission because

saltation bombardment is considered to produce fluxes an order of magnitude larger than direct entrainment

(Shao, 2008).

Figure 1. Instantaneous horizontal cross‐section of the friction velocity for the whole domain.

Table 3

Temporally‐Averaged Area Fraction a
ta
u∗ > u∗t

at Which a Given Threshold Friction Velocity for Saltation u∗t is Exceeded

u∗t (m s1) 0.2 0.21 0.25 0.3 0.35 0.4 0.5 0.6 0.75 1

a
ta
u∗ > u∗t

(%) 56 52 32 14 5.4 1.8 0.23 0.058 0.018 0.0038
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To investigate the friction velocity distribution in more detail, we carry out a frequency analysis of u* (as

described in Section 2.5). By this analysis, a better understanding of saltation‐induced dust emission in the CBL is

achieved. The results are illustrated in Figure 2. The frequency spectrum follows a Gaussian curve with a mean

value of approximately 0.22 m s1 and a standard deviation of 0.079 m s1. The tail of the distribution extends to

2.59 m s1. Considering the log‐scale distribution from Figure 2b, the frequencies for u* > 1 m s1 are mainly

located within the dust devil flux areas. However, there is a small portion of very high friction velocity counts

which is not assigned to dust devils. This is visible through the slight offset between the global (blue) and the dust

devil spectra (green). The offset is caused by the algorithm for vortex identification (see Section 2.4) and the

definition of the dust devil flux areas (see Section 2.5). It is discussed in detail in Appendix A. We conclude that

almost all strong saltation events are an exclusive feature of dust devils. This would also explain their pronounced

visibility in the field. Outside the dust devils, u* regularly exceeds the saltation threshold of 0.21 m s1. In some

cases, values up to 0.8 m s1 are reached. This once again stresses the important role of saltation for dust emission

in the CBL.We therefore expect that observed dusty plumes, as mentioned by Koch and Renno (2005), are related

to the saltation‐induced dust emission caused by daytime convection and are not solely related to CTDE.

The statistical analysis of all dust devils shows that the instantaneous peak friction velocity (found during the

individual dust devil lifetimes and within the dust devil flux areas σ), has a mean value (averaged over all dust

devil tracks) of 0.89 m s1 and a maximum of 2.59 m s1. Both values are in very good agreement with field

observations by Balme et al. (2003), who derived near‐surface peak friction velocities within 10 dust devils

between 0.9 and 2.4 m s1. The friction velocity, averaged over both the individual dust devil lifetimes and over σ,

has a mean of 0.32 m s1 with a maximum of 1.28 m s1. The relatively low value of 0.32 m s1 is explained by

the pressure threshold |π*| ≥ 3.5 Pa used for the detection of vortex centers (see Section 2.4). If only the most

intense dust devils are considered that would be able to lift a sufficient amount of dust to become visible in nature

(|π*| ≥ 30 Pa, see Lorenz, 2014), the corresponding average value is 0.60 m s1. Apart from dust devils, temporal

and spatial averaging over the analysis period and the remaining regions (D\Ω) lead to a mean friction velocity of

0.21 m s1, which roughly corresponds to the mean value of the Gaussian frequency spectrum discussed above.

This highlights again that dust devils cover only small areas in the simulated domain and that they do not

determine the overall frequency distribution of u* (except the right tail).

Note that the simulated setup considers a homogeneous roughness length of 0.1 m in agreement with Giersch and

Raasch (2023). However, roughness lengths for flat sandy surfaces are generally lower by about one to three

orders of magnitude (Chapman et al., 2017; Kurgansky, 2018). Therefore, our simulations might overestimate the

friction velocity, whose magnitude is controlled by the roughness length. We suggest performing further

Figure 2. Frequency spectra of the friction velocity based on approximately 1012 counts. (a) displays the frequencyN by using

a linear y‐axis, whereas in (b) a logarithmic y‐axis is used. Frequencies of the whole domain (D) are displayed in blue, while

the frequencies within the dust devil flux areas (Ω) are given in green. The vertical orange line marks the saltation threshold

of the Air Force Weather Agency scheme. The red area indicates the interval (0.9 m s1, 2.4 m s1) measured by Balme

et al. (2003).
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simulations to investigate the impact of lower roughness lengths on the simulation results, especially concerning

the friction velocity and how often the saltation threshold is exceeded.

3.2. Saltation‐Based Dust Emission in the CBL

Figure 3 illustrates a domain‐wide horizontal cross‐section of the saltation‐based dust emission flux computed at

the same time as the friction velocities of Figure 1. A comparison of both Figures reveals that the friction velocity

mainly controls the dust emission flux, which is the case in almost every existing emission parameterization,

regardless of the considered emission mechanism (e.g., Kawamura, 1951; Klose et al., 2014; LeGrand et al., 2019;

Loosmore &Hunt, 2000; Shao et al., 2011; Zender et al., 2004). In Figure 3, a very strong dust devil is visible with

a peak pressure drop of about |π*| = 256 Pa. The dust devil is highlighted with the left black rectangle. The right

rectangle marks an area with very strong, large‐scale dust emission that is not connected to any intense vortex.

More detailed illustrations of both areas can be found in Figures 5 and 6a. It can be seen that saltation‐induced dust

emission is organized along cellular, large‐scale patterns distributed all over the domain, similar to the patterns

observed for u*. Because dust emission is directly connected to the flow field, this pattern confirms that the CBL is

determined on a large scale by polygonal convection cells as described in Section 1. Averaged over the analysis

period, the mean dust emission flux over all locations with Fe > 0 and outside of dust devils (AFe > 0\Ω), is

1.06 × 102 mg m2 s1. We will refer to 102 mg m2 s1 as a typical background emission flux. Local peaks

along the large‐scale emission patterns are in the order of 101 to 100 mg m2 s1, corresponding to a friction

velocity of roughly 0.46–0.82 m s1 Figure 3 also shows that the highest dust emission fluxes are limited to very

small areas. These areas can always be assigned to intense dust devils. Instantaneous peak emission fluxes of

intense dust devils reach up to 46.7 mg m2 s1. Therefore, dust devils clearly distinguish themselves from their

surroundings with dust fluxes that are one (101 compared to 102) to three (10 compared to 102) orders of

magnitude larger compared to the typical ambient dust emission.

Note that the application of MOST at the lower boundary is theoretically founded only for horizontally averaged

quantities, but the local application has become standard in most of today's LES codes (Maronga, Banzhaf,

Figure 3. Instantaneous horizontal cross‐section of the saltation‐based dust emission flux. Areas with a vanishing dust flux

are displayed in white. The color scale changes at Fe = 101 mg m2 s1 (as marked by the white line). The left black

rectangle contains the most intense dust devil at this time step and the right rectangle contains a very strong structure of large‐

scale ambient dust emission.
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et al., 2020). However, it is known that the local application of MOST between the surface and the first gird level

causes a systematical overestimation of the averaged wind shear near the surface. Following Maronga, Knigge,

and Raasch (2020), this leads to a systematical underestimation of the surface shear stress and surface friction

velocity. Consequently, the general level of dust emission in the whole domain might be too small. Unfortunately,

no meaningful measurement data exist for the mean background emission in the CBL that would allow a direct

comparison to our values.

3.3. Large‐Scale Convective Dust Emission

The large‐scale patterns of dust emission are closely connected to convective motions of air in the CBL. Figure 4

illustrates both a snapshot of the horizontal cross‐section of the vertical velocity w at 100 m altitude in (a), and the

dust emission field together with w in (b). It is evident that the dust emission bands are located between adjacent

updrafts and downdrafts, where, due to the continuity of the flow, high horizontal velocities occur. Along these

regions of high horizontal velocities, we regularly find friction velocities of up to 0.5 m s1, which is significantly

Figure 5. Instantaneous horizontal cross‐section of the surface dust emission, focusing on the strong large‐scale dust

emission pattern, corresponding to the right rectangle of Figure 3. The red circle depicts the dust devil flux area of a vortex

with |π*| ≥ 10 Pa.

Figure 4. Instantaneous horizontal cross‐sections of the vertical velocity at an altitude of 100 m in combination with detected vortex centers (yellow dots) in (a) and with

the surface dust emission flux in (b). Only centers with |π*| ≥ 10 Pa are considered so that dust devils visible in (b) can be clearly assigned to detections in (a). The

rectangles are the same as in Figure 3.
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above AFWA's saltation threshold of 0.21 m s1. As marked by the right black rectangle, dust fluxes are espe-

cially high when horizontal gradients of the vertical velocity are strong, that is, when regions of strong up‐ and

downdrafts are close to each other.

Figure 5 displays the dust flux for the very pronounced large‐scale emission structure that is highlighted by the right

rectangles in Figures 3 and 4. Due to the high resolution of 1 m, details of this band‐like emission pattern are well

captured, revealing a large variation ofFe from0 tomore than 1mg s1m2 even on short distances. The large‐scale

bands generally extend over several hundred meters and are composed of many, partly parallel, line‐like structures

of high dust emission, which follow the regions of high near‐surface horizontal velocity. These structures are

reminiscent of (elongated) streaks in the surface layer that have often been reported in the literature for the velocity

field (e.g., Asmuth et al., 2021; Leonardi et al., 2004; Moeng & Sullivan, 1994). Analogous patterns of large‐scale

dust emission caused by horizontal winds due to turbulent convectionwere also examined in studies based on direct

aerodynamic entrainment and termed as CTDE events (e.g., Ju et al., 2018; Klose & Shao, 2012; Klose et al., 2014;

Li et al., 2014). However, the parameterization of CTDE usually assumes the absence of saltation and, conse-

quently, that the respective dust emission is solely governed by direct aerodynamic entrainment. In contrast, our

study reveals for the first time that convective motions of air can cause significant intermittent saltation on a large

scale. Therefore, saltation should be considered in future CTDE studies. It might be decisive for the overall daytime

ambient dust emission in arid and semi‐arid regions. The consideration of large‐scale convective dust emissions in

the calculation of total global dust emissions could also potentially reduce its existing uncertainties. Note that the

AFWA dust emission scheme is based on the assumption of quasi‐stationary saltation, which may not always be

applicable to these large‐scale patterns. As this study reports these large‐scale emission patterns for the first time,

further research on the corresponding dust fluxes and suitable parameterizations is required.

3.4. Dust Fluxes and Concentrations Within Dust Devils

Similar to the large‐scale dust emission patterns, dust devils are closely connected to the convective motions in the

CBL. Figure 4a illustrates the locations of detected dust devil centers, exceeding |π*| ≥ 10 Pa at that time. We

Figure 6. Instantaneous horizontal cross‐sections of the surface dust emission flux for the four most intense dust devils at the

time of their pressure minima. The red circles indicate the dust devil flux area (sphere with a radius of two times the core

radius).
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excluded weaker detections (3.5 Pa < |π*| < 10 Pa) from the illustration to make sure that the detected vortex

centers do not overlap and are visually distinguishable from each other. For illustrations including all dust devil

centers at a specific time, the reader is referred to Giersch and Raasch (2023). By comparing Figures 4a and 4b, we

find a high correlation between large local emission fluxes (cyan color) and relatively strong vertical vortices in

terms of the pressure drop (yellow dots). In addition, vortices are exclusively found at or very close to the updraft

regions of the cellular pattern, which is in agreement with previous findings (e.g., Giersch et al., 2019;

Kanak, 2005; Raasch & Franke, 2011). The reason is that dust devil‐like vortices require strong updrafts and

sufficient wind shear for their genesis and maintenance. As stated by Willis and Deardorff (1979) and Raasch and

Franke (2011) both requirements are fulfilled at the vertices and branches of the convective cells. Although large‐

scale dust emission bands might enclose weaker dust devils, very intense ones show a clear spatial offset from

these bands. The large‐scale emission mainly occurs directly adjacent to the updraft regions, while dust devils are

preferentially located within them. The mean value and standard deviation of the area fraction occupied by dust

devils is ωta = 0.164 ± 0.039%. As already noted in Section 3.1, this value exceeds previous estimates based on

field observations and thermodynamics by at least one order of magnitude. For example, Koch and Renno (2005)

estimated the fractional area covered by dust devils to be ωobs = 0.003% ± 0.002%. An extensive statistical

analysis by Lorenz and Jackson (2016) showed area fractions between 3 × 104 and 4 × 106. The discrepancy to

our simulation results is explained as follows: First, it is difficult to obtain good statistics on the occurrence of dust

devils during field observations because only very intense dust devils are easily visible. Instead, our simulations

capture the whole range of convective vortices, which agrees with the result of significantly higher detection rates

in LES compared to observations (Lorenz & Jackson, 2016). Second, the area assigned to a given dust devil is not

consistently defined (Klose & Shao, 2016; Koch & Renno, 2005; Lorenz & Jackson, 2016; Lorenz et al., 2021).

We recommend to revisit the definition of the dust devil flux area in future studies. Consequences of this defi-

nition are addressed in Appendix A.

Figure 6 displays snapshots of horizontal cross‐sections of the surface dust emission flux for the four strongest

dust devils. Vortex B features the highest pressure drop of almost 280 Pa. Instantaneous peak fluxes in the order of

10 mg m2 s1 at or very close to the vortex center are typical. In addition, it can be seen that the calculated dust

devil flux areas capture the highest dust emission fluxes reasonably well. Note that the most intense dust devil in

terms of the absolute pressure drop does not necessarily cause the highest dust emission fluxes. Instead, the

highest flux is caused by a rather concentrated vortex with a core pressure drop of roughly 150 Pa and a well‐

developed central downdraft (not shown). We therefore speculate that other factors beside the vortex's in-

tensity, like the strength of the central downdraft and the radius, result in particularly high near‐surface horizontal

velocities and, consequently, dust emission fluxes. If only intense dust devils are considered that would probably

be visible in nature (|π*| ≥ 30 Pa, see Lorenz, 2014), we found typical peak dust emission fluxes during the

vortices' lifetimes between 7.80 × 101 and 46.7 mgm2 s1. Thus, our peak dust emission fluxes exceed the LES

results from Klose and Shao (2016) by 1–2 orders of magnitude. They determined peak fluxes in the order of 103

to 100 mg m2 s1. In laboratory experiments, Neakrase and Greeley (2010) determined sediment fluxes in the

range of 4 × 100–108 mg m2 s1. Our peak values fit into this interval, but are much closer to the lower end than

the upper end. The fluxes from the laboratory represent the bulk ranges including all sediment types (dust and

sand‐sized particles). The experiments further guaranteed that sufficient surface material was available for a

continuous particle lifting. In addition, Neakrase and Greeley (2010) conducted their terrestrial experiments with

steady horizontal wind speeds of up to 10 m s1 and pressure drops of up to 10 hPa (1% of the Earth's ambient

pressure of 1,000 hPa), which corresponds to very intense dust devils only. All this might have caused the large

upper limit of 108 mg m2 s1. Focusing on dust‐sized particles, Neakrase and Greeley (2010) determined the

relationship 5.68× 106|π*|2.24 for calculating the flux. Assuming a typical pressure drop of 100 Pa for our intense

dust devils, this relationship results in a dust flux of 105 mg m2 s1, which is still several orders of magnitude

larger than our maximum values. Metzger (1999) measured sediment fluxes of approximately 6 × 102–

5 × 103 mg m2 s1 in the field. Because these fluxes were determined for mixed sediment, including both sand

and dust‐sized particles, Metzger's flux estimates can be interpreted as an upper bound for our dust fluxes. Newer

measurements by Metzger et al. (2011) indicate dust fluxes of 100–102 mg m2 s1, which shows again that

Neakrase's lower limit of 4 × 100 mg m2 s1 from the laboratory and, thus, our determined fluxes are much more

realistic. Averaged over all detected dust devils, the lifetime‐ and spatially‐averaged (over σ) dust emission flux is

9.35 × 102 mg m2 s1. If we apply the same averaging to the most intense dust devils that would probably be

visible in nature (|π*| ≥ 30 Pa, see Lorenz, 2014), the corresponding mean value is 5.90 × 101 mg m2 s1.

Journal of Geophysical Research: Atmospheres 10.1029/2023JD040058

KLAMT ET AL. 16 of 28

 2
1

6
9

8
9

9
6

, 2
0
2

4
, 7

, D
o

w
n

lo
ad

ed
 fro

m
 h

ttp
s://ag

u
p
u

b
s.o

n
lin

elib
rary

.w
iley

.co
m

/d
o

i/1
0
.1

0
2

9
/2

0
2

3
JD

0
4
0

0
5

8
 b

y
 T

ech
n

isch
e In

fo
rm

atio
n

sb
ib

lio
t, W

iley
 O

n
lin

e L
ib

rary
 o

n
 [0

3
/0

4
/2

0
2

4
]. S

ee th
e T

erm
s an

d
 C

o
n

d
itio

n
s (h

ttp
s://o

n
lin

elib
rary

.w
iley

.co
m

/term
s-an

d
-co

n
d

itio
n

s) o
n

 W
iley

 O
n
lin

e L
ib

rary
 fo

r ru
les o

f u
se; O

A
 articles are g

o
v

ern
ed

 b
y

 th
e ap

p
licab

le C
reativ

e C
o
m

m
o
n

s L
icen

se

6.2 Research Article 161



Figure 7a displays the positive vertical dust transport of Vortex A at 10 m height for the same time as in Figure 6a.

A comparison of the dust transport and surface dust emission reveals that the area of Ft > 1 mg m2 s1 is

significantly smaller compared to the area with Fe > 1 mg m2 s1. The peak value of vortex A is

Ft = 118.3 mg m2 s1, which is almost seven times the corresponding peak flux of Fe = 17.6 mg m2 s1.

Averaged over its dust flux area σ, vortex A has an instantaneous mean vertical dust transport of

F
σ

t = 14.7mgm2 s1, which is again roughly four times larger than the mean dust emission flux of

F
σ

e = 4.0mgm2. These observations highlight that Fe and Ft are not directly comparable in terms of amplitude

and shape and that observed dust fluxes by dust devils are significantly influenced by the considered height.

The large discrepancy between Fe and Ft is further confirmed by a more profound statistical analysis. Averaged

over the domain and analysis period, Ft has a mean value of 1.25 × 102 mg m2 s1, which is twice the mean of

Fe = 5.77 × 103 mg m2 s1. Averaged over all dust devils and their lifetimes, the spatially‐averaged (over σ)

value of Ft is 4.69 × 101 mg m2 s1. This is five times the corresponding value of Fe= 9.35 × 102 mg m2 s1.

Applying the same averaging procedure to the peak value within σ, we derive a dust transport of

2.77 × 100 mg m2 s1, which is about 35% more than the corresponding value for Fe = 2.06 × 100 mg m2 s1.

The total maxima of Ft = 1.61 × 102 mg m2 s1 and Fe = 46.7 mg m2 s1 differ by a factor of three.

The vertical structure of the dust column, which is, based on field observations, defined as the visible column of a

dust devil (e.g., Balme & Greeley, 2006; Luan et al., 2017), can be related to the dust concentration field in

numerical setups. Figure 7b shows an instantaneous yz‐cross‐section of the dust mass concentration through the

center of vortex A. The results support the findings of Morton (1966) and Hess and Spillane (1990) that the

observed maximum height to maximum width ratio is of order 10 for a wide range of sizes. For vortex A, the

width in terms of the diameter is about 5–10 m, which would suggest a (visible) height of 50–100 m. We also find

that the dust concentration field significantly tapers from the surface to a height of a few meters (3.5 m for vortex

A), where the minimum horizontal extent is reached. This height interval is called Region I in the following. The

contraction of the dust column in the first meters above ground agrees well with the observation of a near‐surface

radial inflow of dust particles (e.g., see Balme & Greeley, 2006; Sinclair, 1966). Above this first region, the dust

column is sharply confined with a small, almost constant radius (depicted by Region II). For intense dust devils,

Region II usually reaches heights between 10 and 50 m (approximately 17.5 m for vortex A), that is, it includes the

detection height of 10 m, where the previously mentioned transports Ft were evaluated. Above Region II, the

horizontal extent of the concentration field slightly increase and the dust devils begin to blur. We term this area as

Region III. At a certain height, the dust column is fully blurred and the horizontal extension of the visible column

would be almost constant (if visible at all). We depict this height interval by Region IV, which often extends

beyond elevations of 100 m and can potentially reach the top of the boundary layer. Thus, Figure 7 only captures

the lowermost part of this region. The blurring effect agrees well with observations of Renno et al. (2004), who

stated that dust devils at 100 m above the surface have no clear core but rather a uniform dust content. All in all,

the previously defined regions match well with those established by Sinclair (1966) and revisited by Murphy

Figure 7. (a) Instantaneous horizontal cross‐section of the (positive) vertical dust transport at 10 m height around Vortex A.

The red circle depicts the dust devil flux area. The blue dotted line marks the location of the vertical cross‐section (yz‐plane)

of the dust mass concentration field in (b). The orange dashed lines separate different height intervals (see text).
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et al. (2016): Region 1 describes the near‐surface, radial inflow zone that is

heavily particle‐loaded and often has a v‐shaped form. Region 2, at an in-

termediate height, is characterized by strong rotation and uplift. It includes the

near‐vertical column of rotating dust. In the upper‐most Region 3, the

structure dissipates, that is, the rotation decays and the dust devil “fades” into

the ambient atmosphere. Our classification can be regarded as an extension of

these three regions by a fourth one as explained above.

The tapering from Region I to II is also visible in the flux fields. As previously

mentioned, the area of high dust fluxes is significant narrower for Ft than for

Fe. Due to continuity of the mass flow, the narrowing of the area of dust fluxes

causes the fluxes to increase significantly, which is why Ft is larger for any

statistical measure that we have calculated above. Table 4 shows the peak

fluxes at different altitudes for the four strongest dust devils. Within the first

20 m, fluxes for each dust devil vary up to one order of magnitude. Partic-

ularly the lowest four m show a significant increase. For example, the vertical

dust transport of Vortex A increases by a factor of two from 1 to 2 m altitude.

Therefore, the height at which the dust flux is determined is critical for both

numerical simulations and field observations. This conclusion is also true for

the σ‐averaged fluxes (not shown). We strongly recommend to use a uniform

height in future studies. Note, values referring to an altitude above 10 mmight

not be located in the dust devil flux areas due to the commonly observed

tilting of dust devils (e.g., Kaimal & Businger, 1970).

Lastly, we want to address the influence of dust devils on the dust concen-

tration within the boundary layer. The vertical dust transport by intense dust

devils is visible even at altitudes of several hundred meters. Figure 8 illus-

trates a xz‐cross‐section of the concentration field averaged along the y‐direction. Through the entire vertical

extent of the child domain (240 m), the most intense dust devil‐like vortices cause a significant increase of the y‐

averaged concentration compared to the ambient value. This stresses the important role of dust devils for the dust

transport into higher heights.

A statistical analysis of the dust mass concentration at the detection height of 10.5 m shows that if only intense and

visible dust devils are considered (|π*| ≥ 30 Pa, see Lorenz, 2014), the mean value (over all detected dust devils)

of the instantaneous peak dust mass concentration within σ and during the vortex lifetime is 8.92 × 101 mg m3.

The total maximum is 16.2 mgm3. The mean value (over all dust devils) of the temporally and spatially averaged

dust mass concentration (over the individual lifetimes and σ) is 6.02 × 101 mg m3. Due to different definitions

of the dust column diameter utilized in field measurement and the dust devil flux areas in simulations, mean

concentrations can hardly be compared with observational data. We limit the comparison to the observed peak

values. Table 5 summarizes the peak dust mass concentrations within the first 9.5 m of the four strongest dust

devils.

Table 4

Peak Values of Fe and Ft Around the Four Strongest Dust Devils at Different

Altitudesa

Altitude (m) Vortex A Vortex B Vortex C Vortex D

0 17.6 13.2 17.5 11.1

1 40.3 36.9 65 37.2

2 72.5 65.3 113 66.2

3 95.8 85.9 146 88.2

4 110 99.7 168 105

5 119 112 180 116

6 122 121 182 122

8 122 130 168 118

10 118 138 134 113

20 44.5 68.3 44.9 29.6

40 25.6 13.6 9.84 9.42

60 13.8 10.1 8.3 12.6

80 12.3 4.32 6.97 10.8

100 6.26 4.21 9.76 20.2

aValues are given for an area of 150 × 150 m2 at the time where the vortices

reach their maximum intensity. The height of 0 m refers to Fe. All other

heights show the vertical transports as defined in Section 2.2. Fluxes are

given in mg m2 s1.

Figure 8. Vertical xz‐cross‐section of the dust mass concentration at 5,812 s, averaged over the whole domain length Ly
perpendicular to the cross‐section. Positions of the strongest vortices with |π*| > 30 Pa are marked by the red arrows.
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Simulated peak dust concentrations decrease with altitude, and the highest

values are always found at the first grid level. In contrast to Klose and

Shao (2016), who determined a mass concentration of 103–100 mg m3 at an

altitude of 2 m, our dust devils show values between 11.3 and 15.3 mg m3,

respectively. Thus, our values are closer to the measurements of Metzger

et al. (2011), who determined PM10 peaks between 1.3 and 162.0 mg m3 for

21 dust devils in altitudes of 1.14–4.5 m. Renno et al. (2004) measured mass

concentrations inside strong dust devils and dusty plumes of 100 mg m3.

However, they did not consider the grain‐size distribution of the lifted ma-

terial. As the dust mass contributes about 10% to the total suspended particles

(Metzger et al., 2011), our values are again in very good agreement. Note,

because the dust emission flux Fe controls c at the surface and vortex A–D do

not cause the simulation's peak dust emission fluxes, we expect the simula-

tion's concentration peaks at 2 m to be even higher.

3.5. Contribution by Dust Devils

Figures 9a and 9b illustrate the instantaneous dust mass flow rates defined in Section 2.5. Both the mass flow rates

caused by the dust emission flux and by the vertical dust transport at 10 m height are shown, each for the union of

all dust devil flux areas and for the total domain. The instantaneous contribution by all dust devils is also displayed

in (c) and (d). A statistical summary of the different mass flow rates and the corresponding contribution of dust

devils to these rates is given in Table 6. According to our knowledge, this table provides the most precise and

extensive overview of saltation‐induced dust mass flow rates and total emitted/transported dust masses in the

CBL to date.

The dust emission flux of the total domain fluctuates around 100 g s1 and is approximately 20 times larger than

the dust emission flux caused by all dust devils (Figure 9a). Therefore, the (regional) contribution of dust devils to

the total dust release amounts to an average of 5%, with instantaneous fluctuations approximately between 1 and

15% (Figure 9c). Note that it remains unclear whether the AFWA dust emission scheme is well‐suited for the

ambient dust emission flux along the large‐scale patterns. AFWA assumes quasi‐stationary saltation, which might

not always be satisfied along the patterns. In addition, the assumed roughness length of 0.1 mmight cause too high

friction velocities for flat sandy surfaces and, hence, too high values for the ambient dust emission. Considering a

possible overestimation of ambient dust emission and the potential to improve the considered region which are

relevant for dust emission by dust devils (see Appendix A), the contribution could increase further. A contribution

of 5% is significantly less than previous regional estimates of about 30%–50% that were based on observational

data and/or large‐scale modeling (Han et al., 2016; Pan et al., 2021; Tang et al., 2018), but it is significantly higher

Table 5

Peak Values of the Dust Mass Concentration c Around the Four Strongest

Dust Devils at Different Altitudesa

Vortex

Altitude

0.5 m 1.5 m 2.0 m 2.5 m 3.5 m 4.5 m 5.5 m 7.5 m 9.5 m

A 13.3 12.2 11.6 11.0 10.1 9.30 8.69 7.92 7.12

B 13.5 12.2 11.7 11.2 10.6 10.0 9.26 8.54 7.97

C 17.6 16.0 15.3 14.6 13.5 12.8 12.2 11.5 11.0

D 12.3 11.6 11.3 10.9 10.2 9.60 9.09 8.02 7.58

aValues are given for an area of 150 × 150 m2 at the time where the vortices

reach their maximum intensity. Concentrations are given in mg m3. The

values at 2.0 m altitude are linearly interpolated from the adjacent grid levels.

Figure 9. Instantaneous dust mass flow rates caused by (a) the dust emission flux Ṁe and by (b) the positive vertical dust transport Ṁt, each for the union of all dust devil

flux areasΩ and for the total domain D. Instantaneous and time‐averaged contribution of the dust devils to (c) the total emission flux re and (d) the positive vertical dust

transport rt. The areas shaded in light green represent the intervals of ± the standard deviation.
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than the only existing estimate based on LES (0.03%–0.19% for Australia,

Klose & Shao, 2016). Reasons for these deviations are diverse. First, the

studies of Han et al. (2016), Tang et al. (2018), and Pan et al. (2021) assumed

that the total amount of lifted dust aerosols is caused by dust storms, dust

devils and dusty plumes. Thus, they completely neglected the background

dust emission during daytime convection, which we found to be a main dust

emission source but is most likely invisible in the field. Second, all three

studies utilized an emission flux of 7.0 × 102 mg m2 s1, as suggested by

Koch and Renno (2005). This value is one order of magnitude larger than our

highest dust emission flux of 46.7 mg m2 s1, probably because they did not

differentiate between dust and sand‐sized particles and simply considered all

lifted particles as dust. Regarding the fact that roughly 90% (Metzger

et al., 2011) to 99% (Raack et al., 2018) of the lifted material is larger than

dust‐size, Koch and Renno's value is roughly one order of magnitude too large

if it is applied to describe dust fluxes. Third, Klose and Shao (2016) determined a mean dust flux based on a 10 m

resolution LES. This is too coarse to generate dust devils of observed intensity (see Appendix B). Therefore, they

underestimated the dust fluxes. Moreover, their dust emission scheme is not based on saltation, which is active in

dust devils and the dominant dust emission process (Shao, 2008). Both explain their low estimate of contribution

compared to our results.

As indicated by Table 6, the dust transport values at 10 m height and the contributions by dust devils to these

transports are similar compared to Ṁe. However, during the simulation, a significant accumulation of dust in the

atmosphere can be observed. At 10.5 m altitude the domain‐averaged concentration increases from

1.82 × 102 mg m3 at 2,700 s to 5.96 × 102 mg m3 at 14,400 s. This is caused by the net dust surface flux

which remains positive because total emission exceeds deposition for the simulated period. Consequently, the

(positive) vertical dust transport outside dust devils is enhanced on average because it scales with the concen-

tration c (see Equation 6). This enhancement finally causes a continuous increase of Ṁ
D

t , as visible in Figure 9b.

Dust devils, however, are not that affected by the background dust concentration increase (see Ṁ
Ω

t in Figure 9b).

Their dust content is mostly governed by the local dust emission rather than the advection of ambient dust (e.g.,

Gu et al., 2006; Zhao et al., 2004). This in combination with the enhanced vertical dust transport outside dust

devils results in an overall negative trend of the dust devils' contribution to the total positive vertical transport with

simulated time (see Figure 9d). We observe that the mean contribution averaged over 1 hr is 5.71% and 3.57% for

the first and last hour of the analysis period, respectively. For that reason, conclusions regarding the contribution

of dust devils to the total vertical dust transport crucially depend on the background concentration of atmospheric

dust. For future studies, we suggest to either analyze both positive and negative transports at certain altitudes or to

follow a quadrant analysis approach that focuses on the turbulent transports as a deviation from the mean (Y.

Zhang et al., 2018). Note, the calculation of the dust devil flux areas is a critical step for the determination of the

contribution of dust devils to the total dust emission and transport. Therefore, we address this issue in Appendix A

in more detail.

4. Summary and Conclusion

In this study, saltation‐induced dust emission fluxes in the dry atmospheric CBL were simulated, focusing on

terrestrial dust devil‐like vortices. The local and regional contribution of dust devils to the overall dust release of

PM10 particles was estimated, which might have strong consequences for the consideration of dust devils in the

dust budget of the climate system (Klose et al., 2016).

The numerical simulations were performed with the PALMmodel system, utilizing the LES approach. The model

core was extended with a dust physics scheme to consider the emission, passive advection, gravitational settling,

and dry deposition of dust. With the help of PALM's nesting technique, very high resolution LES were performed.

For the first time, grid spacings down to the meter scale were used to simulate the saltation‐induced dust emission

in a simultaneously large domain of about 4 × 4 × 2 km3. Such grid spacings follow the resolution guidelines of

Giersch and Raasch (2023) for simulating dust devils in the CBL. So far, similar studies (e.g., Ito et al., 2010;

Klose & Shao, 2016) have used too coarse grid spacings of 10 m or more and have not applied a dust emission

Table 6

Statistics of the Mass Flow Rates and the Corresponding Contribution of

Dust Devilsa

Min Max Mean Std Integrated

Ṁ
Ω

e g s1 0.76 15.9 4.67 1.69 MΩ
e (kg) 53.6

Ṁ
D

e g s1 75.6 120 92.3 8.69 MD
e (kg) 1,080

Ṁ
Ω

t g s1 1.91 24.7 8.40 2.75 MΩ
t (kg) 96.4

Ṁ
D

t g s1 110 259 200 39 MD
t (kg) 2,340

re (%) 0.85 13.6 5.05 1.71 Re (%) 4.97

rt (%) 1.27 12.6 4.33 1.61 Rt (%) 4.11

aNotation as in Figure 9.
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parameterization based on saltation bombardment, which is one of the key processes for the release of soil

particles into the atmosphere (Shao, 2008).

The simulated friction velocity, as the main simulation parameter that controls saltation and, consequently, dust

entrainment into the atmosphere, agrees well with measurements. Balme et al. (2003) derived peak near‐surface

friction velocities in dust devils of 0.9–2.4 m s1. We showed that peak values of up to 2.59 m s1 can occur.

Typical maxima of the friction velocity during the vortices' lifetimes amounted to 0.89 m s1. However, the

threshold friction velocity above which saltation can occur is much more often exceeded outside dust devils.

Assuming a threshold of 0.21 m s1, we showed that more than 99% of the area where saltation was present was

not covered by dust devils. This relatively high proportion could partly be caused by the friction velocity assumed

in the simulation, which is rather at the upper limit for typical desert‐like conditions.

The simulated dust emission fluxes of dust devils fit very well to the most extensive terrestrial field measurements

of dust fluxes to date, which indicated values in the range of 100–102 mg m2 s1. Our fluxes were simulated in a

range between 101 and 10 mg m2 s1, while in the surroundings mean emission fluxes of 102 mg m2 s1

occurred. Thus, the local contribution of dust devils to the dust release can be significant but also varies strongly,

which is in agreement with the conclusions of Klose et al. (2016). The maximum flux of 46.7 mg m2 s1 was

caused by a dust devil with an instantaneous pressure drop of approximately 150 Pa and a maximum tangential

wind velocity of 7.4 m s1. Averaged over all dust devils, the mean dust emission maxima during the vortices'

lifetimes amounted to 2.06 mg m2 s1 and the temporally as well as spatially averaged (over the lifetime and the

horizontal vortex sphere) dust emission fluxes showed a mean value of 9.35 × 102 mg m2 s1. To the best

knowledge of the authors, this was the first comprehensive statistical evaluation of dust emission fluxes by dust

devils. Moreover, the values above indicate that previous LES studies significantly underestimated dust fluxes of

dust devils, like the study from Klose and Shao (2016) (103–100 mg m2 s1) or Ito et al. (2010) (103–

101 mg m2 s1). For future studies that rely on dust fluxes by dust devils, we suggest to use the value of

5.90 × 101 mg m2 s1 as the typical dust emission flux for intense dust devil‐like vortices that would also be

visible in the field. This value corresponds to the mean temporal and spatial average (over the vortex lifetime and

horizontal sphere) of all detected dust devils with |π*| ≥ 30 Pa and a minimum duration of 30 s.

Finally, we estimated the mean contribution of dust devils to the total dust emission for desert‐like regions on

Earth to be approximately 5%. This is much less than previous estimates from regional studies for North Africa

(38%; Pan et al., 2021), Western China (53% including dusty plumes; Han et al., 2016), or East Asia (30,4%; Tang

et al., 2018), but much larger than the estimate of Klose and Shao (2016) for Australia (0.03%–0.19%). The

resolution in numerical simulations and the considered dust emission phenomena in the individual studies are the

main uncertainty factors that cause this variety. The rather low contribution in our case could be attributed to

large‐scale patterns of relatively strong dust emission, which are tightly connected to the cellular convection

pattern of the CBL and dominate the overall dust release. As we did not investigate cases with prescribed

background winds caused by, for example, dust storms triggered by synoptic lows, the simulated ambient dust

emission might be underestimated. Similarly, the consideration of direct aerodynamic entrainment as a further

dust emission process might also enhance the ambient dust emission. Both background winds and the inclusion of

direct aerodynamic entrainment could reduce the relative contribution of dust devils to the overall dust release. On

the other hand, our setup utilized a roughness length of 0.1 m, which is relatively high for desert‐like conditions.

Consequently, the resulting ambient friction velocity and, hence, the background dust emissions might be

overestimated, potentially resulting in a higher relative contribution of dust devils.

In future work, all relevant dust release processes should be implemented into the simulation. Apart from the

saltation‐based emission, this includes aggregate disintegration and direct aerodynamic entrainment (Shao, 2008).

More advanced environmental conditions should also be incorporated. Especially effects of surface properties,

heterogeneities, and background winds on dust emission and transport need to be investigated because these

parameters strongly influence the simulated intensity of dust devils (Giersch et al., 2019) and the ambient dust

emission. Besides, the consideration of the so‐called Δp‐effect (Balme & Hagermann, 2006) and electrical fields

(Esposito et al., 2016; Franzese et al., 2018; Kok & Renno, 2006) in dust devils could significantly modify the

simulated dust fluxes. Amore technical study about the dust emission area attributed to dust devils is also missing.

We followed the procedure by Klose and Shao (2016) to define this area as a circle of twice the core radius.

However, there is neither a theoretical foundation for this approach nor measurements or simulations that support

the application of such a circle. Therefore, we highly recommend to investigate the emission area relevant for dust

Journal of Geophysical Research: Atmospheres 10.1029/2023JD040058

KLAMT ET AL. 21 of 28

 2
1

6
9

8
9

9
6

, 2
0
2

4
, 7

, D
o

w
n

lo
ad

ed
 fro

m
 h

ttp
s://ag

u
p
u

b
s.o

n
lin

elib
rary

.w
iley

.co
m

/d
o

i/1
0
.1

0
2

9
/2

0
2

3
JD

0
4
0

0
5

8
 b

y
 T

ech
n

isch
e In

fo
rm

atio
n

sb
ib

lio
t, W

iley
 O

n
lin

e L
ib

rary
 o

n
 [0

3
/0

4
/2

0
2

4
]. S

ee th
e T

erm
s an

d
 C

o
n

d
itio

n
s (h

ttp
s://o

n
lin

elib
rary

.w
iley

.co
m

/term
s-an

d
-co

n
d

itio
n

s) o
n

 W
iley

 O
n
lin

e L
ib

rary
 fo

r ru
les o

f u
se; O

A
 articles are g

o
v

ern
ed

 b
y

 th
e ap

p
licab

le C
reativ

e C
o
m

m
o
n

s L
icen

se

166 6 Saltation-Induced Dust Emission of Dust Devils



devils for different vortex features in more detail because it significantly determines the emission contribution by

dust devils.

Appendix A: Emission Region of Dust Devils

The dust devil flux area, as the relevant area for dust emission, is a critical quantity, especially for deter-

mining the fractional area covered by dust devils, their spatially averaged dust fluxes and concentrations, and

the contribution of dust devils to the overall dust release and transport. In this study, we follow the approach

of Klose and Shao (2016) and choose a circle of twice the core radius as the area that is considered for dust

emission. This way, most of the very high dust emission fluxes above 101 mg m2 s1 are well‐captured,

which can be seen in Figure 6. However, for some very intense dust devils, small areas just outside the dust

devil flux areas with emission fluxes exceeding 101 mg m2 s1 are not captured. Moreover, we observe

narrow bands with relatively high fluxes, protruding from the central region (e.g., the third dust devil of

Figure 6). These bands are also not captured by the circular area. They were first reported by Giersch and

Raasch (2023) for the pressure and velocity field and are referred to as dust devil tails. Our results indicate

that they are also present in the dust emission and concentration fields of some particularly strong dust

devils.

The method to determine the radius that is needed to calculate the dust devil flux area might also be improved for

the near‐surface region of dust devils. In previous LES studies, this (core) radius was estimated as the distance at

which the tangentially averaged modified perturbation pressure is less than 50% of its peak value at the center for

the first time (e.g., Giersch et al., 2019; Kanak, 2005; Raasch & Franke, 2011). This method agrees well with

empirical and analytical models of dust devils, where the core radius is defined at the same location as the highest

tangential velocity (Lorenz, 2014), which is why we also follow this approach. However, our core radius is

determined at the vortex detection height of 10.5 m but the dust devil flux area that is calculated based on this

radius is defined at the surface. Our results suggest that the calculation of the core radius is well suited for the

vertical region 2 of intense dust devils (see Section 3.4), which contains the near‐vertical column of rotating dust.

However, the lowest vertical region of dust devils, which is the near‐surface, radial inflow zone and crucial for

dust emission, might require a different approach because it shows completely different flow features. Further

research is required, whether the extent of the near‐surface inflow zone can be directly related to the core radius of

the vertical column above.

Overall, the calculation of the dust devil flux areas might be optimized in future studies. We suggest the

development of an algorithm that directly refers to the surface dust fluxes around the center rather being based on

the pressure field at a height close to the surface.

Appendix B: Grid Resolution Dependence

Results from LES of dust devils vary significantly for different grid resolution (Giersch & Raasch, 2023). In order

to better classify the results of Klose and Shao (2016), the only LES study that systematically determined dust

fluxes from dust devils before our investigations, we investigate the grid sensitivity of the friction velocity and the

dust emission flux for grid spacings ranging from Δ = 10 m, as utilized by Klose and Shao (2016), to Δ = 1 m, as

recommended for quantitative studies by Giersch and Raasch (2023). We analyze the friction velocity because it

is a major parameter of almost every dust emission parameterization. Figure B1 illustrates the global frequency

spectra of u* for different resolutions, utilizing a linear (left) and logarithmic scale (right) on the y‐axis. Note that

the total frequency increases with higher resolutions because the number of surface grid points and the number of

time steps increase by orders of magnitude.

For all resolutions, the frequency spectra follow a Gaussian‐like distribution, as can be seen in Figure B1a. The

mean values and standard deviations of this Gaussian‐like spectra are given by 0.209 ± 0.068, 0.210 ± 0.071,

0.214 ± 0.074, and 0.218 ± 0.079 m s1 for the 10, 5, 2.5, and 1 m resolution, respectively. Thus, the means and

standard deviations show no significant grid sensitivity and only a minor increase with higher resolution. In

contrast, the tail of large values of the Gaussian distribution is strongly effected by the grid (Figure B1b). Peak

values of u*, which are exclusively found inside the dust devil flux areas, are given by 0.69, 0.94, 1.42, and

2.59 m s1 for the 10, 5, 2.5, and 1 m resolution, respectively. In field observations of Balme et al. (2003),

maximum near‐surface friction velocities were measured in the interval of (0.9 m s1, 2.4 m s1). Thus, the 1 m
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simulation performs best in replicating the entire range of observed peak values. Similarly, the 2.5 m simulation

produces peak friction velocities within the observed range, albeit primarily toward the lower end. Coarser

resolutions than 2.5 m significantly underestimate the peak values. Particularly the resolution of 10 m, as applied

by Klose and Shao (2016), underestimates the maximum observed friction velocities by a factor of about 3.5 (2.4/

0.69). We assume that the significantly lower values for the coarser resolutions are cause by the reduced peak dust

devil intensities with increasing grid spacing, as discussed in Giersch and Raasch (2023). Overall, the above

findings confirm the grid requirements of Giersch and Raasch (2023) to use a resolution on the meter scale if

quantitative dust devil analysis shall be performed with LES.

Figure B1. Frequency distribution of the simulated friction velocity u* for a resolution of 10, 5, 2.5, and 1 m. Graphs (a), (c), (e), and (g) show the frequency N with a

linear scale, while (b), (d), (f), and (h) utilize a logarithmic scale. For the vertically nested simulations, that is, P20N10 (Δ = 10 m) and R5N1 (Δ = 1 m), only the high‐

resolution inner nest is considered. The orange line marks AFWA's saltation threshold of u∗t = 0.21 m s1. The red area indicates the interval (0.9 m s1, 2.4 m s1)

measured by Balme et al. (2003).

Figure B2. Friction velocity (left) and dust emission flux (right) within a square of 150 × 150 m2 around the two strongest dust devil centers observed in P20N10 and

R5N1. The black (red) circles indicate the dust devil flux area defined as a sphere with a radius of two times the core radius.
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The resolution dependence of the highest values of the friction velocities has far‐reaching consequences for the

simulated dust emission of the most intense dust devils. To illustrate this, we compared the two strongest dust

devils of R5N1 (|π∗A| = 256 Pa and |π∗B| = 279 Pa) with the two strongest dust devils of R20N10 (|π∗a| = 46.7 Pa

and |π∗b| = 44.3 Pa). Figure B2 shows the friction velocity fields (left) and the dust emission flux fields (right)

in a square of 150 × 150 m2 around these dust devils when they reached their peak pressure drops. First, it can

be seen that more small‐scale structures are resolved in R5N1 for both u* and Fe. Second, the regions

considered as dust devil flux areas are significantly smaller for higher resolutions (black and red circles).

Decreasing horizontal vortex sizes with better resolution were also reported by Giersch and Raasch (2023).

Third, the friction velocities increase by a factor of three while the dust emission fluxes of the core region

increase by approximately one order of magnitude. We conclude that quantitative results from Δ = 10 m are

not reliable. The 10 m simulation can neither reproduce realistic friction velocities nor realistic dust emission

fluxes (see also discussion in Section 3.4). For that reason, we strongly believe that the estimate of the

contribution of dust devils to the overall dust release in Australia, Re = 0.03%–0.19% (Klose & Shao, 2016),

which was derived from a Δ = 10 m LES, is too low.

Appendix C: Visual Appearance of Mass Concentration Fields

To the best knowledge of the authors, it has never been investigated numerically whether the concentration fields

within dust devils differ for different grain‐size categories, namely clay‐sized (Dp ≤ 4 μm), silt‐sized

(4 μm < Dp ≤ 63 μm) and sand‐sized particles (Dp > 63 μm). Vertically, the particle size distribution was

studied by Raack et al. (2018), who collected particles of two dust devils at different heights and found that the

mean particle size is decreasing with height. However, not a single study addressed the horizontal distribution of

particle sizes. To investigate the three‐dimensional structure for the different size categories, we utilize the

AFWA scheme and distribute the bulk dust emission flux Fe onto different bins i with individual dust emission

fluxes Fe(i). In total, 9 size bins are utilized, which are chosen equally to the study of Raack et al. (2018). Effective

diameters deff(i) range from 1 to 375 μm. Table C1 summarizes the dust emission bins and their associated

properties. For all emission bins i, the physics described in Section 2.2 is applied. Settling velocities for the sand‐

sized particles, that are out of the continuum regime, are calculated based on the semi‐empirical equation of

Ferguson and Church (2004). Bin‐specific emission fluxes Fe(i) are determined by multiplying the total bulk flux

Fe with bin specific weighting factors dSrel(i). These weighting factors are derived from the mass distribution of

the second dust devil DD #2 analyzed in Raack et al. (2018). Note, the AFWA scheme is designed for estimating

the bulk flux of dust‐sized particles. Therefore, Fe is distributed among all dust‐sized bins (bins 1–6). The sand‐

sized particles (bin 7–9) are not included in the bulk flux Fe. We derive their weighting factors by an extrapolation

according to the mass contributions measured by Raack et al. (2018).

Following this approach, we visualized a well‐developed dust devil‐like vortex for the different particle

categories clay, silt and sand based on a simulation with 5 m resolution. The visualization can be found

under https://doi.org/10.5446/62786. The clay mass is rather equally distributed over the whole volume and

the concentration within the vortex does not clearly separate from the ambient region. Contrary, both the

masses of silt and sand‐sized particles are more restricted to the region of the dust devil. Especially the

mass concentration field of sand‐sized particles is in good agreement with the visual impressions of dust

devils in the field. We conclude that sand‐sized particles require the strong updrafts within the dust devil

core region to be lifted, as they have high settling velocities. This indicates that the visual feedback of dust

devils in the field is related to the mass concentration field of the coarser sand‐sized particles rather than

to the finer dust‐sized particles. Field measurements also show only a small fraction of 1 (Raack

Table C1

Size Distribution of All Lifted Particles Used for Vortex Visualization

Category size bin i

Clay Silt Sand

1 2 3 4 5 6 7 8 9

Diameter range (μm) <2 2–4 4–8 8–16 16–31 31–63 63–125 125–250 250–500

deff (μm) 1 3.0 6.0 12.0 23.5 47.0 94.0 187.5 375.0

dSrel 0.000078 0.000595 0.0039 0.0259 0.1551 0.8145 11.015 63.062 23.438
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et al., 2018) to 10% (Metzger et al., 2011) of the total lifted particle mass to be in the regime of fine dust‐

sized particles. According to Raack et al. (2018), the mass distribution within dust devils is dominated by

coarser sand‐sized particles. However, we plan to repeat the grain‐size‐resolved simulation utilizing a grid

spacing of 1 m.

Acronyms

AFWA Air Force Weather Agency

CBL convective boundary layer

CTDE convective turbulent dust emission

DEAD mineral dust entrainment and deposition

DNS direct numerical simulation

ECMWF European Center for Medium‐Range Weather Forecasts

LES large‐eddy simulation

MOST Monin‐Obukhov Similarity Theory

WRF Weather Research and Forecasting Model

Data Availability Statement

The raw model output, user‐specific code, model steering files and post‐processing scripts used for creating the

results and figures can be accessed under the CC BY 3.0 license via (https://doi.org/10.25835/pa564r7y; Klamt

et al., 2024). The PALM model system (revision number 4732, http://palm.muk.uni‐hannover.de/trac/browser/?

rev=4732) used for the numerical simulations of this study is free software. It can be redistributed and/or

modified under the terms of the GNU General Public License (v3) and is currently developed at GitLab (https://

gitlab.palm‐model.org/releases/palm_model_system/‐/releases).
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Chapter 7

Conclusions

This chapter summarizes the main results of the previously presented studies. A special
focus is on the research questions from Section 1.5. Answers to these questions are given
and discussed. Concluding remarks and an outlook finish this thesis. The outlook reveals
future perspectives of the numerical investigation of Dust Devil (DD) based on the results
that were achieved.

7.1 Summary and Discussion
In this thesis, DD-like vortices that frequently occur in Convective Boundary Layers (CBLs)
were numerically investigated with the help of Large-Eddy Simulation (LES) and Direct
Numerical Simulation (DNS). The following main research questions were motivated and
addressed in four different studies presented in Chapters 3–6:

1. What causes the quantitative discrepancy between simulated and observed DD-like
vortices and how can realistic values be reproduced in LES?

2. Is DNS able to generate DD samples for a comprehensive statistical analysis and if so
what are the main control parameters in these setups?

3. What are differences and similarities between convective vortices in DNS of Rayleigh-
Bénard convection and LES of the atmospheric CBL?

4. Do DD-like vortices in DNS of Rayleigh-Bénard convection preferentially occur at the
vertices and branches of the polygonal convective cells like it can be expected from
LES and if so, what are possible mechanisms for their formation and maintenance?

5. What is the dependence of different DD features on the grid spacing and what is the
required resolution in LES to capture the whole range of atmospheric DDs realisti-
cally?

6. How much do DD-like vortices contribute to the particle release and transport in the
atmospheric CBL and what are typical particle concentrations within theses vortices?

The first LES study (Chapter 3) investigated the effects of the grid spacing, background
wind, and surface heat flux heterogeneities on the simulated vortex strength. Results from
this investigation can be used to answer the first question. In agreement with previous stud-
ies like that from Raasch and Franke (2011), it could be shown that an increased resolu-
tion and moderate background winds cause the vortices to be more numerous and intense.
Additionally, heterogeneously heated surfaces, that were considered for the first time in nu-
merical simulations of DDs, also led to an intensification due to a secondary circulation
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that developed. This circulation caused additional wind shear and flow convergence – two
main factors that influence the formation and development of vortices. The combination
of a fine resolution (2 m), moderate background wind (5 m s−1), and a 1-D striped heating
pattern finally produced intense DDs with central pressure drops of several hundred pascals.
This agreed well with field observations but had never been achieved before with LES. In
summary, the quantitative discrepancy (especially in the intensity) between simulated and
observed DD-like vortices is caused by very idealized numerical setups compared to reality
with too coarse resolutions to capture convective vortices appropriately. For a simulation
of realistic quantitative DD features, it is beneficial to consider surface heterogeneities, dif-
ferent vorticity sources (e.g., obstacles or secondary circulations), and large-scale weather
impacts like those from a geostrophic wind. All this is also present in nature.

Chapter 4 showed for the first time that DD-like vortices frequently occur in DNS of
turbulent Rayleigh-Bénard convection with Rayleigh numbers up to 1011, which is much
smaller than the atmospheric value of 1018. Convective vortices preferentially occurred
at the cell vertices and branches of the polygonal convective cells, which are an inherent
feature of Rayleigh-Bénard convection (question 4). This was already noticed in LES of the
atmospheric CBL performed by Kanak (2005) and Raasch and Franke (2011). Moreover,
the results from Chapter 4 supported the initial vortex formation mechanism derived from
LES results of Raasch and Franke (2011): The flow converges at the cell vertices due to the
strong updrafts located at these positions. Also, several convergence branches are present
around the strong updrafts, merging at the vertex. As a result, the flow around a vertex has a
velocity component toward the vertex itself but also toward the branches. Due to turbulence,
the strength of the velocity at each side of the branches is not uniformly distributed, which
can lead to initial vertical vorticity (see Fig. 15a in Raasch and Franke, 2011). Vortex
intensification mechanisms like the general flow convergence and twisting of horizontal
vorticity at the vertex can eventually result in a DD-like vortex.

However, the limited domain size in DNS could not capture the cellular pattern for the
whole simulation time due to a broadening of structure size. After the convective cells van-
ished, DD-like vortices were found at wide band-like structures of high vertical velocities
where near-surface flow convergence was strong. These bands often extended over the entire
horizontal domain similar to LES results of Raasch and Franke (2011), who also performed
simulations with a horizontal domain that was too small to allow for an undisturbed devel-
opment of the polygonal convective cells. Also along the bands of high vertical velocity,
flow convergence is irregularly shaped with a wind component parallel to the convergence
line. If this wind happens to be opposite on both sides, an initial rotation is created, which
might also explain the DD occurrence at the cell branches far away from the vertices when
the cellular pattern is still present.

The DD samples simulated with DNS were large enough for a comprehensive statisti-
cal analysis once the Rayleigh number, the model domain’s aspect ratio, and the velocity
boundary condition were set appropriately (question 2). Generally, the Rayleigh number
significantly influenced the appearance of flow properties and structures, which includes
DD-like vortices. Only for Rayleigh numbers of 107 or larger, convective vortices occurred.
However, for the calculation of meaningful statistics, Rayleigh numbers of at least 109 were
necessary. Higher numbers produced higher translation speeds and more intense DDs in
terms of increased pressure drops, vertical vorticities, and velocities. However, the sample-
averaged lifetime decreased because more and more short-lived vortices were simulated
with higher Rayleigh numbers. Unlike the Rayleigh number, the domain’s aspect ratio (var-
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ied between 2 and 4) did not show a significant effect on most of the vortex characteristics.
As already mentioned before, the horizontal model extent was not large enough to capture
the increasing width of the cellular convective pattern with simulation time. Limitations
of computational resources prohibited larger aspect ratios than 4. Interestingly, no statis-
tically significant effect of the broadening of structure size on the vortex properties could
be observed. The velocity boundary condition was the last main control parameter that was
modified in the DNS setups. A free-slip boundary condition (no friction) increased the num-
ber of detected vortices drastically. In addition, translation speeds and tangential velocities
were higher but lifetimes, radii, and intensities expressed by the pressure drop were much
smaller. Thus, a certain level of surface friction is essential for strengthening and maintain-
ing DD-like vortices.

The comparison of convective vortices in DNS of Rayleigh-Bénard convection with
those in LES of the atmospheric CBL revealed almost no qualitative difference (question
3). The vortices were very similar with respect to their three-dimensional flow structure,
which shows that there is no strong need in LES to explicitly resolve the small-scale turbu-
lence near the ground and that the effects of surface layer parameterizations on the simulated
DD-like vortices are not that large, at least, if a sufficiently small grid spacing is used in LES
(see below). However, a quantitative analysis of the vortex properties (e.g., size, lifetime or
intensity) in DNS showed values several orders of magnitude smaller compared to LES be-
cause of the differences in the underlying setups and simulated scales. Kaestner et al. (2023)
recently studied DD-like vortices in an experimental setup under very similar top and bot-
tom boundary and initial conditions as explained in Chapter 4. They were able to choose
a much larger measuring time of 22 hr compared to the vortex analysis time of 70 s in the
DNS. This allowed them to extend the DD statistics for rare events such as very long-lived
or large vortices but their setup prohibited to detect vortices less than 0.1 m. However, Chap-
ter 4 showed that the typical spatial scale of DD-like vortices in DNS is smaller than 0.1 m,
which is why the data of Kaestner et al. (2023) should be considered as a complementary
rather than comparative data set. It might be that the larger scale convective vortices de-
tected in the Rayleigh-Bénard convection experiments can be interpreted as the large-scale
rotating atmospheric updrafts in which natural DD-like vortices are sometimes embedded
and which penetrate the whole CBL. Nevertheless, the simulated and measured vortices
showed a good agreement of maximum pressure drops (∼ 100 mPa) and lifetimes (∼ 10 s),
which was, to the best knowledge of the author, the first direct experimental validation of
numerically simulated DD properties.

While conducting the first two studies of this thesis, it was still unclear what resolu-
tion must be chosen to adequately resolve DD-like vortices with LES. Therefore, the third
study (Chapter 5) investigated the resolution dependent convergence of various DD features
(question 5). Grid spacings between 10 and 0.625 m were chosen while simulating a do-
main of approximately 4 × 4 × 2 km−3 to capture the large-scale cellular pattern of the
CBL. Resolutions less than 2 m had never been used before to simulate terrestrial DDs in
such large domains. The results regarding the general flow in the CBL agreed well with
previous studies (e.g., Sullivan and Patton, 2011), that is, for the boundary layer interior,
grid spacings of the order of 10 m are sufficient to capture the mean flow and low-order
moment statistics. Instead, no convergence could be found for near-surface properties and
the peak values in the flow, like maximum wind velocities. Peak values could mostly be
attributed to the occurrence of DD-like vortices in combination with the very thin super-
adiabatic layer close to the ground that was drawn into and stretched within the vortex core.
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The convergence of most of the mean (lifetime- and additionally sample-averaged) vortex
properties and a detailed comparison of the simulated vortex sample with field data indicated
a necessary grid resolution of less than 2 m to get good quantitative estimates of DD char-
acteristics. Converged DD occurrence rates and mean intensities in terms of the pressure
drop amounted to 19 km−2 h−1 and 14 Pa, respectively. Typical lifetimes, radii and temper-
ature deviations from the background conditions were in a range of 4–5 min, 6–8 m, and
3–4 K. Maximum pressure drops and temperature deviations showed values of several hun-
dred pascal and 8 K, respectively. Plane-averaged vertical vorticities around the vortex core
typically ranged from 0.1 to 1 s−1. Mean tangential and radial velocities were converged at
approximately 2.1 m s−1 and 1.35 m s−1, respectively, with maximum values of 13 m s−1 for
the tangential and 4 m s−1 for the radial component. This shows that the tangential velocity
is usually higher than the radial velocity, as already stated in Subsection 1.2.2. In case of
the vertical velocity, no convergence was observed neither for the mean values nor for the
maxima. At the finest resolution, peak vertical velocities of almost 20 m s−1 were simu-
lated, which is already very close to the maximum measured wind velocities in the field of
25 m s−1 (Balme and Greeley, 2006). The results further suggested that a convergence for
the whole DD statistics can be expected at resolutions of just less than 0.5 m, even for the
peak values. These resolutions might be affordable within the next years.

The derived statistics of terrestrial DDs from above are probably the most precise and
comprehensive that have ever been determined from LES of the atmospheric CBL. If the
three-dimensional flow structure is of interest, qualitative results are already realistic for grid
spacings of 2.5 m or smaller. With these resolutions, all basic vortex features are captured,
like central downdrafts, subvortices, and the near-surface convergent flow that turns into
a spiraling predominantly upward motion near the center. Also the simulated, vertically-
thin, super-adiabatic layer with high temperature lapse rates of ∼ 1 K m−1 agreed well with
measured environmental conditions in which DDs usually develop. Instantaneous pressure
fields revealed tail-like structures for the first time, where the low pressure region is extended
at one side of the vortex and protrudes from the core region. The tail always separates
strong updrafts near the center from downdrafts further away, thus, the horizontal shear of
the vertical velocity is large in that region. The grid convergence study also stressed that the
vortex detection and analysis algorithm must be clearly defined in numerical simulations,
similar to the features of the DD population for which the results are valid. For example,
the previously mentioned values are representative for a population with vortex lifetimes of
at least 120 s and lifetime-averaged radii of 5 m or more.

Finally, Chapter 6 focused on surface dust emission fluxes, near-surface dust transports,
and dust concentrations of DDs that were simulated in LES of the atmospheric CBL (ques-
tion 6). Dust emission was provoked by a parameterization for saltation bombardment and
resolution requirements described above were taken into account, resulting in the first LES
simulation of saltation-based dust emission in the CBL on the meter scale. Other dust
physics than saltation bombardment was also considered, like passive advection, gravita-
tional settling, and dry deposition. Simulated friction velocities, as the main control pa-
rameter of saltation, were in very good agreement with the measured values of Balme et al.
(2003), who derived peak friction velocities in DDs between 0.9-2.4 m s−1. However, more
than 99 % of the area where saltation was present was not covered by dust devils but oc-
curs in form of large-scale patterns of several hundred meters in size. These patterns were
tightly connected to the cellular flow pattern of the CBL and were the main mechanism
for dust release. The magnitude of the simulated dust emission fluxes ranged from 10−1
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to 10 mg m−2 s−1, which is consistent with field measurements by Metzger et al. (2011)
but which is higher than previous values derived from LES studies (10−3 to 1 mg m−2 s−1).
Compared to the emission fluxes at the surface, the dust fluxes or dust transports at 10 m
height were five times higher on average. Within the strongest simulated DDs, a peak dust
mass concentration of 10 mg m−3 was typical. Ultimately, it was concluded that DDs are
a significant phenomenon for the local atmospheric dust content with severe consequences
for air quality and visibility. However, they seem to be less important on the regional scale
because they contribute only 5 % to the total simulated dust emissions of desert-like regions.

7.2 Outlook
This thesis showed that the erratic occurrence of DDs is not only challenging for field ob-
servations but also to a certain extent for numerical simulations due to the limited computa-
tional resources. Good statistics of DD features that also contain the strongest and therefore
rarest DDs require large model domains and/or long simulation times with relatively high
resolutions. Another approach to improve the statistics would be to create a simulation
ensemble, where the same simulation is repeated several times. This high demand for com-
puting power must be taken into account for future studies.

A fundamental DD feature that was not considered in the statistics of this thesis but is
still important is the vortex height. Because dust is often not regarded in numerical simula-
tions of DDs, the dust column can not be used to estimate the height. Instead, a quantitative
criterion based on distinct vortex feature needs to be developed. One possibility is to use
the spatial distribution of the pressure around the vortex center, an approach that was suc-
cessfully used in this thesis for determining the horizontal extent of DDs. It should be noted
here that each future DD study requires a clear definition of what is interpreted as a DD, for
example, whether non-visible vortices are equally considered as visible ones. Otherwise,
comparisons between different numerical DD studies or comparisons with field measure-
ments become difficult.

Beside these statistical and conceptual questions, follow-up studies should try to simu-
late the environmental conditions in which DDs preferentially occur more realistically. This
was already noted by Spiga et al. (2016), who stated that LES of DDs are still idealized
numerical experiments. This is also true for the setups of this thesis. Although surface heat
flux heterogeneities and background winds were considered, other influencing factors like
heterogeneities in the topography or roughness length were not investigated. The numer-
ical model PALM, which was applied in this thesis, offers various model components to
better approach the reality, for example to simulate a more complex natural terrain. The
land surface model provides the ability to avoid prescribed surface conditions (e.g., surface
fluxes or temperatures) that were used in the previous chapters. Instead, surface conditions
are calculated locally based on different land surface types (e.g., water or vegetation), the
surface radiation budget, which additionally requires the radiation model to be active, and
atmospheric conditions. Because the (local) heat flux or temperature at the surface is an es-
sential parameter for the development of DDs, results might significantly change if the land
surface model is applied for regions with a more complex surface structure than flat deserts.
If vegetation is assumed, various vegetation types with predefined physical properties can be
set (e.g. a bare soil or desert). In addition, the surface is coupled to a one-dimensional soil
model, for which different soil types can be chosen. These soil types vary in their grain size
and, consequently, in their physical behavior regarding moisture so that even the effects of
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soil moisture on the DD occurrence can be investigated. The plant canopy model of PALM
is another option to consider more complex natural terrain in the simulation of DDs. It is
used to study the turbulent flow inside, above, and around vegetation canopies, which can
be a source for additional vorticity. Also, simulations over heterogeneous and complex ur-
ban terrain would provide additional insights into the dynamics and characteristics of DDs.
These simulations would especially complement measurement studies in urban areas (e.g.,
Fujiwara et al., 2011; Inagaki and Kanda, 2022). To simulate an urban setting, PALM’s
Cartesian topography implementation together with the urban surface model could be used.
The latter solves the energy balance for different urban surfaces (e.g., green roofs or bare
walls).

Non-stationary boundary layer processes that were totally neglected in the numerical se-
tups of this thesis can also be considered to make the simulations more realistic, for example,
by using a so-called offline nesting, where large-scale weather information is incorporated
into the simulation. The offline nesting is especially designed for realistic heterogeneous
domains under evolving synoptic conditions that are prescribed as initial and boundary con-
ditions. As noticed by Spiga et al. (2016), the coupling of LES with a global or regional
climate model is probably a very promising method to explore effects of varying large-scale
and regional meteorological conditions on the vortex development. By prescribing a daily
heat flux time series or by using the land surface model together with the radiation model,
more idealized diurnal cycles can be simulated without the application of the offline nesting
but with simple cyclic boundary conditions. In this way, the vortex occurrence rates and
properties can be studied for different times of the day. This would help, for example, to
better define the period of "strong DD activity", which is usually assumed to be 4 h (Lorenz,
2014).

Apart from the physical characteristics of the setups, also the numerical features and
the turbulence closure of the LES model might influence the simulated vortices in an un-
known way. Therefore, results from different resolutions, advection schemes, and Subfilter-
Scale (SFS) models should be compared in the future. The previous chapters showed that
the resolution is a very critical numerical parameter in LES of DDs because many vortices
show radii only slightly larger than typical LES grid spacings. While a convergence for the
mean quantities could be achieved for grid spacings of about 1 m or less, maxima and near-
surface properties still vary with resolution. Thus, the grid convergence behavior for the
extreme flow events need to be studied in the future to test the hypothesis of Chapter 5 that
also maximum values will be converged at grid spacings of just less than 0.5 m. Beside the
resolution-dependence of DD statistics, this thesis highlighted potential effects of numeri-
cal diffusion and dispersion provoked by the model’s advection scheme. It was observed
that a second-order scheme (schemes of even order are typically dominated by numerical
dispersion) caused the DDs to be weaker and less persistent compared to a high-order and
less dispersive advection scheme. The difference in intensity reached approximately 10 %
on average (see also Spiga et al., 2016). Therefore, investigations regarding the numerical
schemes are highly recommended for any other numerical DD study. Moreover, the DNS
results of this thesis indicated that the significance of the exact formulation of the SFS model
in LES might be low for the three-dimensional flow structure of DDs. However, further anal-
ysis is necessary here. For example, DD statistics from LES utilizing different SFS models
could be compared. Another numerical uncertainty is induced by the local application of
the Monin-Obukhov Similarity Theory (MOST) for defining the surface boundary condi-
tions. This approach is theoretically questionable, although it is often used in practice as in
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this thesis. MOST assumes horizontal homogeneity of the surface and a steady-state flow,
which is in more realistic setups not the case. Moreover, it actually defines mean quantities
but is assumed here to be valid also for a local application at each time step. The theory
is especially limited with regard to very high resolutions, where the grid spacing is close
to the roughness length. Basu and Lacser (2017) strongly advocated to place the lowest
grid level above 50 times the roughness length if MOST is applied. Because this rule was
frequently violated in this thesis, the effects of different lower boundary conditions for the
surface-atmosphere exchange should be tested in LES of DDs.

A further follow-up challenge is to enable LES to consider both radiative effects as well
as particle lifting and transport. Only in these simulations, a potential radiative effect on the
DD dynamics by the particles’ absorption of solar radiation or the shading of the ground
could be studied. Instead of using an Eulerian approach for the particles, they could also be
simulated with a Lagrangian method, for example, to study the causes for DD formation.
Although the DNS results of this thesis were able to support the suggested initial DD for-
mation mechanism by Raasch and Franke (2011), details are still unclear and the origin of
vertical vorticity needs to be further investigated in future studies. Especially other exist-
ing formation theories (e.g., Rennó et al., 2004; Kanak, 2005; Ito et al., 2013) could not be
totally refuted in the previous chapters. To do so, passive tracers could be injected into the
flow, while tracking their position and flow information at this position. Their trajectories
and time series information might help to identify where the vorticity actually comes from
and how a vortex forms. Interestingly, no LES study exists so far that focused on the reasons
for the decay of terrestrial DDs. New insights into this particular time of the vortex life cycle
would help to better understand the large range of DD lifetimes from a few tens of seconds
to hours.

Another goal of this thesis was to generate DNS data of DDs that enable a direct valida-
tion and comparison with laboratory investigations, that is, DNS and the experimental setup
consider the same spatial scales. However, it was noticed that direct comparisons with lab-
oratory studies are quite challenging because they are currently unable to reproduce a DD
population similar to that from DNS. The numerical results were strongly limited in the sim-
ulation time (∼ 100 s) but could capture the mean horizontal vortex size of less than 10 mm,
utilizing high-resolutions runs (∼ 1 mm). In the laboratory, it already requires great techni-
cal effort to detect dust devil-like vortices of the order of 100 mm (Kaestner et al., 2023).
Smaller vortices could not be captured in these large-scale experimental setups of ∼ 100 m3.
The advantage of the experiments is the much higher detection time. Therefore, bringing
numerical simulations and experiments further together remains an up-to-date topic.

The last study of this thesis quantified the dust emission, transport and concentration of
DDs. Future LES studies regarding this topic should include a dust emission parameteriza-
tion that is able to simulate different particle classes (e.g., clay, slit, and sand) and emission
mechanisms (e.g., saltation bombardment, direct aerodynamic entrainment). Additionally,
resolutions of 1 m or even below should be used. Also more advanced environmental con-
ditions like background winds and surface heterogeneities should be incorporated in these
simulations. Only in this way, more precise quantitative estimations of the local, regional,
or global contribution of DDs to the atmospheric aerosol input can be achieved. However,
apart from the dust flux and transport, a precise quantification of the vertical momentum and
heat transport by DDs is still missing, although this information is principally easy accessi-
ble in numerical simulations. Measurements of a single DD and plume showed that the heat
flux within a dust devil is an order of magnitude larger than in a convective plume (Kaimal
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and Businger, 1970). Moreover, Kaimal and Businger (1970) granted the dust devil a quite
severe influence on the momentum transport but not an overwhelming effect on the 5-min
averaged heat transport. Rennó et al. (2004) observed heat fluxes two orders of magnitude
larger than the background ambient flux. All of this must still be verified and discussed
using LES.
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