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Abstract

In recent years, scientists have established the new field of Gravitational Wave (GW)
astronomy through direct measurements of spacetime perturbations. These are caused
by GWs originating from accelerating astrophysical objects and have been observed in
ground-based interferometers, confirming predictions made by Albert Einstein more than
100 years ago. The Laser Interferometer Space Antenna (LISA) mission, led by the
European Space Agency (ESA) with a planned launch in the mid-2030s, will detect
such waves in the 0.1 mHz – 1 Hz frequency band in space for the first time. It will
measure their induced distance changes between free-falling Test Masses (TMs), which
are shielded inside three separate Spacecraft (SC), as optical pathlength fluctuations with
pm precision through heterodyne interferometry. Going to space offers many advantages
and overcomes typical limitations of ground-based detectors. It allows the possibility
of using longer interferometer arms, thus reducing the required displacement sensitivity,
while naturally avoiding noise sources present on Earth. It does, however, bring its own
technical challenges.

This thesis addresses one of these challenges: the influence of measurement noise originating
from the lasers’ power instabilities, a problem known as Relative Intensity Noise (RIN).
While it is also present in ground-based detectors, the mission architecture, with its
complex heterodyne interferometry, provides a unique problem. RIN inevitably reduces
the ability to resolve GW signals. It is necessary to identify, characterize, understand,
model, and mitigate its effect to a level that allows the achievement of the desired scientific
objectives. Therefore, this research investigates RIN to phase coupling in the readout of
balanced and unbalanced heterodyne interferometers and its influence on space missions.
A significant result is the detailed understanding of RIN contributions from the heterodyne
frequency (“1f-RIN”) and its first harmonic (“2f-RIN”) to the interferometric phase readout,
including possible mitigation strategies using correlated subtractions. The study derives the
couplings theoretically and generally, studies common-mode rejection properties, performs
simulations and analyzes measurements from the technology demonstrator mission LISA
Pathfinder (LPF), before projecting the results onto LISA.

LPF was launched in 2015 to prove the feasibility of the TMs free-fall control and
interferometric readout due to the complexity of LISA. With its unique design and
performance, LPF was an unprecedented laboratory in space. It contained the first sub-pm
interferometer in space to measure the distance variations between two TMs. In analyzing
the whole mission performance with respect to the optical readout, this work finds that it
achieved a residual sensor noise of 32.0+2.4

−1.7fm/
√

Hz at frequencies above 200 mHz along its
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Abstract

main measurement axis. The residual angular Differential Wavefront Sensing (DWS) noise
was in the order of 100 prad/

√
Hz (at similar frequencies). This work further reports on

the characterization of noise couplings and incorporates their contribution to the overall
LPF noise model, which is verified from low to high interferometric contrasts. As part of
this noise budget, the mission provided valuable data for testing the RIN model. Due to
its correlation properties, RIN impacts the readout of longitudinal and angular degrees of
freedom. In this thesis, the coupling of RIN in those readout channels is analyzed, and its
influence during the whole mission is modeled. From dedicated experiments it follows that
the contribution was not above 2.4 fm/

√
Hz (assumed white, excluding radiation pressure

effects), for nominal mission operations and that the 2f-RIN components were dominating
the 1f-RIN terms. The RIN model constitutes an important contribution to the overall
understanding of a very stable and reliable readout system.

With the knowledge gained from LPF, this thesis shows to what level RIN needs to be
mitigated regarding the more complex LISA, setting requirements on the laser power
instabilities of 3 × 10−8 Hz−1/2 between (3 to 60) MHz, such that it does not significantly
reduce the ability to detect GWs. Since RIN in LISA has a unique correlation imprint,
its impact on the essential frequency noise reduction algorithm called Time-Delay Inter-
ferometry (TDI) is important to understand. For this reason, the propagation of RIN
in the mission constellation is simulated for all laser locking topologies, together with
the transfer function through TDI. It shows that efficient balanced detection reduces
the coupling from a significant contribution of 8.7 pm/

√
Hz (as white in-band noise) per

inter-SC interferometer to a much less problematic sub-1 pm/
√

Hz level, and, that simple
models can be derived that describe a practically uncorrelated behavior, independent of
the locking scheme.

Keywords: Laser interferometry, Relative Intensity Noise, LISA Pathfinder, LISA
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A brief personal note

My first encounter with the subject of general relativity and GWs was during a fascinating
lecture by a former AEI scientist when I was still at school. He used the famous “ant on an
apple” analogy for geodesics in curved spacetime, which sparked my curiosity. Ever since,
metaphorical models have aided my understanding of nature’s complexity and helped build
this thesis. It is mind-boggling that we can now “listen” to our universe’s gravitational
“sound” or measure distances equivalent to measuring the distance to the nearest star
to an accuracy smaller than a human hair [2]. We are building and controlling physics
laboratories in our solar system at incredible locations (see picture with correct scaling
on the first page of part I). And, we are using (as an analogy slightly more modest) toy
models in the form of simple yellow foam cubes to understand experiments related to free
falling gold-platinum TMs during such missions. The dimensions covered from galactic
objects to femtometer measurements in space are astonishing.

While nature’s phenomena on the smallest scales are well described by the theories of
quantum physics, the large-scale effects and structures of our universe are governed by
gravitation, which is described in Albert Einstein’s theory of general relativity. However,
in 1916, when he predicted that perturbations in the metric of spacetime can be caused
by waves propagating with the speed of light through the universe, it was hard to imagine
that they would ever be measured because of their very weak interaction with matter [3,
4].

At that time, it was impossible to predict the development of laser technology and the
invention of optical interferometers, which has now progressed for over 70 years. These
new experimental tools changed what was thinkable and inspired research regarding GW
detection – a field originally established by resonant-mass detectors [5]. My mind is
intrigued that a virus’s weight must (and can) be measured over long timescales as a
metaphor to explain what is needed to detect GWs in space.

The simple idea that light itself, with its constant speed (in vacuum), provides the
perfect ruler to measure distance variations by comparing travel time differences between
photons bouncing off reference mirrors was instrumental to the first direct detection of
GWs from a binary black hole system by the Laser Interferometer Gravitational-Wave
Observatory (LIGO) interferometers in 2015 [6]. This achievement confirmed decades of
research and was later awarded with the Nobel Prize in 2017 for Rainer Weiss, Barry Barish
and Kip Thorne. As all of this happened during our “own” LPF mission in preparation
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A brief personal note

for LISA, me and my colleagues directly experienced the excitement and progression in
the field.

The ongoing observations of GWs have opened a new “window to the universe”. They
inform us about the most energetic events in space, impacting the very structure of
spacetime, encoded in their signatures. Figuratively speaking, scientists, engineers and
data analysts have developed this new, unique ability, or sense, to “listen” to the universe
– right at a time when I was just joining the field as a fascinated witness. These new
developments drastically deepen our understanding of cosmology and astrophysics, which
previously relied on electromagnetic, neutrino, or cosmic ray observations.

This thesis is only one of many small contributions by a worldwide scientific community
that, in the end, will make the now adopted1 LISA mission possible. Here, the introductory
sections give an overview to motivate the research for space-based GW detectors and the
subject of this thesis, which the reader, like myself, hopefully finds helpful.

1LISA has been approved by ESA’s Science Programme Committee on 25.01.2024, see
https://www.esa.int/Science_Exploration/Space_Science/Capturing_the_ripples_of_
spacetime_LISA_gets_go-ahead
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Chapter 1

Overview

This thesis consists of six parts.

Part I contains the introduction and describes the scientific scope regarding GWs, their
detection in space, and the influence of measurement noises. Here, the problem of RIN is
introduced. It also gives an overview of the LPF and LISA missions, as needed for the
main parts. It is partially based on publications [P1–P4] as indicated in the sections.

Part II describes the RIN to phase coupling theoretically and derives relations that estimate
the resulting noise levels. It also covers the common-mode rejection properties and shows
simulations of these predictions. This part stems from the article [P1]: “Relative-Intensity-
Noise Coupling in Heterodyne Interferometers”, by Wissel et al.

Part III presents a detailed analysis of the RIN contribution to the overall performance
of the LPF mission. It characterizes the essential interferometric measurement system
aboard the SC and highlights specific experiments. This part is based on the articles
[P2]: “Sensor Noise in LISA Pathfinder: In-Flight Performance of the Optical Test Mass
Readout”, and [P3]: “Sensor noise in LISA Pathfinder: An extensive in-flight review of the
angular and longitudinal interferometric measurement system”, by the LPF collaboration
(with the author of this thesis being the first corresponding author).

Part IV transfers the research from parts II and III to the LISA mission architecture. It
analyzes the possible RIN contributions theoretically and summarizes simulation results
for the whole constellation. The RIN induced phase error is also propagated through the
important TDI algorithm for various laser locking configurations. This part is from the
article [P4]: “Influence of Laser Relative-Intensity Noise on the Laser Interferometer Space
Antenna”, by Wissel et al.

In part V, a summary of the results and conclusions is given together with ideas for future
research.

The appendix in part VI gives more details on balanced detection and lists the experiments
and timespans used in the LPF sensitivity analysis.
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Chapter 2

Regarding gravitation

2.1 Gravitational Waves

In his theory of general relativity, Albert Einstein describes the structure of spacetime
and its interaction with matter through the Einstein field equations. Here, contrary to
Newton’s immediate action at a distance, local changes in the gravitational field cannot
act instantaneously everywhere. Instead, they propagate in the form of GWs with the
speed of light and transport energy through the universe. Visually, GWs are often referred
to as “ripples in the fabric of spacetime” [7].

Figure 2.1 The effect of a linearly po-
larized GW on a ring of (spherical)
TMs with respect to a central TM
and orthogonal propagation. The
distances are continuously stretched
and squeezed (or vice-versa) while
the GW is passing through.

Famously, the three fundamental principles that Ein-
stein used were, (1) that locally, geodesics appear
straight (with the free fall of objects as their natural
state of motion), (2) that space tells matter how to
move, and (3) that matter tells space how to curve
[8]. Therefore, gravitation becomes a property of
the curvature of space, which influences the objects
following their geodesics within.

A key property of every accelerated system of masses
is the radiation of gravitational energy in the form
of waves throughout spacetime, with some analogy
to accelerated electromagnetic charges. If space is
curved by a mass resting at a certain point, it must
also change if the mass is accelerating away. However,
no gravitational dipole radiation exists since there
are no negative masses. GWs are radiated from
the quadrupole moment of the mass distribution,
meaning that even a single spinning mass with any
given asymmetry produces GWs. Especially interesting are systems with two masses
orbiting each other because they emit GWs converted from their kinetic energy, see for
example the first indirectly observed GW through the discovery of a pulsar in a binary
system from Hulse and Taylor in 1974, leading to the publication from Weisberg and
Taylor in 1981 [9, 10]. This loss of energy constantly reduces their separation until a

5



Chapter 2 Regarding gravitation

Figure 2.2 A simulation that shows the merger of two asymmetric black holes with 8 and 30 solar
masses each. This leads to higher harmonics in the GW signal. Image from [12].

final merger event occurs. They produce very characteristic waveforms from their late
inspiral, merger, and ring-down phases that can be compared against simulated waveforms
calculated from general relativity [11].

Generally, any change in gravitation manifests (or can be imagined) in the relative
acceleration of nearby TMs by a change in their separation, since their geodesics are no
longer parallel in the new curvature of space, as indicated in figure 2.1 for a GW passing
through a ring of such TMs. GWs have an alternating contraction and expansion effect
on this ring, so their separation changes periodically. They are transversal and have states
of linear and (by linear combination) circular polarization. The orthogonal linear states
are called “+” (plus) and “x” (cross), the latter due to the 45◦ rotation in its influence
relative to the “+” orientation. This behavior motivates the typical “L” shape of most
terrestrial interferometric detectors with two perpendicular measurement arms, in which
laser light travel time differences, induced by the passing GWs, are compared. This is
explained in more detail in section 2.3.

The effect of a violent astrophysical event that causes strong changes in the curvature of
space, as illustrated for an unequal mass binary black hole merger in figure 2.2, can be
described (far away from the source) as a small perturbation in a, at any other time, flat
local spacetime metric. Since the Nobel Prize winning first direct discovery of two merging
black holes by the LIGO detectors in 2015 [6] (a merger event with black holes of about 29
and 36 solar masses respectively, generating a 62 solar mass black hole, while emitting the
energy of 3 solar masses in form of GWs), these variations are routinely being detected
with terrestrial observatories, and the future LISA mission will detect them for the first
time in space.

When GWs arrive at the ground-based detectors, the strength (amplitude or dimensionless
strain h) of their induced metrical perturbations is typically very small and in the order
of h ∼ ∆L/L ∼ 10−21, even though their peak gravitational luminosity can easily reach
1049 W at the source [6]. ∆L is the absolute change in distance over the measurement length
L. For ground-based detectors with L ∼ (3 to 4) km, this means that the gravitational
signals required to be resolvable correspond to length changes of about 10−18 m, which

6



2.2 Gravitational Wave sources

Figure 2.3 The gravitational wave spec-
trum from [17]. Shown are cosmo-
logical and astrophysical objects caus-
ing GWs at different wave frequencies.
Various detectors are required to detect
their signals, similar to the electromag-
netic spectrum. This thesis focuses
on space interferometers like the LISA
mission.

is technologically very challenging [6, 13]. Nowadays, the detectors are approaching a
sensitivity of 10−20 m/

√
Hz at a few hundred Hz. For roughly equivalent space-based

detectors with much larger arm-length L in the order of Gm, this only requires to be
sensitive for length changes ∆L in the order of pm.

2.2 Gravitational Wave sources

As mentioned above, GWs, arriving at Earth far away from the source, have typically
very small amplitudes and thus their effects on spacetime are tiny. Therefore, only the
more violent astrophysical events associated with stellar-mass objects and above cause
perturbations strong enough to be observable. Currently, the vast majority of measured
signals belongs to binary black hole mergers with tens of solar masses [14]. These GWs
from merging black holes with varying mass ranges allow insights into their origin and the
general structure of galaxies and the universe. They provide a new measure of distance,
allow to test general relativity, and to investigate formation scenarios while yielding
statistics on populations [15].

However, black holes are not the only source of observable GWs. The first detection of a
∼ 100 s signal of a binary neutron star inspiral allowed a very successful electromagnetic
follow-up campaign, which verified that GWs are indeed traveling at the speed of light, by
observing a short gamma-ray burst less than 2 s after the merger occurred with the Fermi
observatory. It was further possible to set restrictions on the neutron stars equation of
state and to confirm theories about the origin of heavy elements such as gold from the
merger [16].

In general, while the amplitude of the GW signal reveals the distance to the source, the
frequency and its time derivative are influenced by the collective mass of the system.
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Heavier objects are moving at slower velocities in larger systems, thus producing GWs at
lower frequencies and longer wavelengths. Due to the response of detectors depending on
their arm-length, technological constraints and the influence of noise on the sensitivity at
different frequencies, various detectors are needed to observe sources overa broad frequency
band, as highlighted in the following and shown in figure 2.3.

Fast spinning neutron stars or even supernovae are expected to produce GWs up to kHz
frequencies. More compact binary objects can be observed at the end of the inspiral
and merger phase in the band between approximately (10 to 2000) Hz by terrestrial
observatories [18]. These types of detectors use sophisticated Michelson interferometers to
detect mergers from binary black holes and binary neutron stars.

Massive black hole binaries in the range of about (104 to 107) solar masses generate GWs
that are crossing the mHz regime with wavelengths of thousands of kilometers (far before
merger due to their long orbital period), requiring space-based observatories such as LISA
with longer arm-lengths than possible on Earth. A large volume of compact galactic binary
systems in our own Milky Way will be visible via space interferometry years before merger
(and potentially later crossing into the terrestrial frequency band). These white dwarfs,
neutron stars and stellar-origin black holes constitute one of the main study objectives
of the LISA mission, with up to 25 000 individually resolvable galactic binaries expected
[19]. Furthermore, the many research prospects with regards to LISA are stated as the
study of the formation and evolution of those compact binaries, the origin and history of
black holes across cosmic ages, the understanding of dense nuclear clusters with extreme
mass ratio inspirals (which produce very complicated waveforms [20]), investigations into
the astrophysics of stellar origin black holes, the estimation of the expansion rate of the
universe, and the understanding of the stochastic GW background.

At the very low nHz frequencies, pulsar timing arrays search for remnants from supermassive
black hole mergers. They try to identify slow variations in the arrival times from multiple
pulsar observations in different sky locations due to the influence of GWs with arrays of
radio-telescopes across the Earth. Pulsars are spinning neutron stars that are periodically
emitting radio pulses with very stable timings. Recently, in an article analyzing 15 years
of the NANOGrav pulsar timing array dataset, strong evidence for a stochastic GW
background originating from a population of supermassive black hole binaries has been
successfully identified [21].

2.3 Detecting Gravitational Waves with laser
interferometers

The fundamental principle of GW detection with laser interferometers is identical for all
currently operational ground-based and future space-based observatories. It is depicted in
figure 2.4 with its typical “L” shaped Michelson configuration as used in ground-based
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2.3 Detecting Gravitational Waves with laser interferometers

Figure 2.4 Typical simplified Michelson config-
uration of a GW observatory. The laser light
is split at a Beamsplitter (BS) and propagates
through different arm-lengths due to the effect
of a GW passing through the detector. The
Photodiode (PD) records the interference pat-
tern of the two beams after recombining them
at the BS. The detected power is modulated
by the (weak) GW interaction. Many different
noises make this measurement in reality very
challenging [22].

facilities. The detector has two arms which allow to measure light travel time differences
(from a coherent laser source) in one arm compared to the other. The time dependent
strain of a GW passing through the detector creates a change in space perpendicular to
the propagation axis. A linearly (“+”) polarized wave orthogonal to the two detector arms
leads to an elongation in one arm while compressing the other arm.

The light beams between the BS and reference mirror points (e.g. TMs) collect more or
less phase, depending on the arm they are propagating in. The interference pattern on the
PD changes due to the time dependent strain of the GW that is passing through the arms,
thus translating the GW wave directly into a detectable change in power. An important
advantage of laser light is the magnification of the travel time difference by the frequency
of the beams, which is typically in the order of THz, making it easier to measure the
resulting phase changes. For this type of equal arm-length configuration, any fluctuations
in the laser beam itself such as frequency noise is highly correlated between the two arms
and subtracts to a large degree upon interference, while the GW signals are differential
(except for a precise 45◦ propagation or “x”-polarized wave with respect to the arms) and
remain visible.

Not only is this measurement principle very similar for ground and space-based observatories
(except for very unequal arm-lengths in space), but also the fundamental challenges that
restrict their sensitivities are comparable. Both types need to isolate their reference TMs
from stray forces that could mimic real GW signals, and they need to minimize any noises
in the required high-precision displacement readouts that track the separation of the TMs.
However, the precise implementations and technical complications differ. The distinctions
between space and ground-based detectors are mainly due to their environments, and their
arm-lengths.

A typical observatory on Earth is using homodyne detection in an highly upgraded and
stabilized Michelson interferometer. Homodyne detection implies that the laser light in the
two interferometer arms is at the same frequency upon interference, creating a constant
signal on the PDs, that only changes when, for example, a GW passes through. The
arm-lengths are in the order of a few km.
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For space-based interferometers other modes of operation are required. The differential
time measurement in a Michelson-like configuration is precisely timed by the coherent light
itself, which is a practical feature of ground-based detectors. This design is not possible
for space-based interferometers with arm lengths of millions of km due to beam divergence
and the resulting loss of optical power at the distant SC. It requires a transponder scheme
with another laser beam being actively transmitted back, mimicking the reference mirror
reflection. Then, correlating independent measurements needs highly stable time references
due to the timing precision required to compare photon arrival times in the different arms.
Furthermore, space-based interferometers are not in a rigid configuration and subject to
Doppler shifts due to their orbital dynamics, that lead naturally to a time-varying PD
signal, which also contains the GW signals encoded as phase shifts. This measurement
principle, the so called heterodyne interferometry, is presented in detail in chapter 6.

Coincident characteristic detections at multiple interferometers, only delayed due to their
separation by the GW travel time (which is equal to the speed of light), give high confidence
in measuring a true signal. Considering only terrestrial observatories, sky-localization
by triangulation is already improving constantly due to an evolving network of detectors
(LIGO at Livingston and Hanford in the US, Virgo near Pisa in Italy, KAGRA in Japan,
the planned LIGO-India, and GEO600 near Hannover in Germany). With more and more
ground-based detectors becoming available, the prospect of a worldwide detector network
with multi-messenger follow-up observations in the electromagnetic spectrum has already
become reality [23, 24]. The catalog of confirmed mergers is growing steadily, as can be
seen by the 94 observations published to date [14], covering the “O1” – “O3” measurement
campaigns. Currently, the observational period “O4” of the terrestrial LIGO, VIRGO and
KAGRA observatories is running until the end of the year. This already very prolific state
of affairs will only improve with the commissioning of LISA.

In general, laser interferometers have been well-established as the key technology to
measure GWs. The next generation of terrestrial detectors will address technical noise
sources, for example, by lowering thermal noise couplings at the mirror coatings and
suspensions and by including frequency-dependent squeezing to reduce quantum noise, as
has been recently demonstrated [25]. One prime example is the Einstein Telescope (ET),
currently being designed as an underground facility with longer arm-lengths of 10 km in a
triangular configuration, incorporating many advanced technologies [26].

The main focus of this thesis is on space interferometry, and the prospects of space-based
GW observatories are detailed in the next chapter.
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Chapter 3

Going to space: Toward the Laser
Interferometer Space Antenna

Ground-based detectors are limited at the high frequencies (hundreds of Hz) by quantum
effects such as shot-noise, while at lower frequencies (around a few Hz) their sensitivity
is dominated by seismic fluctuations, the influence of the local gravity field due to the
environment, thermal noise, and quantum radiation pressure noise.

However, especially at low frequencies from 10−4 Hz up to 1 Hz a large number of interesting
GW sources are expected (see figure 2.3), whose detections would allow to investigate
the evolution from the early universe to the formation processes of stars. To improve
sensitivity at these frequencies, the limiting environmental effects are “easily” resolved by
constructing a very large and quiet GW observatory in space. This provides the possibility
to use arms with millions of km which improves the sensitivity for very long wavelengths.
Due to the much longer arms, the interferometric displacement sensitivity required for a
comparable GW strain sensitivity of ground based detectors is relaxed by about a factor
of a million [24].

Many merger events visible in ground-based detectors will be seen much earlier from space
during their inspiral phase until enough kinetic energy has been radiated away and the
orbital frequency reaches a few hundred Hertz. Different observations with space-based
and ground-based detectors, electromagnetic telescopes, and neutrino detections will foster
research through combined multi-messenger astronomy.

While ground-based detectors are largely restricted by noise in their sensitivity and measure
currently up to a few events per week, space-based detectors will likely be dominated
by a large number of resolvable signals, requiring new data analysis methods such as
simultaneous global fits of the whole data set, see [27].

This completely new type of detector is planned to launch in the next decade and has
a long conceptual history. An introduction to LISA and its precursor mission LPF is
presented in the following sections. They also highlight system details relevant for the
subsequent parts of this thesis.
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Figure 3.1 The LISA constellation shown here in an Earth-trailing heliocentric orbit with its
three sensitive arms (left). The three SC follow a cartwheel formation and orbit around the sun
within a year (right). Image modified and not to scale, courtesy of the LISA consortium.

3.1 LISA

Please note that this section has been published in [P4] in collaboration with the co-
authors.

LISA is an ESA led future space mission to be launched in the mid 2030s, that will detect
GWs in the range from 0.1 mHz – 1 Hz, aiming at the observational gap between pulsar
timing arrays, which are targeting very low frequencies, and the ground-based detectors
sensitive toward higher frequencies [19, 28].

As depicted in figure 3.1, the mission consists of a constellation of three identical SC, each
of which follows a heliocentric orbit at similar distance to the Sun as the Earth, such that
the whole constellation forms an almost equilateral triangle either leading or trailing our
planet with an angular separation of (19 to 23)◦ [24].

Each SC hosts two free-falling TMs, which are shielded inside the SCs from external
disturbances and act as geodesic reference points for the GW detection. Laser beams are
exchanged between the SCs across the 2.5 Gm arms of the constellation (called “links”),
tracking the distance variations between the TMs.

Due to orbital dynamics, the frequencies of the inter-SC lasers will be subject to Doppler
shifts in the MHz band, such that the interferometers will detect heterodyne frequencies
with a bandwidth of about (5 to 25) MHz. Distance fluctuations between the SC and the
TMs housed within them will be encoded as phase fluctuations in these MHz beatnotes,
which the LISA PMs will be able to resolve with µ-cycle precision, corresponding to a
design sensitivity of ∼ pm/

√
Hz in the measurement band.

This ultra precise measurement will enable LISA to simultaneously detect and characterize
tens of thousands of gravitational-wave sources, potentially answering many open questions
in astrophysics, cosmology and fundamental physics, see part I, and [19].
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Figure 3.2 Simplified overview of
the LISA triangular constellation
with the naming conventions as
used here. Delays are denotedDij ;
Moving Optical Sub-Assembly
(MOSA)ij ; Optical Bench (OB)ij ;
lasers are called LAij . Reprint
from [P4, 29, 30].

In figure 3.2, a schematic of the constellation with the commonly used nomenclature is
shown. The main measurement is the “virtual” TM-to-TM measurement along one LISA
arm. For technical reasons (e.g., beam divergence over millions of kilometers leading
to very weak beam powers, straylight effects and optical design), no direct TM-to-TM
measurements are possible. Therefore, we use the “split-interferometry” setup, in which
three optical measurements are combined to reconstruct the desired quantity: the local
TM-to-local SC measurement, the local SC-to-distant SC measurement, and the distant
SC-to-distant TM measurement.

All components need to be stable within the measurement band during the mission, which
implies that the optics need to be constructed on an ultra-stable OB and tested to not
only withstand the forces acting during launch, but also for the long duration of about
ten years in space and resist any spurious radiation propagating through the SC.

The Amplitude Spectral Density (ASD) requirement for the total single TM-to-TM link
metrology noise is

S
1/2
IFO ≤ 10 pm√

Hz
·

⌜⃓⃓⎷1 +
(︄

2 mHz
f

)︄4

. (3.1)

Here the square root factor allows for a relaxation towards lower frequencies, where
acceleration noise becomes dominant and testing is difficult [19].

The lasers have an output power of 2 W at 1064 nm [19], and are stabilized on a cavity. A
total of six lasers are powering 18 interferometers, and enable the TM-to-TM measurement
by linear combinations. Per SC, there are two MOSAs among other units, each attached
to a laser source (named “LAij”), see figure 3.3. They host three interferometers:

• one inter-SC interferometer (ISI) containing the GW signals,
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Figure 3.3 Schematic of one
LISA MOSA. A telescope
collects the light from the
distant SC and interferes it
with the local beam. The
local laser is also interfered
with the laser from the adja-
cent MOSA on the same SC
in the local TMIs and RFIs.
The GRS controls the TM
relative to the SC in the sus-
pended degrees of freedom.
Reprint from [P4, 30].
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• one TM-to-SC interferometer (TMI), used to monitor the reference points in this
split interferometry setup with respect to the local SC, and

• one reference interferometer (RFI), used for laser locking and reduction of common
noise.

Between the two SC of one LISA arm, there are two symmetric laser links. Due to
divergence of the Gaussian output beam, the laser power reduces drastically over the
2.5 Gm propagation distance to a few hundreds pW at the receiving SC; it is then interfered
with a local mW beam. The laser beams will carry additional modulation sidebands used
for clock synchronization, ranging information and data transfer, which further reduce the
available power in the main carrier-to-carrier beat signal to about 81 % [19, 31].

The two adjacent MOSAs exchange their laser light via fiber backlinks as indicated in
figure 3.3. To reduce backscatter, the powers guided into the fibers are also relatively small
(in the order of mW to nW). Thus, the out-coupled beams are interfered with beams a few
orders of magnitude stronger, such that the beam power ratio in any interferometer is far
from unity. Note that, even though the two local interferometers between each MOSA on
a single SC mix the same two laser beams (i.e., measure the same absolute beat frequency),
they have their power ratios inverted due to the fiber transfer. This is relevant for the
local scaling of the RIN to phase couplings, as will be considered later in part IV.

In every interferometer, two beams interfere at a recombination BS. Subsequent PDs
measure their impinging time-varying power. The two output ports of each of these BS
are used to apply balanced detection to the (naturally π-shifted) signals, which allows us
to subtract both ports to reduce noises (like certain RIN components as described later),
while maintaining the signal information (see also parts II and VI).

The phase measurement is performed by dedicated Digital Phase-Locked Loops (DPLLs)
[32, 33], as depicted in figure 3.4. The loops are able to track the time-varying beatnote
over many MHz and measure the phase with µ-cycle precision. It resembles a typical
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FIG. 1. An illustration of the DWS method. Two waves
impinge on the surface of a quadrant photodiode (QPD) at an
angle. The upper and lower segments of the QPD thus mea-
sure different phase offsets between the interfering wavefronts.
In the case of heterodyne interference, this angular misalign-
ment between wavefronts manifests as shifts of the phase of the
measured photocurrent beat-note signals.

the function of a DPLL as a phase-meter core is summa-
rized. The standard application of four independent DPLLs
to the segments of a QPD is described in Sec. III and
the proposed scheme in Sec. IV. A noise analysis of the
new technique, with a comparison against the conventional
method, is reported in Sec. V, followed by a conclusion in
Sec. VI.

II. PHASE MEASUREMENT WITH DIGITAL
PHASE-LOCKED LOOPS

The principle of a DPLL is to generate a digital sine
wave in a numerically controlled oscillator (NCO) and
make it track the incoming sinusoidal beat-note signal in
frequency and phase. After appropriate signal condition-
ing, the incoming signal is first digitized in an analog-
to-digital converter (ADC) and all remaining processing
happens in the digital domain, typically implemented in
a field-programmable gate array (FPGA) for the tracking
part (see Fig. 2).

The NCO consists of a phase-increment register (PIR)
that represents the instantaneous signal frequency, a phase
accumulator (PA), which holds the integral of the fre-
quency, i.e., the instantaneous phase, and a look-up table
(LUT) that converts the phase into a sine wave and option-
ally also a cosine wave. The ADC and all digital blocks are
driven synchronously from a common clock, which sets
the reference for any single phase measurement.

In order to make the NCO sine signal track the incoming
signal, both are mixed in a multiplier that acts as a phase
detector and the phase deviation thus measured is used
as error signal in a servo loop. When the loop is closed
and locked, both the incoming and the NCO sine signal
have the same frequency and their phase is shifted by 90◦,
such that their product, the error signal, has a zero aver-
age. The incoming and NCO sine signals are said to be “in
quadrature” (denoted by “Q”). An optional second branch
multiplies the incoming signal with a digital cosine signal,
which is then “in phase” (“I”) and which can be used to
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FIG. 2. The functional blocks of a DPLL. The input signal
from the ADC is separately mixed with a sine and a cosine deliv-
ered by the NCO, yielding the “in quadrature” Q and “in phase”
I signals. The second harmonic of the beat-note frequency 2f
is suppressed by low-pass filtering these signals. The Q signal
is then used as error signal for the servo. The output of the
proportional-integral (PI) controller gives the instantaneous sig-
nal frequency and is stored in the PIR. This is then integrated
and stored in the PA, which is fed to the sine and cosine look-up
tables (LUT) that close the loop.

measure the amplitude of the incoming signal. Low-pass
filters after the mixers suppress the second harmonic of the
signal frequency (“2f ”), a by-product of the multiplica-
tion, in order to prevent it from circulating around the loop
in an undesired nonlinear process. The primary achieve-
ment of such a DPLL is that the frequency and phase now
exist in digital form in the PIR and PA registers, respec-
tively, within the NCO, from where they can be directly
read out.

More specifically, the PIR holds the instantaneous sig-
nal frequency ω in units of cycles per clock period, with
0 < ω < 0.5. It slowly varies as the input signal frequency
changes. It is integrated in the PA, which always has a frac-
tional part ϕ, with 0 ≤ ϕ < 1 cycles, which is used by the
LUTs. It follows a rapid sawtooth function. In most cases,
the integer number of cycles (wavelengths) must also be
tracked. This can be achieved by including extra bits in the
PA that represent the integer number of cycles. We denote
that extended PA by #, with

ϕ = # mod 1 (1)

simply being the fractional part of #. The total phase # is
an ever-increasing ramp. Instead of using extra bits in the
PA, the total phase can, in principle, also be reconstructed
by integrating ω externally.

Among the many performance parameters of a DPLL,
the most important here is the ability to continuously track
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Figure 3.4 Schematic of a DPLL in
LISA. The input time series from the
ADC is mixed with the sine from an
NCO, which represents a closed con-
trol loop with the down-mixed instanta-
neous frequency as its error signal. The
DPLL is able to follow the input fre-
quency (even for time-varying hetero-
dyne frequencies) within its bandwidth
and accumulates the total phase of the
input, which is the desired phase mea-
surement. PA phase accumulator; PIR
phase-increment register; LUT look-up
table; PI proportional-integral. Image
reprinted from [33].

I/Q-demodulation scheme, but is all performed digitally and uses a control loop on the Q
quadrature as an error signal for an Numerically Controlled Oscillator (NCO) to track the
variable incoming signal frequency for the mixing process.

Due to its complexity, a precursor mission, LPF, had to demonstrate the feasibility of
many parts of the system, especially the sufficient free-fall of the TMs [P5, P6], including
the local interferometry inside each SC, which was performing beyond expectations with
approximately 30 fm/

√
Hz sensitivity at frequencies where the interferometry was limiting

[P2, P3]. LPF is described in the next section.

Further, the inter-SC interferometry has been partially demonstrated with the GRACE-FO
mission. It had similar characteristics in terms of laser noise, Doppler shifts and envisaged
light powers, but with “only” one laser link of about 200 km, reaching 1 nm/

√
Hz sensitivity

above 100 mHz [34].

However, LISA presents a number of unique technical challenges. Similar to GRACE-
FO, the raw readout of the inter-satellite interferometers of LISA will be dominated
by laser frequency noise, which does not immediately cancel (as it would in a perfect
Michelson interferometer), due to the time-varying and unequal arms of the constellation.
Contrary to GRACE-FO, LISA will make use of the post processing technique Time-Delay
Interferometry (TDI), in which multiple interferometric readouts are combined with the
appropriate delays to suppress the dominant noise sources, such as laser frequency noise
[35]. TDI and further techniques, together with strict requirements that are placed on the
subsystems and lasers, will ensure that LISA reaches its sensitivity goal.

Different noises propagate through TDI with various transfer functions [36], depending on
their characteristics, such that evaluating the final performance of LISA requires detailed
studies for all performance relevant noise sources. A thorough analysis of the RIN coupling
in LISA is given in part IV.
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Figure 3.5 Functional schematic show-
ing the nominal mode of operation
of LPF. TM1 is freely moving along
its geodesic trajectory. The SC and
TM2 are forced to follow by measur-
ing the path variations of TM1 and
applying subsequent actuation forces
and torques via the Drag-Free and At-
titude Control System (DFACS) loop.
A more detailed description is given in
the text. This image is a reprint from
[P5].

At the time of submitting this dissertation, LISA has been successfully adopted by ESA
and is now moving into the industrialization phases, which constitutes a major milestone
for the mission.

3.2 LISA Pathfinder

Please note that this section is using some content from [P2, P3] that was written in
collaboration with the co-authors.

ESA’s LPF mission (launched from Kourou, French Guiana, on December 3, 2015, on
a VEGA rocket, and ended after an extension on July 18, 2017, by telecommand from
ESOC, Darmstadt) was designed to prove that the technology needed for LISA is feasible.
In particular it proved that the TMs could be placed in free fall with sufficiently low
residual acceleration noise [P5, P6].

The mission consisted of a single SC, as shown in figure 3.5. It was operated in a very quiet
and stable Lissajous orbit around the Earth-Sun Lagrange point L1, about 1.5 million km
from the Earth and at a nearly constant separation and orientation with respect to the
Sun. This led to a very stable thermal and mechanical environment, better than what is
possible to achieve on Earth.

It contained two free falling TMs, each inside an electrode housing located in a small
vacuum chamber. The position and orientation of both TMs along several degrees of
freedom was continuously monitored by the OMS, the high precision interferometric
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3.2 LISA Pathfinder

Figure 3.6 The main results of
the LPF mission highlight-
ing its great success. Shown
are the ASDs of the resid-
ual differential acceleration
between the free falling TMs.
The results from February
2017 were better than what
is required for LISA. This
plot is copied from the publi-
cation [P6].

readout system. The sensitivity analysis of this subsystem is subject of this thesis in
part III, with particular focus on RIN.

In science operations, the SC operated in a “drag-free” state where one TM (TM1 in
figure 3.5) was allowed to freely follow its inertial path and the SC was forced to follow
accordingly. The second “suspended” TM was forced to follow the inertial TM by elec-
trostatic actuation. The SC used the signals from the OMS to sense its own movement
relative to the inertial mass, and used these signals as one set of inputs to the DFACS.
This system controlled 15 degrees of freedom of the relative position and attitude of the
SC and TMs through firing micro-Newton thrusters attached to the SC and acting on the
TMs through electrostatic forces (shown for TM2 in figure 3.5).

LPF’s target was to achieve a differential acceleration noise between its two TMs within a
factor of 10 of the LISA requirement. As figure 3.6 shows, the mission exceeded its goal
and demonstrated even better performance than the level of free fall required for LISA.

The OMS comprised 4 interferometers (their entirety called Optical Bench Interferometer
(OBI)), which were needed in order to achieve the high precision readout: the so-called
Reference-, Frequency-, X1-, and X12-interferometers, see figure 3.7. They allowed to
directly measure six degrees of freedom, namely

• the variations in separation of the two TMs, x12,

• the variation in separation of the first TM to the OB, x1,

• the corresponding pitch ϕ12 = ϕ2 − ϕ1 via DWS,

• and yaw angle η12 = η2 − η1 (which are differential tilts between the TMs),

• as well as ϕ1, and

• η1 (which are relative tilts of TM1 to the OB).
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Chapter 3 Going to space: Toward the Laser Interferometer Space Antenna

Figure 3.7 A rendering of the OBI highlighting the four interferometers (X12, X1, Ref. and
Freq.). The reference beam is blue, the measurement beam red, and combined beams purple.
Also shown are the TMs and their associated coordinate frames. This image is a reprint from
[P3], provided by the LPF collaboration.

Linear combinations of these measurements (performed with Quadrant Photodiodes
(QPDs)) provided the position and orientation of the second TM with respect to the
OB, x2, ϕ2 and η2. The “raw” measurements in radian were scaled to TM motion, and
to TM angles using DWS calibration factors from electrical to optical phase of order
5000 radel./radopt., which were determined on ground (see later in this section).

In the Reference interferometer, both beams were routed entirely within the OB, without
reflection at the TMs. The beams’ optical pathlengths were equal by design so that
the Reference interferometer sensed common mode noise sources that all interferometers
were subject to, such as differential phase changes originating from the optical fibers or
modulators. The Reference interferometer signal (xR) was therefore subtracted from all
other longitudinal interferometer readout signals to obtain clean measurements.

In the Frequency interferometer both beams were again routed entirely within the OB,
however the optical pathlengths were intentionally unequal by (38.2 ± 0.1) cm [37], which
enhanced the coupling of laser frequency noise. The phase readout signal of this interfer-
ometer had the Reference signal subtracted and was then used in a digital control loop to
stabilize the laser frequency (see [38]).

In the X1-interferometer, the measurement beam (indicated in red in figure 3.7) reflected
from TM1 before recombining with its reference beam (blue beam in figure 3.7) to give x1.
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3.2 LISA Pathfinder

On-board processing formed

o1 = λ

4π cos(α)(x1 − xR), (3.2)

the displacement between the free falling TM1 and the OB. λ is the wavelength of the
laser. The parameter α ≈ 4.5◦ corrects for the angle of incidence on the TMs and the
factor 2 in front of 2π is due to the double path change when a TM moves. Without the
scaling factors, we call the quantities “raw” measurements; namely oraw

1 , (and see below)
oraw

12 . This interferometer readout was dominated by SC motion, since the OB was rigidly
connected to the SC. Similarly, the angular DWS signals ηraw

1 and ϕraw
1 were processed

from pairs of top-bottom and left-right quadrant phase differences. The calibration for
DWS is given at the end of this section.

In the X12-interferometer, the measurement beam reflected from both TMs before being
recombined with its reference beam. The on-board computer calculated

o12 = − λ

4π cos(α)(x12 − xR), (3.3)

to get a signal that sensed differential displacement between both TMs (strongly suppressing
any SC motion) and was therefore the main scientific readout signal in LPF. Similarly
formed (as in X1) were differential in-plane and out-of-plane angular readouts ϕraw

12 and
ηraw

12 from pairs of quadrant combinations.

The OMS measured the TM to TM displacement (o12) with a requirement of

S
1/2
OMS(f) ≤ 9 pm√

Hz

⌜⃓⃓⎷1 +
(︄

3 mHz
f

)︄4

, (3.4)

over a frequency range of (1 to 30) mHz. This is a relaxation of the sensitivity which
will be required for the LISA Test Mass Interferometer (TMI) by approximately one
order of magnitude (not to be confused with the total LISA single link requirement in
equation (3.1)). The LPF OMS is directly comparable with the TMI, since there a similar
low-noise, multi degree of freedom readout is key to reaching the desired sensitivity.

The requirement for the measurement noise of ϕ12, η12, ϕ1 and η1 was 20 nrad/
√

Hz ×
NSF(f), with the identical NSF(f) =

√︁
1 + (3 mHz/f)4, which is the noise shape function

adapted to the expected cross-over between force noise induced TM motion and inter-
ferometric sensing noise. The required measurement band was also (1 to 30) mHz, [39,
40].

The OMS further comprised not only the OBI, but also the Reference Laser Unit (RLU),
the Laser Modulation Unit (LMU), the Laser Control Unit (LCU), the PM, and the Data
Management Unit (DMU) [42–44]. A schematic of the system is shown in figure 3.8.
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Figure 3.8 A functional
overview of the OMS
and its subsystems.
The electrode housing
around TM1 is not
shown. Modified
reprint from [P3], based
on [41].

The OBI consisted of a 20 × 21.2 × 4.5 cm OB made of Zerodur (a glass ceramic) onto
which the optical components were hydroxide-catalysis bonded [45]. The OBI was located
between the two vacuum chambers housing the TMs, and it was rigidly connected to the
SC. Onto the OB, all BSs, mirrors and PDs of the laser interferometers were bonded. The
laser light in the OBI was produced in the reference laser unit from a Nd:YAG non-planar
ring oscillator that provided about 35 mW of single-mode light at λ = 1064 nm. This light
was fiber coupled into the laser modulator unit, where the beam was split by a 50/50
BS and each beam was then frequency shifted by an acousto-optic modulator by about
80 MHz, such that a relative frequency shift of f1 − f2 = fhet = 1 kHz was generated to
enable heterodyne interferometry.

From the laser modulator unit, the light was then delivered via optical fibers to the OBI
(indicated by the two green fiber connectors in figure 3.7). On the OB, the beam paths were
split into 4 different interferometers and finally detected by 8 QPDs. About 2.4 mW was
reflected off TM1, and 1.2 mW off TM2. The signals were processed by two hot-redundant
PM units, which performed Single-Bin Discrete Fourier Transforms (SBDFTs) [P3, 43] and
passed data at a sampling frequency of 100 Hz to the DMU. Within the PM, the digitized
photocurrents or voltages, Ui, were further processed by a Field Programmable Gate
Array (FPGA) that performed the SBDFT. For each segment of NFFT = 500 samples (10
ms and thus 10 cycles at 1 kHz), it computed the three quantities

yDC = 1
NFFT

NFFT−1∑︂
i=0

Ui (3.5)

yRe = 2
NFFT

NFFT−1∑︂
i=0

Ui cos(ωhetti) (3.6)

yIm = 2
NFFT

NFFT−1∑︂
i=0

Ui sin(ωhetti) (3.7)

20



3.2 LISA Pathfinder

and auxiliary diagnostic quantities (the actual processing was using unsigned integer
arithmetic) [46]. From these, the longitudinal and angular signals were formed by linear
combinations and the resulting phases computed via arctan

(︁
yIm/yRe

)︁
, followed by a phase-

tracking algorithm to remove phase wraps of 2π. The scaling from raw phase to TM
motion was then applied as described above. An exact processing overview is given in
[41].

The factors determined on-ground for calibrating the raw DWS sensing to TM angles
were

g1 = (−0.202 ± 0.004) × 10−3 rad/rad, (3.8)
g2 = (0.209 ± 0.004) × 10−3 rad/rad, (3.9)
g3 = (−0.175 ± 0.006) × 10−3 rad/rad, (3.10)
g4 = (−0.189 ± 0.003) × 10−3 rad/rad, (3.11)
g5 = (0.188 ± 0.007) × 10−3 rad/rad, (3.12)
g6 = (−0.193 ± 0.004) × 10−3 rad/rad, (3.13)

with the uncertainties originating from the measurements with approximately 2 % errors,
recalculated for the in-flight coefficients. These were applied in the following way:

ϕ1 = g1ϕ
raw
1 , (3.14)

η1 = g2η
raw
1 , (3.15)

ϕ2 = g3ϕ
raw
1 + g4ϕ

raw
12 , (3.16)

η2 = g5η
raw
1 + g6η

raw
12 . (3.17)

The measurements were downsampled to 10 Hz and sent to the on-board computer for use
in the SC and TM control, and telemetered as science output data down to Earth.

Moreover, the power of each beam was sensed by a dedicated power PD. Their signals
were used in an analogue control loop for fast laser amplitude stabilization.
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Chapter 4

Introducing RIN

4.1 Laser noise contributions

While lasers are generally very good at producing coherent light at a central carrier
frequency, they exhibit different kinds of noises, namely phase (or frequency) and intensity
noise, both from technical imperfections and quantum interactions. Since those reduce
the signal-to-noise ratio in interferometric phase measurements, they are ideally mitigated
with sophisticated methods to a level required for GW detection. There are, however,
firm limitations in the possible suppression due to the Heisenberg principle, which states
that the phase and amplitude quadrature of a coherent state of laser light cannot be
measured with arbitrary accuracy. The introduction of squeezing technology has improved
sensitivity for ground-based detectors below the standard quantum limit by redistributing
the uncertainty from one quadrature (quantum shot-noise) to another (quantum radiation
pressure noise) [47]. This method is, however, not possible for space-based detectors
due to their significant optical losses. LISA is operating with classical light. Locally
(without considering frequency noise), it is limited by shot-noise at its Inter-Spacecraft
Interferometer (ISI) arising from the statistical distribution of photons arriving at the
detector (whose resulting phase noise scales inversely with the arriving beam power of a
few hundred pW).

On the one hand, phase or frequency noise directly causes uncertainty in the phase readout.
It is inherently present due to imperfect sinusoidal carriers of single-mode lasers. However,
similar direct phase noise also appears due to numerous other effects, such as optical
path length variations or straylight couplings. The fluctuations in the carrier frequencies
of the LISA lasers magnify via the huge armlength mismatches (up to 35 000 km due to
orbital motion, [48]) and constitute the primary noise problem. It masks the sensitivity by
about eight orders of magnitude above the requirement for GW detection and drives the
necessity for TDI, which reduces its influence drastically, as explained later in part IV.
A typical mitigation strategy for frequency noise is to stabilize it with a stable reference
cavity, which constitutes an optical resonator with a small bandwidth for a given mode.

On the other hand, stochastic processes also influence the electrical field amplitudes
of lasers. The so-called laser intensity noise describes the fluctuations in the beams’
intensity (or power) and originates from excess photon noise. It leads to photon radiation
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Figure 4.1 Illustration of the influence
of noise on a signal. Top panel: Ideal
phase shifted signal measurement with-
out noise. Middle panel: Direct phase
noise included in the signal phase. Bot-
tom panel: Additive noise causing both
amplitude and phase noise. The right
column depicts another representation
with phase and amplitude quadrature.
RIN causes (among radiation pressure
noise) intensity noise that belongs to
the last category.

pressure noise on the TMs, but also comprises an additive noise, which, unfortunately, adds
uncertainty to the main signal phase readout. Active power control schemes are usually
implemented to mitigate its influence, e.g. using a power pick-off and subsequent feedback
loop to act on the laser pump current. However, the relative shot-noise of the in-loop beam
used to measure the power in such methods limits the possible reduction. New concepts
for active power stabilization using optical springs have recently been demonstrated in
ground-based laboratories to circumvent this limitation [49]. Passive schemes as in [50] use
optomechanical cavities at cryogenic temperatures in the kHz band and are therefore not
easily adaptable for LISA. For space missions in general, the MHz heterodyne frequencies
and noisy thrusters may be limiting for such ideas.

The influence of phase and intensity noise in a heterodyne measurement with regards to
a given signal is illustrated in figure 4.1. Contrary to a homodyne readout, the readout
contains a time-varying sinusoidal signal term that includes the desired phase information.
A detailed review of heterodyne interferometry is given in chapter 6. While ideally, changes
in the phase of the beatnote can be tracked immediately (top panel), the noise in real-world
systems adds some ambiguity to the determination. A pure phase noise (middle panel) only
acts on the phase quadrature of the signal, whereas additive (sometimes called “vector”)
noise (bottom panel) adds uncertainty in both the amplitude and phase quadrature. This
can be interpreted as if a random, constantly changing vector in both length and angle is
added to the signal phasor, perturbing the measurement. Using the phasor representation,
a pure phase shift is described by multiplication with a simple complex exponential that
contains the phase shift. Further, direct phase noise can be represented by two phasors
that, to first order for small perturbations, do not influence the length of the signal phasor.
In general, however, two such sideband phasors will change both the amplitude and phase
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of the signal phasor (last panel). Additive stochastic noise can be described by such
random phasors as will be used later in part II for the RIN to phase coupling derivation.
More noise may then require a longer averaging duration to reach a certain measurement
precision. This is problematic for tracking fast changes in the signal (relative to the
averaging time needed).

This thesis mainly investigates RIN coupling that belongs to the last category. The
graphical representation in figure 4.1 of noise in the phasor picture motivates the theoretical
derivation given in chapter 7.

4.2 RIN definition

Please note that this section contains parts from my publication [P1].

The total noise measured in a laser power spectrum can be attributed to different noise
processes. They are typically described by shot-noise from the quantized nature of the light
field and its detection process, thermal or electronic noise from the PDs and subsequent
transimpedance amplifier stages, and excess photon noise.

Figure 4.2 RIN time-series. It is cal-
culated from laser intensity fluctua-
tions normalized by their mean.

The latter (excess photon noise) is usually referred
to as RIN and results from the unintentional beating
of various spectral components with random phases
in the laser process, mainly photons interfering due
to stimulated and spontaneous emission, and due
to technical noise couplings, for example from the
shot-noise in the pump diode current.

This thesis focuses on the effects of technical laser
RIN. It is a measure of intensity noise, which is
typically normalized to the average intensity (or to
the power, therefore sometimes also called Relative
Power Noise (RPN)). Figure 4.2 depicts a time-
series representation. The spectral shape is generally not flat, as shown in figure 4.3, but
may be approximated by white noise for small enough frequency bands, e.g. around a
certain signal.

RIN, denoted r(t) in the following, is measured from the beam power P (t) with excess
photon noise δP , and represents a multiplicative noise source with respect to the mean
intensity (or power):

r(t) := δP/P (t), (4.1a)
⇒ δP = r · P (t) (4.1b)
⇒ P (t) + δP = P (t)(1 + r), (4.1c)
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Figure 4.3 RIN measurement (provided by S. Barke) of a 1064 nm non-planar ring oscillator
(NPRO) laser. For illustration purposes some areas have been marked as described in the text,
and an arbitrary signal has been added to fix the position of the 1f-RIN and 2f-RIN bands.

where the bar denotes the mean or average power of the beam. The last equation shows
how RIN is modeled in the theoretical derivation in part II.

RIN is usually expressed as a spectral density in units Hz−1/2, as can be seen in figure 4.3.
Typical Non-Planar Ring Oscillator (NPRO) lasers can be stabilized to operate around or
below 10−4 Hz−1/2 at mHz and 10−8 Hz−1/2 at MHz frequencies (see, for example, [P3, 51]).
A RIN spectrum typically has a peak (also visible in figure 4.3) that is due to relaxation
oscillations originating from dynamics between the laser gain and the intracavity power.
At higher frequencies, it saturates at the relative shot noise limit for the beam power used
in the measurement. The relative level of shot-noise in a RIN measurement is proportional
to the inverse average power and thus increases for low light intensities.

To mitigate the effect of RIN perturbations the beam power is typically stabilized before
propagating it through the interferometer, and remaining excess noise on the PDs is often
removed by applying a balanced detection scheme utilizing two interferometer output
ports, as described earlier [P3, 52].

This thesis reports on the well-known “1f-RIN” (the contribution of RIN from near the
heterodyne frequency) and derives coupling relations and its common mode rejection
properties. A less known “2f-RIN” coupling mechanism (the contribution of RIN from near
twice the heterodyne frequency) to the phase measurement that contributes noise even
in a balanced heterodyne interferometer is also analyzed (see marked areas in figure 4.3).
Furthermore, this work highlights simulations and experiments that were performed to
explore these effects in LPF and in LISA.
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Part II

Laser RIN coupling





Chapter 5

Overview

Please note that this part has mostly been published in [P1].

An introduction to RIN has been given in chapter 4. This chapter gives an overview of the
following theoretical sections and an executive summary of the main results. To set the
scope, a review of the typical heterodyne equations is given in chapter 6. The modeling
and derivation of the resulting phase noise is described in chapter 7 in great detail, followed
by computational simulations in chapter 8 that verify the theoretical predictions.

For a brief summary, the main RIN to phase coupling features are the following: RIN r is
defined as fluctuations of the laser power divided by its mean value, i.e. r = δP/P . It
causes phase noise in optical heterodyne interferometers and there are two (first order)
distinct coupling mechanisms:

• purely additive “1f-RIN” effects from around the heterodyne frequency and

• multiplicative (non-linear) “2f-RIN” effects from around twice the heterodyne fre-
quency (that can also be treated as additive noise after Taylor expansion).

The 1f- and 2f-RIN have distinct coupling mechanisms and contribute uncorrelated
phase noise (since they are usually far apart in frequency) and thus need to be summed
quadratically (when considered in amplitude units of noise, as opposed to power).

For completeness it should be mentioned that there is also “DC-RIN” (sometimes called
“0f-RIN”) originating from the same multiplicative mechanism as the 2f-RIN, that, mathe-
matically to first and second order, only causes pure amplitude modulation and no phase
noise in the demodulation process. DC-RIN does, however, generally lead to in-band accel-
eration noise on TMs via radiation pressure (not covered in this thesis, see section 18.3).
The latter mechanism is well understood from the LPF mission. However, during electrical
ground testing at the AEI with prototype hardware for the LISA PM, a small DC-RIN
coupling was observed with a coupling factor in the order of 10−3 [53]. This is still under
investigation.

29



Chapter 5 Overview

5.1 Main aspects of 1f-RIN coupling

1f-RIN describes the coupling of RIN from around the heterodyne frequency. The resulting
phase noise depends on beam powers, BS coefficients and the heterodyne efficiency
(contrast) and subtracts with balanced detection. It scales approximately with 1/contrast
and can be magnified by power mismatches between the two beams. The 1f-RIN common
mode rejection shows a sinusoidal behavior with respect to the relative phase (e.g. between
TM- and Reference interferometers, thus visible via the TM position). In this case, if the
phase difference can be kept close to zero, the coupling is further reduced (after balanced
detection) depending on the matching of the involved beam powers.

5.2 Main aspects of 2f-RIN coupling

2f-RIN describes the coupling of RIN from twice the heterodyne frequency. Here, the
resulting phase noise is independent of beam powers and contrast. Unfortunately, it does
not subtract with balanced detection since it is in-phase with the signal. It is roughly a
factor contrast/2 smaller than the corresponding 1f-RIN term for equal beam powers. The
2f-RIN common mode rejection shows sinusoidal behavior with respect to twice the relative
phase (e.g. typical noise dependency on TM position similar to 1f-RIN). In this case, if
the phase difference can be kept close to zero, the coupling is minimized (no dependency
on the power ratio).
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Chapter 6

Review of Heterodyne Interferometry

The well-known relations for a heterodyne interferometer with two output ports A, B, can
be derived assuming two Gaussian beams, Em,Er, propagating through a beamsplitter
onto two photodiodes, one per output port, as depicted in figure 6.1.

Figure 6.1 Simplified Mach-Zehnder heterodyne
interferometer with two TMs. Modified reprint
from [P1].

Two beams with a difference frequency
fhet = f1 − f2 ≡ fm − fr, (fm > fr) are
brought to interference using a BS. The
resulting phase signal that corresponds to
the arm length difference, m − r, is mea-
sured in both output ports, A and B, with
PDs, which see the signal with a π phase
shift between them due to energy conser-
vation at the BS. In this case, fm corre-
sponds to the measurement beam with a
time-varying phase (the observable of inter-
est being the distance change of the TMs),
while the propagation path of fr is assumed
constant and termed the reference beam.
The term ‘balanced detection’ refers to the
subtraction of the measurements occurring
in PD A and PD B to reduce common
noise.

The beams are assumed to be well aligned when hitting the detectors and for simplicity it
is assumed that both beams travel (locally) in the z direction at all times. In fact, the
propagation direction of the beams is tilted by 90◦ after reflection of the beamsplitter, but
we neglect any offsets or imperfections in the optical path and perform the calculation for
parallel beams.

The mathematical description for two beams (denoted m for measurement, r for reference
beam with indices k = {m, r}) assumes propagation through vacuum and travel times tk
when arriving at the detector:

Em = Re
{︃

epam(x, y, t− tm)ei(ωm(t−tm))
}︃
, (6.1a)
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Chapter 6 Review of Heterodyne Interferometry

Er = Re
{︃

epar(x, y, t− tr)ei(ωr(t−tr))
}︃
, (6.1b)

with unity polarization vectors ep and ep ⊥ ez, position and time dependent amplitudes
am,r(x, y, t) ∈ C and optical frequencies ωk = 2πfk, fm = fr + fhet. As usual we drop the
Re{·} in the following and implicitly assume it for measurable quantities like the electrical
field.

Typically, fhet is much smaller than fm,r, which leads to a slowly varying heterodyne
beatnote, while the faster frequencies are averaged away through the detection process.
This is implicitly assumed when taking the absolute square (see the following calculations).
Constant factors are absorbed in am,r such that |am,r|2 represents an intensity with units
Wm−2. The detectors are assumed to be located at an equivalent local z = 0 point in each
arm.

We assume a light travel time, tc, that is common to both beams, and a slowly time-varying
differential time, td, that we attribute to Em in the sense that the runtime difference of the
beams is tm − tr = (tc + td) − tc = td, which translates to a slowly time-varying differential
phase. This light travel time difference between the beams is magnified by a large optical
carrier frequency, as given by ϕd = ωmtd.

We drop the polarization vector, ep, since both beams are assumed to have identical
polarization, perpendicular to the plane of incidence of the recombination BS and the
detector surface.

The properties of a lossless BS are usually described by amplitude reflection and transmis-
sion coefficients, ρ, τ ∈ C, ρ2 + τ2 = 1 which are used in a unitary coupling matrix, M ,
such that

M =
(︄
ρ iτ
iτ ρ

)︄
or M =

(︄
ρ τ
τ −ρ

)︄
. (6.2)

The optical intensities impinging on the PDs in ports A and B can then be calculated by
squaring the amplitudes (EA, EB)⊤ = M · (Em, Er)⊤,

|EA|2 = |ρEm + τEr|2

= ρ2|Em|2 + τ2|Er|2 + 2ρτ Re[EmE
∗
r ], (6.3a)

|EB|2 = |τEm − ρEr|2

= τ2|Em|2 + ρ2|Er|2 − 2ρτ Re[EmE
∗
r ], (6.3b)

using ∗ to indicate complex conjugation and the fact that z + z∗ = 2 Re(z).

To describe the detected optical powers, PA,B, one has to integrate over the PD surface,
S, such that PA,B =

∫︁ ⃓⃓
EA,B

⃓⃓2 dS.
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The first terms of equation (6.3) yield the single beam powers:

Pm =
∫︂

dS(ρ2|Em|2 + τ2|Em|2) =
∫︂

dS|Em|2, (6.4a)

Pr =
∫︂

dS(τ2|Er|2 + ρ2|Er|2) =
∫︂

dS|Er|2 (6.4b)

for the measurement and for the reference beam (S ≫ beam diameter).

The integration of the last terms, assuming normalized beam amplitudes Ak(x, y) :=
ak/

√︁
Pk(t) (again constant factors absorbed in ak), gives

±2ρτ
∫︂

dS Re[EmE
∗
r ]

= ± 2ρτ
√︁
PmPr Re

[︃
ei(ωm(t−tm)−ωr(t−tr))

∫︂
dS AmA

∗
r

]︃
= ± 2ρτ

√︁
ηhetPmPr cos(ωhett− ϕd − ϕc − ϕhet), (6.5)

with ωhet = ωm −ωr and ϕc = ωhettc. In the last step, we make use of the so-called overlap
integral, σ, of the two beams (see [54]), arising from beam geometry:

σ =
∫︂

dS AmA
∗
r =: √

ηhete
iϕhet , (6.6)

which can be separated into a magnitude factor, ηhet = |σ|2, and a phase contribution,
ϕhet = arg(σ), to the signal. The amplitude contribution is called the heterodyne efficiency.
The additional phase contribution due to the spatial wave front properties is added as a
phase factor, which, in general, can be different between the two output ports. We further
neglect any time-dependence of the beam geometries.

As a result we arrive at the well known heterodyne equations with Pm,r = Pm,r(t− tm,r):

PA = ρ2Pm + τ2Pr + 2ρτ
√︂
ηhet,APmPr ·BA, (6.7a)

PB = τ2Pm + ρ2Pr − 2ρτ
√︂
ηhet,BPmPr ·BB, (6.7b)

with the beat term, BA,B, oscillating at the heterodyne frequency, fhet,

BA,B = cos
(︂
ωhett− ϕd − ϕc − ϕhet,A,B

)︂
=: cos

(︂
ωhett− φA,B

)︂
. (6.8)

In the last step we merge the geometric phase, ϕhet, with ϕd and the typically constant ϕc

phase into an effective detected phase signal φA,B = ϕc + ϕd + ϕhet,A,B.

To simplify the following sections, we assume no differential losses in the detection process
on the PDs and neglect differences in the overlap integral between the two ports, so that
ϕhet,A,B = ϕhet, ηhet,A,B = ηhet, φ = φA,B, BA,B = B.
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Note that the interferometer contrast can be computed as

ContrastA = CA = 2ρτ
√︁
ηhet,APmPr

ρ2Pm + τ2Pr
, (6.9a)

ContrastB = CB = 2ρτ
√︁
ηhet,BPmPr

τ2Pm + ρ2Pr
. (6.9b)

Equation (6.7) contains two DC terms each, depending on the transmitted and reflected
powers, and one signal term per output port, the latter with different signs. This
allows to compute the so-called balanced detection signal. It is realized by forming the
difference between the powers of the two complementary output ports, ∆P := (PA −PB)/2,
which reduces excess noise (e.g., certain components of RIN). Ideally for this purpose,
ρ2 = τ2 = 1/2 with a perfect 50/50 BS.

After interfering and detecting the beams, there are different ways to extract the phase
information, for example using Phase Locked Loops (PLLs) [55] or a SBDFTs, see sec-
tion 3.2. The latter can be seen as an practical example used aboard LPF. In a continuous
case, the signal can be extracted by a Fourier analysis of the form

F = 1
π

∫︂ 2π

0
∆Pei2πfhettd(2πfhett), (6.10)

⇒ φ = arg(F ) = arctan
(︄

Im(F )
Re(F )

)︄
. (6.11)

However, the last equation is only exactly true in the absence of phase noise. How this
changes when RIN is introduced in the system will be discussed in the following.
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Chapter 7

RIN to phase coupling

Based on the previous chapter that reviews the detection equations for heterodyne inter-
ferometry, one can derive the RIN to phase coupling relations.

In the following, all powers Pk are assumed to be long term mean values (we refrain from
using the extra bar on P ) and only the RIN itself carries the time dependence. Therefore,
we introduce RIN denoted by rm,r(t) in the beam powers as

Pm → Pm(1 + rm(t− tm)), (7.1a)
Pr → Pr(1 + rr(t− tr)). (7.1b)

Note: One can also derive RIN directly from an amplitude noise, n, of the electric
field amplitudes in the form a(t) = a(1 + n), as introduced in equation (6.1). Then⃓⃓
a(t)

⃓⃓2 = a2(1 + n)2 ≈ a2(1 + 2n) ≈ P (1 + r), so the above definition matches with RIN
r ≈ 2n, neglecting the small n2 term.

Inserting the RIN terms into equation (6.7) (and hiding the time dependency in the same
manner, since Pi(t) only appears in multiplication with ri(t)) yields

PA = ρ2Pm + τ2Pr + ρ2Pmrm + τ2Prrr

+ 2ρτ
√︂
ηhetPm(1 + rm)Pr(1 + rr) cos(ωhett− φ), (7.2a)

PB = τ2Pm + ρ2Pr + τ2Pmrm + ρ2Prrr

− 2ρτ
√︂
ηhetPm(1 + rm)Pr(1 + rr) cos(ωhett− φ). (7.2b)

Factors of constant power are neglected in the following, since they do not add di-
rect phase noise. Further, we simplify by using rm,r ≪ 1 so that

√︁
(1 + rm)(1 + rr) =√

1 + rm + rr + rmrr ≈
√

1 + rm + rr ≈ 1 + rm+rr
2 , yielding the simplified detection equa-

tions

PA = ρ2Pmrm + τ2Prrr⏞ ⏟⏟ ⏞
1f-RIN, port A

+(rm + rr)ρτ
√︁
ηhetPmPr cos(ωhett− φ)⏞ ⏟⏟ ⏞

2f-RIN, port A

+2ρτ
√︁
ηhetPmPr cos(ωhett− φ)⏞ ⏟⏟ ⏞

Signal, port A

, (7.3a)
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Chapter 7 RIN to phase coupling

PB = τ2Pmrm + ρ2Prrr⏞ ⏟⏟ ⏞
1f-RIN, port B

−(rm + rr)ρτ
√︁
ηhetPmPr cos(ωhett− φ)⏞ ⏟⏟ ⏞

2f-RIN, port B

−2ρτ
√︁
ηhetPmPr cos(ωhett− φ)⏞ ⏟⏟ ⏞

Signal, port B

. (7.3b)

At this point, we can already make important observations: Firstly, the term called 1f-RIN
appears with the same sign in both output ports, and is approximately the same for well
matched 50/50 BSs. Therefore, this term can be suppressed with the balanced detection
process defined above. Secondly, the term called 2f-RIN appears with the same phasing
as the signal (and with half its amplitude) in both output ports and therefore cannot be
reduced by balanced detection. Thirdly, the sum of equally labeled terms (sum of 1f- or
2f-RIN terms, respectively) that contain either rm or rr has to be performed linearly if the
RIN is correlated between the two beams, and quadratically for uncorrelated RIN in the
two beams (with regards to their noise spectral densities). However, 1f-RIN and 2f-RIN
terms are always considered uncorrelated between each other, since they occur at different
frequencies and the noise in a small band is typically approximately white. Lastly, we see
that all these noise contributions have been approximated as additive noise (phasors) to
the main signal.

A very important aspect is that a PM is only sensitive in a narrow band around fhet,
because the phase demodulation in equation (6.10) can be interpreted as a narrow filter
around fhet. Therefore, only additive components in a limited bandwidth around the
heterodyne frequency can cause phase noise.

7.1 The additive channel: 1f-RIN

When we consider the Fourier spectrum, we see that the terms labeled “1f-RIN” are only
scaled by constant factors. Therefore these terms contribute RIN from near 1fhet, since
higher or lower frequency components are filtered out through the demodulation process.

Note: The time delay tk included in the measurement beam also affects 1f-RIN (at fhet),
but since it is scaled by fhet instead of fm or fr, with fhet ≪ fm, we neglect it here and
assume good correlation at the detector if RIN between the two beams was correlated at
the start. For very large scale interferometers like LISA, different laser sources have to
be used. However, even if the same laser could be realized, significant light travel time
differences along the arms would still require post processing such as TDI, which creates
correlated measurements, such that this assumption also holds.
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7.2 The multiplicative channel: DC-RIN and 2f-RIN

Figure 7.1 Schematic illustrating the “2f-RIN” terms in equation (7.3) showing spectral mixing of
(half) the signal beat term (first row) with RIN (second row). A real valued signal has conjugate
symmetry in its Fourier transform, which is indicated by the negative frequency range. As
shown in equation (7.4), half of the noise power is shifted downwards (third row), while the other
half is upconverted (fourth row). The total resulting spectrum (last row) is again conjugate
symmetric. Therefore, RIN components from both 2fhet ± ϵ and 0 ± ϵ (near DC) end up in the
PM bandwidth. However, the DC components consist of conjugate phasors at fhet ± ϵ, meaning
they only contribute amplitude noise and no direct phase noise. Modified reprint from [P1].

7.2 The multiplicative channel: DC-RIN and 2f-RIN

The terms labeled “2f-RIN” behave differently since they carry the same sign as the signal.
Moreover, they have an interesting frequency mixing property: They consist of the RIN
itself (rm + rr), which is then multiplied by half the heterodyne term. That heterodyne
term has a frequency component at fhet. From Fourier analysis it follows for rk(t) with
Fourier representation r̃k(f) that (see [52])

Gk(f) :=
∫︂
rk cos(2πfhett)e−i2πft dt

=1
2
[︁
r̃k(f − fhet) + r̃k(f + fhet)

]︁
. (7.4)

From equation (7.4) we see that the only possible coupling frequencies are small offset
frequencies to DC, named ϵ, and those around twice the heterodyne frequency, f ≈
{0+ ϵ, 2fhet}, because only such frequencies result in components near fhet in the resulting
spectrum (that is conjugate symmetric, since rk has only real values):

G(0 + ϵ) = 1
2
[︁
r̃k(ϵ− fhet) + r̃k(ϵ+ fhet)

]︁
, (7.5a)

G(2fhet) = 1
2
[︁
r̃k(fhet) + r̃k(3fhet)

]︁
. (7.5b)

This up- and downconversion is depicted in figure 7.1.
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To investigate the DC terms further, we look at one specific RIN component at frequency
ϵ with (long term average) amplitude r and a stochastic phase ψ, represented by R =
r cos(2πϵt− ψ). We perform a similar operation as it occurs in equation (7.3) by adding
and multiplying a general signal S = s cos(2πfhett− φ) to demonstrate the effect:

S + RS

2 = S + rs

4

[︄
cos
(︁
2π(fhet − ϵ)t− φ+ ψ

)︁
+ cos

(︁
2π(fhet + ϵ)t− φ− ψ

)︁]︄

=
(︃

1 + r

2 cos(2πϵt− ψ)
)︃

⏞ ⏟⏟ ⏞
Amplitude modulation

s cos(2πfhett− φ). (7.6)

We conclude that RIN from near DC results in conjugate phasors around the heterodyne
frequency. These phasors can only cause direct amplitude modulation of the signal and
therefore do not contribute additive phase noise.

With that in mind, only the spectral contribution from 2fhet remains relevant. With
G(2fhet) it is clear that half of the RIN amplitude at 2fhet is downmixed to fhet causing
phase noise, while the other (non relevant) half is upconverted to 3fhet, which is not
measured by the PM. The resulting scaling for 2f-RIN (meaning rm,r near 2fhet) in port
A and B is therefore

2f-RINA,B = ±rm + rr
2 ρτ

√︁
ηhetPmPr. (7.7)

In conclusion, the only relevant terms causing RIN to phase coupling at the PDs are

PA = ρ2Pmrm + τ2Prrr⏞ ⏟⏟ ⏞
1f-RIN, port A

+rm + rr
2 ρτ

√︁
ηhetPmPr⏞ ⏟⏟ ⏞

2f-RIN, port A

+2ρτ
√︁
ηhetPmPr cos(2πfhett− φ)⏞ ⏟⏟ ⏞

Signal, port A

,

PB = τ2Pmrm + ρ2Prrr⏞ ⏟⏟ ⏞
1f-RIN, port B

−rm + rr
2 ρτ

√︁
ηhetPmPr⏞ ⏟⏟ ⏞

2f-RIN, port B

−2ρτ
√︁
ηhetPmPr cos(2πfhett− φ)⏞ ⏟⏟ ⏞

Signal, port B

.

It is important to note that for 1f-RIN, rk = rk(fhet), and for 2f-RIN, rk = rk(2fhet).

We can already learn from these equations that the coupling coefficient for 2f-RIN is
roughly half the 1f-RIN coefficient for equal beam powers, 50/50 BS and high contrast
(ηhet ≈ 1).

In the following sections we derive the phase noise arising from 1f- and 2f-RIN components,
since the phase usually comprises the main observable of interest (as opposed to, e.g., the
induced noise current).

We assume that the RIN spectrum is at least uncorrelated between frequencies as far apart
as at least ≈ fhet and thus we can discuss 1f- and 2f-RIN couplings separately. The total
noise is then the quadratic sum of both 1f- and 2f-RIN contributions.

We also develop formulas addressing the subtraction of a common mode reference phase,
which allows the finding of a working point that minimizes the coupling for both 1f- and
2f-RIN experimentally.
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7.3 RIN modeling approach

7.3 RIN modeling approach

In general, if the noise in the two beams is differential or uncorrelated RIN we write
rm(t) ̸= rr(t). If only one laser source has been used it can only be caused by processes
after the beams are split up (e.g., due to large differential time delays or modulations), or,
if two separate light sources have been used. Otherwise, if rm = rr, it is called common
mode or correlated RIN. This defines whether both rm,r realizations are independent,
adding them quadratically, or whether they are coherent, adding them linearly.

We begin to model the effect of RIN to phase coupling with a formal white noise Fourier
series approach, because in a small band around the heterodyne frequency RIN is usually
almost flat. While this can be used to derive the additional phase noise, we found it easier
to simplify the calculations with phasor components. We formulate the full expression
here and describe the second approach in the following section, which utilizes only two
specific components of the Fourier series approach.

A narrow band white noise representation consists of 2p sine waves around a center
frequency fc with independent, instantaneous random amplitudes, ci, and phases, ψi. This
center frequency could be either fc = fhet or fc = 2fhet. The amplitudes are given by
ci = (2r̃2

i ∆f)1/2 and are separated in frequency by ∆f → 0 Hz as described in [56]. r̃2

refers to the Power Spectral Density (PSD) of the noise. Hence, this approach gives

rm,r(t, fc) =
p∑︂

i=−p,
i ̸=0

ci cos
(︁
2π(fc + i∆f)t− ψi

)︁
, (7.9)

with uniformly distributed random phase angles ψi in (0, 2π). The total noise power is
⟨r2

m,r⟩ = 2p∆f r̃2 = 2Br̃2, because for white noise all r̃i converge to the same value for
large enough sample sizes. The bandwidth 2B represents in a typical PM readout the
output sampling frequency of the phase measurement.

In the following section we show how one can simplify this approach.

7.4 Phase noise from additive vector noise

To simplify the calculations we utilize complex phasors to describe the general coupling
mechanism of an additive vector (noise), as sketched in figure 7.2, and apply it to RIN to
phase coupling afterwards. This is an adapted version of what can be found in [57]. A
signal phasor, S, at frequency ωs = 2πfs and a small additive phasor, V , with frequency
ωv = 2π(fs + ϵ), is given by

S = sei(ωst+ϕs), V = vei(ωvt+ϕv), (7.10)
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Chapter 7 RIN to phase coupling

Figure 7.2 Additive unwanted vectors, V , cause
a phase deviation, α, in the observable of inter-
est, which is the phase of the signal, S. Reprint
from [P1].

which results in a phasor
R = S + V = rei(ωst+ϕr(t)), (7.11)

with

r2 = s2 + v2 + 2sv cos(2πϵt+ ϕs − ϕv), (7.12a)

ϕr = arg
(︃
eiϕs + v

s
ei(2πϵt+ϕv)

)︃
. (7.12b)

We are interested in the phase variations of ϕs, called α, due to the presence of V :

ϕr = arg
(︄
eiϕs

(︃
1 + v

s
ei(2πϵt+ϕv−ϕs)

)︃)︄
= ϕs + arg

(︃
1 + v

s
ei(2πϵt+ϕv−ϕs))

)︃
⏞ ⏟⏟ ⏞

=α

. (7.13)

Therefore, the phase deviations, α, are given by

α = arg
(︃

1 + v

s
ei(2πϵt+ϕv−ϕs))

)︃
, (7.14a)

= arctan
(︄

Im[1 + . . . ]
Re[1 + . . . ]

)︄
, (7.14b)

= arctan
(︄

v
s sin(2πϵt+ ϕv − ϕs)

1 + v
s cos(2πϵt+ ϕv − ϕs)

)︄
, (7.14c)

≈ v

s
sin (2πϵt+ ϕv − ϕs) , (7.14d)

where we assume in the last step that the offending phasor, V , has a much smaller
amplitude than S, i.e., v ≪ s. figure 7.3 shows the resulting phase deviations. The
variance or squared Root Mean Square (RMS) value is α2

RMS = v2

2s2 .

We can immediately extend this result for a phasor at a frequency fs − ϵ. Such a phasor
would end up at −ϵ in the resulting phase spectrum, and be folded to +ϵ in a typical
one-sided spectral calculation. This is important for the notion of band-limited noise
around the signal, as it is present in real measurement systems. There, both sides of the
signal contain a certain level of noise, that is uncorrelated between each other.

Using these considerations, we model the noise as follows: We assume band-limited, white
noise with a PSD value n0(f) and total noise power NP =

∫︁
B n0(f)df ≈ 2n0B, equally

distributed left and right of the signal, see figure 7.4 top panel.
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7.4 Phase noise from additive vector noise

Figure 7.3 Phase deviation in the signal phase
for varying amplitude ratios of the signal
and “noise” phasor with the non-approximated
phase formula. This shows visually that the
small vector noise approximation is valid below
percentage level amplitude rations. Reprint
from [P1]. Based on a plot from H. Halloin.

We already showed in the previous calculation, that noise at a frequency fs ± ϵ ends up
at frequency ϵ in the one-sided phase spectrum. Therefore we can represent the noise
for one particular frequency on the left and right side of the signal by sine phasors N1,2
with the white noise amplitude n0 in a band of b = 1 Hz. Both sine representations
follow a uniform random phase distribution, since they represent uncorrelated noise:

Figure 7.4 Modeling additive white noise.
Reprint from [P1].

N1,2 =
√︁

2n0b cos
(︁
ω1,2t+ ψ1,2

)︁
, (7.15)

with ω1,2 = 2π(fs ± ϵ) and equal noise power
N2

1,2,rms = n0b. So, the total noise power mea-
sured in a PSD of the resulting phase at fre-
quency ϵ would be N2

1,RMS +N2
2,RMS = 2n0b =

2N2
1,2,RMS. figure 7.4 (bottom panel) shows a

graphical representation of this.

We can simplify this even further and use only
one single sine representation for both left and
right phasors with additional scaling, since their
noise power ends up at the same frequency. This
leads to a single noise vector

N =
√

2
√︁

2n0b cos
(︁
2π(fs + ϵ)t+ ψ

)︁
, (7.16)

with a RMS value of N2
RMS = 2n0b. In the end, this is true for all frequencies in a

bandwidth, B, that defines the sampling frequency of the output phase signal. Therefore,
it is enough to propagate a general noise amplitude in this way to describe the whole
resulting phase spectrum over the bandwidth B.

We can now describe the resulting phase noise from a general additive white noise process
using equation (7.14d): A signal S with amplitude s and an additive small noise N with
amplitude

√
2
√

2n0b at frequencies fs ± ϵ will lead to phase deviations of the form

α ≈
√

2
√

2n0b

s
sin(2πϵt+ ψ − ϕs). (7.17)
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Calculating the variance we find
α2

RMS = 2n0b

s2 , (7.18)

which can be given in units of an ASD by dividing by b = 1 Hz and taking the square
root:

α̃ =
√

2√
n0

s
. (7.19)

This result is true for any frequency, ϵ. Therefore the frequency dependence was dropped
and the result describes the whole output spectrum (for white noise).

This marks an important result for additive vector noise. Since s/
√

2 represents the signal
RMS value, for an approximately white noise source around a strong carrier signal we can
calculate the resulting phase noise ASD α̃ with the following general formula

α̃ = Noise ASD
Signal RMS ,

[︄
rad√
Hz

]︄
. (7.20)

This equation can also be independently verified using, e.g., a model of a SBDFT PM.
For the RIN terms in equation (7.8) the signal RMS is given by ρτ

√︁
2ηhet,A,BPmPr. In

the following, we calculate the phase noise, α̃, for different 1f- and 2f-RIN scenarios.

Please note that a very similar derivation can be used to derive the resulting amplitude
noise from a small vector on a signal, see appendix A.

7.5 1f-RIN phase coupling relations

In this section, we look at RIN at frequency rk = rk (1fhet). For each output port, the
1f-RIN has a differently scaled component due to the BS parameters and power levels.
Therefore, the formula for port B can be found by exchanging ρ and τ .

From equations (7.8) and (7.20) it follows immediately that, for correlated RIN (i.e.,
rm = rr = r), the resulting phase noise in port A is given by

α̃1f,A = ρ2Pmr̃m + τ2Prr̃r
ρτ

√
2ηhetPmPr

= ρ2Pm + τ2Pr
ρτ

√
2ηhetPmPr

r̃ (1fhet) =
√

2 · r̃ (1fhet)
CA

, (7.21)

and for port B

α̃1f,B = τ2Pm + ρ2Pr
ρτ

√
2ηhetPmPr

r̃ (1fhet) =
√

2 · r̃ (1fhet)
CB

. (7.22)
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7.6 1f-RIN coupling relations after balanced detection

However, for uncorrelated RIN, i.e., rm ̸= rr, the addition has to be performed quadratically,
giving for port A

α̃1f,A =
√︁

(ρ2Pmr̃m)2 + (τ2Prr̃r)2

ρτ
√

2ηhetPmPr
(7.23)

≈
√︁

(ρ2Pm)2 + (τ2Pr)2

ρτ
√

2ηhetPmPr
r̃ (1fhet) , if r̃m ≈ r̃r (7.24)

and for port B

α̃1f,B =
√︁

(τ2Pmr̃m)2 + (ρ2Prr̃r)2

ρτ
√

2ηhetPmPr
(7.25)

≈
√︁

(τ2Pm)2 + (ρ2Pr)2

ρτ
√

2ηhetPmPr
r̃ (1fhet) , if r̃m ≈ r̃r. (7.26)

Another interesting case appears if one of the beams has much higher intensity, e.g.
Pr ≫ Pm while the RIN levels are somewhat comparable, rm ≈ rr. Then we get for
correlated and uncorrelated RIN respectively:

α̃1f,A = τ

ρ

√︄
Pr

2ηhetPm
r̃r (1fhet) , if Pr ≫ Pm, (7.27a)

α̃1f,B = ρ

τ

√︄
Pr

2ηhetPm
r̃r (1fhet) , if Pr ≫ Pm. (7.27b)

In this case the phase noise is dominated by RIN from the more powerful beam.

7.6 1f-RIN coupling relations after balanced detection

A more extensive treatment of balanced detection is given in appendix C.

Here, the simplified approach assumes identical processing and heterodyne efficiencies in
the detection chains in port A and B, and only allows a mismatch in the BS parameters
and beam powers. We gain an improvement in the signal to noise ratio, since the signal is
measured twice and added, while the noise is subtracted. As mentioned before, 2f-RIN is
not reduced and only the resulting 1f-RIN is affected by balanced detection.

The phase noise for correlated RIN after balanced detection is

α̃1f,∆P =

⃓⃓⃓
Pm(ρ2 − τ2) + Pr(τ2 − ρ2)

⃓⃓⃓
ρτ

√
8ηhetPmPr

r̃ (1fhet) , (7.28a)

and for uncorrelated RIN

α̃1f,∆P =

√︂
P 2

mr̃
2
m(ρ2 − τ2)2 + P 2

r r̃
2
r (τ2 − ρ2)2

ρτ
√

8ηhetPmPr
(7.29a)
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≈
√︁
P 2

m(ρ2 − τ2)2 + P 2
r (τ2 − ρ2)2

ρτ
√

8ηhetPmPr
r̃ (1fhet) ,

if r̃m ≈ r̃r. (7.29b)

We see that the resulting phase noise is minimized for ρ2 = τ2 (or Pm = Pr when
rearranging the terms). If that is the case, RIN is distributed equally in both ports and
thus can be canceled to a large degree.

In the case that Pr ≫ Pm we find, for correlated and uncorrelated RIN, that

α̃1f,∆P =
⃓⃓⃓⃓
⃓τρ − ρ

τ

⃓⃓⃓⃓
⃓
√︄

Pr
8ηhetPm

r̃r (1fhet) . (7.30)

7.7 1f-RIN common mode subtraction

When subtracting another interferometric measurement that shares (some) of the same RIN,
the subtraction can minimize the resulting phase noise. This is a technique for reducing
common mode noises, typically implemented by a fixed beam “reference” interferometer.
Note that we assume negligible time differences between interferometers (assuring high
correlation).

Since the 1f-RIN coupling depends on beam powers, heterodyne efficiencies and BS
coefficients, the general formula is not very compact. We derive a complete functional
expression and simplify afterwards for common use-cases. In this section, we assume no
differential time delay effects.

We denote the two interferometers involved by the subscript n ∈ {1, 2}.

According to equation (7.16) we can represent 1f-RIN by one component at fhet + ϵ as in

rn,k = 2
√︂
r2

n,kb cos
(︂
2π(fhet + ϵ)t− ψn,k

)︂
, (7.31)

where rn,k = rn,k (1fhet).

This term is scaled in the two interferometers by the following factors (see equation (7.8)):
ρ2

nPn,m, τ2
nPn,m, ρ2

nPn,r, τ2
nPn,r. Without loss of generality, we restrict ourselves to the

case that only port A is used per interferometer (otherwise ρ and τ need to be exchanged
appropriately):

rn,m = 2ρ2
nPn,m

√︂
r2

n,mb cos
(︂
2π(fhet,n + ϵ)t+ ψn,m

)︂
, (7.32a)

rn,r = 2τ2
nPn,r

√︂
r2

n,rb cos
(︂
2π(fhet,n + ϵ)t+ ψn,r

)︂
. (7.32b)

The signal amplitude is
sn = 2ρnτn

√︂
ηhet,nPn,mPn,r, (7.33)
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7.7 1f-RIN common mode subtraction

and the signal phase is summarized by −φn. The resulting functional phase noise equations
follow from equation (7.17); they are

αn,m = ρn

τn
Pn,m

√︄
r2

n,mb

ηhet,nPn,mPn,r
sin
(︁
2πϵt− ψn,m + φn

)︁
, (7.34a)

αn,r = τn

ρn
Pn,r

√︄
r2

n,rb

ηhet,nPn,mPn,r
sin
(︁
2πϵt− ψn,r + φn

)︁
. (7.34b)

To abbreviate we define

gn,m := ρn

τn
Pn,m

√︄
r2

n,mb

ηhet,nPn,mPn,r
, (7.35a)

gn,r := τn

ρn
Pn,r

√︄
r2

n,rb

ηhet,nPn,mPn,r
. (7.35b)

The general total phase noise after subtraction is

αtot = α1,m + α1,r − (α2,m + α2,r), (7.36)

whose terms have to be added quadratically for all uncorrelated noise terms, and linearly
for all correlated terms.

To derive some practically useful equations, we introduce the following cases: In the
first two, we assume that the mean power levels per beam are somewhat identical across
the interferometers (P1,m ≈ P2,m = Pm, P1,r ≈ P2,r = Pr, but not necessarily Pm = Pr),
that both recombination BS are 50/50, ρ/τ = ρn/τn ≈ τn/ρn, and ηhet,n ≈ ηhet, and
differentiate then between (i) all beams sharing the same correlated RIN and (ii) pairwise
uncorrelated RIN. In a third case (iii) we allow more variations between the interferometers,
implying that the RIN cannot be fully subtracted.

The first case (i) is described by r1,k = r2,k = r, ψ1,k = ψ2,k = ψ, leading to

α1,k − α2,k

= g1,k

[︁
sin(2πϵt− ψ + φ1) − sin(2πϵt− ψ + φ2)

]︁
= 2g1,k cos

(︃
2πϵt− ψ + φ1 + φ2

2

)︃
sin
(︃
φ1 − φ2

2

)︃
. (7.37)

Setting k = m and k = r and adding both cases (in accordance to equation (7.36)) describes
an ASD after taking the RMS and dividing by

√
b for each frequency ϵ. Therefore it

follows for white, correlated RIN that

α̃tot =
√

2(Pm + Pr)√
ηhetPmPr

r̃ (1fhet)
⃓⃓⃓⃓
⃓sin

(︃
φ1 − φ2

2

)︃⃓⃓⃓⃓
⃓. (7.38)
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Chapter 7 RIN to phase coupling

The second case (ii) also features the same scaling factors across the interferometers, but
uncorrelated RIN between the measurement and reference beams. This gives

αtot = gn,m
[︁
sin(2πϵt− ψm + φ1) − sin(2πϵt− ψm + φ2)

]︁
+ gn,r

[︁
sin(2πϵt− ψr + φ1) − sin(2πϵt− ψr + φ2)

]︁
= 2

[︄
gn,m cos

(︃
2πϵt− ψm + φ1 + φ2

2

)︃

+ gn,r cos
(︃

2πϵt− ψr + φ1 + φ2
2

)︃]︄
sin
(︃
φ1 − φ2

2

)︃
. (7.39)

In terms of an ASD it takes the form

α̃tot =

⌜⃓⃓⎷2
(︂
P 2

mr̃
2
m + P 2

r r̃
2
r

)︂
ηhetPmPr

⃓⃓⃓⃓
⃓sin

(︃
φ1 − φ2

2

)︃⃓⃓⃓⃓
⃓, (7.40)

which simplifies further if r̃m ≈ r̃r = r̃ to

α̃tot =
√︄

2
(︁
P 2

m + P 2
r
)︁

ηhetPmPr
r̃ (1fhet)

⃓⃓⃓⃓
⃓sin

(︃
φ1 − φ2

2

)︃⃓⃓⃓⃓
⃓. (7.41)

We see that even without balanced detection, the effect of 1f-RIN can be nulled by
subtracting a common RIN reference phase with the same interferometric operating
point.

An experimentally relevant case is case (iii), where full RIN subtraction is not possible.
Here we allow variations of the form g2,m = (1 + δm)g1,m, g2,r = (1 + δr)g1,r between the
interferometric ports. It is expected that the resulting maximum represents the sum of
the individual coupling terms per interferometer, while the minimal coupling does not
reduce to zero, but is rather limited by the difference of the induced phase noise per
interferometer.

We use the following general approach to calculate the mean squared noise (after some
algebra, similar to derivations above)⟨︂[︁

a sin(x+ y) − a(1 + δ) sin(x+ z)
]︁2⟩︂

=
⟨︂
a2
⟩︂ [︄δ2

2 + (2 + 2δ) sin
(︃
y − z

2

)︃2
]︄
, (7.42)

where we have assumed that x carries a random-time dependence (as in x = 2πϵt − ψ)
and consider y = φ1, z = φ2 as static for the time-scale of the averaging process. The
RIN is hidden in a, which relates to the power noise per signal strength in the respective
interferometer (i.e., the gn,k).
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7.8 2f-RIN coupling relations

If we assume in case (iii) uncorrelated RIN, we set either a = g1,m or a = g2,m and add
the resulting mean squared terms from equation (6.3) (we drop the averaging symbols),
giving

α2
tot = g2

1,m
δ2

m
2 + g2

1,r
δ2

r
2 +

[︂
g2

1,m(2 + 2δm) + g2
1,r(2 + 2δr)

]︂
sin
(︃
φ1 − φ2

2

)︃2
. (7.43)

Now we can see, that even for phase-matched interferometers (φ1 = φ2) phase noise
remains due to the amplitude mismatch as expected.

In terms of an ASD, for the remaining noise we get at the minimum (assuming division by√
b)

α̃tot,min =

√︄
g2

1,m
δ2

m
2 + g2

1,r
δ2

r
2

= 1√︁
2ηhet,1

√︄
ρ2

1
τ2

1

P1,m
P1,r

δ2
mr̃

2
m + τ2

1
ρ2

1

P1,r
P1,m

δ2
r r̃

2
r . (7.44)

Looking at case (iii) and assuming correlated RIN we have to consider cross terms between
rm = rr = r. The mean squared expression is

α2
tot = g2

1,m
δ2

m
2 + g2

1,r
δ2

r
2 + g1,mg1,rδmδr

+
[︄
4g1,mg1,r + 2g1,mg1,r(δm + δr)

+ g2
1,m(2 + 2δm) + g2

1,r(2 + 2δr)
]︄

sin
(︃
φ1 − φ2

2

)︃2
. (7.45)

Unsurprisingly, the minimum here is larger due to the cross terms. The minimal noise
ASD becomes

α̃tot,min = 1√
2
(︁
g1,mδm + g1,rδr

)︁
=

ρ1
τ1
P1,mδm + τ1

ρ1
P1,rδr√︁

2ηhet,1P1,mP1,r
r̃(1fhet). (7.46)

7.8 2f-RIN coupling relations

This section deals with the downconverted RIN from twice the heterodyne frequency,
r̃k = r̃k (2fhet). Using both equations (7.8) and (7.20) we see that the resulting phase
noise is independent of powers and contrasts. It only depends on the RIN level.
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Chapter 7 RIN to phase coupling

Correlated RIN with rm = rr = r couples via

α̃2f,A = r̃m + r̃r√
8

= 1√
2
r̃ (2fhet) , (7.47)

while uncorrelated RIN (rm ̸= rr) follows

α̃2f,A =

√︂
r̃2

m + r̃2
r√

8
≈ 1

2 r̃ (2fhet) , if r̃m ≈ r̃r = r̃. (7.48)

7.9 2f-RIN common mode subtraction

In the 2f-RIN common mode subtraction, the derivations are more compact compared to
the 1f-RIN case, since the parameter space is reduced to correlation assumptions. Again,
we use functional expressions with both amplitude and phase.

Like for the 1f-RIN case, we assume two interferometers, labeled by the additional subscript
n ∈ {1, 2}. We look at one specific frequency component ϵ near 2fhet.

Following equation (7.16) we find the form

rn,k = 2
√︂
r2

n,kb cos
(︂
2π(2fhet + ϵ)t− ψn,k

)︂
. (7.49)

According to equation (7.3) this is multiplied by ρτ
√︁
ηhet,nPn,mPn,r cos(2πfhett− φn). As

mentioned before, only the component downmixed to near 1fhet couples through the PM,
leaving

rn,k = ρτ
√︂
ηhet,nPn,mPn,r

√︂
r2

n,kb cos
(︂
2π(fhet + ϵ)t− ψn,k + φn

)︂
. (7.50)

Therefore, using equations (7.17) and (7.33), we find the functional form of the resulting
phase noise

αn,k =

√︂
r2

n,kb

2 sin
(︂
2πϵt− ψn,k + 2φn

)︂
. (7.51)

Subtracting both interferometers yields

αtot = α1,m + α1,r −
(︁
α2,m + α2,r

)︁
. (7.52)

Now there are four possible RIN realizations. We restrict our analysis to two practical
cases: All beams have identical (correlated and same level) RIN (i), and pairwise identical
RIN (ii).

First, we assume that all four beams share the same correlated RIN with small enough
light travel time differences, such that r1,k = r2,k = r, ψ1,k = ψ2,k = ψ, resulting in

αtot =
√
r2b
[︂

sin(2πϵt− ψ + 2φ1) − sin(2πϵt− ψ + 2φ2)
]︂
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7.10 Overview of simplified RIN coupling relations

= 2
√
r2b cos(2πϵt− ψ + φ1 + φ2) sin(φ1 − φ2). (7.53)

By taking the RMS and dividing by
√
b we arrive at the corresponding amplitude spectral

density,
α̃tot (2fhet) =

√
2 · r̃ (2fhet)

⃓⃓
sin(φ1 − φ2)

⃓⃓
, (7.54)

which depends on the relative phase difference of the two interferometers, thus allowing to
null the effect of 2f-RIN by adjusting the interferometric operating points.

For the second case, we simplify the formula assuming RIN is uncorrelated between the
measurement and reference beams, but that the beams are shared in both interferometers.
Again, we neglect travel time differences. This leads to r1,m = r2,m = rm, ψ1,m = ψ2,m =
ψm and r̃1,r = r̃2,r = r̃r, ψ1,r = ψ2,r = ψr.

Then,

αtot =
√︁
r2

mb

2
[︂

sin(2πϵt− ψm + 2φ1) − sin(2πϵt− ψm + 2φ2)
]︂

+
√︁
r2

r b

2
[︂

sin(2πϵt− ψr + 2φ1) − sin(2πϵt− ψr + 2φ2)
]︂

=
[︂√︂

r2
mb cos(2πϵt− ψm + φ1 + φ2) +

√︂
r2

r b cos(2πϵt− ψr + φ1 + φ2)
]︂

· sin(φ1 − φ2). (7.55)

We find an amplitude spectral density of

α̃tot (2fhet) =

√︂
r̃2

m + r̃2
r√

2
⃓⃓
sin(φ1 − φ2)

⃓⃓
. (7.56)

Assuming that the simple case that r̃m ≈ r̃r = r̃ we arrive at

α̃tot (2fhet) = r̃ (2fhet)
⃓⃓
sin(φ1 − φ2)

⃓⃓
. (7.57)

7.10 Overview of simplified RIN coupling relations

Using the previously derived equations we summarize a few selected and simplified RIN to
phase coupling relations in table 7.1 with the following assumptions: The recombination BS
has an equal splitting ratio of 50 % : 50 %. The band-limited white RIN can be correlated
or uncorrelated between the beams, representing, for example, whether one (correlated)
laser source or two (uncorrelated) laser sources have been used. When used, a common
reference phase (e.g. from a reference interferometer) is assumed to have the same power
levels, RIN contributions and contrast (quantities labeled φ− φR). Please note that this
is not true for LISA.
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Measured quantity 1f-RIN phase noise
[︂
rad/Hz1/2

]︂
2f-RIN phase noise

[︂
rad/Hz1/2

]︂
φ [corr. RIN: rm = rr] Pm+Pr√

2ηhetPmPr
r̃ (1fhet) 1√

2 r̃ (2fhet)

φ [uncorr. RIN: rm ≈ rr]
√︂

P 2
m+P 2

r
2ηhetPmPr

r̃ (1fhet) 1
2 r̃ (2fhet)

φ− φR [corr. RIN: rm = rr]
√

2(Pm+Pr)√
ηhetPmPr

r̃ (1fhet)
⃓⃓⃓⃓
sin
(︂

φ−φR
2

)︂⃓⃓⃓⃓ √
2r̃ (2fhet) | sin(φ− φR)|

φ− φR [uncorr. RIN: rm ≈ rr]
√︃

2(P 2
m+P 2

r )
ηhetPmPr

r̃ (1fhet)
⃓⃓⃓⃓
sin
(︂

φ−φR
2

)︂⃓⃓⃓⃓
r̃ (2fhet) | sin(φ− φR)|

Table 7.1 Summary of the simplified RIN to phase coupling relations for a 50/50 recombination
BS and band-limited white RIN. The indices m and r refer to the measurement and reference
beam, respectively. Pm,r are the beam powers, while the RIN ASD values are described by
r̃ (1, 2 · fhet). RIN can appear correlated (corr.) or uncorrelated (uncorr.) in the measured
quantity, depending on the experimental configuration. For uncorrelated RIN its magnitude is
assumed to have approximately the same value per beam, r̃m ≈ r̃r. When a reference phase is
subtracted, the beam power and RIN levels in the reference interferometer are assumed to be
identical in φ and φR. The total phase noise caused by RIN is given by the 2fhet column alone if
perfect balanced detection is used. However, in the case of unbalanced detection the 1fhet and
the 2fhet terms have to be added quadratically. Reprint from [P1].

These relations show the coupling magnitude with individual contributions from 1fhet and
2fhet. For uncorrelated RIN, approximately the same level r̃m ≈ r̃r is assumed.

It can be seen that the 2fhet terms, which appear regardless of balanced detection, only
depend on constant factors and are independent of the beam powers. For 1fhet this is not
the case and there is a dependence on the beam powers. It follows that with matched beam
powers, Pm = Pr, and equal splitting at the recombination BS, the 1fhet contribution is
a factor 2 higher than the 2fhet contribution across all cases. However, the phase noise
from 1f-RIN is magnified for imperfectly matched beam powers. This emphasizes the
importance of balanced detection in precision metrology.

A rather typical scenario is the subtraction of a reference phase with common mode RIN.
Here it can be seen that the error follows a sinusoidal pattern, depending on the relative
phase relation. For 2fhet the coupling strength becomes zero, if the two signals are in
phase, and it becomes maximal for 90 ◦ out of phase signals. For 1fhet the coupling also
disappears if the signals are in phase, but the maximal coupling is reached for 180 ◦ out
of phase signals. While 1f-RIN is well under control via balanced detection, this allows
the minimizing of the 2fhet contribution under certain circumstances, for example with
perfectly aligned beams (i.e., a DWS offset of = 0 rad) or vanishing TM offsets in a LISA-
or LPF-like measurement configuration.
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Chapter 8

RIN Simulations

Various simulations have been performed to verify the theoretical results stated in table 7.1.
A simulator resembling the LPF style heterodyne PM readout system as described in
part I was developed and used to verify the theoretical derivations described above. In
part IV, more complex simulations in accordance to the LISA mission are shown.

A schematic of the simulation is shown in figure 8.1. The interfering beam powers, as
they are disturbed by broadband white RIN of strength r̃, are propagated with a sampling
frequency of 50 kHz into SBDFTs with a Discrete Fourier transform (DFT) length of 500
samples at the heterodyne frequency of 1 kHz, generating a time-series phase output signal
with a sampling frequency of 100 Hz.

Any light travel time delay on the RIN has been neglected in the simulation, since we assume
fm ≈ 300 THz ≫ fhet = 1 kHz and closely matched pathlengths in the interferometers.
The resulting noise is measured numerically, yielding an average phase noise ASD value.

Different filters and noise realizations have been tested to verify the scenarios with both
correlated and uncorrelated input noise for balanced and unbalanced detection. The
common mode phase subtraction has been tested by simulating an additional reference
interferometer signal that is subtracted from the main measurement. To simulate two
different laser sources two independent noise realizations with the same average noise
spectral density have been used.

Figure 8.1 Overview of the LPF type RIN simulator used to verify the theoretical results. Dashed
lines mark optional input, for example for simulating different correlations and multiple beams.
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Figure 8.2 Dependence of RIN to phase coupling on the differential phase between two interfero-
metric measurements that share the same RIN. Simulation (crosses) and theory expectation
(solid lines) are in agreement. A detailed description is given in the text. Reprint from [P1].

Figure 8.2 shows the theoretical predictions (solid lines) and the numerical results (crosses)
of the phase readout for the unbalanced, the balanced and the 1fhet band-limited white
noise case after reference phase subtraction (see table 7.1, last row). If balanced detection
is used, only the 2fhet contribution causes phase disturbances, as can be seen by the
green bottom trace. If only noise around 1fhet is present, the coupling increases while the
sinusoidal period doubles (blue trace in the middle). If only one output port is used or if
balanced detection is inactive, both contributions have to be considered, which is shown by
the light blue top curve, which corresponds to a quadratic addition of the 1fhet and 2fhet
RIN terms. Both 1fhet and 2fhet terms together recover the unbalanced simulation.

To separate the effect of 1fhet, a high order bandpass filter has been used to suppress
the 2fhet component to a large degree. In all three cases two independent noise sources,
averaged over 100 runs have been used, representing two lasers with comparable properties.
The average beam powers are kept identical at 1 mW with an input RIN ASD at an average
level of 1×10−6 Hz−1/2. A second interferometer is simulated as a reference interferometer,
which allows the subtraction of its phase, leading to a sinusoidal noise dependence on
the relative phase. The properties of the reference interferometer are identical to the
measurement interferometer, except for a zero phase offset. RIN was correlated in the
measurement and the reference interferometers, but uncorrelated between the measurement
and reference beams.
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Figure 8.3 Coefficients of 1fhet RIN to phase coupling for different beam powers, normalized to
the minimal coupling. Simulation (crosses) and theory expectation (solid lines), evaluated at
maximal coupling strength (sine factor equal to 1), and in the phase subtraction case for equal
RIN levels between the two beams. A detailed description is given in the text. This plot has
previously been published in [P1].

Figure 8.3 shows the error magnification for all derived 1fhet coupling coefficients (see
table 7.1, column 1fhet phase noise) as given by theory (solid lines) and simulation (crosses)
for various input beam powers. The inputs are expressed with respect to the beam power
ratio and the output is normalized by the minimal coupling strength of the smallest
coupling (φ uncorr. RIN), which is reached when both beam powers are matched. The
2fhet coupling is suppressed in this plot, since it does not depend on the power levels. It
can be seen that, for unequally matched beam powers, the 1fhet contribution may increase
by orders of magnitude if imperfect or no balanced detection is applied. The symmetry
and magnitude as given by the formulas is recovered. As expected, the maximal ratio
between the correlated and uncorrelated cases is given by a factor of

√
2. The two cases

with a reference phase subtraction have been calculated with a phase difference between
measurement interferometer and reference interferometer of exactly π to only record the
maximal coupling coefficient. Every simulation is generated from new noise seeds, and for
each point 50 averages have been used.

It should be noted that the phase demodulation processing affects the noise spectrum with
its gain function. The exact transfer coefficient depends on the signal path and can be
found by integrating the total noise power that is effectively propagating.
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Chapter 9

In-flight behavior

Please note that chapters 9 to 12 comprise most contents in exact wording from [P2, P3]
(constituting contributions by the author of this thesis in collaboration with the LPF OMS
team, especially with S. Paczkowski, G. Wanner, D. Robertson, M.-S. Hartig, M. Hewitson,
and G. Heinzel).

This part covers the in-flight noise modeling and sensitivity analysis of the LPF OMS in the
following chapters, including the RIN contributions theoretically described in the previous
chapters. It also highlights findings from specific RIN experiments in chapter 13.

9.1 General observations

In general, the OMS exhibited exceptionally stable performance throughout the mission
with 32.0+2.4

−1.7fm/
√

Hz sensitivity above 200 Hz along x (as presented in [P2]), and an
angular sensitivity regarding TM rotations as good as 100 prad/

√
Hz (as presented in

[P3]), substantially better than its requirements.

The interferometer was first turned on during commissioning (13th January 2016) with
still caged TMs and hence large beam misalignment. The propulsion module was also
still attached to the SC at this time, resulting in a varying thermal environment under
vibrational stress. Nevertheless, the OMS immediately demonstrated full functionality
and noise levels well below 10 pm/

√
Hz at a frequency range between (1 to 1000) mHz,

despite having a contrast of only 0.6 % in the X12 interferometer, limited by misalignment
of the beams with the TMs in their “launch locked” positions.

The TMs were released during commissioning on 15./16.02.2016; a few days later they were
aligned and dynamically controlled by DFACS using the interferometer signals. A contrast
of around 99 % in X12 and 98.5 % in X1 was immediately achieved (see figure 9.1) and
science operations started on March 1st 2016. LPF maintained a similar OMS performance
throughout the whole mission.

This long-term stability of the OMS was particularly impressive and has relevance to
the approximately six times longer LISA mission. Overall, the operational duty cycle of
the OMS, measured in terms of laser and PM functionality, between launch in December

57



Chapter 9 In-flight behavior

Figure 9.1 Contrasts during
TM alignment. The TMs
were previously released and
here aligned using electro-
static actuation, which im-
proved the contrast consider-
ably; best achieved in ground
testing was ∼93 % using
aligned mirrors. This behav-
ior underlines the built qual-
ity of the OMS. Reprint
from [P3], based on a
plot from M. Hewitson/G.
Heinzel.

~ 7 %

~ 3 %

~ 12 %

~ 98.5 % ~ 99 %

2015 and the end of the mission extension in July 2017 reached 99.4 %, demonstrating
the system’s reliability. To determine this number, we chose the measured contrast in the
reference interferometer above 85 % as a parameter to indicate that these two units are
operating well. This choice was made because the reference interferometer measurement
is unaffected during a large number of maneuvers and this level of contrast can only be
reached if both beams are operational and well centered on the PDs. In addition, the
ADC utilization parameters used for this computation are a result of the PM and thus the
availability of reasonable data indicates it was operating. We defined the mission duration
to begin with the beginning of nominal operations on March, 1st 2016 at 08:00 UTC and
to end on July, 1st 2017 at 08:00 UTC.

A general observation regarding the laser power stability (RIN) can also be made. It
stayed within requirements and was not the limiting noise source, as far as we were able
to estimate from indirect measurements (see chapter 11). Further detailed analyses of the
very stable performance is given in [P3], including OB stability, PD degradation due to
cosmic radiation, contamination and beam polarization, which is outside the scope of this
thesis.

In the following, characteristic observations and the noise model to describe the OMS
sensitivity are given. Our understanding of the system explains most of the sensing noise
as combination of noise sources associated with the laser (frequency noise, intensity noise,
shot-noise) and noise sources associated with the phase measurement system (quantization
noise, electronic noise). The overall model also contains indirect contributions from
Tilt-To-Length (TTL) coupling and Brownian force noise.
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9.2 Typical spectra and comparison with ground measurements

Figure 9.2 Comparison of o1 and o12 on-ground and in-flight. On-ground, the data is comparable
below the requirement. The in-flight measurement of o12 < 200 mHz is dominated by cross-
coupling from spacecraft jitter and real TM motion (see section 10.3.2 and figure 11.1). At
higher frequencies, the noise is significantly below the ground data and OMS sensing noise is
dominating (marked in red). The in-flight o1 readout is an in-loop measurement to control the
SC. It is dominated by force noise on the SC. Figure produced using the Logarithmic Frequency
Axis Power Spectral Density (LPSD) algorithm [58] (1000 frequencies, 100 averages) with 66.1 %
overlapping BH92 windows [59]. Reprint from [P3].

9.2 Typical spectra and comparison with ground
measurements

In this section, we look at some typical noise measurements of the longitudinal and angular
measurements and compare those to data from the pre-flight ground test campaign.

9.2.1 Description of the data

The in-flight measurements for these examples were taken in March 2016 during the first
two days of mission operations (2016-03-01 08:05 - 2016-03-03 00:00 UTC), just after
the commissioning phase was completed. The on-ground measurements were taken more
than 4 years earlier during the “on-station thermal test” campaign at Industrieanlagen-
Betriebsgesellschaft mbH (IABG) in Ottobrunn from 2011-10-26 – 2011-11-06, during the
hot (used for angular DWS data below) and cold (used for the longitudinal data here)
test phase with temperatures of between approximately (9.5 to 30.5) ◦C. The spectral
densities of the longitudinal readouts o12 and o1 are shown in figure 9.2, expressed as
an ASD. We give one measurement from on-ground tests and one from in-flight data,
respectively, compared to the overall requirement of the OMS. Similarly, figure 9.3 shows
the corresponding DWS comparison.
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Chapter 9 In-flight behavior

9.2.2 Description of o12

The in-flight o12 measurement of the relative x displacement of two TMs represents
an “in-loop” sensor, used by DFACS to control the TM2 electrostatic force along x to
maintain constant TM separation. However, its unity gain frequency is around 1 mHz and
has negligible effect on the data shown, especially on the sensor noise dominated high
frequencies.

We note that in general the sensing noise at those mHz frequencies cannot be measured but
only estimated and bounded by upper limits. As visible, the measured o12 displacement
exceeds the optical metrology requirement at such frequencies less than 5 mHz, but this
can most likely be attributed to true TM motion, since the sensor is designed to detect
real distance fluctuations.

In addition, we provide measurements for mechanically fixed TMs by the Gravitational
Reference Sensor (GRS) “grabbing positioning release” system during flight. These are
shown along x in figure 11.6 and figure 11.7, while the angular DWS is presented in
figure 11.8. This data suggest that also the in-flight noise at frequencies as low as 1 mHz
is consistent with the level observed at higher frequencies.

For the data between (20 to 200) mHz we attribute the excess noise to pick-up of SC
motion (TTL coupling), see section 10.3.2 and [P2, P5, P21].

As reported in [P2], the main o12 measurement recorded in-flight shows a quasi-flat sensing
noise floor at frequencies above 1 Hz, which is much lower than on ground. At frequencies
above 400 mHz it shows an improvement of more than a factor of one hundred.

The small peaks in the in-flight o12 data at 1 Hz, 2 Hz, 3 Hz, 4 Hz and 5 Hz are probably
due to electrical cross-coupling from the Pulse Per Second (PPS) timing signal present on
the SC.

9.2.3 Description of o1

The o1 measurement shows a different spectral shape than the ground measurement. To
explain this difference we consider that the o1 measurement is also an in-loop measurement
of another DFACS’s drag-free control loop. This loop, with unity gain frequency of about
0.2 Hz, ensures that the SC follows the x position of TM1. Therefore, it has a higher unity
gain frequency than the control loop which uses o12. Consequently, the o1 spectral density
is dominated by force noise of the SC, which originates mainly from the thrusters, and the
gain of the drag-free control loop which suppresses this noise [P17].

The lines around 1.5 mHz and its multiples, and probably the feature around 70 mHz as
well, are associated to the thrusters [P16]. This idea is also supported by the discussion in
[P19]. When comparing the amplitude of this feature in o1 and o12, we find that the ratio
of the two amplitudes is slightly higher than what we could attribute to common-mode
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9.2 Typical spectra and comparison with ground measurements

rejection [P21]. However, the feature around 70 mHz is also observed by a capacitive
position sensor of TM1 (not shown here, for details about this sensor, we refer to [P24]).
This is also confirmed during a period when the OMS served as an out-of-loop sensor, while
the control was switched to the independent but less sensitive capacitive sensing of the
GRS. Another important test was performed during Disturbance Reduction System (DRS)
operations, when the main cold gas thrusters were in standby mode, while another set
of thrusters was used to control the SC [P19]. We find that the interferometric readouts
show no feature at 70 mHz for two selected and comparable timespans. Consequently, a
platform jitter originating from the cold gas thrusters is a more likely reason, and the
OMS does not cause this artifact.

9.2.4 Description of DWS measurements

The angular DWS measurements, presented in figure 9.3, have very similar characteristics
towards frequencies above 1 Hz. The low frequency behavior has been analyzed in [P17]
and shows a combination of star tracker noise, TM torque noise, capacitive sensing noises,
and SC force noise, since DWS has been used as an in-loop sensor for the DFACS. As can
be expected by design, the differential channels show more than an order of magnitude
common-mode rejection of those contributions.

We find that the high-frequency sensitivity, limited by the OMS, reached even below
100 prad/

√
Hz during the mission, more than a factor 200 better than required.

The ground measurements show comparable characteristics to the longitudinal data but
had ample margin to their requirement.

The visible noise floor also depends on the RIN coupling and can be modulated by TM
rotations. This led to specific experiments investigating the RIN coupling in-flight, see
chapter 13.

9.2.5 Comment on the difference between ground and in-flight
measurements

The results of the on-ground test campaign reported in [60], visible in figure 9.2, showed a
measured performance of around (3 to 8) pm/

√
Hz around 10 mHz, a significantly higher

noise level than observed during science operations.

During the ground tests, Earth’s gravity did not allow for free-falling TMs under DFACS
control as in-flight. Therefore, the TMs were replaced with fixed mirrors whose attitude
and longitudinal position were hand-aligned. The alignment resulted in a somewhat
non-optimal phase offset between X12 and the reference interferometer, and a typically
lower contrast than what was achieved in flight, resulting in some of the noise contributions
being higher than in flight conditions.
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Figure 9.3 Comparison of on-ground and in-flight angular DWS TM readouts and the noise
requirement. The spectral shape is similar to o1,12 but has contributions from real TM movements
(independently validated by low frequency (< mHz) capacitive sensing), SC jitter, star tracker
noise and OMS sensing noise. This figure applies the same LPSD algorithm as in figure 9.2.
Reprint from [P3].

However, this does not explain all of the extra noise. The reason may be that the two
separated mirrors, rigidly connected via individual Piezo-electric Transducers (PZTs), may
not have been strictly stable to pm level. These individual mounts may also explain the
difference between the o1 and o12 noise levels above 30 mHz because of possible acoustic
or seismic couplings that could cancel to some extent in the differential measurement. The
origin of the feature in o1 just above 100 mHz is discussed in more detail in [61]. However,
the on-ground noise spectrum was never fully explained. Since the performance had been
below the requirements, further investigations were not given high priority.

Moreover, as is shown in the following, the in-flight noise spectrum is well modeled (see
the discussion below).

We present our noise model in sections 10.1 and 10.2 and apply it to selected in-flight data
under various conditions in chapter 11. A complete mission overview is given afterwards
in chapter 12.
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Chapter 10

OMS noise models

10.1 Longitudinal noise model

Here an overview of the noise sources with respect to the longitudinal measurements for
the interferometers is given. This model is based on pre-flight noise characterizations
and in-flight observations from the LPF team mainly in Hannover (AEI) and Glasgow
university [62]. It contains noises directly associated with the OMS, e.g. from the laser,
readout system, thermal effects and others.

Their propagation is modeled according to the on-board processing: All the longitudinal
signals are constructed using 8 QPD segments. They are combined by applying balanced
detection (subtracting complementary out-of-phase quadrants from the two output ports
at the recombination BS) and complex addition of the balanced segments. This leads to
scaling factors due to the channel combinations, depending on the correlation properties
for a given noise. Most derivations regarding the on-board processing can be found in [41,
46, 63]. A brief overview is given in appendix B. Typically, the inverse carrier to noise
density is used to compute phase noise from vector-like noise contributions in the raw
heterodyne signal as derived in equation (7.20).

10.1.1 Laser Frequency Noise

Laser frequency fluctuations couple directly into the phase measurement as described by
[64, 65]

δφ = 2π∆L
c
δν. (10.1)

In this equation, δφ are phase fluctuations measured in radian and ∆L is the path length
mismatch between the reference and the measurement beam, c denotes the speed of light
and δν represents the laser frequency fluctuations measured in Hz.

The Frequency interferometer was particularly sensitive to frequency noise due to its
intentionally large pathlength mismatch ∆LF − ∆LR = 382 mm and was therefore used
to estimate its contribution to So12 . By using equation (10.1) expressed as an ASD and
accounting for the fact that the telemetry data from the X12 and Frequency interferometer
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had the Refererence interferometer signal subtracted we find the corresponding displacement
noise

S
1/2
o12,freq = λ

4π
∆L12 − ∆LR

∆LF − ∆LR
S

1/2
ΨF

=: Ho12 · S1/2
ΨF
. (10.2)

For the data in figure 11.1 the maximum frequency noise S1/2
ΨF

was (270 ± 13) µrad/
√

Hz
at 0.38 Hz. The coupling coefficient Ho12 was estimated by a dedicated experiment on the
same day, giving Ho12 = (82 ± 1) pm/rad. This corresponds to a path length mismatch
∆L12 − ∆LR of 368 µm in June 2016, and (from another experiment) around 329 µm in
January 2017. This analysis has been performed by S. Paczkowski [66]. The values have
been used to obtain the respective frequency noise contributions in chapter 11.

We also experienced periods of slightly increased laser frequency noise, during which
it dominated the o12 measurement at frequencies between approximately (0.2 to 1) Hz,
causing the higher noise levels (bimodal distribution) visible in figure 12.1 and [66].

10.1.2 Shot-Noise

In the given context, we understand shot-noise as statistical fluctuations of the incident
photons on a QPD and the resulting photo current, which then cause a phase noise. This
noise occurs uncorrelated on every PD segment and therefore enters both in the longitudinal
and angular readout signals. The phase noise in the longitudinal readout of interferometer
K ∈ {X12, X1, R, F} converted to an equivalent differential TM displacement noise, is
estimated by

S
1/2
K,shot = λ

2πCK

√︄
e

2ΣK
UADC
RTIA

, (10.3)

where CK denotes the measured contrast and e the elementary charge. In-flight measure-
ments provide us with a corresponding product term ΣK = 2εK(PK,m + PK,r), which
represents the normalized photo current in the interferometer, with εK being the ef-
fective photodiode responsivity and PK;m,r denotes the power of the measurement and
reference beam. We computed the shot-noise trace in figure 11.1 by an uncorrelated
sum of the contributing noises from the X12 and R interferometer using CK and ΣK

telemetry as well as the full range of the Analogue to Digital Convertor (ADC) converter
UADC = 5 V and the effective transimpedance RTIA = 6640 Ω. The resulting noise level
of 2.3 fm/

√
Hz can likewise be found if typical values are used instead of telemetry data:

ΣK ≈ 1.2, CK > 95 %, PK ≈ 1.2 mW and 0.7 A/W < εK < 1 A/W.

10.1.3 PM Noise

The PM was the system that processed the photocurrent from the photodiode segments
and produced an estimate of the phase of the 1 kHz heterodyne signal. Each channel of
the system consisted of a transimpedance amplifier, a low-pass filter, an ADC operating

64



10.1 Longitudinal noise model

at 50 kHz to digitize the signal, and a digital processing system that performed the
demodulation to calculate the phase.

The dominant noise sources are the equivalent input current noise and the quantization noise
of the ADCs. Using LISO [67], the circuit was modeled (by G. Heinzel) to give an equivalent
input current noise of S1/2

Ielec
= 17 pA/

√
Hz. The remaining input current noise is attributed

to the ADC and was estimated from ground measurements as S1/2
IADC

= 102 pA/
√

Hz. From
this the total input current noise SItot is calculated and the equivalent displacement noise
derived using

S
1/2
K,PM = λ

πCK

S
1/2
Itot

2ΣK
UADC
RTIA

. (10.4)

The total PM noise contribution in the o12 readout is computed by an uncorrelated sum
of the contributing noises from the X12 and R interferometer. This gives an expected PM
noise level of 28.7 fm/

√
Hz, which is the most significant contribution to the OMS noise

budget at frequencies > 200 mHz in the lower frequency noise state.

10.1.4 Laser RIN

This noise model directly follows from part II and table 7.1. As described before, RIN
describes intensity fluctuations of a laser beam normalized by its mean. RIN results
in instrument noise via three different mechanisms: a time varying direct force on the
TMs (i.e. radiation pressure noise); coupling to phase noise at the heterodyne frequency
(1fhet-coupling); and coupling to phase noise at twice the heterodyne frequency (2fhet-
coupling).

The radiation pressure noise is suppressed well below the total noise by a power control
loop, and the 1fhet-coupling by the use of balanced detection (i.e. by subtracting the
correlated data retrieved from the A and B diodes).

The 2fhet-coupling is common mode in the X12 and R-interferometers. This time there is
no cancellation due to balanced detection. However, in normal operations, the control of
the separation of the two TMs ensures that the path length difference do12 between those
interferometers is kept close to zero (e.g. do12 ≈ 0.3 nm in figure 11.1), which suppresses
the effect described by

S
1/2
o12,RIN = λ

4π
√

2r
⃓⃓⃓⃓
⃓sin

(︃4π
λ
do12

)︃⃓⃓⃓⃓
⃓, (10.5)

where r is the RIN level of the laser at 2fhet. The factor 2 · 2π is due to the on-board
calibration to TM displacement.

Investigations of RIN coupling have been performed over a variety of operating conditions
throughout the mission, see chapters 12 and 13. From these, the estimated RIN in the
frequency band above 0.8 Hz is approximately white, and varies with time within the
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range r = (1.8 × 10−6 to 5.0 × 10−6) Hz−1/2, probably due to variations in laser operating
conditions. In total, well controlled RIN noise proved to be an insignificant OMS noise due
to choosing an optimal interferometric operating point (in the argument of the minimizing
sine factor), contributing no more than 2.4 fm/

√
Hz during normal operation.

10.1.5 Thermally driven noise

With regards to intrinsic low frequency noise of the OMS, there are 3 main thermally
driven optical path length changes on the OB: the windows between the bench and the
TMs [68], the expansion of the Zerodur baseplate, and the transmission through the
beamsplitters.

The dominant effect is likely the change in refractive index of the fused silica beamsplitters.
The design (as explained by D. Robertson) minimises this effect by balancing the number
of optical transmissions in each arm of each interferometer. However, this relies on a
common thermal environment for all the relevant optics so that common mode rejection
occurs.

We estimate an upper limit of thermally driven noise by taking the modeled thermal
coupling, using an observed thermal measurement at 1.17 mHz and a conservative projection
to higher frequencies [P15], and assuming no common mode rejection. This noise model
reads

So12,thermal(f) =
(︂
7.86 × 10−9 × f

)︂−2.5
,

[︄
m2

Hz

]︄
. (10.6)

Other thermo-elastic induced noise was estimated to be below this level [69].

10.1.6 Processing Doppler error

On the processing side, an analytically predictable phase error (calculated by G. Heinzel
in [62], see also [70]) in the SBDFT-derived phase was found in the case of non-negligible
phase shift occurring during one time segment (10 ms). If the changes are fast enough,
they produce an equivalent frequency shift of the heterodyne signal. Since the SBDFT is
always evaluated at the fixed heterodyne bin, sufficiently fast signals drift measurably out
of this bin, resulting in a non-symmetric Fourier transform. We call this effect “Doppler
error”. It depends on the injection frequency and its offset to the heterodyne frequency
for a given Fourier bin width. This error was mitigated by analytical correction formulas
in the processing back end for the prototype measurements but was not visible under
nominal in-flight operating conditions due to the achieved phase stability.

However, this error needed to be corrected in experiments involving fast phase injections,
see section 10.1.7. Since it is not relevant for LISA which uses a different phase extraction
technique, a more detailed explanation is omitted here.
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Figure 10.1 Two in-flight ASDs of
the reference interferometer mea-
surement xR (in-loop measure-
ment). One with inactive OPD
control loop, and one in nomi-
nal configuration. The require-
ment is based on the significant
SVN coupling measured during
ground tests. Reprint from [P3],
analysis by S. Paczkowski, M.
Born, A. Wittchen.

10.1.7 Small Vector Noise (SVN)

This section contains both the description and a brief analysis of the in-flight SVN.

During hardware development, noise investigations in Glasgow identified an important
noise source named SVN. It originates from electrical sidebands introduced by the Radio
Frequency (RF) signals driving the Acousto-Optic Modulators (AOMs) which then convert
into optical sidebands. These sidebands, in turn, result in a spurious interferometric signal
in conjunction with fluctuations of the differential pathlength between the two fibers that
deliver the light to the OB. [70].

This coupling was mitigated by design in two ways: via a stringent requirement on the
spectral purity of the AOM driving frequencies and via the so called Optical Pathlength
Difference (OPD) control loop, using piezos behind the AOMs as optical pathlength
actuators. As an important part of the on-ground noise model, the loop behavior and
remaining level of SVN in-flight was also investigated.

For characterizing the suppression of SVN we deliberately applied triangular path length
differences through the OPD actuators. This appears in the xR measurement, which,
under nominal operating conditions, is used as an in-loop measurement of the OPD control
loop.

In general, in-flight, the path length difference fluctuations in the fibers were below the
requirement, see figure 10.1. The in-flight data shown here is from 2016-06-11/12 (inactive
loop) and 2016-06-02 (active loop). The OB temperature sensors report temperatures
around 21 ◦C for the two periods of in-flight data. The blue trace in this figure is the
ASD of the reference interferometer measurement xR when the OPD loop was inactive.
The level of fluctuations is most likely due to a relatively stable thermal environment of
the SC. This was not the case for the on-ground measurements. With an activated OPD
control loop the noise in xR is comparable to the example shown in red in figure 10.1.

By comparing these two measurements, we find that the control loop suppresses the noise
at frequencies below 0.4 Hz and increases the noise above this frequency. We believe the
OPD actuator is adding noise at high frequencies but the details are still not understood,
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Figure 10.2 SVN experiments
during the mission (see
text). First panel: in-
jected phase ramps in
the reference interferome-
ter. Second panel: Corre-
sponding injection frequen-
cies (derivatives). Third
panel: differential displace-
ment and TM orientation in
uncalibrated radian. Last
row: Effect of the Doppler
correction. Reprint from
[P3].

see also [71]. We observed that the piezo-controlled loop exhibits spikes at around its
actuation frequency of 100 Hz which are aliased down to lower frequencies. This OPD
actuator contributes its own noise and often leads to increased noise towards the end of
the 10 Hz spectrum.

The related discrepancy to the designed unity gain frequency was already noted before
launch and was attributed either to a change in noise level between different measurement
times or a different control loop response when operated under fully closed-loop conditions
[41]. In addition, a few dedicated OPD loop characterization experiments are under study.
Nonetheless, the requirement on the noise in xR is fulfilled and the SVN contribution is
minimized.

To measure the remaining SVN sideband strengths directly, a set of experiments that
deliberately amplified this coupling have been performed and analyzed. The impact of
SVN was modeled following [70]: For a given OPD injection at frequency finj, this model
considers two small contributing vectors; one at the frequency (1finj), and one at twice
the frequency (2finj). Like any other additive vector noise the magnitude of the coupling
depends on the differential phase when subtracting correlated measurements and behaves
therefore similar to RIN. For oraw

12 the model reads in time-domain

NX12,SVN =
(︄
k1 sin

(︃
xR + x12

2

)︃
+ k2 cos

(︃
xR + x12

2

)︃)︄
sin
(︄
oraw

12
2

)︄
+
(︁
k3 sin (xR + x12) + k4 cos (xR + x12)

)︁
sin(oraw

12 ). (10.7)

The in-flight experiments aimed at estimating the sideband strengths ki. These experiments
are detailed in figure 10.2. “Fast” phase ramps were injected through the OPD loop and
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Figure 10.3 Averaged SVN coefficient
fit results before (ramps 1–3) and dur-
ing cooldown (ramps 4–15). These
are the only ramp injections dur-
ing the nominal mission, so for most
of the time we apply the “before
cooldown” coefficients to estimate the
SVN contribution. We suspect a
phase rotation during cooldown in
the k3 coefficient – the total sideband
strength remains approximately the
same. Reprint from [P3].

resulted in sinusoidal phase noise in the raw phase signals. One experiment took place
before, and one during the cooldown of the SC in the beginning of 2017. The top panel
shows the phase ramp injections through the OPD, next we display the stable injection
frequencies and the raw offset of the readouts, since those control the strength of the
coupling. The last row shows the effect of the Doppler correction on the data with an
exemplary zoom on ramp 11 (with highpass). The data stems from January (before
cooldown) and February 2017 (during cooldown). One ramp was in the order of 5 to 10
minutes.

When analyzing this experiment, we had to correct for the “Doppler error”, due to the
fast phase changes (see section 10.1.6). We were able to calculate and remove this effect,
that leads to wrong amplitude estimates, see also the bottom panels of figure 10.2 and [70].
It was calculated here specifically for the flight PM and estimated based on the limited
telemetry. However, the Doppler error is not relevant in nominal operations, when the
phase changes are much slower.

From fitting the SVN noise model to these injections in all channels with appropriate
Signal to Noise Ratio (SNR), we found a similar set of coupling vector amplitudes for the
different operating conditions, while likely only their phase relation changes.

The main findings are that the 1f-SVN contributions are below |2µrad|, while the 2f-SVN
coefficients reach almost |40µrad|, see figure 10.3.

These sidebands are further minimized by the sine factor of the differential phase during
the mission, because the nominal offsets are almost zero for o12. For the rotational
degrees-of-freedom the contributions are slightly higher due to the DWS alignments.

For example, with an o12 offset of 10 nm we estimate a contribution of around 0.1 fm/
√

Hz
at 1 Hz.

Overall, the measurements and experiments confirm that SVN was well mitigated. However,
in principle we cannot differentiate between RIN and SVN for a given nominal measurement
(that does not include a fast phase change in xR), since both show similar common mode
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suppression. Based on the strong suppression from the SVN analysis presented here, we
attribute most of the remaining vector noise to RIN, which then takes values in the range
of its expected behavior from ground measurements [71].

10.1.8 Summary of the longitudinal noise model

To summarize, our OMS noise model for the noise power in units of PSD consists of the
uncorrelated sum of

• X12 PM noises (shot-noise, ADC noise and electronic noise that depend reciprocally
on the X12 contrast and power)

• XR PM noises (shot-noise, ADC noise and electronic noise that depend reciprocally
on the XR contrast and power)

• XF frequency noise to o12 coupling

• RIN to o12 coupling

• SVN to o12 coupling

• Thermally driven noise on the OB as a conservative upper limit neglecting common-
mode effects

• (Not from the sensor: Indirect contributions, see section 10.3)

The same holds true for the X1 interferometer by adjusting the inputs accordingly.

10.2 Angular DWS noise model

We also characterize the angular measurements using DWS, for which pairs of balanced
quadrants are subtracted (top and bottom, left and right), resulting in a slightly lower
SNR compared to the longitudinal data.

As described in section 3.2, DWS uses calibration coefficients from ground measurements,
that calibrate from the “raw” optical wavefront phase difference to TM angle.

70



10.2 Angular DWS noise model

10.2.1 DWS model contributions

The angular noise model is similar to the longitudinal cases. Differences arise from the
different calibration factors, the missing subtraction of the XR interferometer readout, the
good suppression of frequency noise (almost identical path-lengths between quadrants) and
the different channel combinations. The parameters are described in detail in section 10.1.
In short, we have inputs of the contrast C, the elementary charge e, the normalized average
total power per interferometer Σ, the voltage range of the ADC, UADC, and the effective
transimpedance RTIA.

For DWS readout γ ∈ {ϕ1, ϕ12, η1, η12} in a corresponding interferometer K ∈ {X12, X1}
we find the shot-noise

S
1/2
K,shot,DWS = 4

CK

√︄
e

2ΣK
UADC
RTIA

, (10.8)

and the PM noise (S1/2
Itot

describes the noise current produced by electronics and ADCs)

S
1/2
K,PM,DWS =

8S1/2
Itot

2CKΣK
UADC
RTIA

. (10.9)

The level of RIN at twice the heterodyne frequency is described by the power fluctuations
over its mean power (at that frequency), expressed as an ASD called r, and contributes a
phase error given by

S
1/2
γraw,RIN =

√
2r
⃓⃓
sin (γraw)

⃓⃓
. (10.10)

Here, γraw is the uncalibrated phase of the electrical current in units of radian (i.e.
representing wavefront differences).

The coupling NSVN of SVN to the phase readout is modeled by a linear combination of
the corresponding sidebands with strengths ki as described in section 10.1.7, adjusted and
estimated for DWS given the available data:

NK,γraw,SVN =
(︁
k1 sin(xK) + k2 cos(xK)

)︁
sin
(︁
γraw/2

)︁
+
(︁
k3 sin(2xK) + k4 cos(2xK)

)︁
sin(γraw). (10.11)

Note that the longitudinal measurements xK that enter the equation above are used to
approximate the unavailable quadrant phase data. We have to assume here that the beams
are well-aligned and thus wavefront tilts cancel in the longitudinal channel combinations.

These sidebands have been estimated to be below |ki| < 40µrad by the dedicated experi-
ments discussed before. We call the resulting noise power SK,γraw,SVN.

The total noise model for each DWS channel is a combination that reflects the data
processing with the calibration factors gi (inverse of radel./radopt. from section 3.2).
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10.2.2 Summary of the angular noise model

Similar to the longitudinal noise model, we add the different noises based on their correlation
properties and scaling due to on-board processing (see section 3.2). Here it is important to
use the “raw” phase measurements where applicable. If needed, they have been recalculated
from the linear combinations in on-board processing.

Therefore, the total model for DWS in the X1 interferometer reads as

Sϕ1 = g2
1

(︂
SX1,shot,DWS + SX1,PM,DWS

)︂
+ g2

1

(︂
Sϕraw

1 ,RIN + SX1,ϕraw
1 ,SVN

)︂
, (10.12)

Sη1 = g2
2

(︂
SX1,shot,DWS + SX1,PM,DWS

)︂
+ g2

2

(︂
Sηraw

1 ,RIN + SX1,ηraw
1 ,SVN

)︂
. (10.13)

The model for the calibrated X12 DWS is slightly more convoluted due to the linear
combinations:

Sϕ12 = (g3 − g1)2
(︂
SX1,shot,DWS + SX1,PM,DWS

)︂
+ g2

4

(︂
SX12,shot,DWS + SX12,PM,DWS

)︂
+
(︃

(g3 − g1)S1/2
ϕraw

1 ,RIN + g4S
1/2
ϕraw

12 ,RIN

)︃2

+
(︃

(g3 − g1)S1/2
X1,ϕraw

1 ,SVN + g4S
1/2
X1,ϕraw

12 ,SVN

)︃2
, (10.14)

Sη12 = (g5 − g2)2
(︂
SX1,shot,DWS + SX1,PM,DWS

)︂
+ g2

6

(︂
SX12,shot,DWS + SX12,PM,DWS

)︂
+
(︃

(g5 − g2)S1/2
ηraw

1 ,RIN + g6S
1/2
ηraw

12 ,RIN

)︃2

+
(︃

(g5 − g2)S1/2
X1,ηraw

1 ,SVN + g6S
1/2
X1,ηraw

12 ,SVN

)︃2
. (10.15)

Note that the RIN and SVN here is a correlated quantity, meaning that the | · | operator
on the sine in equation (10.10) is dropped in the model for η12 and ϕ12.

We include no thermally driven noise in DWS since we do not have independent investiga-
tions and modeling regarding its influence.

72



10.3 Indirect sensor noise contributions

10.3 Indirect sensor noise contributions

10.3.1 Brownian noise

Brownian force noise is not a limiting noise of the sensor, but rather the cause of real,
low frequency TM motion that is detected by the optical readout. It is the most relevant
source of TM acceleration noise in the mHz to 100 mHz regime and thus becomes the
dominant noise at the frequencies below roughly 60 mHz, where true TM motion is larger
than sensing noise.

We include a simple model based on the estimation in [P5] with a residual white differential
TM acceleration noise of S1/2

B = (5.2 ± 0.1) fm s−2/
√

Hz yielding an equivalent path length
noise in early April 2016 (after integrating twice) of

S
1/2
B,o12 = S

1/2
B

(2πf)2 . (10.16)

The level of S1/2
B decreased throughout the mission [P6].

We note that this displacement noise is calculated at frequencies where control forces are
not relevant.

For DWS, the TM torque noise is not solely dominated by the corresponding Brownian
torque noise (which can be propagated from ∆g by following [72]) and is therefore not
included here due to the more complex control forces as analyzed in [P17].

10.3.2 Angular and lateral motion cross-coupling (TTL noise)

The angular and lateral motion of the three bodies (TMs and SC) involved in the X1
and X12 interferometric readouts can leak into the longitudinal measurements through
misalignments between the TMs and the optical system. We often refer to this noise as
TTL coupling [73].

Since the motion of the SC can always be interpreted as TM motion with respect to the
SC, we can describe this leakage by the effect of TM motion on the beam path only:
In the case of angular jitter of either of the TMs, the measurement beam tilts due to
the reflection at the respective TM. A rotation of the TM around an arbitrary point of
rotation additionally moves the TM surface in or out of the beam path. Lateral TM jitter,
i.e., motion along its y- or z-axis (see coordinate system in figure 3.7), couples into the
interferometric readout via static angular misalignments of the TMs with respect to the
optical system. A lateral shift of a tilted TM moves its reflective surface in or out of the
measurement beam path, de- or increasing its path length.
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Figure 10.4 The measurement data of a nominal run (same as figure 11.1), corrected for the
TTL contributions using a frequency domain fit. After the subtraction, it becomes evident
that the noise level of the corrected o12 extends down to approximately 90 mHz. Due to the
subtraction, sensing noise from multiple degrees of freedom is added to the model estimate
as visible at higher frequencies in the red curves. Note that only 1 Hz data was available for
y, z such that a downsampling filter reduces the visibility of the additional noise. The raising
spectral shape towards lower frequencies is consistent with the measured TM displacement
due to Brownian force noise. Reprint from [P3].

In both cases, the reference beam remains unchanged under this motion. Therefore, the
TM motion yields an altered optical path length difference, relative angle, and relative
beam offset in the X1 interferometer for X1 motion and the X12 interferometer for motions
of both TMs. All these effects will change the longitudinal readout.

Changes in the relative angle due to TM angular jitter are additionally visible in DWS of
the respective interferometers. However, we expect the angular motion of the SC to cancel
in the X12 DWS readout due to the nearly free-fall of the TMs: The angular jitter of the
SC can be interpreted as a rotation of both test masses around the center of mass of the
SC by the negative SC angle. Therefore, the beam tilts due to the reflection at both TMs.
Since the tilt of the second TM affects the beam inversely compared to the first TM, the
beam tilt is compensated by its reflection at TM2.

During the LPF mission, TTL noise has been reduced via realignments of the TMs. In
particular, rotations to new nominal positions have reduced or counteracted TTL noise
contributions [P8]. The residual noise has been minimized by fitting and subtracting a
linear model in post-processing [P21, P30, 74, 75].

In most of the results presented here (such as figure 9.2), this coupling is not subtracted
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and is often visible as a “bump” of noise between (20 to 200) mHz. Figure 10.4 shows
an example of the sensing noise after the subtraction of this effect. It has been modeled
similar to the description in [P21, P30]. Here, however, we applied a fit in the displacement
domain instead of acceleration, the latter used to be the nominal method during the
mission. The model uses a linear combination of translational and rotational displacement
estimates of the SC and corresponding coupling coefficients. We also add a cross-coupling
term for o1 that describes the amount of remaining common-mode translational jitter in
o12 due to imperfections in the set-up.

The fit model reads
STTL = ao1o1 + aϕϕ̄+ aηη̄ + ayȳ + az z̄, (10.17)

with the SC variables ϕ, η, y, z describing the motion relative to the differential TM
measurement, calculated from the (detrended) TM1 and TM2 readouts, e.g. ϕ̄ = (ϕ2 +
ϕ1)/2, and the coupling coefficiencts ai.

The fit has been performed in the frequency domain using an iteratively reweighted least
squares method in the range (22 to 100) mHz, avoiding the influence of frequency noise,
and overlapping Blackman-Harris 92 windows with 24 averages.

Our fit result is consistent with the value given in [P21], Table 1, for δifo,2 matching ao1

for this time of the mission.

The capacitive sensors provide the y and z measurements; hence their higher sensing noise
increases the noise level in the data that has TTL contributions subtracted. Our ability
to estimate this additional sensing noise is limited, however, and based on the fit result
at high frequencies, which is filtered due to the on-board downsampling to 1 Hz. With
higher sampled data available, the SC contributions could be lowpass filtered to reduce the
additional noise towards higher frequencies where the TTL contribution is not limiting.

We do not attribute the TTL noise to the sensor itself since it does not depend on properties
like beam characteristics or the measurement chain but can be described independently by
SC motion. Subtracting it also adds sensing noise of the measurements of the contributing
degrees of freedom. Further, not all the data channels needed for the subtraction were
always available with a sampling frequency of 10 Hz. For these reasons, TTL has not been
included in the OMS noise model in general.

Further details of the treatment of TTL in LPF can be found in [P21, P30, 74]. For a
detailed analysis of sources and physical origins we refer to [P30, 76].
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Chapter 11

Sensitivity analysis

In this chapter we discuss the OMS in-orbit behavior in terms of its sensitivity and
reliability in more detail. We show the performance under different operating conditions
and also present our understanding of the contributing noise terms for both the longitudinal
and the angular measurements.

We find that, at different frequencies, different noise sources dominate. At 20 mHz and
below, the overall noise is dominated by Brownian force noise, leading to genuine differential
displacement noise between the TMs, as was shown in [P5, P6]. Therefore, a comparison
of the performance with the requirement is not directly possible, since OMS noise is not
limiting in the (1 to 30) mHz band. A very conservative comparison of the total noise at
this frequency with the requirement shows that the OMS performed at very least a factor
of 20 and up to a factor of 280 better than required.

Only above 200 mHz OMS noise dominates the observed displacement noise. The most
significant OMS noise sources are PM noise, laser frequency noise, shot-noise, and RIN.
For nominal operations, the first two were the main contributors, while shot-noise and
RIN were not limiting.

The focus lies on the calibrated TM readouts of the X1 and X12 interferometer, which are
computed in-flight during the mission. They provide the angular and longitudinal TM
readouts. Their sensitivity can be best modeled using data from all four interferometers.
However, not all data were available for ground analysis, as many computations were solely
performed on-board (as described in section 3.2). There is, for example, no continuous
full set of individual QPD data, which limits the modeling accuracy.

11.1 Testing and validation of the sensing model

The performance observed during flight can be considered under various conditions that
correspond to high, intermediate and low contrast. They give rise to different total noise
levels in the X12 interferometer, both in terms of the longitudinal readout and the DWS
signals. In the following, the same model of the underlying noise sources is used and shows
good agreement with the measured noise.
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The first condition (shown in sections 11.1.1 and 11.1.2) is where the alignment of the
TMs is optimal. This condition is achieved in the nominal science mode. There, TM1
is in free-fall along the sensitive x-axis and TM2 is controlled to follow it in this degree
of freedom. The angular orientation along ϕ and η of both TMs is controlled using the
DWS signals. By choosing an appropriate working point of the DFACS controller the
relative phase o12 of the X12 and reference interferometers is kept close to zero. In this
condition, the extremely low noise of the X12 interferometer means that motion of the
TM dominates any measurement below approximately 20 mHz. At higher frequencies, the
measurement of the relative position of the two TMs is limited by the sensing noise in
the X12 interferometer, which is dominated by a combination of RIN coupling at 2 × fhet,
ADC quantization noise, and frequency noise.

The second condition (shown in sections 11.1.3 and 11.1.4) corresponds to a medium-level
contrast which was achieved by deliberately misaligning the TMs or by reducing one of
the beam powers. Some of the noise contributions depend on the contrast. This gives us
the possibility of examining the sensitivity of an interferometer as a function of contrast,
and therefore of validating the intrinsic noise levels discussed above. Since the RIN (and
SVN) coupling to o12 does not depend on the contrast but rather only on the TM position
it is possible to disentangle contributions of correlated and uncorrelated noise sources.

The RIN level can also be characterized by DWS readout, where an corresponding formula
depends on TM angle, rather than longitudinal position. This is further investigated in
chapter 13.

The third condition under which we can study the interferometer performance is when
the TMs are both mechanically grabbed (shown in section 11.1.5). In this condition,
the relative motion of the two TMs is restricted to that induced by thermo-mechanical
fluctuations of the grabbing fingers that hold the TMs. In addition, the alignment of the
two TMs (both in attitude and longitudinally) is far from optimal, with tens of micrometer
and hundreds of microradian offsets. This non-optimal alignment results in two effects:
a non-zero phase offset between the X12 and reference interferometers, and a very low
contrast (due to misalignment of the measurement beam’s wavefront with respect to the
fixed wavefront of the reference beam).

11.1.1 Noise budget under nominal conditions

Figure 11.1 shows an o12 measurement in nominal configuration. The noise contributions are
estimated according to the noise model and show good agreement with the measurement.

Our model explains the measured noise density between (0.2 to 5) Hz. As expectecd, the
measured noise is increased between (20 to 200) mHz due to TTL coupling. We find that
PM noise (and within that, the ADC noise) is the dominating term in this condition.
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Figure 11.1 Noise model applied to an o12 measurement from June 1st 2016 between 18:46 UTC
and 20:29 UTC in nominal configuration. Shown is the ASD computed with the same LPSD
algorithm as in figure 9.2. Reprint from [P3].

This is one of the few occasions when the frequency interferometer data were transmitted
to ground with 10 Hz sampling. Frequency noise causes the spectrum to increase slightly
between (0.15 to 2) Hz. RIN and SVN coupling is highly suppressed due to the controlled
TM position.

Below 20 mHz TM motion caused by Brownian force noise is detected. The estimate is
based on the ∆g measurement of April 2016 [P6]. We find that the reference interferometer
has almost the same noise levels in shot and PM noise. This is expected due to its very
similar design and parameters. Since the reference interferometer is subtracted, its noise
adds to the combined readout o12.

Figure 11.2 shows the sensitivity for DWS by example of η1 for the same time-span as
the nominal o12 budget plot given above. The noise model includes the described noise
sources, using the appropriate coupling factors for DWS signals. We find that the noise
model has slightly larger deviations from the measurements in DWS compared to the
longitudinal o12 data. This will also become visible later in figure 12.5.

We note that η1 is an in-loop measurement of the DFACS with a unity gain frequency of
around 1 mHz. Between (0.001 to 1) Hz, the spectral shape results from a combination of
angular noise from the star tracker, torque noise on TM1, capacitive sensing and SC force
noise, as analyzed in [P17], and therefore in a larger band compared to o12. The influence
of the OMS is observed in the quasi flat sensing noise floor above 1 Hz only.
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Figure 11.2 Noise model and measurement of the η1 DWS channel (see text, same time as
figure 11.1). Reprint from [P3].

11.1.2 Noise budget for o12 during a period of increased laser frequency
noise

As explained in section 10.1.1, we observed periods of increased laser frequency fluctuations
during the LPF operations. A detailed analysis is given in [66].

We show one example of the OMS noise model under these circumstances in figure 11.3.
During these periods, laser frequency noise becomes the dominating noise source in the
o12 measurement in the frequency range from approximately (0.1 to 1.5) Hz.

The model has been applied to the shown o12 measurement from January 2017. This
measurement is comparable to figure 11.1. Please note that the SVN is not shown, since
it is estimated to be below 1 × 10−17 m/

√
Hz.

As anticipated in section 10.1.1, this plot makes use of the path length mismatch ∆L12 −
∆LR ≈ 329 µm, resulting from a dedicated experiment [66] and designated analysis by S.
Paczkowski.

This supports the previously stated hypothesis that the two levels of noise in o12 observed
over the course of the mission (clearly visible in chapter 12), are indeed due to an increase
in laser frequency noise.
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Figure 11.3 Noise model during a period of increased frequency noise (zoom-in). Reprint from
[P3].

Unfortunately, this verification could only be done for the first noise runs since in the
subsequent noise measurements the laser frequency noise was either not telemetered at
10 Hz or no period of increased noise was occurring in the respective noise run. However,
we have found no reason to assume a different behavior at other times, given that we
continue to observe periods of increased noise in the two channels at the same time over
the course of the mission, and the 1 Hz data indicates an increased spectral noise power.

This contribution is also visible in the noise budget fit for the whole mission in chapter 12.

11.1.3 Noise behaviour at intermediate contrasts

The data in figure 11.4 originates from an experiment in which both TMs were commanded
to a range of angular tilts, which resulted in an overall reduced contrast due to imperfectly
aligned wavefronts. This experiment (2017-02-06 23:06:00 UTC – 2017-02-08 22:55:00
UTC) is explained in detail in chapter 13.

We selected stable timespans during which the measured noise floor has a flatness compa-
rable to actual white noise. The resulting noise floor in o12 is estimated from a frequency
average in the pseudo-flat band (1.2 to 2.8) Hz (from PSD) and plotted over the X12
contrast.
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Figure 11.4 Noise model at intermediate contrasts. For this figure we fitted the noise model as
stated in [P2] to an o12 measurement between (1.2 to 2.8) Hz with two free parameters (levels
of RIN and ADC noise). Reprint from [P3].

The TM orientation also affects the RIN coupling effect to o12, because a geometric piston
couples TM tilt into the longitudinal path measurement of the X12 interferometer, causing
the RIN coupling to vary depending on the piston crosstalk strength. The piston arises
when the TM angles are controlled to certain offsets, because the rotation has its origin in
the center of mass of the TM (and not at the point of reflection). This is visible in the
fluctuations of the light blue RIN contribution in figure 11.4.

We can see the influence of the contrast on shot and PM noise and the variation of the
two frequency noise states, whereas RIN is only coupling via the longitudinal phase offset.
In this condition, RIN becomes important at high contrasts because of the phase offset
and geometric piston.

The RIN value is estimated from a fit to the data and varies between this and other
experiments. We also get different results depending of the type of experiment, which is
still not completely understood, see chapter 14. However, the variations are small enough
such that our estimates given here are sufficient to explain the good performance within
requirements.

We also fit the equivalent noise current introduced by the ADC, which is likely to vary
slightly compared to the ground estimate from years ago. The fit result confirms this
by deviating only by about 5 %. It yields RIN r = (2.59 ± 0.09) × 10−6 √

Hz and ADC
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Figure 11.5 Noise behavior for varying beam powers. Top panel: The reference beam power was
decreased stepwise, thus lowering the contrast. Bottom panel: Directly after lowering the
reference beam power, the second TM was moved to a new (constant) position with maximal
2f-RIN coupling, and the power was increased again with the same steps in reverse. Reprint
from [P3].

S
1/2
IADC

= (108.0 ± 1.6) × 10−12 pA/
√

Hz. The SVN contribution is not shown, because it
reaches only sub-femtometer level.

Overall, we find good agreement between the model and measurement. It explains the
observed behavior for contrasts between (30 to 98) % in the X12 interferometer. Note that
the contrast in the reference interferometer remained unchanged.

11.1.4 Noise behavior for varying beam powers

We also investigated the effect of unequal powers between the measurement and reference
beam. Instead of changing the wavefront overlap due to TM tilts, this also lowers the
strength of the heterodyne signal and thus the contrast.

The experiment (2017-06-17 08:20:00 UTC – 2017-06-17 15:00:00 UTC) consisted of
stepwise reduction on the reference beam power via the power stabilization loop set-points.
After reaching the lowest power, TM2 was shifted via electrostatic actuation to an 132 nm
offset, increasing correlated noise sources.
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Compared to section 11.1.3, this experiment also changes the noise couplings in the fixed
interferometers regarding power and contrast dependent noise sources.

Figure 11.5 shows the results for the noise measurements and the model at the two
TM positions. As expected, the noise increases towards lower powers due to the 1/C
dependence. Similarly, at the offset, RIN maximizes its effect and thus exacerbates the
sensitivity to above 150 fm/

√
Hz.

As in figure 11.4 we fit both the ADC noise and the RIN level using the same model from
section 10.1. While the ADC yields compatible results, the RIN estimate is almost 60 %
lower, yet still within sensible ranges compared to ground measurements. We applied a fit
to the total data (all set-points combined) with both RIN and ADC noise contributions
as free parameters. The coefficients yield RIN r = (1.08 ± 0.01) × 10−6 √

Hz and ADC
S

1/2
IADC

= (110.4 ± 2.6) × 10−12 pA/
√

Hz and are within our previously assumed limits [P2].
In the first panel, ADC noise is dominant, while at the 132 nm offset in the second panel
RIN is the major contributor.

One outlier at the lowest power has been removed, which showed particularly high and
unexplained noise compared to the rest of the data. We suspect nonlinearities in the power
stabilization and thermal effects causing that.

In conclusion, our model explains the observed noise behavior for two of the main parame-
ters of the optical system – the contrast and the power ratio of the two beams for a wide
parameter range.

11.1.5 Noise budget with grabbed TMs and very low contrast

In April 2017 both TMs were mechanically grabbed. The two longitudinal measurements
o1 and o12 and their corresponding noise models are shown in figures 11.6 and 11.7. DWS
is presented in figure 11.8.

The grabbed case corresponds to a very low contrast of 0.6 % in X12 and 2 % in X1, while
the contrast in the reference interferometer remains unchanged. During this measurement
period, an upper limit for the RIN level of r ≈ 3 × 10−6 √

Hz was estimated.

The contribution of laser frequency noise is also shown as an upper limit. This limit (by S.
Paczkowski) stems from an experiment to characterize the laser frequency control loop
which was executed rather shortly before this noise measurement.

In this condition the model reproduces the measured PSD down to mHz frequencies,
even with very low contrast, for the longitudinal measurements. As expected while being
grabbed, no TTL coupling or Brownian force noise is visible. As previously, the PM noise
is dominating. The thermally driven noise, as visible at low frequencies in figures 11.6
and 11.7, suggests that the upper limit stated in [P2] and applied here is too conservative
below 3 mHz. This implies that the temperature effects of the window transmission, the
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Figure 11.6 Noise model applied to an o12 measurement with grabbed TMs starting from 2017-
04-08 19:55:00 UTC and lasting for 2 hours. Note that the SVN is not visible, since it is around
1 × 10−16 m/

√
Hz. For the RIN and laser frequency noise contribution, only an upper limit

could be estimated. Reprint from [P3].

expansion of the Zerodur baseplate, or the thermal impact of the beamsplitters are less
significant. Another probable explanation is the presence of common-mode rejection for
the balanced beam paths. We previously excluded common-mode effects to obtain an
upper limit for these thermally driven effects.

Also note that the data during the grabbed TMs case was recorded during a low temperature
period (SC cooling) of about 11.5 ◦C on the OB.

These cases support our understanding of the sensing noise model, being nominally only
visible at high frequencies, extending down to the mHz range.

The peak in o1 around 70 mHz was already observed and discussed in figure 9.2 and
section 9.2. In principle, due to grabbing, one would expect the platform jitter (and thus
the peak) to be common mode and thus suppressed. Comparing with figure 9.3 we find
that the peak is indeed reduced. However, we observe a drift of a few nm between TM1
and the SC, showing that the mechanical grabbing is not perfectly stable. Therefore, some
residual coupling seems plausible. The same may hold true for o12, where the differential
mode further minimizes the coupling so that it becomes invisible.

These measurements indicate that the sensing noise floor can be well explained in all
observable circumstances for both low and high contrasts and the full measurement band.
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Figure 11.7 Noise model applied to an o1 measurement with grabbed TMs. This data is recorded
at the same time as the data shown in figure 11.6. Due to X1 interferometer data measuring a
different TM offset and contrast, the shot-noise, RIN and frequency noise contributions differ to
those of figure 11.6. However, the RIN and laser frequency noise contribution is only provided
as an upper limit. Note that the SVN is not visible, since it is well below 1 × 10−15 m/

√
Hz.

Reprint from [P3].

We observed variations from roughly 32 fm/
√

Hz above 1 Hz for high contrast to 3 pm/
√

Hz
at 1 mHz for very low contrast (details see above).

For DWS, see figure 11.8, the model underestimates the noise in ϕ12 significantly, while
still somewhat matching most of the other channels.

This data is recorded at the same time as the data shown in figures 11.6 and 11.7. We
observe that the noise level is pseudo-flat in all cases down to low frequencies, but has
higher magnitude for the differential angles due to the much lower contrast.

While the noise model works reasonably well for the X1 interferometer angles (yielding
almost identical levels), this is not the case for the X12 interferometer angles (also almost
identical levels). Especially the ϕ12 channel is deviating by about a factor 2 from the
model. We do not know the reason for this behavior. However, we note that the model
still seems to work relatively well with such low contrast that should result in questionable
signal quality.

Overall, we conclude that the noise model reflects the observed behavior at frequencies
where the sensing noise is expected to be limiting for most of the nominal flight operations.
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11.2 Limitations of the sensing noise model

Figure 11.8 Noise model applied to DWS with grabbed TMs. Reprint from [P3].

11.1.6 Noise behavior below 1 mHz

In the nominal conditions, white Brownian force noise is dominating at mHz frequencies,
with other sources of TM acceleration noise becoming dominant at even lower frequencies
[P6]. Even with grabbed TMs, at frequencies < 1 mHz, thermo-mechanical induced
motions of the structure holding the TMs is likely dominating the measurement, see also
[69].

We have no indication of additional interferometer noise sources, nor of any deterioration
of the performance at frequencies below 1 mHz, but we cannot completely exclude them.
Based on figure 11.6 we report that even with grabbed TM we reach a sensitivity of
approximately 3 pm/

√
Hz at frequencies just below 1 mHz, which would already enable

the local TM interferometry on LISA.

11.2 Limitations of the sensing noise model

Even though the model explains the observed behavior to a good degree, limitations arise
mainly due to the fact that LPF, having only a limited telemetry budget, cannot provide
all measurements at all times and not at the rate and resolution needed to further improve
the model, as well as the fact that we measure a strong real signal at low frequencies (by
design).
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Chapter 11 Sensitivity analysis

The physical noises are all well known contributions that depend on parameters such as
contrasts and beam powers, some of which are only known after additional processing
took place. For example, individual QPD data was not transmitted to ground, but just
averaged channels over interferometer output ports and their quadrants. A more exact
model using individual quadrant contributions is therefore unavailable.

In the high frequency range, we are likely affected by aliasing. The processing used aboard
LPF employs moving average filters before decimation, which have a limited anti-alias
capability. Thus, we do not always measure the flat spectrum that we understand well
and the amount of aliasing cannot be assessed. In addition, we can only extrapolate the
noise spectrum for frequencies below about 200 mHz and have to rely on measurements
taken with grabbed TMs to indicate the correctness of the model during these relatively
high noise states.

Furthermore, measurements of the frequency and reference interferometer at 10 Hz are
not available for most of the noise runs, thus rendering estimation of frequency noise and
SVN difficult, especially since we cannot differentiate the latter from RIN for most of the
mission. At the same time, the actuator noise of the OPD is not measured independently
at high frequencies, which is known to affect the spectra.

We also neglect losses arising from realistic beam combiners that are not exactly 50/50
such that the balanced detection will not be ideal.

The estimation of RIN at kHz frequencies is difficult and its level has been estimated to
vary throughout the mission. This is likely due to changes in the environmental conditions
and can only be observed indirectly. We have only a few more specific indirect RIN
measurements that are subject to ongoing analysis.

In addition, we have a large (and difficult to estimate) uncertainty on the ADC noise
contribution, which is the dominating noise term in many conditions.
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Chapter 12

Long-term mission analysis

This part addresses the measurements over the course of the mission for periods where
the SC was operated in nominal science mode and only noise was measured. The main
results of the long-term OMS sensitivity analysis are shown in figure 12.1, including both
longitudinal and angular readouts.

12.1 Data selection and analysis

We selected times during the mission where the SC was kept in nominal operating mode
without (known) interfering actions. This excludes commissioning activities, experiments
and spacecraft maintenance, DRS (NASA) operations and the spacecraft cooling towards
the end of the mission. In a second filtering step, we split the data into 12 min long
stretches and discarded segments that include glitches or transients and do not allow a
stationary noise power spectrum estimation. The algorithm to filter these transients has
a threshold on the amplitude change, i.e., the first derivative in time domain. We used
the Median Absolute Deviation (MAD) estimator to specify an equivalent 5σ threshold
[77]. From the initial 12916 segments, 140 have been discarded in o12 (1.1 %), 283 in η1
(2.2 %), 112 in η12, (0.9 %), 381 in ϕ1 (2.9 %) and 331 in ϕ12 (2.6 %). We report that
even in the presence of short-time non-stationarities the sensitivity was below 2 pm/

√
Hz

at high frequencies in the worst case (not shown here, including even more noise only
measurements in different configurations). The selected and filtered times are listed in
table D.1. For more information on non-stationarities and glitches during the mission see
[P13, P29, 78].

Every data point in the long-term plots corresponds to those 12 min of noise measure-
ments sampled with 10 Hz and averaged over the pseudo-flat frequency band between
(1.2 to 2.8) Hz. This band has been chosen because we expect the measurement to be
sensor noise limited here.

For each of the 12 minute segments the ASD is calculated using 50 % overlapping
Blackmann-Harris-92 (BH92) windows with 36 averages. Every 4th bin is kept to avoid
correlations between neighboring bins [79]. At 2 Hz the center bin and two surrounding
bins are masked to remove the influence of on-board 1 Hz harmonics as described above.
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12.2 Long-term noise fit

Figure 12.2 Main OMS sensor contributions to the noise model. Reprint from [P3].

However, this noise floor may be overestimated due to an imperfect anti-aliasing caused by
the moving average filters used in-flight. Therefore we treat this estimation as an upper
bound of the real sensor noise, as there was no access to continuous data with a higher
sampling rate.

12.2 Long-term noise fit

Figure 12.1 not only shows the measured and averaged sensitivity of the OMS for the
selected noise runs, but also the noise predictions by our models.

They use the data from figure 12.2. Here, the top five panels show the time series data for
the relevant model contributors (first panel: longitudinal x measurements; second: DWS
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Chapter 12 Long-term mission analysis

Figure 12.3 The two panels show the joint fit results for the two uncorrelated fit parameters from
figure 12.1. Reprint from [P3].

measurements scaled to TM rotations; third: Reference and Frequency interferometers;
fourth: contrast estimates; fifth: normalized beam powers per interferometer). For this
plot the measured data channels are sampled with 1 Hz, except for the XF and XR contrast,
which is estimated from ADC housekeeping data (reason for higher contrast in cR than
stated in [P2]). In o12, remaining slow transients from necessary SC station keeping
maneuvers are visible, during which the TMs were fixed by electrostatic actuation. In
DWS the TMs alignments to suppress TTL noise are visible. The power measurements
show variations especially in the frequency interferometer. This has mostly been explained
with the presence of undesired P-polarization in the measurement beam due to a wet-dry
shift in the polarizing BS within the fiber couplers [80].

As mentioned before, we fit the RIN value and the frequency noise contribution as shown in
figure 12.3, the latter based on an estimate of the 1 Hz data. Since we cannot differentiate
RIN from SVN here (due to high correlation), the estimate can be seen as the effective
contribution from both of these.

The fit allows the RIN parameter to vary per noise run, and each noise run is divided into
another set of segments, if there is a correlation between the 1 Hz frequency noise estimates
and the noise level in o12, to account for the two frequency noise states. Afterwards, all
five data channels are jointly fitted per time segment.

While the RIN and SVN contribution are mainly determined from the DWS measurements,
the frequency noise contribution estimates relies on the o12 data. Figure 12.2 shows the
main noise model contributions for which we do have independent measurements, showing
in what ranges the parameters were stable.

Note that in segment 2016-11-16 11:05:23 UTC – 2016-11-26 07:59:25 UTC the two
parameters ΣR,ΣF (normalized QPD powers) were not available and during 2016-12-26
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12.3 Discussion of long-term results

Figure 12.4 Histogram of the
noise behavior over the mis-
sion shown in figure 12.1.
The top plot shows the lon-
gitudinal differential read-
out and the lower ones are
for DWS. Multimodal dis-
tributions are visible, that
can be partly explained due
to offset dependent noises
in DWS, while in o12 the
upper level is due to states
of higher frequency noise. A
detailed discussion is given
in the text. Reprint from
[P3].

08:14:59 UTC – 2017-01-13 19:57:57 UTC, ΣR,Σ12 had some missing samples. In both
cases we interpolated those for the noise model fit.

12.3 Discussion of long-term results

For o12, there are more than two noise regimes apparent. However, one broad level is
visible around the median and one upper level around 40 fm/

√
Hz. The upper noise level

represents 9 % of the shown data. The lower noise state has a mean of 31.9 fm/
√

Hz.

The upper noise levels correlate in time with increased laser frequency noise due to the
non-stationary (two-state) behavior of the laser. For the first three measurement timespans,
the laser frequency telemetry was available at a sampling frequency of 10 Hz and we found
that with the subtraction of the laser frequency noise, the periods of increased noise can
be removed. At later times, the laser frequency telemetry was only available at 1 Hz which
does not allow for this subtraction.

Figure 12.4 shows the histogram of the noise spectrum estimation. The y-axis shows the
percentage of time spent at a specific noise level with respect to the total measurement
length per observable. The bin width is 0.5 fm/

√
Hz for o12 and 1 prad/

√
Hz for DWS.

Based on the segment analysis defined above we find that the measurement in o12 varies
between 27.8 fm/

√
Hz and 44.1 fm/

√
Hz with a median of 32.0+2.4

−1.7fm/
√

Hz. The values
are based on the 16th, 50th, and 84th percentiles of the histogram.

The DWS signals show a much broader distribution of varying modes with maxima between
(86 to 290) prad/

√
Hz. We attribute this behavior (as far as we can explain) to offset
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Chapter 12 Long-term mission analysis

Figure 12.5 Relative residuals
of the noise fit figure 12.1.
The DWS panel reads blue:
η1; purple: η12; green: ϕ1;
orange: ϕ12. It can be seen
that the model explains
most of the o12 noise to bet-
ter than 20 %. Reprint from
[P3].

dependent noise couplings (such as RIN, SVN): During specific times of the mission, the
TM orientation was changed, causing varying noise levels. See Section 10.1 and 11.1 for
details.

In DWS, the frequency noise is highly correlated and well phase matched on all photodiode
quadrants and therefore subtracts to a large degree when forming the DWS signals (by
differencing the left/right, up/down quadrant phases). As expected, we see no effect from
changing frequency noise levels.

The noise levels of figure 12.1 show that the OMS measurements have been much more
sensitive than expected, enabling a level of investigation unpredicted at the beginning of
the mission.

The models confirm that we have a good understanding of the noise (similar to what was
shown in [P2]), even though we cannot explain all of the changes in the noise over the
mission in DWS. The remaining discrepancy (residuals are shown in figure 12.5) between
the model and the fit have been investigated to a great detail but a definite explanation
could not be identified. The biggest deviation is originating from the η plane. However, a
large portion is well modeled, given the intrinsic scatter per noise run of a few fm in o12
and tens of prad in DWS.

We deem an influence of the OB temperature rather unlikely, since it is very stable and
has no correlated changes, as can be seen by comparing with the temperature data given
in [P15].

The same holds true for a change in PM readout noise which is furthermore constrained
by the o12 behavior observed during the course of the mission. A data processing error
also seems not very likely since the same quadrant data is used for all the measurements
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12.3 Discussion of long-term results

and a processing error should lead to similar noise changes in all channels which we do
not observe.

Moreover, based on the observed, asymmetric change in the system noise levels in DWS
(before 06.06.2016, day 186 from launch), we were searching for an explanation which is
strongly suppressed in the longitudinal readout. However, the available data does not
allow us to reject a hypothesis related to changing laser behavior or ghost beams.

For most laser housekeeping data, we are limited by the sampling frequency of only 0.2 Hz.
Laser intensity and frequency fluctuations can only be included as estimates since no direct
measurement in the required frequency ranges are available. The optical fibres should
always deliver the same mode by design. The polarization of the light on the OB is known
to change over the course of the mission (see [80]) and a weak correlation with changing
RF amplitudes used to drive the AOMs may be present.

Even though we could observe a few periods during which the pump current and the laser
temperature appear correlated to the noise in some of the observed channels, the exact
mechanism from a laser setting to a change of the noise above 1 Hz is not clear It appears
non-linear and no definite, repeating pattern could be found. Furthermore, in between two
noise runs, we found a period where the laser heater setpoint was correlated to the noise
level. However, at other times in between noise runs, we cannot confirm this observation
and thus we conclude that this is not the main driver of the observed changes in noise
level.

In addition, it should be noted that the DWS spectra were not always perfectly flat. This
could possibly point to aliasing which is not modeled well enough or a higher influence of
the OPD actuator with the observed spikes (section 10.1.7). But again, we are limited by
the data rate of the telemetry. There are just a few dedicated experiments where 100 Hz
data was available, which are very short and always only cover a small portion of the
channels.

Since the reason for the observed changes in the DWS noise levels over the mission duration
could not be found yet, we can also not estimate whether this behavior is related to any
specifics of LPF and the OMS or if it is a more general aspect limiting the common-mode
noise rejection in DWS compared to the much less affected longitudinal measurement.

Nonetheless, the agreement between the model and the data is good in most cases and
much below any required level.
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Chapter 13

DWS RIN experiments

Please note that a few introductory parts of this chapter have already been published in
[P8].

During the mission, we performed a large number of experiments to characterize the
different possible noise sources of the OMS. Most of them are listed in table D.2. Based
on these, a detailed study of the overall sensitivity was given in chapter 11.

This chapter now focuses on the RIN coupling in DWS and addresses specifically the
DWS tilt experiment in the mission extension, which was critical to validate the RIN
coupling models in DWS. In these experiments, one or both TMs were commanded to a
certain angular set-point through electrostatic actuation. Then, a noise measurement was
recorded for a few minutes, before moving to the next set-point.

During the nominal mission, a first small experiment of this type was performed to assess
the DWS noise behavior for varying TM2 angles. The procedure led to an improved
understanding of RIN coupling from twice the heterodyne frequency. However, it only
sampled a small parameter space of possible TM tilts and was not able to verify the whole
model. The details about this previous experiment can be found in the reports about the
main mission phase [P7, 63].

During the mission extension a refined version of the DWS experiment was planned.
This new experiment is detailed in [P8, 63]. The idea was to increase the TM2 tilts to
sample a larger phase space while simultaneously decreasing the beam walk by actuating
TM1. The commanded slews sampled the phase space in a step-wise scheme from almost
(−600 to 600)µrad for TM2 in ϕ2, η2. At each set-point, the noise was measured before
“masking” the B side of the PM, which was a procedure to effectively turn off balanced
detection, since the whole second output port of the interferometer was disabled. Then, in
this new “unbalanced” configuration the noise was also measured, before unmasking the B
side again and going to the next set-point, where the procedure was repeated.

Note that some of the data from this experiment has already been used to characterize
the noise model at intermediate contrasts, see figure 11.4.
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Chapter 13 DWS RIN experiments

Figure 13.1 Timeseries of the sec-
ond DWS experiment. Shown
are the four TM angles as mea-
sured by DWS through the OMS.
The different set-points of the
TM angles can be observed.
There is always a small overshoot
until the TM settles on the new
set-point. Reprint from [P8].

13.1 Experiment and contrast

The experiment was starting on 02.06.2017 at 23:00 h and lasted for about 48 h. However,
due to a failure in a preceding experiment TM2 was not at its zero position, but remained
rather at an offset of 275 nm. This may have had an influence on the evaluation of RIN
coupling due to different beam pointing or imperfect longitudinal phase subtraction in
DWS. Additionally, it is unclear at the time of writing how the performance of the DFACS
controller is changing due to the slightly shifted position and its impact on the experiment,
perhaps introducing slightly different actuation gains. However, the influence is expected
to be negligible.

Figure 13.1 presents the measured time series of all calibrated DWS channels, scaled
to TM tilts. It can be compared that the slews were much larger than in the previous
experiment [P7, 63] and that both TMs were actuated in parallel. It can be seen that there
always was a small overshoot before settling at a new set-point (expected from previous
experiments). For very few and short segments, four data channels with a sampling
frequency of 100 Hz had been requested via the so called Interferometer Data Log (IDL)
for diagnostic purposes. The times at which such IDL data was taken have been masked
out, because the procedure created transients in some channels. It can be concluded, that
apart form the aforementioned configuration, the experiment was run as planned.

Figure 13.2 shows the impact of the experiment in the longitudinal channels. The small
slews on TM1 have basically no visible impact (as o1 is in-loop noise dominated). The
more precise measurement of the differential displacement shows a varying o12 signal. It
can be used to characterize the o12 noise and its dependence on the contrast, as done in
figure 11.4, chapter 11. The source of the larger transients in o12 is still unclear, but may
be related to actuation crosstalk.

The contrast in X1 and X12 is shown in figure 13.3 and in combination over the parameter
space in figure 13.4. We can see that the contrast never dropped below 25 %. It stayed
in the range (80.9 to 96.8) % in X1 and between (25.2 to 98.7) % in X12. This can be
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13.1 Experiment and contrast

Figure 13.2 Timeseries of o1 and
o12. The first measurement
is dominated by noise, while
the more precise data of o12
shows an effect of the TM slews.
The mean values have been sub-
tracted. Reprint from [P8].

Figure 13.3 Timeseries of the con-
trast in both TM interferome-
ters. Transients due to pack-
age switching have been removed.
The visible small drops coincide
with the masking of the B side
PDs. Reprint from [P8].

Figure 13.4 The parameter space in DWS as measured by the OMS. Segments containing
transients due to package switching have been masked out. The resulting contrast stays
above 25 % for the contrast in X12, and above 80 % for the X1 interferometer for the whole
experiment. Reprint from [P8].
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Figure 13.5 A zoomed view on of one of the
set points. It can be seen that the TM did
not fully stabilize until the B side diodes
were masked (marked in black). Also vis-
ible are the jumps from the masking pro-
cedure. The first panel (DWS) has the
segment means subtracted. The second
panel shows the contrast in X1 and X12,
and the third panel has the timeseries of
o12. Reprint from [P8].

attributed to the actuation scheme designed specifically for this experiment. The TM1
slews compensated the effect of the larger TM2 tilts which led to an overall reduced angular
phase measurement on the PD12 diodes. Therefore, a very low contrast that would have
caused safety procedures inside the SC stopping the experiments was avoided.

Looking closely at the segments, as given in figure 13.5, one finds that the TM2 did not
completely stabilize before the B side was masked. The reason for this behavior is likely
originating from residual acceleration of the actuation. The masked period is highlighted
in black and shows a jump or drop in the angular and longitudinal measurements. It
is in the order of 5 % for the contrast. Masking one side means losing half of the total
power and also half of the signal, thus increasing the noise floor of uncorrelated PM and
electronic noise by

√
2.

The stable segments for the following analysis have been selected by a threshold that
allowed the contrast (individually for X1 and X12) to change less than 0.2 % s−1. The
segments have then been split up into balanced and unbalanced periods.

13.2 RIN in DWS results – Noise over tilt

The common mode subtraction property of RIN is expected to be almost identical in the
longitudinal channels and DWS, since it appears as a correlated quantity. For LPF, we
assume that the power levels on each quadrant are identical and that the raw, uncalibrated
DWS phase is associated with the equation (see table 7.1)

ϕ̃RIN =
√

2r̃ (2fhet) | sin(φ− φR)|, (13.1)

for φ − φR = γraw, and γraw ∈ {ϕraw
1 , ϕraw

12 , ηraw
1 , ηraw

12 }, to describe the RIN to phase
coupling correctly. By design, r(t) appears correlated on all quadrants. Therefore, all
DWS channels can be jointly analyzed.

The raw phases ηraw
1 , ϕraw

1 (from X1), and ηraw
12 , ϕraw

12 (from X12) were measured on-board.
Available as telemetry were only the calibrated TM angles η1, ϕ1, η2, ϕ2 from linear
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Figure 13.6 Spectral densities for some balanced and unbalanced segments. Computed with the
LPSD algorithm [58], parameters see figure 9.2.

combinations of the raw phases. To use these in our model, the linear combinations are
reversed. Then, all raw phases can be plotted on the same x-axis.

For analyzing individual segments, the semi-flat high frequency noise PSD average of each
stable data segment can be calculated and plotted on the y-axis. Spectral components
likely caused by the PPS are masked out before averaging.

However, it should be noted that, especially for DWS, we find that not all segments
show a particular white noise floor. They have different gradients on them, as visible in
figure 13.6. For this figure, always two directly subsequent segments have been used to
allow for comparison between balanced detection and “unbalanced” segments. Every 7th
segment has been chosen for this selection, plotting 18 ASD traces per panel. The low
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Figure 13.7 Spectral flatness for all balanced and unbalanced segments (left panel) and histogram
(right panel). Computed with the Shannon-entropy algorithm [81].

frequency behavior is comparable with the analysis in section 9.2. The exact coupling of
the n · 1 Hz PPS components is unknown [71].

It can be seen that higher noise levels associated with larger TM tilts have higher gradients
in the spectral densities. For lower noise values the shape appears flat. To allow for
comparison with figure 12.1, the same frequency range of (1.2 to 2.8) Hz has been chosen for
the frequency averages in the following analysis. However, already visible is the increased
noise floor by

√
2 for unbalanced detection cases when RIN is not dominant (visible in the

lower ASD traces in the two top panels). In these cases the dominant noise is originating
from the ADC quantization process and appears uncorrelated between quadrants.

Using a Shannon-entropy based measure of the spectral flatness, F , with 0 ≤ F ≤ 1,
from [81], it can be seen in figure 13.7 that most densities are actually relatively flat. No
further filtering on the outliers has been performed, since we do not have independent
RIN measurements or other channels that could directly explain the increasing noise. No
noticeable difference between balanced and unbalanced segments, or between particular
DWS channels, is present.

In figure 13.8 the overall result is shown as a plot of average phase noise over DWS “raw”
phase. It combines all channels (as they should all measure the same RIN) and shows the
two cases of balanced and unbalanced detection, together with a joint fit each across the 4
DWS channels for each case. The segments have been sorted after fitting. The blue points
show the nominal case with balanced detection from the two BS output ports. The green
points indicate segments when one PM side was disabled, so that only one BS output port
was used, creating “unbalanced” segments without balanced detection. The noise model
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13.2 RIN in DWS results – Noise over tilt

Figure 13.8 Joint fit results for all DWS channels. Balanced and unbalanced data sets are shown
with noise model fits and 95 % confidence intervals.

predictions based on fit results with two free parameters (RIN level and PM noise) are
also shown.

This plot shows a few interesting aspects. Firstly, the maxima of the sinusoidal RIN
coupling do not visibly change much between balancing and no balancing. This strongly
indicates that 1f-RIN was smaller than 2f-RIN. It should be noted that this is likely due
to the specific power stabilization loop aboard LPF, targeting a heterodyne frequency of
1 kHz. For LISA with beatnotes in the MHz regime, this is not likely, see part IV.

Secondly, the noise floor around 0 rad increases by a factor
√

2 as expected, since balanced
detection leads to a factor 1/

√
2 for uncorrelated noises (combining 2 correlated signals

with 2 uncorrelated noise sources =
√

2/2). Hence, the reverse is also true when balanced
detection is disabled.

Thirdly, there are many points with increased noise levels around 0 rad. This occurs when
one DWS channel is close to zero offset, while its adjacent plane is at a non-zero offset,
thus decreasing the contrast in X1 or X12, which leads to higher noise couplings (see also
section 10.2).

Furthermore, many points not directly on the sinusoidal shape are explained by the
measured data included in the model, for example due to increased PM noise at low
contrasts. Around the maxima, a larger spread is visible that is not completely captured
by the model. This could also be related to a slightly changing laser behavior between
segments, since the total experiment lasted for about 48 h, so the assumption of one
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stationary RIN value is certainly not correct. However, fitting each segment individually
is difficult due to the correlation between ADC and RIN and would finally lead to similar
estimates for the RIN value due to the intrinsic scatter around the peaks.

The fit is using the weighted Levenberg-Marquardt nonlinear least squares algorithm
[82] and the results are shown in solid lines and include the noise model as described in
section 10.2 similar to figure 12.1. The solid lines are used to increase visibility, but the
noise model is only evaluated at the points shown.

As described, two parameters are estimated yielding RIN (at 2fhet) r̃ = (2.50 ± 0.02) ×
10−6 √

Hz and ADC S
1/2
IADC

= (103.4±2.4)×10−12 pA/
√

Hz with active balanced detection,
and r̃ = (2.47 ± 0.02) × 10−6 √

Hz, S1/2
IADC

= (97.4 ± 1.6) × 10−12 pA/
√

Hz with unbalanced
detection. Confidence intervals for 95 % are plotted with dashed lines and corresponding
colors.

The joint fit has been chosen because the X1 DWS channels have much smaller tilts and
cannot sample most of the RIN sinusoidal. Furthermore, the RIN parameter appears
correlated, while the ADC coefficient is uncorrelated between channels and should be
similar between interferometers, especially since the balanced and unbalanced cases show
that the expected

√
2 difference is well met.

The aforementioned correlation between the ADC and RIN parameter appears in the fit;
it is at 0.44 (balanced), and 0.51 (unbalanced). This high correlation can be understood
in the way that tilting the TM changes both the contrast due to reduced beam overlap,
but also increases the RIN coupling strength due to an additional phase offset.

The contribution of 1f-RIN during the unbalanced segments has not been included in the
model, since it is clearly not distinguishable in the data set.

The SVN contribution has been calculated following section 10.2 and is always below a
maximum of 20 nrad Hz−1/2 and has therefore not been included in the fit.

Figure 13.9 shows the fit results for each DWS channel individually. It can be seen that for
X12, the fit catches many features of the noise distribution (for balanced and unbalanced
segments) and also explains the points around zero offset. However, in X1, the DWS
channels show deviations near zero offset in the unbalanced case.

It is not exactly clear where this discrepancy originates from. Different ADC noise levels
are ruled out by the good fit for the balanced segments and a higher 1f-RIN contribution
is unlikely due to the good fit in the X12 DWS channels, where it would also appear.

Since the estimation of the RIN value was the main priority in the presented experiment,
this deviation seems interesting, yet less important for estimating the peak of the sinusoidal.
Further, there is no obvious reason to exclude the X1 data set, even though it only samples
a small portion of the phase range, hence the joint fit across all channels was applied.
However, from the scatter in the visible data set it appears that the error of the fit is
underestimated around 0 rad in the X1 channels.
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13.2 RIN in DWS results – Noise over tilt

Figure 13.9 Joint fit results plotted for each DWS channel. Balanced [b] and unbalanced [ub]
data are shown with their fit and 95 % confidence intervals.

Overall, the noise over phase dependency in DWS is confirmed over a wider range as before,
and it supports the theory of a sinusoidal systematic in the coupling. The measurement
time was relatively short (< 7 min per segment) to measure as many set-points (∼ 60 per
channel) as possible along this slope. Therefore, the averaging within the segments is
restricted. Here, always 30 averages and BH92 windows have been used.

As indicated before with the unchanged slope maxima for both balanced and unbalanced
detection, the 1f-RIN appears to be well below the 2f-RIN, as can be expected from
ground characterizations with active power control loop (proprietary documents, not
shown here). Therefore the RIN induced phase noise, ϕ̃RIN, is dominated by 2f-RIN alone,
with a sub-dominant 1f-RIN contribution that assumes equal powers in the two beams
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Chapter 13 DWS RIN experiments

(see table 7.1), yielding the total coupling

ϕ̃RIN ≈

⌜⃓⃓⎷(︄ √
8

√
ηhet

r̃ (1fhet) sin
(︃
φ− φR

2

)︃)︄2

+
(︂√

2r̃ (2fhet) sin(φ− φR)
)︂2

(13.2)

≈
√

2r̃ (2fhet) | sin(φ− φR)|, (13.3)

approximating that 2f-RIN term dominates during the mission. This means, that we can
safely assume the 1f-RIN to be at least a factor of ∼ 1/2 smaller than 2f-RIN.

It has to be noted, however, that this experiment only gives a glimpse of the whole mission,
and no direct RIN measurements are available. Since no laser degradation effects are
visible, there is no reason to assume strong deviations from this behavior throughout the
mission (also see RIN fit in figure 12.3).

The estimates from this experiment of r̃ = (2.50 ± 0.02) × 10−6 √
Hz (balanced) and

r̃ = (2.47±0.02)×10−6 √
Hz (unbalanced) are within the previously determined boundaries

r̃ < 5 × 10−6 √
Hz [P2] but also add to the observed RIN discrepancy detailed in the next

chapter.
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Chapter 14

The RIN discrepancy

14.1 Context and overview

This thesis shows that, in LPF, the RIN to phase coupling can be observed in the
longitudinal o12 measurement and in the angular DWS channels. Both of them are
comparable in the sense that they both have a common mode subtraction: For o12, it
contains the correlated difference between the longitudinal x12 and xR channel. In the
case of DWS, the adjacent correlated quadrants of the QPDs are subtracted. Therefore,
for a given longitudinal TM set-point (“step”), or rotation of a TM (“tilt”), they should
in theory have the same coupling pattern, as described in chapter 7, and table 7.1.

In principle, both beams originate from the same laser and should contain correlated RIN.
However, we do not know how much differential (uncorrelated) RIN is introduced due
to the AOM modulations, which then would be uncorrelated among the beams, yet still
yield correlated phase noise between interferometers. However, this again should yield
comparable results, as the error would be identical in every channel.

The balanced detection is assumed to have high efficiency. For this purpose, we assume that
only 2f-RIN remains after balanced detection (as supported by the previous chapter 13),
and that the power levels in both interferometers are roughly equal (certainly true for
DWS, true up to a deviation of 5 % for o12, see Σ parameters in figure 12.2).

Therefore, the usual term (see section 10.1.4 and table 7.1)
√

2r̃ (2fhet) | sin(φ− φR)|

describes the coupling under nominal conditions. Now it is either φ− φR = (4π/λ)o12 or
φ− φR = γraw, with γraw ∈ {ϕraw

1 , ϕraw
12 , ηraw

1 , ηraw
12 }, depending on the experiment.

Overall, there have been four experiments (two during the nominal mission marked “v1”,
two during the extension marked “v2”; always one x-step and one DWS-tilt experiment)
to characterize the RIN to phase coupling in LPF. All of them have been performed
without access to an independent RIN measurement, which makes it difficult to estimate
the coupling strength directly. Instead, the resulting common mode rejection can be used
to fit the theory expectation to indirectly estimate the RIN strength at that moment in
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Chapter 14 The RIN discrepancy

Figure 14.1 This plot shows the RIN discrepancy between longitudinal and angular experiments
and also the dependency for various frequency bands (increasing by lighter to darker colors).
All channels have been rescaled to (electrical) radians.

time. For this discrepancy analysis, only balanced detection is considered, which is the
nominal configuration. For the few available data sets with disabled balanced detection
there are comparable results (see chapter 13).

The two different experiments were run after one another over the course of the mission
and have also been used to fit other channels at the same time, e.g. the o12 noise over
contrast in figure 11.4.

Given the restrictions regarding possible TM tilts, the rotational phase-space can only be
sampled up to approximately 0.7π, whereas it was possible to cross over multiple fringes
in the longitudinal x-step experiments (led by A. Wittchen, see [71]).

The discrepancy of the RIN value arises between the experiments as stated in table 14.1.
Shown in figure 14.1 is the difference between longitudinal shifts and angular rotations.
The first DWS tilt experiment does not sample the phase space across the maxima and its
results should therefore only be considered with caution. There is roughly a factor two
discrepancy between the longitudinal and angular estimates. This factor is not a problem
with the two models themselves, since a similar fit result was obtained for the RIN value
in both DWS and o12 channels for data recorded at the same time (see table 14.1 4th
and 5th row). The different on-board processing for longitudinal and angular channels is
correctly incorporated, as can also be seen by the joint long-term mission fit across all
channels in figure 12.1.

108



14.1 Context and overview

Experiment Date (UTC) Fit channel RIN estimate,
(︂
1 × 10−6 Hz−1/2

)︂
x steps v1 ([71], figure 14.1) 2016-04-25 08:00 – 2016-04-26 08:00 o12 (1.51 ± 0.01)
DWS tilts v1 (small tilts, [63], figure 14.1) 2016-06-02 08:30 – 2016-06-03 07:25 DWS (3.2561 ± 0.0086)
x steps v2 ([71], figure 14.1) 2017-02-02 20:36 – 2017-02-04 21:36 o12 (1.74 ± 0.01)
DWS tilts v2 (figure 13.8) 2017-02-06 23:06 – 2017-02-08 22:55 DWS (2.50 ± 0.02)
DWS tilts v2 used for o12 vs contrast (figure 11.4) 2017-02-06 23:06 – 2017-02-08 22:55 o12 (2.59 ± 0.09)
Power modulation with x step (figure 11.5) 2017-06-17 08:20 – 2017-06-17 15:00 o12 (1.08 ± 0.01)

Table 14.1 RIN discrepancy across different LPF experiments.

The exact laser RIN behavior is not known and could also be non-stationary for the
time-scales of these experiments. After all, the “signal” that is being estimated is a
non-stationary process.

We find different results depending on the experiment and frequency range, that cannot be
explained by the error bars alone. There appears to be an underlying systematic that is not
understood, since the RIN estimate seems to depend on the method; either changing the
overlap integral of the two beams (due to TM tilts), or changing the phase or power only
(x-steps, power modulation experiment) – and not on the channel used for the analysis.

There is an added difficulty due to the presence of a suspicious yet systematic “4f” structure
in the longitudinal steps, that hints at an asymmetric ghost beam or another unknown
coupling, see the findings in [80], section 4.2. The apparent central dip and right-sided
shoulder is especially visible when averaging over higher frequency bands.

For figure 14.1, the noise power has been averaged with 500 sample BH92 windows for the
following bands

(0.6 to 0.9) Hz, (lighter color)
(1.2 to 1.8) Hz,
(2.1 to 2.8) Hz, ↓
(3.1 to 3.8) Hz,
(4.1 to 4.8) Hz, (darker color)

to avoid the n · 1 Hz spikes, with the colors indicated for figure 14.1.

The spectra are flatter for smaller tilts and there seems to be aliasing from the OPD
actuator steps (also compare [71]). However, this behavior cannot be fully explained with
the data available from the SC. Yet, the deviations from white noise are within a few
µrad Hz−1/2. The RIN itself is also likely not exactly flat and may be rising towards higher
frequencies, as the controller gain diminishes (visible in proprietary documents [83]).

This discrepancy, together with the 4f structure, remains unclear and it may require future
investigations to understand its systematic or relate it to OMS specifics.
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Chapter 14 The RIN discrepancy

Figure 14.2 Concept of a P-polarized ghost beam with varying intensity and phasing on the
QPDs of three different interferometers (X1, X12, Ref.), that could explain some of the RIN
discrepancy and DWS changes. This idea was developed in collaboration with B. Kaune.

14.2 Idea for a possible explanation

Unfortunately, no direct explanation could be found. The following qualitative idea may
be used for further investigations. It is conceptually depicted in figure 14.2, illustrating the
coupling of an unwanted ghost beam with a certain asymmetry that changes its phasing and
intensity over the course of the mission. The existence of such a parasitic beam is supported
by the analysis in Section 4.2 in [80], which would then contribute to the estimated RIN on
the PDs. Due to different lever arms in the interferometers, it would appear with varying
pointing on different PDs and could cancel in the symmetric x dimension more strongly
than in the asymmetric η plane. Therefore, this could perhaps also explain the unknown
DWS noise level changes in figure 12.1 to some extent. Further, there could be spectral
components beating on the diodes, potentially creating 4f interference terms on both the
X12 and Reference interferometers that lead to some RIN cancellation in o12 only.

However, since there is no single quadrant data available for all quadrants during the
mission, and also not from the ground test campaign, our knowledge is limited. Future
investigations may show that this behavior was only LPF specific, if it cannot be reproduced
in ground experiments. For example, the asymmetric dip structure was not visible in
ground experiments using pre-flight hardware at the AEI, see Figure 12 in [P1].

14.3 Conclusion

To conclude, the indirect RIN estimation via its coupling to the longitudinal or angular
phase readout stays within reasonable bounds over the whole mission (requirement < 1 ×
10−5 Hz−1/2 between (0.5 to 2) kHz, see RLU-1040 in [83]), yet an unexplained discrepancy
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14.3 Conclusion

remains. There is also an unexpected, yet systematic, dip structure in the coupling to
o12. No direct verification is possible, since no independent RIN measurement is available.
The unexplained behavior is not covered by the RIN model presented in this thesis.
However, the observations presented in this chapter are only appearing during these
specific experiments with intentional non-optimal phase offsets and do not compromise
the mission performance for small TM offsets and tilts close to 0 rad due to the strong
common mode subtraction, as shown in chapter 12.
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Chapter 15

Overview of RIN in LISA

Please note that most content of the next three chapters has already been published in [P4]
in collaboration with the co-authors.

In the following this thesis transfers all the RIN coupling heritage from the previous
chapters and applies it to the full LISA mission. It gives the rationale for some of the RIN
requirements stated later in chapter 18, especially for the 1f-2f-RIN bandwidth.

Analyzing RIN in LISA is naturally more complex than in LPF: Since it is a property of
each laser, it propagates through the constellation into the various interferometers and
generates additive power noise to the time-varying beat signals on every PD. This noise
couples inevitably to the phase readout at around the heterodyne frequency and its first
harmonic, as derived in part II. We show that it is one of the dominating metrology noise
sources (after removal of laser frequency noise) if not carefully controlled.

1f-RIN is typically the biggest contributor, since the resulting phase noise is scaled by the
ratio of the beam powers, which are, for LISA, fairly large (magnification in the long-arm
(ISI) interferometers by about seven orders of magnitude). As such, its impact on the
sensitivity has to be understood and mitigated.

We describe the coupling in the context of the LISA mission architecture, taking into
account the constellation characteristics, possible correlations, the currently forseen optical
parameters and the effects of LPF-comparable mitigation schemes.

Further, we study the impact of TDI on the RIN phase error by means of simulation and
compare it with analytical expectations. We find that the coupling exhibits performance
characteristics similar to that of an uncorrelated sub–1 pm/

√
Hz noise, assuming reasonable

implementation of the mitigation strategies.

Since each laser is involved in six interferometers, they can possibly add correlated noise in
those interferometers. However, the RIN to phase coupling depends on the absolute beat
frequency (and its harmonic), which means that RIN at different heterodyne frequencies
in different interferometers can be considered uncorrelated if the beatnote frequencies
are reasonably well separated, i.e., by more than the measurement band of a few Hz;
this holds even if the same laser is involved. RIN from different laser sources is always
considered uncorrelated, especially at MHz frequencies. This means that RIN in the
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Figure 15.1 The different locking configurations, here with laser LA12 as the primary laser. The
nominal scheme is likely N1-12 which is structurally the flattest (in a measure of locking
distance from each laser to the primary laser, causing the least amount of “noise echos”). For
each locking topology, the primary laser can be chosen by permutation. This image is a reprint
from [30].

TMIs and Reference Interferometers (RFIs) on the same SC is correlated, while the ISIs
may not have correlations. Furthermore, the ISIs are subject to orbital Doppler shifts
(in the MHz range) and thus their heterodyne frequencies vary. The expected shifts can
be calculated beforehand and are used to enable and optimize the interferometry and
detection process. The absolute beat frequencies are technically restricted to a range of
approximately (5 to 25) MHz via an (offset) frequency locking scheme of the lasers. This
results in a configuration where one primary laser is locked to a cavity, while the other five
lasers are locked (with MHz offsets) to the primary laser. The required offset frequencies
are calculated on ground, yielding a so-called frequency plan [84]. Various possible locking
topologies (with LA12 as the primary laser) have been identified [31, 84], as shown in
figure 15.1. The locking also inevitably imprints any noise (and signal) information of
the interferometers used for locking onto the locked lasers. Therefore, RIN-induced phase
noise will also be added to the locked laser and propagates through the constellation into
all six interferometers of that laser. Furthermore, the next laser that locks on the first
locked laser will continue to carry this noise and thus have locally increased phase noise.

Figure 15.2 shows one possible schematic for the local laser control loop used for locking.
Here, we assume that the error signal of the control loop has been balanced between
the two interferometer output ports (current baseline), which propagates only a reduced
amount of phase noise “echos” through the constellation. The exact amount of noise
reduction due to balanced detection is still under review, but current design studies require
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Laser control

BS

PDs

Phasemeter 
DPLLs

Balancing

Port A

Port B

Figure 15.2 Schematic of the offset frequency
locking control loop from [P4]. This rep-
resents one LISA interferometer used for
locking laser L1 to laser L2 with a typical
bandwidth of multiple kHz. The two lasers
with phase evolution Φi(t) are brought to
interference via the BS, detected on the
PDs and measured in the phasemeter us-
ing the DPLLs. The two output ports are
used to apply balanced detection. Then,
the instantaneous (balanced) frequencies
of the DPLL are used to offset lock the
lasers according to the predetermined fre-
quency planning. Any excess noise that
remains in-band after balancing will be
imprinted on L1 and “echoed” throughout
the constellation.

a reduction of about 90 % for 1f-RIN. During the mission, it may be necessary to adjust
the balancing process due to degradation processes or frequency dependent differential
signal attenuation between ports. A more detailed theoretical analysis on the balancing
efficiency is given in appendix C.

We calculate and simulate these effects in the following. Luckily, TDI strongly suppresses
any laser phase fluctuations in post-processing, including echoes from the locking control
loops, such that the final TDI variables are unaffected by the choice of the locking topology,
as previously suggested in [31, 36].
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Chapter 16

RIN coupling in LISA

As mentioned before in this thesis, the key RIN properties derived in part II are almost
directly applicable to LISA. In the following, the main characteristics are briefly recapped
and put into context for LISA.

The RIN n = δP/⟨P (t)⟩1 of any laser power P (t), usually expressed in ASD units of
1/

√
Hz, causes phase noise in the LISA interferometric readout via three distinct coupling

channels.

Firstly, “DC-RIN” inside the measurement band at low frequencies causes slow intensity
fluctuations that lead to radiation pressure on the SCs (negligible) and TMs (not neg-
ligible). This drives the low-frequency RIN requirements and has an assumed level of
100 ppm/

√
Hz at 0.1 mHz. It gives a small contribution to the TM acceleration of only

about 0.35 fm/s2/
√

Hz, out of a total acceleration noise allocation of roughly 10 fm/s2/
√

Hz
at 0.1 mHz [19], see also chapter 18.

Secondly, 1f-RIN from around the heterodyne frequency causes additive phase noise to
the main signal on the PDs.

Finally, 2f-RIN from around twice the heterodyne frequency is optically down-mixed and
also produces additive noise (to first order) at the heterodyne frequency.

We focus here on the latter two mechanisms. They do not cause any direct force noise (at
relevant in-band frequencies), and therefore do not generate any real TM motion signal,
but cause an additive small-vector readout noise instead.

Since the RIN is a property of the laser beams, it appears correlated on all QPD segments
of a single diode. In the following, we use the terms QPD and PD interchangeably, as
it has no impact on our description of the RIN coupling in the longitudinal degree of
freedom. For DWS, always pairs of left-right or top-bottom quadrants are used to deduce
differential wavefront delays arising from angular beam alignments. Since RIN is also
correlated here, the effective coupling is almost identical to the longitudinal channels,
except for the intrinsic balancing. The longitudinal phase signal is lost in ideal DWS and
the angular differential phase is retained.

1Notation slightly different to the rest of the document to remain coherent with the published article.
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Chapter 16 RIN coupling in LISA

16.1 Theory of DPLL readout

In the next sections, we derive the RIN to phase coupling equations using the LISA-specific
DPLL readout architecture (original calculation by O. Hartwig).

The DPLL depicted in figure 3.4 is a control loop that uses the error signal, Q, to adjust
the total phase and frequency of an NCO. Contrary to a simple I/Q demodulation, the
phase readout is not directly given by combining the I/Q channels, but instead available
by digitally reading out the NCO registers.

When the loop is closed, and if we assume it to work perfectly with infinite gain in the
measurement band, the error signal will be exactly equal to zero. The error signal is
produced by multiplying the incoming signal (modeled as a cosine) by a sine that is
perfectly in phase.

We consider an input signal V (t) that has a strong main beatnote plus small additive
disturbing terms, representing small-vector RIN. We write

V (t) = A cos
(︁
Φ(t)

)︁
+ n(t), (16.1)

where we assume A to be constant, and
⃓⃓
n(t)

⃓⃓
≪ A. Here, Φ̇(t) is typically in the order of

MHz. n(t) represents our different RIN terms, but could in principle also be any other
additive noise.

We assume that the phase error caused by the disturbance n(t) is small, of order ≪ 1
expressed in cycles or radian. Therefore, we consider the NCO signal used in the lock to
closely follow the main beatnote, and model it as

U(t) = sin
(︁
Φ(t) + φ(t)

)︁
, (16.2)

where φ(t) ≪ 1 accounts for the phase readout errors due to the disturbance n(t). The
total phase

ΦNCO(t) = Φ(t) + φ(t) (16.3)

represents our phase readout and is available from the phasemeter phase accumulator.

The error signal is then computed by mixing the NCO signal with the input signal,

Q(t) = ⟨V (t)U(t)⟩, (16.4)

where ⟨·⟩ denotes a low-pass filter removing frequency content far away from DC. We
assume that this filter is a linear operation, in the sense that ⟨aX + bY ⟩ = a⟨X⟩ + b⟨Y ⟩.
A typical example for such a filter is a moving average.

The loop will adjust the phase of the NCO to drive the error signal to zero. This means
we can model how the disturbance n(t) affects the output of the DPLL for the closed loop
by solving the equation Q ≡ 0 for φ; i.e., by finding the NCO phase for which the error
signal vanishes.
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16.1 Theory of DPLL readout

16.1.1 Phase readout without disturbance

We first consider a scenario where there is no disturbance, i.e., n(t) = 0 in the above
expressions. With our locking condition we get

Q(t) = ⟨A cos
(︁
Φ(t)

)︁
sin
(︁
Φ(t) + φ(t)

)︁
⟩ (16.5)

= A

2 ⟨sin
(︁
2Φ(t) + φ(t)

)︁
+ sin

(︁
φ(t)

)︁
⟩ (16.6)

= A

2 sin
(︁
φ(t)

)︁
(16.7)

≈ A

2 φ(t) ≡ 0 =⇒ φ(t) = 0, (16.8)

where we used the trigonometric identity

cos(a) sin(b) = 1
2(sin(a+ b) − sin(a− b)) (16.9)

and that φ(t) ≪ 1. This means we simply get

ΦNCO(t) = Φ(t), (16.10)

i.e., our total NCO phase is equal to the input signal phase, which is what is desired.

16.1.2 Phase readout with disturbance

Combining the previous equations, we can write

Q = ⟨A cos
(︁
Φ(t)

)︁
sin
(︁
Φ(t) + φ(t)

)︁
⟩ + ⟨n(t) sin

(︁
Φ(t) + φ(t)

)︁
⟩. (16.11)

Using the trigonometric identities and that φ(t) ≪ 1, the first term on the right-hand side
becomes

⟨A cos
(︁
Φ(t)

)︁
sin
(︁
Φ(t) + φ(t)

)︁
⟩ ≈ A

2 φ(t). (16.12)

To treat the other term, we first expand to first order in φ and then neglect the second-order
term containing φ(t)n(t), yielding

⟨n(t) sin
(︁
Φ(t) + φ(t)

)︁
⟩ ≈ ⟨n(t) sin

(︁
Φ(t)

)︁
⟩. (16.13)

Using this in equation (16.11), with the locking condition Q ≡ 0, gives the phase error
induced by n(t),

φ(t) ≈ − 2
A

⟨n(t) sin
(︁
Φ(t)

)︁
⟩, (16.14)

and the total phase readout will be given as

ΦNCO(t) ≈ Φ(t) − 2
A

⟨n(t) sin
(︁
Φ(t)

)︁
⟩. (16.15)

This means that, to first order, the disturbance is simply mixed with the main beatnote
and scaled by the reciprocal beatnote amplitude.
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Chapter 16 RIN coupling in LISA

16.2 Scaling for RIN

We now need to apply equation (16.15) to the typical photodiode detection equations
adapted for heterodyne interferometry. They provide the scaling factors for A and n(t)
that describe the RIN coupling correctly.

We use equation (7.3) from part II, adapted for LISA, to describe the interferometer
output ports A and B of the recombination beamsplitter. The amplitude transmission
and reflection coefficients are labeled τ, ρ, the average beam powers Pi, the heterodyne
efficiency ηhet, and RIN nm, nr for a general measurement and general reference beam
m, r and a certain signal power in the carrier of ϵcarrier. We have

PA = ρ2Pmnm + τ2Prnr⏞ ⏟⏟ ⏞
1f-RIN, port A

+(nm + nr)ρτϵcarrier
√︁
ηhetPmPr cos

(︁
Φ(t)

)︁⏞ ⏟⏟ ⏞
2f-RIN, port A

+2ρτϵcarrier
√︁
ηhetPmPr cos

(︁
Φ(t)

)︁⏞ ⏟⏟ ⏞
Signal, port A

,
(16.16)

and

PB = τ2Pmnm + ρ2Prnr⏞ ⏟⏟ ⏞
1f-RIN, port B

−(nm + nr)ρτϵcarrier
√︁
ηhetPmPr cos

(︁
Φ(t)

)︁⏞ ⏟⏟ ⏞
2f-RIN, port B

−2ρτϵcarrier
√︁
ηhetPmPr cos

(︁
Φ(t)

)︁⏞ ⏟⏟ ⏞
Signal, port B

.
(16.17)

Here, we already see that balanced detection of the form (PA − PB)/2 is able to suppress
1f-RIN (at least to some extent depending on the scaling factors), since it appears with the
same sign in both ports. However, 2f-RIN appears with opposite signs in the two ports,
identical to the main signal, and therefore cannot be suppressed by balanced detection.

From these equations we can model the input signal to the DPLL using

V (t) = ±A cos
(︁
Φ(t)

)︁
+
∑︂

i=m,r

aini(t) ± A

2 ni(t) cos
(︁
Φ(t)

)︁
, (16.18)

with the scale factor A = 2ρτϵcarrier
√
ηhetPmPr, while ai represents the scale factor for one

of the 1f-RIN terms and ni(t) the RIN of one of the beams. The ± encodes output port A
or B. Since the RIN between the two beams is uncorrelated (as well as 1f- and 2f-RIN per
beam), we can calculate their resulting phase noise independently. In terms of spectral
densities, one can build their quadratic sum for the total phase noise afterwards.

We assume a relative power stability of the lasers of around 3 × 10−8 Hz−1/2 in the relevant
bandwidth (model-based estimate in the LISA noise budget), such that the resulting phase
noise will be small, φ(t) ≪ 1. This allows to use the previous result of equation (16.14).
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16.2 Scaling for RIN

Therefore, we insert n(t) = aini(t) ± A
2 ni(t) cos

(︁
Φ(t)

)︁
into equation (16.14), which gives

for the resulting phase noise (generated by one laser beam i = m, r),

φi(t) = −2ai

A
⟨ni(t) sin

(︁
Φ(t)

)︁
⟩⏞ ⏟⏟ ⏞

1f-RIN phasenoise

∓1
2⟨ni(t) sin

(︁
2Φ(t)

)︁
⟩⏞ ⏟⏟ ⏞

2f-RIN phasenoise

. (16.19)

We find that the noise n(t) appears mixed both with sin
(︁
Φ(t)

)︁
as well as sin

(︁
2Φ(t)

)︁
. This

implies that noise around Φ̇(t) and 2Φ̇(t) are down-converted to the phasemeter base band
and couple into the phase accumulator. Due to the down- and up-conversion process of
the mixing, only half of that noise power is actually contributing to φ(t), since the other
half is filtered out. We also see that the 2f-RIN is independent of the signal amplitude or
average beampowers.

The total RIN to phase coupling must contain the RIN from both beams,

φtot(t) = φm(t) + φr(t), (16.20)

with the corresponding coupling factors am = ρ2Pm, ar = τ2Pr in port A and am = τ2Pm,
ar = ρ2Pr in port B.

After balanced detection, these coupling factors become

A = 2ρτϵcarrier
√︁
ηhetPmPr, (16.21)

am = (ρ2Pm − τ2Pm)/2, (16.22)
ar = (τ2Pr − ρ2Pr)/2. (16.23)

These mixing equations are used in the simulation results presented in the next chapter to
carry over any phase-correlation information correctly. They also agree with the results
derived in part II for a small-vector noise approach, adjusted for LISA with its more
complex phase evolution.

Each interferometer (ISI, TMI, RFI) will carry such a phase error φtot (here named by
interferometer and usually scaled by λ/(2π) to displacement),

φISI(t) = φISI,m(t) + φISI,r(t), (16.24)
φTMI(t) = φTMI,m(t) + φTMI,r(t), (16.25)
φRFI(t) = φRFI,m(t) + φRFI,r(t), (16.26)

where the different 1f-RIN amplitudes and total phases depend on the different interferom-
eter optical settings (see table 16.1).

Note regarding the parameter dxSC from table 16.1: It is used as a residual path offset
in the RIN to phase coupling equations, and we calculate a RMS value by integrating
over a frequency band from (0 to 1) Hz as in

√︂
(10 nm/

√
Hz)2 · 1 Hz = 10 nm. In LPF, we
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Chapter 16 RIN coupling in LISA

Parameter Value Description

λ 1064 nm Laser wavelength
fhet (5 to 25) MHz Heterodyne frequency
n1f, 2f 3 × 10−8 1√

Hz Maximum (white) RIN ASD in the band (5 to 50) MHz, see also section 18.1
τ2, ρ2 0.5 BS (in power when squared as given) transmission and reflection coefficients
b [0.9, 0, 1] Balancing efficiency, i.e. matching of the 1f-RIN amplitudes in the interferometer ports
ηhet,ISI 0.75 Heterodyne efficiency from the overlap integral in a long-arm (ISI) interferometer
ηhet,TMI 0.82 Heterodyne efficiency from the overlap integral in a TM (TMI) interferometer
ηhet,RFI 0.82 Heterodyne efficiency from the overlap integral in a reference (RFI) interferometer
ϵcarrier 0.81 Portion of power in the carrier of the beams
PISI,1 350 pW Mean power of the remote laser in the long-arm interferometer (from distant SC)
PISI,2 1 mW Mean power of the local laser in the long-arm interferometer
PTMI,1 500 nW Mean power of the adjacent laser in the TM interferometer (from adjacent bench)
PTMI,2 500µW Mean power of the local laser in the TM interferometer
PRFI,1 500 nW Mean power of the adjacent laser in the reference interferometer (from adjacent bench)
PRFI,2 1 mW Mean power of the local laser in the reference interferometer
dxSC 10 nm/

√
Hz Residual translational jitter of the SC, with respect to inertial space.

ϕISI dxSC Without noises or signals the measured phase due to residual translational jitter
ϕTMI dxSC, [−2π, 2π] Limit of TMI interferometer set-point due to residual jitter or TM guidance injection
ϕRFI 0 rad RFI interferometer phase offset

Table 16.1 Parameters of the optical chain with special relevance for the RIN to phase coupling.
Where multiple numbers are stated they correspond to the different simulations performed. The
values are estimates from current design studies, and are subject to minor changes. Modified
reprint from [P4].

measured a RMS in x1 of about 2 nm, and a peak-to-peak difference of about 10 nm. Also
note, that for our simulations, we do not use equations (16.22) and (16.23), but instead
model imperfections in the balanced detection by artificially introducing a balancing
efficiency, 0 ≤ b ≤ 1, and then model the residual 1f-RIN terms as

φ1f,i(t) = −2ai

A
⟨n(t) sin

(︁
Φ(t)

)︁
⟩ · (1 − b), (16.27)

while still using perfect 50/50 BSs in the simulation. More information on the balancing
efficiency are also given in appendix C.

16.3 Simplified phase noise equations without correlations

If only the maximum or RMS RIN to phase coupling is required (for example for the noise
level in only one interferometer), one can simplify the equations above by dropping the
phase information in the mixing process. This ignores correlation properties of RIN but
still gives the right level of phase noise per individual interferometer. We use the effect of
the filter to select two independent noise series at the in-band sampling frequency. These
two time-series n1f (t), n2f (t) have to be scaled due to the mixing and filtering process
and represent RIN from around Φ̇ (1f-RIN) and 2Φ̇ (2f-RIN). The scale factors arise from
simplifying ⟨n(t) sin

(︁
Φ(t)

)︁
⟩, which has an ASD of approximately 1√

2 ñ, with ñ as the ASD
value of n(t).
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16.4 Common mode rejection properties with correlations

Therefore, if we want to replace the mixing and filtering process with an in-band, down-
sampled version of the n(t) noise that has the correct scaling, we can use

⟨n(t) sin
(︁
Φ(t)

)︁
⟩ ≈ 1√

2
n1f (t), (16.28)

⟨n(t) sin
(︁
2Φ(t)

)︁
⟩ ≈ 1√

2
, n2f (t) (16.29)

for the 1f and 2f-RIN terms, respectively. We typically use the requirement ñ1f = ñ2f =
3 × 10−8 Hz−1/2, as explained in section 18.1.

In total, that gives for one beam

φi(t) ≈ −2ai

A

n1f (t)√
2

− 1
2
n2f (t)√

2
. (16.30)

The total RIN-induced phase noise from two beams would then be the same sum as before,
φtot(t) = φm(t) + φr(t), but now expressed simply by four uncorrelated noise time series
with low sampling frequency and corresponding standard deviation. This can be used to
set upper boundaries per interferometer level or for the locally correlated measurements
(by using correlated time series for upper-boundary estimates).

16.4 Common mode rejection properties with correlations

Further, we can look at the noise properties upon subtraction of a correlated measurement.
This means, for example, the subtraction of two measured total phases Φ2 − Φ1, where
the indices 1, 2 are placeholders for any of the LISA interferometers.

We directly consider the 1f-RIN contributions (per beam i) to this difference, which can
be written as

φ2,i(t) − φ1,i(t)

= 2ai

A

⟨︂
ni(t) sin

(︁
Φ1(t)

)︁⟩︂
− 2ai

A

⟨︂
ni(t) sin

(︁
Φ2(t)

)︁⟩︂
(16.31)

= 2ai

A

⟨︂
ni(t) sin

(︁
Φ1(t)

)︁
− ni(t) sin

(︁
Φ2(t)

)︁⟩︂
(16.32)

= 2ai

A

⟨︄
2ni(t) cos

(︄
Φ1(t) + Φ2(t)

2

)︄
sin
(︄

Φ1(t) − Φ2(t)
2

)︄⟩︄
(16.33)

= 4ai

A
sin
(︄

Φ1(t) − Φ2(t)
2

)︄⟨︄
ni(t) cos

(︄
Φ1(t) + Φ2(t)

2

)︄⟩︄
(16.34)

≈ 4ai

A
sin
(︄

Φ1(t) − Φ2(t)
2

)︄
ni,1f(t)√

2
(16.35)
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=
√

8ai

A
ni,1f(t) sin

(︄
Φ1(t) − Φ2(t)

2

)︄
. (16.36)

In the last steps, a similar simplification regarding the downmixing and filtering process
has been made as before. We can see that any common terms in the Φi(t) will drop out in
this approach. However, this simplification only works for identical scaling amplitudes
a,A in the two interferometers, otherwise numerical simulations can be used.

For 2f-RIN coupling, which is independent of scaling factors, we let n(t) → n(t) cos
(︁
2Φi(t)

)︁
and get

φ2,i(t) − φ1,i(t)

= 1
2
⟨︂
ni(t) sin

(︁
2Φ1(t)

)︁⟩︂
− 1

2
⟨︂
ni(t) sin

(︁
2Φ2(t)

)︁⟩︂
(16.37)

= 1
2
⟨︂
ni(t) sin

(︁
2Φ1(t)

)︁
− ni(t) sin

(︁
2Φ2(t)

)︁⟩︂
(16.38)

= 1
2
⟨︂
2ni(t) cos

(︁
Φ1(t) + Φ2(t)

)︁
sin
(︁
Φ1(t) − Φ2(t)

)︁⟩︂
(16.39)

= sin
(︁
Φ1(t) − Φ2(t)

)︁ ⟨︂
ni(t) cos

(︁
Φ1(t) + Φ2(t)

)︁⟩︂
(16.40)

≈ ni,2f(t)√
2

sin
(︁
Φ1(t) − Φ2(t)

)︁
. (16.41)

As for both the 1f- and 2f-RIN equations, this result is only valid for phases with large
commonalities with slowly varying residuals of the Φ1(t) − Φ2(t) subtraction (compared to
the filter bandwidth), such as in the local interferometry in LISA.

To compare these results to part II, we include two uncorrelated laser beams, and let
n(t) → nm(t)+nr(t). We find for 1f-RIN (assuming 50/50 BSs, identical signal amplitudes,
identical beam powers per beam and ñm ≈ ñr)

φ1f(t) ≈

√︂
2
(︁
a2

m + a2
r

)︁
A

n1f(t) sin
(︄

Φ1(t) − Φ2(t)
2

)︄
(16.42)

and for 2f-RIN (where the power scaling is irrelevant, but still assuming ñm ≈ ñr)

φ2f(t) ≈ n2f(t) sin
(︁
Φ1(t) − Φ2(t)

)︁
. (16.43)

This gives the same results as derived in part II, but here assuming a DPLL phasemeter
and the total phase information, without previously subtracting common-mode frequencies
between interferometers. Although note, equal beam powers are not foreseen in the LISA
interferometers and hence not assumed in the following analysis.
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16.5 Laser locking

16.5 Laser locking

The required control for laser locking adds another outer loop that uses the instantaneous
frequency measured by the inner DPLL, as depicted in figure 15.2. Each laser has its own
phase, Φ1(t),Φ2(t), such that the beatnote is represented by the total difference phase
Φ(t) = Φ1(t) − Φ2(t). As before, we denote by n(t) an additive noise source, in our case
RIN.

From the locking condition of the DPLL, equation (16.15), we know that

ΦNCO(t) ≈ Φ(t) − 2
A

⟨n(t) sin
(︁
Φ(t)

)︁
⟩.

The outer offset frequency locking loop has the (ideal in-band) locking condition that

fNCO(t) − foff(t) ≡ 0, (16.44)
⇐⇒ Φ̇NCO(t) − foff(t) ≡ 0 (16.45)

where the frequency offsets foff(t) are predefined values calculated from the frequency
planning.

This locking is assumed to be perfect (in the measurement band, within a bandwidth of
∼ 10 kHz), such that any disturbance of the offset phase, for example due to RIN, laser
frequency noise, or even gravitational-wave signals, is added sign-inverted to the laser
phase (compared to the phasemeter measurement). This implies that any of those terms
cancel in the respective interferometer. Note that we assume the current baseline, i.e.,
that the locking will use the balanced readout, such that 1f-RIN is already minimized at
the input to the control loop and therefore not fully imprinted on the laser, and thus not
fully canceled on the level of individual PDs. Since 2f-RIN is not canceled by balanced
detection, it will be fully imprinted on the laser, i.e., it will be fully canceled on the level
of individual PDs.

We can see this easily if we look at the outer loop locking equation. In the phase domain,
after integrating equation (16.44) and setting the integration constant to 0, we have

0 ≡ ΦNCO(t) − Φoff(t) (16.46)

⇒ Φoff(t) ≈ Φ(t) − 2
A

⟨n(t) sin
(︁
Φ(t)

)︁
⟩ (16.47)

⇐⇒ Φoff(t) ≈ Φ1(t) − Φ2(t) − 2
A

⟨n(t) sin
(︁
Φ1(t) − Φ2(t)

)︁
⟩ (16.48)

⇒ Φ1(t) = Φ2(t) + Φoff(t) + 2
A

⟨n(t) sin
(︁
Φ1(t) − Φ2(t)

)︁
⟩. (16.49)

We see that the equation is implicit and cannot be solved analytically for Φ1(t). We can
iteratively solve it to first order,

Φ1(t) = Φ2(t) + Φoff(t) + 2
A

⟨n(t) sin
(︁
[Φ1(t) = . . . ] − Φ2(t)

)︁
⟩ (16.50)
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≈ Φ2(t) + Φoff(t) + 2
A

⟨n(t) sin
(︁
Φoff(t)

)︁
⟩ (16.51)

≈ Φ2(t) + Φoff(t) + 2
A

⟨n(t) sin
(︁
Φ(t)

)︁
⟩. (16.52)

We expect that the effect of the loop on the input signal Φ1(t) is very small due to n ≪ 1,
which allows the approximations in the last two equations for simulation purposes. It is
assumed here that the loop will always have enough bandwidth to perfectly cancel the
measured noise and imprint it on the laser phase, “echoing” it through the constellation.

As an example, we give the locking propagation equations for the baseline N1-12 locking
configuration, see figure 15.1. The laser phase is locked with the phase error measured
in the respective locking interferometer, and propagated with delays such that the laser
phase errors can be written as

R12 = Reference, (16.53)
R13 = sign(t13) · t13, (16.54)
R31 = sign(s31) · s31 +D31(R13), (16.55)
R32 = sign(t32) · t32 +R31, (16.56)
R21 = sign(s21) · s21, (16.57)
R23 = sign(t23) · t23 +R21, (16.58)

where Rij describes the RIN phase error that each laser LAij is carrying. The shorthand
notation tij stands for the RIN phase error originating from RFIij and sij maps the RIN
phase error from ISIij . Delays Dij are defined as in figure 3.2 and the sign(·) represents
the sign of the beat frequency in the corresponding interferometer.

16.6 RIN Correlations in LISA

In this section, we discuss possible correlations between interferometers.

First, a correlation may appear between the two ISIs sharing one same laser if the beatnote
frequencies are identical at the times the measurements are combined in TDI, i.e., at
multiples of the light travel time between the SC. We found that in the baseline N1-L12
configuration, these coincidences are rare events (due to the frequency planning and the
arm-breathing). In any case, the overall RIN contributions in the ISIs will be completely
dominated by the RIN of the local beam, due to the power ratios

√︂
PISI,1/PISI,2 · n1f(t) ≪√︂

PISI,2/PISI,1 · n1f(t). Thus, any potential correlation would involve one of the negligible
terms, and can therefore be safely ignored.

Second, as explained before, 1f-RIN and 2f-RIN are several MHz apart due to the mission
design, and thus can be considered as uncorrelated. However, the same two lasers interfere
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16.6 RIN Correlations in LISA

Figure 16.1 Locking beatnote differences between local and ISI interferometers per laser. It
shows the rare possibility of 1f-2f-RIN correlations for the baseline configuration N1-12 for
more than 10 years of data. We show pairwise absolute beat frequency differences for each
laser. Only when the difference is becoming as small as a few Hz, the correlation would show
up in the data. This only happens for a few hours in total for all lasers per configuration for the
whole duration of more than 10 years and causes negligible extra phase noise, because 1f-RIN
dominates the 2f-RIN term. The frequency plan considered here is computed for Earth-trailing
orbits provided by ESA. Reprint from [P4].

in the four local TMIs and RFIs on each SC and therefore produce correlated RIN. The
correlation (1f- with 1f-RIN) is not very strong, since the power ratios are inverse in the
local interferometers of two adjacent MOSAs. In the case of 2f-RIN, however, there is full
correlation, since it does not depend on the beam powers.

Third, we consider possible correlations between the 2 ISIs and the 4 remaining interfer-
ometers on one single SC. To minimize crosstalk in the DPLL, the frequency plan ensures
that the RFIs/TMIs and the ISIs on one SC do not share the same heterodyne frequency,
with a margin of about 2 MHz. Therefore, no direct correlations are expected to occur.
The remaining possibility is for correlations between 1f- and 2f-RIN, e.g., if one beat is
at 12 MHz and the other one at 6 MHz. This would lead to a correlation between 1f-RIN
from the 12 MHz beat with 2f-RIN in the 6 MHz beat. However, this can be considered
unproblematic, here again, as the 1f-RIN term is likely to be dominating. In addition,
such a scenario is a rare event: even with a relatively large threshold of 50 Hz difference
between the beats (compared to the ∼ 4 Hz measurement band), the maximal duration
involving correlated measurements across all lasers and interferometers is in the order of
a few hours for over 10 years of simulated frequency plan data (shown in figure 16.1 for
the baseline N1-L12 configuration). Furthermore, the frequency plan could be further
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optimized to avoid such crossings, if desired.

We conclude that possible correlations can be safely neglected under the assumptions for
realistic scenarios. However, the following simulations and calculations properly track
correlations due to laser locking and local 2f-RIN. The results support this consideration.

16.7 Influence of TDI

TDI strongly suppresses laser phase noise by about eight orders of magnitude. For this
purpose, it uses time shifted combinations of the interferometric phase measurements.
As such, it also suppresses the laser locking noise “echos”, since they appear in the
measurements identically to the laser frequency noise that TDI is designed to suppress.
Unfortunately, this process also adds other noises from the 18 interferometric measurements
into the resulting TDI variables.

These noises have been studied and are now well understood (see, for example, [36]). To
first order, RIN can be considered to behave like any other uncorrelated readout noise due
to its properties discussed before; especially since the most significant RIN contribution
appears uncorrelated in the ISIs, while the correlated appearances (TMI, RFI) produce
much smaller noise contributions to the total measurement chain.

According to [36], an uncorrelated readout noise (e.g., in units of m/
√

Hz) entering all
ISIs with a level of φ̃, which describes the dominant RIN contribution, has a PSD in the
TDI combination X2 of

SX2(ω, φ̃) = 4φ̃2CXX(ω), (16.59)

CXX(ω) = 16 sin2
(︄
ω
L

c

)︄
sin2

(︄
ω

2L
c

)︄
, (16.60)

where ω = 2πf , and c is the speed of light in a vacuum.

Therefore, the dominant 1f-RIN coupling is expected to follow SX2 , while the correlated
terms should only appear if the 1f-RIN is completely suppressed, for example by perfect
balanced detection. The latter is unrealistic in a real system, but can be used to create a
complete TDI model for the coupling and to verify our understanding. It is not entirely
described by SX2 and needs to be modified as given in the results section.
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Simulations and results

17.1 Simulation architecture

To verify the validity of the analytical derivations presented in the previous chapter and
track the effects of possible correlations, we implemented a time-domain simulation.

Figure 17.1 gives an overview of this simulator (currently implemented in matlab [85]),
which has multiple stages and is able to simulate the whole LISA constellation with its 18
interferometers.

The simulation is performed in phase (time) domain to easily represent the mixing process
inside the DPLL between the heterodyne signal and the sinusoidal assuming infinite gain.
The laser and optical parameters are read from a configuration file and then propagated
to the interferometers, where the interference phase of two beams is simulated. Then,
the RIN phase error due to the mixing and demodulation process is calculated at high
sampling frequency, and used as an output either for the locking scheme or directly for
the output of the interferometers.

Typically, we simulate tens of thousands of seconds with a sampling frequency of 1 kHz.
We use the total phase of each interferometer. Since we cannot simulate MHz frequencies
directly for long time periods, we choose the offset frequencies such that all beatnote
frequencies are in a range between 100 Hz and 250 Hz, instead of 5 MHz and 25 MHz. This
is sufficient to accurately model the RIN coupling in the time domain, as its behavior is
independent of the absolute heterodyne frequency.

We simulate laser locking, and correctly keep track of the beatnote polarities. The locking
control loop is assumed to be perfect, such that the locking interferometer error signal is
sign-inverted and added to the locked laser, and then propagates to all interferometers
involving this laser.

Following previous considerations for the frequency planning, we assume that only local
interferometers on the same SC share the same heterodyne frequency. Additionally, each
laser carries its own RIN noise time series, which is propagated (and delayed where
applicable) to the corresponding interferometers.
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Figure 17.1 Diagram showing the
different stages of the LISA RIN
simulator. Reprint from [P4].
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The delays, in the order of 8 s, are constant and symmetric for the two directions of each
arm, but not equal between different arms. The initial assumption of unequal beatnote
frequencies would not be violated for slowly-varying arm lengths due to the frequency
locking, as explained above. This is especially valid for our relatively short simulations,
for which the frequencies do not change much.

The RIN mixing is then applied using all beatnote phases and corresponding lasers
with their RIN time series. We include a model for balanced detection with different
balancing efficiencies. The RIN phase error is propagated as its own time series through
the constellation, to avoid numerical problems with the large phase ramps of the beatnote
phases.

The outputs are filtered and downsampled, typically to a final output sampling frequency
of 10 Hz. The simulation records all 18 interferometer outputs as time-series for further
analysis, e.g. calculating the ASD or checking cross-correlations.

Thanks to the pyTDI package the propagation through TDI can simply be calculated
from the output as well.

17.2 Results

In this section, we present our analytical and simulated results for the LISA mission
parameters from table 16.1. The main findings are summarized in table 17.1, figure 17.3
and figure 17.4. We show the expected noise levels per interferometer, local common-mode
suppression, and the propagation through TDI.
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17.2 Results

Locking config. Interferometer 1f-RIN 2f-RIN Total (b = 0.9) Total (b = 1) Total (b = 0)
None ISIij 8.7 × 10−12 2.5 × 10−15 0.87 × 10−12 2.5 × 10−15 8.7 × 10−12

TMIij 0.16 × 10−12 2.5 × 10−15 16.2 × 10−15 2.5 × 10−15 0.16 × 10−12

RFIij 0.22 × 10−12 2.5 × 10−15 22.2 × 10−15 2.5 × 10−15 0.22 × 10−12

TMIij − RFIij 65.6 × 10−15 3.0 × 10−16 6.5 × 10−15 3.0 × 10−16 65.6 × 10−15

N1-12 ISI32 1.5 × 10−12 6.2 × 10−15 15.0 × 10−12

ISI23 1.5 × 10−12 6.2 × 10−15 15.0 × 10−12

ISI13 1.2 × 10−12 5.1 × 10−15 12.3 × 10−12

N2-12 ISI23 1.7 × 10−12 6.2 × 10−15 17.4 × 10−12

RFI32 1.5 × 10−12 6.2 × 10−15 15.0 × 10−12

RFI31 1.5 × 10−12 6.2 × 10−15 15.0 × 10−12

N3-12 ISI23 1.7 × 10−12 6.2 × 10−15 17.4 × 10−12

ISI13 1.5 × 10−12 6.2 × 10−15 15.0 × 10−12

ISI31 1.5 × 10−12 6.2 × 10−15 15.0 × 10−12

N4-12 ISI32 1.7 × 10−12 7.2 × 10−15 17.4 × 10−12

RFI21 1.5 × 10−12 6.2 × 10−15 15.0 × 10−12

RFI23 1.5 × 10−12 6.2 × 10−15 15.0 × 10−12

N5-12 ISI32 1.7 × 10−12 7.2 × 10−15 17.4 × 10−12

ISI21 1.5 × 10−12 6.2 × 10−15 15.0 × 10−12

ISI12 1.5 × 10−12 6.2 × 10−15 15.0 × 10−12

N6-12 ISI31 2.1 × 10−12 8.0 × 10−15 21.2 × 10−12

ISI23 1.7 × 10−12 6.2 × 10−15 17.3 × 10−12

RFI13 1.5 × 10−12 6.2 × 10−15 15.0 × 10−12

Table 17.1 Numerical simulation results of the RIN to phase coupling, based on the parameters
listed in table 16.1. Reprint from [P4].

The first four rows in table 17.1 show the resulting phase noise in the unlocked case.
The TMI-RFI subtraction does not yield exactly zero phase noise due to the mismatched
powers. This can also be seen as the minimum in figure 17.3 for the blue trace. The
following rows show the three interferometers with the largest propagated phase noise
for each locking configuration. The last columns report the total phase noise assuming
different balancing efficiencies (realistic case, best and worst). The laser locking is assumed
to be applied to the data after balanced detection with the stated balancing efficiency. It
can be seen that the locking locally increases the phase noise due to the imprint of RIN
echos, and that the N1-12 scheme provides the lowest resulting total increase of noise.
The numerical estimates are averages of the flat PSD in the band (0.01 to 2) Hz (using
24 averages and a Blackman-Harris92 window), from 30 000 s of data sampled with 1 kHz
each. All values are given in m Hz−1/2. The relative standard deviation is of the order of
a few %, values are rounded to the last digit.

The local correlations are visible in figure 17.2 for one SC without locking. The diagonal
shows the histogram; off-diagonal elements show density plots with units of picometers.
The reason for the slightly rectangular correlations between the local RFI and TMI
arises from the mixing process, which contains a sinusoidal multiplication with a phase
modulation (the TM setpoint) in this case. We see that the RIN-induced phase noise can
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Figure 17.2 Correlations between noises of the local interferometers from figure 17.3, here for
SC 1 (no locking), with 90 % balancing efficiency. The plot has been produced using [86].
Reprint from [P4].

be considered largely uncorrelated, even between adjacent local interferometers, due to
the inversely distributed powers. This verifies our theoretical predictions and shows that
the simulator tracks the correlations realistically.

17.2.1 1f-RIN estimates

Based on the theoretical derivation above and the optical parameters relevant for the RIN
to phase coupling from the current LISA design (given in table 16.1), we estimate the
expected noise levels in the three distinct interferometers without locking.

The 1f-RIN couplings are strong contributors to the phase noise in LISA. The TMI shows
a 1f-RIN contribution of about 155 fm/

√
Hz, the RFI has a noise of about 220 fm/

√
Hz and

the ISI reaches even a level of 8.7 pm/
√

Hz. Assuming a balancing efficiency of 90 %, these
values reduce to 15.5 fm/

√
Hz, 22 fm/

√
Hz, and 0.87 pm/

√
Hz. The correlated TMI − RFI

subtraction in TDI is able to reduce the contribution of these two interferometers to about
6.5 fm/

√
Hz. Contrary to the results presented in table 7.1, a complete subtraction is not

possible in LISA due to the unequal beam powers in the correlated interferometers, even
if the residual translational SC jitter dxSC vanishes.
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In total, we get for a single link (uncorrelated ISI, two uncorrelated TMI − RFI mea-
surements)

√︂
(0.87 pm/

√
Hz)2 + (

√
2 · 6.5 fm/

√
Hz)2 ≈ 0.87 pm/

√
Hz, which achieves the

desired noise reduction.

17.2.2 2f-RIN estimates

We find white-noise baseline estimates for 2f-RIN of about 2.5 fm/
√

Hz in the ISI, TMI
and RFI. This value is expected to be identical across the interferometers, because the
coupling is independent of beam parameters, such as powers. Since it is correlated in the
TMI − RFI subtraction performed in TDI, the contribution of these two interferometers is
further reduced by a similar sine factor as the 1f-RIN (with twice its argument), and only
adds marginal noise to the single link TM-to-TM measurement. Here, full subtraction is
possible, since the noise in the correlated interferometers does not depend on the beam
powers.

The total 2f-RIN noise in a single TM-to-TM link can be estimated (similarly to 1f-RIN)
by
√︂

(2.5 fm/
√

Hz)2 + (
√

2 · 0.3 fm/
√

Hz)2 ≈ 2.6 fm/
√

Hz. Therefore, the phase noise due
to 2f-RIN is much weaker than the phase noise caused by 1f-RIN and essentially negligible
in the noise budget for the given RIN requirement.

17.2.3 DWS

DWS uses pairs of photodiode quadrants to sense wavefront tilts between the measurement
and reference beams. It is used for SC and TM angular control, since the wavefront
tilts can be calibrated to yield physical TM-to-SC angles, and the angle of the SC to
the incoming beam. As such, it uses the same phase readout (yet different quadrant
combinations, see for example [33]) as the longitudinal channels and will therefore also
be affected by RIN. The behavior is expected to be the same as in the longitudinal
TMI − RFI common mode suppression (because pairs of quadrants are always combined),
but with better results due to effectively equal power levels across the quadrants. Since
the expected angles measured through DWS are rather small (usually much less than 1 rad
for the non-calibrated quadrant phase) and the quadrants share the same correlated RIN,
common-mode suppression, together with balanced detection, are expected to yield good
minimization effects.

17.2.4 Contribution summary

In total, we find the quadratic sum of the 1f-RIN and 2f-RIN contributions for a single
TM-to-TM link, with 90 % balancing efficiency and no laser locking, to be at a level of
0.87 pm/

√
Hz for the longitudinal readout. This amount of noise has to be considered
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Figure 17.3 Simulated data for one local TMIij − RFIij subtraction with different balancing
efficiencies in the unlocked case. Reprint from [P4].

as an entry in the ∼ 10 pm/
√

Hz noise budget of the total optical metrology noise. Let
us note how important it is to meet the balancing requirements; if not, the total optical
metrology budget would already be dominated by the RIN-induced phase noise alone.

More detailed estimates are given in table 17.1 as a summary of the expected noise
ASD levels per local interferometer and the biggest local noise measurements for all
locking schemes, based on the parameters of table 16.1. These have been calculated both
analytically (where directly possible) and numerically simulated using the RIN simulator
described above, where we disabled all other noises.

17.2.5 Local common-mode rejection

In figure 17.3, we present the local correlated behavior of the frequency-averaged RIN
phase error in the TMIij − RFIij subtraction. This shows the properties of the RIN phase
error, following the expected sinusoidal shape. For perfect 1f-RIN subtraction (b = 1),
only 2f-RIN remains. The different noise floors are due to the unmatched power levels
in the two interferometers. For these simulations, a slow sine injection from [−2π, 2π]
has been injected to mimic TM motion for 30 000 s of data sampled at 1 kHz. Each point
shown here corresponds to the total measurement having been cut into 100 s segments,
and their flat PSDs averaged between 1 and 3 Hz.

The results follow the expected theoretical pattern (also agrees with table 17.1) and show
the common-mode rejection for a differential phase (labeled TM setpoint here) between
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17.2 Results

Figure 17.4 Propagation of the RIN phase error through TDI, with a simulation duration of
1 × 105 s and fs = 1000 Hz. This plot has been produced with PyTDI [87] and the lpsd
algorithm [58]. The theoretical expectations are plotted without the usual relaxation towards
lower frequencies. Modified reprint from [P4].

the two interferometers. The theoretical pattern is described in part II. An important
observation is that even for the correlated subtraction on the same MOSA, the noise
cannot be fully reduced due to the unequal beam powers. Note that this rejection would
be even weaker if two interferometers from adjacent optical benches would be used in the
subtraction, due to the even more unequal beam powers. Figure 17.2 shows the measured
correlations from this simulation.

Similar effects have been observed in LPF and on ground [P1]. During the mission, a
set-point close to 0 rad may be chosen to minimize the noise.

17.2.6 Propagation through TDI

Having simulated all interferometers with and without locking, the phase outputs need
to be propagated through TDI, similar to the real mission data. For this purpose we are
using the software package PyTDI [87].

In figure 17.4, we show the results with different balancing efficiencies for the baseline
locking configuration (N1-12), and compare these scenarios to the case of unlocked lasers.
We also overlay the analytical expectations given below. As expected, we find that TDI
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suppresses the additional noises due to laser locking. We see that the RIN phase error
resembles a pure ISI uncorrelated readout noise, with the transfer function given in
equation (16.59). The relevant noise level is given by

φ̃ = φ̃ISI ≈ (1 − b) · 8.7 pm√
Hz

, (17.1)

with the condition that the ISIs dominate, and b < 1. The residual 2f-RIN terms of
2.5 fm/

√
Hz only have to be considered for perfect balanced detection (b = 1, see below),

when the correlated noise in the TMI and RFI also becomes relevant.

A more detailed (yet still simplified) upper bound for the total noise after TDI can be
estimated by adding the transfer function of the individual interferometer contributions,
assuming the TMI and RFI add uncorrelated noise only. This leads to

√
2 smaller noise than

the maximal possible contribution due to their correlation, but assuming good suppression
due to the sin(dxSC) factor (as relevant in the TMI-RFI subtraction through TDI), this
would still be a reasonably high upper bound that reduces the required estimation effort
drastically. The total RIN propagation after TDI would then follow (using the results
from [36]),

SX2 = SX2,ISI + SX2,TMI + SX2,RFI, (17.2)

where

SX2,ISI = 4CXX(ω) · φ̃2
ISI, (17.3)

SX2,RFI = 4CXX(ω) · φ̃2
RFI, (17.4)

SX2,TMI = CXX(ω)

⎛⎝3 + cos
(︄
ω

2L
c

)︄⎞⎠ · φ̃2
TMI. (17.5)

The noise levels according to the results from the derivation in the previous sections,

φ̃IFO = λ

2π

√︄(︂
(1 − b) · aIFO,1f · ñ1f

)︂2
+
(︃1

2 ñ2f

)︃2
. (17.6)

This translates for the three distinct interferometers (assuming 50/50 beamsplitters) to

aISI,1f = 1
ηcarrier

⌜⃓⃓⎷ P 2
ISI,1 + P 2

ISI,2
2ηhet,ISIPISI,1PISI,2

, (17.7)

aRFI,1f = 1
ηcarrier

⌜⃓⃓⎷ P 2
RFI,1 + P 2

RFI,2
2ηhet,RFIPRFI,1PRFI,2

, (17.8)

aTMI,1f = 1
ηcarrier

⌜⃓⃓⎷ P 2
TMI,1 + P 2

TMI,2
2ηhet,TMIPTMI,1PTMI,2

, (17.9)
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such that we find for the noise levels

φ̃ISI ≈ (1 − b) · 8.7 pm√
Hz

, (17.10)

φ̃RFI ≈ (1 − b) · 220 fm√
Hz

, (17.11)

φ̃TMI ≈ (1 − b) · 155 fm√
Hz

, (17.12)

which is clearly dominated by the ISI terms.

However, in the limit of b → 1, the 2f-RIN contributions and their correlations become
relevant. Then, the RIN residual is expected to be dominated by the sum of uncorrelated
contributions in the ISIs and the fully correlated contribution among the local interferom-
eters (TMI and RFI) in the two adjacent MOSAs. This special case of 2f-RIN correlation
is not discussed in the literature, hence we give the derivation here.

If we assign the same noise to all local interferometers on one spacecraft (RFIij = RFIik =
TMIij = TMIik = ni,2f-RIN) and perform a derivation (calculated by M. Staab) similar to
that presented in [36] (assuming equal arm lengths), we recover the following residual in
X2,

X2,2f-RIN,corr. = (1 −D2)2(1 −D4)φ1,2f-RIN, (17.13)

with the propagation delay D as defined in [36]. We note that only the RIN contribution
of SC1 remains in X2, while those of the other two SC cancel. We compute the PSD by
taking the Fourier transform of the previous equation and calculating the expectation
value of the squared magnitude, yielding

SX2,2f-RIN,corr. = 4 sin2
(︄
ω
L

c

)︄
CXX(ω) · φ̃2

2f-RIN, (17.14)

where ñ2f-RIN is the equal level of 2f-RIN in all interferometers and the usual TDI transfer
function is modulated by an additional sine squared factor. This causes a faster roll-off
of the PSD towards low frequencies and is thus only relevant at the maxima of the TDI
transfer function. The sum of the uncorrelated ISI RIN SX2,ISI term for b = 1 and the
locally correlated 2f-RIN SX2,2f-RIN,corr. term is plotted in figure 17.4 and agrees well with
the simulation result.

In a nutshell, the simulated noise propagations through TDI are in very good agreement
with the theoretical predictions, and the correlations do not have any significant influence
under realistic circumstances.
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Chapter 18

RIN requirements for LISA

Please note that this chapter contains sections in exact wording from an unpublished,
internal technical note that was prepared in collaboration with C. Bode and T. Schwarze
[53].

For the context of this thesis with regards to the LISA mission, this section presents
an overview of the current recommended RIN laser requirements. They are based on
the previous section regarding the 1f- and 2f-RIN coupling in LISA, and also based on
investigations with a PM prototype at the AEI (the latter was carried out by C. Bode
and T. Schwarze).

In general, the RIN requirement for LISA has to cover a large frequency range. It reaches
from the low in-band frequency of around 0.1 mHz up to high frequencies of 3 GHz. Multiple
frequency bands have been identified due to corresponding dominant coupling mechanisms
and dependencies, as presented in the following section. The requirement regarding the
heterodyne frequency range for 1f- and 2f-RIN coupling is driven by the goal to stay below
an induced displacement noise of 1 pm/

√
Hz to render its importance almost negligible.

This is in accordance to the missions’ metrology budget (see equation (3.1) in section 3.1).
It would require 100 uncorrelated noise sources of this strength to violate the 10 pm/

√
Hz

requirement. As this thesis shows, a requirement of 3×10−8 Hz−1/2 above 3 MHz, together
with a balancing efficiency of 0.9, reaches that goal, leaving a margin of about 13 %.

18.1 Recommended RIN requirements for LISA

The requirements are stated in table 18.1. The columns with the bold header are the
actual requirements, the column in the middle gives the numerically integrated value of
s̃RIN for δpp (peak-to-peak value), based on the assumption of a white noise s̃RIN. This
may differ from the actual δpp requirement for the reasons stated in the given reference.

The reasoning for the different frequency ranges is explained in the following.
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DC-RIN: The requirement is coming from an allocation from the performance model
[88] due to radiation pressure effects. It contains a margin for δpp with a factor of 3
due to thermal issues. The presence of an unexpected coupling in the PM is still
under investigation, see [53].

kHz-RIN: This requirement is also from electrical tests with the protoype PM. The
investigation was not completed for all frequencies due to an experimental limitation,
therefore a margin factor of 3 for both RIN and δpp requirements was used [53].

1f-2f-RIN: This thesis describes this coupling in detail. No safety margin is applied to the
requirement due to the uncertainty in related quantities (beam powers, RIN balancing
efficiency requirement) and the knowledge that anything below 3 × 10−8 √

Hz is
unlikely feasible. The goal is to remain below 1 pm/

√
Hz, which is possible with

90 % balancing efficiency.

Furthermore, the maximum allowable δpp magnitude of distortions will be set as
follows. In order not to saturate the photoreceivers, a maximum of 10% of power
of the signal is allowed for the distorting signal. This is most critical for the ISI,
where the ratio between signal and distortion coming from the local laser is worst.
Note that absolute power is not of primary interest, as by design weaker signals
will be amplified more in the photoreceivers. Dependent on the phase relationship
between carrier and sidebands, both could add up towards saturation. Hence, we
conservatively impose the 10% requirement onto the carrier only. The safety margin
for δpp is 17 %, basically by rounding down to a requirement of 1 × 10−4 √

Hz:

2ϵcarrier
√︂
ηHet,ISIPISI,2PISI,1 · 0.1

!
≥ PISI,2 · δpp

2 , (18.1)

resulting in a value of δpp ≤ 1.17 × 10−4. To add some margin, we suggest a
requirement of δpp ≤ 1 × 10−4. The frequency band includes some margin to
the enforced (5 to 25) MHz heterodyne frequency band (due to frequency planning
[84]), and is extended to twice the maximum heterodyne frequency (due to 2f-RIN
coupling).

HF-RIN: No direct coupling is expected in this frequency range. However, aliasing effects
due to imperfect anti-aliasing filters may cause additional noise components in the
1f-2f-RIN band. Distortions to the low power sidebands shall be suppressed well
enough. Therefore the distortions shall only reach 10 % of the sideband beat powers.
This, together with a damping factor for aliasing, leads to the given requirements
for δpp. No additional margin applied. See [53].

The frequency shape for DC-RIN is given by

u(f) =

⌜⃓⃓⎷1 +
(︄

0.1 mHz
f

)︄2

. (18.2)
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Frequency range s̃RIN(f) [1/
√

Hz]
(shall be ≤)

δpp
(s̃RIN int.)

δpp
(shall be ≤) Reference

(2 × 10−5 to 1 × 102) Hz 1 × 10−4 × u(f) (0.03) 1 × 10−2 DC-RIN goal, section 18.3

(1 × 10−4 to 1 × 102) Hz 1 × 10−4 × u(f) (0.03) 1 × 10−2 DC-RIN, section 18.3
↪→ Req. due to PM: 2 × 10−3 ↪→ PM, [53]

(1 × 102 to 3 × 106) Hz 2 × 10−6 (1 × 10−2) 1 × 10−2 kHz-RIN, [53]

(3 × 106 to 60 × 106) Hz 3 × 10−8 (6.4 × 10−4) 1 × 10−4 1f-2f-RIN, section 17.2

(60 × 106 to 3 × 109) Hz 3 × 10−8 (4.6 × 10−3) 1 × 10−3 HF-RIN, [53]

Table 18.1 RIN requirements for LISA. In gray, the DC-RIN requirement is extended to a low-
frequency goal. Note that for DC the PM coupling leads to a less stringent requirement than
the requirement derived from radiation pressure effects. The peak-to-peak value δpp is explained
in section 18.2.

18.2 Note regarding the peak-to-peak value

In the table, a requirement for the maximum peak-to-peak amplitude δpp for distortions
is given. These are calculated under the assumption that the distortion contains the
noise of the full respective frequency band with bandwidth fB. For the assumption of
white noise this can be simplified to (factors

√
2 to convert from RMS to amplitude, 2 for

peak-to-peak):
δpp = 2

√
2
√︂
fBr̃2 =

√︁
8fBr̃. (18.3)

In some cases (when explicitly stated), the calculated values for δpp are overridden by
stricter requirements from additional considerations. Due to the lack of models for the
coupling of DC-RIN and kHz-RIN, results of an electrical PM test are shown. These were
used to derive coupling factors empirically. For 1f-RIN and 2f-RIN, the formulas from
table 7.1 in combination with the parameters given in table 16.1 are applied to obtain
estimates on the coupling.

Finally, the results are merged to give a requirement for RIN through the full spectrum in
table 18.1.

18.3 Note regarding DC-RIN

Please note that radiation pressure noise on the TMs due to the effects of low frequency
“DC-RIN” are not a central part of this thesis. They are well understood from LPF, see
[89]. The following information is given for completeness.

The most stringent requirement for RIN in the measurement band is derived from slow
power fluctuations causing radiation pressure effects on the TMs. This effect couples
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Figure 18.1 Requirement on
RIN due to radiation pres-
sure noise on the TMs.

directly via the TM acceleration noise. In-band power fluctuations cause force noise on
the TM that in turn causes true test TM motion.

The description is found in reference [88, p. 85]. It considers an acceleration noise allocation
from laser radiation pressure noise SLRP

g of

SLRP
g ≤

[︂
1 fm/s2/Hz1/2

]︂2(︄0.1 mHz
f

)︄2

+
[︂
0.5 fm/s2/Hz1/2

]︂2
. (18.4)

Furthermore it gives an estimate for the expected radiation pressure noise from RIN of

SLASER
g ≈

(︄
2PTM
MTMc

)︄2

SRIN,InBand

≈
[︂
0.35 fm/s2/Hz1/2

]︂2
×
(︄
PTM
1 mW

)︄2
SRIN,InBand(︂

100 ppm/Hz1/2
)︂2 . (18.5)

where, as a reminder, PTM is the laser power incident on the TM, and SRIN,InBand
corresponds to r̃2. Also, 100 % reflection is assumed.

It is stated further, that a RIN of 100 ppm/Hz1/2 should be possible at 0.1 mHz with
intensity control performed with a power monitor PD on the OB, with a second “out-of-loop”
PD readout employed as a diagnostic.

An upper bound for a RIN slope to fulfill the acceleration noise allocation SLRP
g is then

given as

SRIN,InBand (f) ≈
(︂
100 ppm/Hz1/2

)︂2
·

⎡⎣1 +
(︄

0.1 mHz
f

)︄2
⎤⎦ , (18.6)

and its square root (=s̃RIN,DC(f)) is plotted in figure 18.1. Note that the plot shows the
goal for the frequency ranges down to 2 × 10−5 Hz, whereas the requirement starts at
1 × 10−4 Hz.
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Concluding remarks





Chapter 19

Summary & Conclusion

This thesis shows the influence of laser RIN in the phase readout of heterodyne interfer-
ometers with particular focus on the LPF and LISA missions.

These two missions have (had) particularly stringent requirements due to the tremendous
measurement challenge in space. Therefore, every noise source must be characterized and
its influence investigated. The LPF mission was an ideal and unique laboratory to test
and extend the understanding of high-precision optical metrology in space. The legacy
from design, construction, testing, operations, modeling, and analysis tasks continues to
deliver valuable contributions for the development of LISA.

As RIN is a critical source of phase noise, a detailed analysis aligned with the two missions
is a relevant objective. Therefore, this thesis acts as an envelope for the findings published
in [P1–P4] while adding more context and details from the LPF mission.

The theoretical coupling has been described in great detail and simplified equations have
been derived, simulated, and tested with good agreement. The effect of balanced detection
and common mode rejection properties are of interest as they allow mitigation of this
noise to a large extent. While RIN coupling from around the heterodyne frequency
was well known previously, a widely unknown coupling from two times the heterodyne
frequency is described. It now yields a complete picture of this mechanism. While the
1f-RIN coupling depends on the beam powers, it can be mitigated by employing balanced
detection. However, this is impossible for 2f-RIN, and the coupling does not depend on
the beam powers.

The very successful LPF mission allowed a detailed study of this coupling. However, its
OMS is a complex system that needed to be characterized in great detail to isolate the RIN
behavior from the other noise sources. Therefore, a complete mission sensitivity analysis
for varying operational conditions was necessary to verify the overall noise model with its
RIN contribution. The in-flight measurement sensitivity was much better than the original
requirements and reached 32.0+2.4

−1.7fm/
√

Hz in o12, and around 100 prad/
√

Hz in the angular
degrees of freedom, at frequencies where the OMS was dominating above 200 mHz. The
analysis showed that the RIN contribution can be well modeled, and a fit to the mission
data allowed the verification of the laser performance. The implementation of balanced
detection and operating the TM phase offset close to zero allowed strong mitigation of the
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RIN contributions in-flight to a level below 5 × 10−6 Hz−1/2, corresponding to 2.4 fm/
√

Hz
in o12.

The overall models include contributions from the measurement system (ADC quantization
noise, electronic noise) and laser noises (RIN, frequency noise, shot-noise), and are given
for longitudinal and angular measurement channels. For example, in the differential TM
to TM measurement o12, this model explains the observed sensitivity in the frequency
range (1.2 to 2.8) Hz to better than 20 % of relative deviation for most of the nominal
mission. This analysis increases the confidence in understanding the system and paves the
way for the more complex LISA design.

The analysis of experiments aiming directly at measuring the RIN to phase coupling in the
longitudinal and angular phase channels shows a good agreement with the models. However,
there are two remaining discrepancies. One regarding the RIN value over time and across
different channels, and one due to the unexpected dip structure in the longitudinal data.
However, this thesis shows that the general behavior agrees with the expectations and
that the coupling only has little impact due to the nominally small offsets in the nominal
mission configuration.

For LISA, a firm theoretical understanding of the constellation and its RIN propagation
was developed. For testing the laser locking and the resulting noise levels, a mission
simulator was built that verified the models. Using the current requirements and optical
design parameters, the RIN induced phase error in the main science measurements without
balanced detection reaches a large contribution of around 9 pm/

√
Hz. However, with the

mitigation due to efficient balancing requirements and local common mode rejection, much
lower (and less worrying) sub-pm noise levels are realistic. For LISA, 1f-RIN dominates
(and is intensified) due to the unequal beam powers in the interferometers, while 2f-RIN is
orders of magnitude below.

Due to the orbital motion and resulting Doppler shifts, as well as the frequency planning
and offset locking of the lasers, RIN can be modeled as an uncorrelated noise source at
ISI level and follows the known transfer functions through TDI.

Overall, this thesis shows that RIN to phase coupling is well understood. Its observation
in LPF led to better modeling of the effect in the LISA constellation, allowing to set
requirements for the lasers of 3 × 10−8 Hz−1/2 for (3 to 60) MHz, and for the balancing
efficiency of 90 %. This ensures that the coupling can be well controlled within the bounds
of the missions’ sensitivity budget.
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Chapter 20

Outlook

This thesis gives a comprehensive overview of the RIN coupling in LPF and LISA. As
often is the case in such complex systems, a few open questions remain that could lead to
further investigations.

Firstly, there is a small potential coupling of DC-RIN through the PM that was observed
in electrical ground tests. The theoretical understanding of the underlying mechanism
only allows for a second-order effect through the multiplicative channel, yet internal
couplings within the DPLL are suspected. Further testing may be required to identify its
characteristics.

Secondly, the RIN discrepancy between the longitudinal and angular degrees of freedom, in
combination with the change of overlap integral and the unexplained 4f structure, remains
intriguing. There is, for example, the tilt-dynamics optical bench simulator (TDOBS)
experiment at the AEI that could be used to further investigate the RIN coupling on the
ground.

Thirdly, an ongoing effort exists to characterize and ensure balancing efficiency require-
ments for LISA. Ground testing and more advanced simulations (including frequency
dependent photoreceiver responses), that should be included in the overall mission instru-
ment simulator and performance model, could increase understanding and help with risk
assessments regarding quadrant failures or balanced detection degradation effects.

Furthermore, the described coupling mechanisms should be considered for future geodesy
or gravity space missions employing a similar optical TM readout, see for example the
ideas in [90].
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Appendix





Appendix A

Amplitude noise from additive vector
noise

In the following a derivation for amplitude noise from an additive noise source is given
using the same approach as in part II. A signal phasor S at frequency ωs = 2πfs and a
small additive phasor V with frequency ωv = 2π(fs + ϵ),

S = sei(ωst+ϕs), V = vei(ωvt+ϕv) (A.1)

result in phasor R,
R = S + V = rei(ωst+ϕr(t)), (A.2)

with

r2 = s2 + v2 + 2sv cos(2πϵt+ ϕs − ϕv), (A.3a)

ϕr = arg
(︃
eiϕs + v

s
ei(2πϵt+ϕv)

)︃
. (A.3b)

We are interested in the amplitude variations of r, called γ, due to the presence of V . We
assume v ≪ s and drop the v2 term:

r2 = s2 + v2 + 2sv cos(2πϵt+ ϕs − ϕv) (A.4a)

≈ s2
(︃

1 + 2v
s

cos(2πϵt+ ϕs − ϕv)
)︃

(A.4b)

We can further expand

r = s

√︃
1 + 2v

s
cos(2πϵt+ ϕs − ϕv) (A.5a)

≈ s

(︃
1 + v

s
cos(2πϵt+ ϕs − ϕv)

)︃
(A.5b)

= s+ v cos(2πϵt+ ϕs − ϕv)⏞ ⏟⏟ ⏞
= γ

(A.5c)
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Appendix A Amplitude noise from additive vector noise

The variance or squared RMS value is

γ2
RMS = v2

2 . (A.6)

We can immediately extend this result for a phasor at a frequency fs − ϵ. Such a phasor
would end up at −ϵ in the resulting phase spectrum, and be folded to +ϵ in a typical
one-sided spectral calculation. This is important for the notion of bandlimited noise
around the signal, as it is present in real measurement systems. There, both sides of the
signal contain a certain level of noise, that is uncorrelated between each other.

Using these considerations, we model the noise as follows: We assume bandlimited, white
noise with a PSD value n0(f) and total noise power NP =

∫︁
B n0(f)df ≈ 2n0B, equally

distributed left and right of the signal.

We already showed in the previous calculation, that noise at a frequency fs ± ϵ ends up at
frequency ϵ in the one-sided phase spectrum. Therefore we can represent the noise for
one particular frequency on the left and right side of the signal by sine phasors N1,2 with
the white noise amplitude n0 in a band of b = 1 Hz. Both sine representations follow a
uniform random phase distribution, since they represent uncorrelated noise:

N1,2 =
√︁

2n0b cos
(︁
ω1,2t+ ψ1,2

)︁
, (A.7)

with ω1,2 = 2π(fs ± ϵ) and equal noise power N2
1,2,rms = n0b. So, the total noise power

measured in a PSD of the resulting phase at frequency ϵ would be N2
1,RMS + N2

2,RMS =
2n0b = 2N2

1,2,RMS. figure 7.4 shows a graphical representation.

We can simplify even further and use only one single sine representation for both phasors
left and right with additional scaling, since their noise power ends up at the same frequency.
This leads to a noise vector N with representation

N =
√

2
√︁

2n0b cos
(︁
2π(fs + ϵ)t+ ψ

)︁
, N2

RMS = 2n0b. (A.8)

In the end, this is true for all frequencies in a bandwidth B that defines the sampling
frequency of the output phase signal. Therefore, it is enough to propagate a general
noise amplitude in this way to describe the whole resulting amplitude spectrum over the
bandwidth B.

We can now describe the resulting amplitude noise from a general additive white noise
process using equation (A.5): A signal S with amplitude s and an additive small noise N
with amplitude

√
2
√

2n0b at frequencies fs ± ϵ will lead to amplitude deviations of the
form

γ ≈
√

2
√︁

2n0b cos(2πϵt+ ϕs − ψ). (A.9)
Calculating the variance we find

γ2
RMS = 4n0b

2 = 2n0b, (A.10)
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which gives in units of an ASD by dividing by b = 1 Hz and taking the square root

γ̃ =
√

2√
n0. (A.11)

This result is true for any frequency ϵ. Therefore the frequency dependence was dropped
and the result describes the whole output spectrum (for white noise).

This result is true for any small additive phase noise. Therefore we can calculate for an
approximately white noise source around a strong carrier signal the resulting amplitude
noise γ̃ with the following formula

γ̃ =
√

2 · Noise ASD,
[︄

rad√
Hz

]︄
. (A.12)
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Appendix B

Signal processing and noise propagation

This chapter gives a brief overview of the scaling factors for propagating noises through
an interferometric readout due to typical processing steps.

B.1 Noise sources and their propagation

For the purpose of propagating noise sources through a readout system, it is advisable
to organize them in two classes: correlated and uncorrelated, since they obtain different
scaling factors. The correlated noises are generally treated like the correlated signal, while
uncorrelated noises depend on the amount of channels used (except for shot-noise, see
below).

Typically, the following noise sources (among many others) can be considered. First, laser
beam noise (usually correlated) with

• Laser frequency noise – cancels largely in DWS,

• Laser intensity noise (due to 1f-RIN and 2f-RIN) – larger in LISA than on LPF due
to unequal powers,

• Sideband Small Vector Noise (LPF),

• Pointing Noise, SC jitter,

• Straylight.

Second, readout noise (uncorrelated) with

• Shot-noise,

• ADC Noise,

• Electric circuit noise (TIA etc.),

• Phasemeter noise,

• Aliasing (in LPF, but better filters in LISA).
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Appendix B Signal processing and noise propagation

Figure B.1 Illustration
of the measurement
chain when distribut-
ing the optical signal
on N channels and
recombining complex
signal amplitudes
afterwards.

The usual processing involves balanced detection and QPDs for using DWS, which implies
to split the optical beam power onto N segments, that may then be further processed with
individual demodulations resulting in complex signal phasors F , that are being recombined
before extracting the phase (with some resulting noise nc), as shown in figure B.1. Recalling
equation (7.20),

ϕ̃n = Noise ASD
Signal RMS ,

[︄
rad√
Hz

]︄
one can easily calculate the following dependency on N , starting from a single quadrant,
assuming the same level of noise on all N quadrants. Then the final combined noise nc

(after complex valued channel combinations) has the same level (in ASD) as the single
quadrant, scaled by

• PD electronic noise: ∼ N1/2 (uncorrelated)

• ADC noise: ∼ N1/2 (uncorrelated)

• Shot-noise: ∼ N0 (uncorrelated)

• Frequency noise: ∼ N0 (correlated)

• RIN 1f: ∼ N0 (correlated)

• RIN 2f: ∼ N0 (correlated)

The shot-noise is the most interesting of the uncorrelated noise sources, since it depends
on the (average) beam current I on a certain segment ∼

√
2eI, while the signal is also

scaled by the current, such that the dependency on N cancels. The other noise sources
behave as expected.

B.2 Example for DWS in LISA

Here, a simple processing architecture is assumed. We consider an example for redundant
balanced detection and constructing DWS signals (see figure B.2):

• Redundant balanced detection ⇒ 16 QPD segments

• Redundant DWS
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B.2 Example for DWS in LISA

QPD A

QPD B

BS

QPD B'

QPD A'

Prec

Plo,la

Figure B.2 Schematic of redundant balanced detection.
Two beams with powers Pi are brought to interference
and then split up onto eight quadrants per BS output
port. SEPD Single-Element-Photodiode.

• Different signal processing/tracking architectures are possible, see [33]

Here, only a simple signal architecture is assumed, starting from a single quadrant noise
ϕ̃n being traced through the processing:

1. Propagate every segment through the PM: phase demodulation resulting in complex
phasors F (see equation (7.1a)), carrying noise.

2. Combine always 4 phasors for balanced detection. For uncorrelated noises: Reduces
total noise by

√
4/4 = 1/2, correlated noises retain their scaling.

3. Add always 2 balanced segments into typical (up,down,left,right) pre-DWS combina-
tions. For uncorrelated noises: Reduces total noise by

√
2/2 = 1/

√
2

4. Build raw DWS signals (subtracting up-down, right-left). Uncorrelated noises:
Increase total noise with factor

√
2 Correlated noises: Partial subtraction depending

on DWS phase.
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Appendix C

Balancing efficiency

In this appendix a more detailed description of balanced detection is given.

Balanced detection is a processing method to reduce the coupling of 1f-RIN and coherent
straylight into the phase measurement.

This chapter looks at how well the subtraction works, i.e. if there are noise residuals
remaining and on which system parameters they depend. The goal is to define a factor
describing the quality of balanced detection. We call this factor the balancing efficiency.
It is supposed to describe the reduction of phase noise (as opposed to the reduction of raw
noise current) for a given noise source.

The principal idea is to subtract both output ports of the last recombination BS in an
interferometer. To show the method using a very simplified model let the output powers
in port A, PA, and in port B, PB, both contain the signal s and noise n. For 1f-RIN and
specific straylight being represented by n, the important characteristic is that the signal
has a eiπ = −1 phase difference between the two ports, whereas n (for this class of noises)
does not have alternating signs:

PA = s+ n, (C.1)
PB = −s+ n. (C.2)

Therefore we can reduce the noise by subtracting the two ports, ideally giving

Pbal = PA − PB

2 = s, (C.3)

thus removing the noise terms in principle. The division by 2 preserves the signal amplitude
that is measured in one port. This method is called balanced detection.

An important aspect is that 1f-RIN and coherent straylight have their own balancing
efficiencies, allowing to study the trade-off for reduction of one noise source with respect
to a potential increase of the other, see appendix C.5.

Previous work on balancing efficiency and RIN was carried out in [52]. To the authors
understanding, they focused on power noise in the case that the local oscillator is much
stronger than the measurement beam.
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Appendix C Balancing efficiency

In the context of LISA, balanced detection is mainly needed to minimize the strong
1f-RIN coupling in the long-arm interferometer, whereas the dominant noise in the local
interferometers may arise from backscattered straylight.

In the LISA performance budget [88] we currently assume a reduction of phase noise
by 90 %, leaving 10 % phase noise residuals. For that case, the (in this chapter defined)
balancing efficiency would equal 90 %, matching the currently used formalism.

Using the PD heterodyne equations from part II, the detected power is converted into
electrical current by the PD responsivities Ra, Rb, passes through analogue electronics
with gains ga, gb and picks up certain delays da, db, yielding processed data streams per
channel CA and CB

CA = dagaRaPA = caPA, (C.4)
CB = dbgbRbPB = cbPB, (C.5)

with ci = digiRi. Delays are ignored in the following, which would lead to frequency
dependent balancing.

For balanced detection, we subtract the two output channels such that ∆C = (CA −CB)/2.
Assuming that both channels have identical processing (ca = cb) and that the overlap
integrals give the same result on both diodes (ϕa = ϕb = ϕ, ηa = ηb = η) we find

∆C = ca

2
[︂
P1(ρ2 − τ2) + P2(τ2 − ρ2) + 4ρτ

√︁
P1P2

√
η cos(2πfhett− φL − ϕ)

]︂
. (C.6)

If ρ2 = τ2 also holds true, only the signal remains

∆C = ca2ρτ
√︁
P1P2

√
η cos(2πfhett− φL − ϕ), (C.7)

which is the intention of balanced detection.

We see, that for the DC terms to cancel completely, we need to ensure that both

• ρ2 = τ2 and

• ca = cb holds true.

The other possibility (after reordering the terms) is that

• P1 = P2 and

• ca = cb holds true,

but this second option is very unlikely to be true for any interferometer in LISA.

Focusing on the first set of conditions, but assuming one of them does not hold true, say
ρ2 ̸= τ2, it may still be desirable to adjust ca and cb in such a way that at least one of
the DC terms is strongly suppressed. For example, if the offending noise is scaled by the
powers and P1 ≫ P2, then suppression of the P1 term may take priority.
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C.1 RIN coupling in the absence of balanced detection

We can assume that one channel has adjustable gains, such that cb = αca (there could be
analogue gains or digital factors after the ADC), whereas the reflection and transmission
coefficients ρ, τ are fixed by design with certain manufacturing tolerances.

In a mission like LISA it is important to monitor BS coefficients, beam powers and PD
responsivities in order to adjust the gains in case of long-term degradation effects.

The following equation has to be minimized to suppress DC terms, or any noise that scales
with them (see 1f-RIN)

P1ca(ρ2 − ατ2) + P2ca(τ2 − αρ2) != min. (C.8)

This basically means, for a set of powers {P1, P2} and {ρ2, τ2} we can calculate α such
that the residuals are at minimum.

In the next sections the analysis is extended to include noise terms.

C.1 RIN coupling in the absence of balanced detection

To quantitatively describe the improvement by balanced detection (which we will name
balancing efficiency) we need to compare it to an artificially computed total phase noise
without balancing for reference.

In the absence of balanced detection, the two ports measure the following signal and
1f-RIN contributions (see part II)

Port A: sA,rms = caρτ
√︁

2ηaP1P2, ra = ca(ρ2P1r1 + τ2P2r2) (C.9)
Port B: sB,rms = cbρτ

√︁
2ηbP1P2, rb = cb(τ2P1r1 + ρ2P2r2) (C.10)

That means, if we go over to spectral densities with ri → r̃i(f) we can calculate the
inverted carrier-to-noise density to estimate the phase error (again see part II)

ϕ̃ = Noise ASD
Signal RMS ,

[︄
rad√
Hz

]︄
. (C.11)

Common factors such as ci cancel, since they are present in all terms. So, we measure the
1f-RIN phase noise of

Port A: ϕ̃a = r̃a

sA,rms
= ρ2P1r̃1 + τ2P2r̃2

ρτ
√

2ηaP1P2
(C.12)

Port B: ϕ̃b = r̃b

sB,rms
= τ2P1r̃1 + ρ2P2r̃2

ρτ
√

2ηbP1P2
(C.13)

163



Appendix C Balancing efficiency

individually (note that the sum in the nominator has to be calculated linearly for correlated
1f-RIN and quadratically for uncorrelated 1f-RIN). This means, if ρ ≠ τ , we may measure
different phase errors, even if ηa = ηb.

To artificially combine both channels after demodulation, one could for example average
the two output phases. Then, the total noise would be (with ηa = ηb = η, ρ2 + τ2 = 1)

ϕ̃a+b = ϕ̃a + ϕ̃b

2 = P1r̃1 + P2r̃2
2ρτ

√
2ηP1P2

. (C.14)

To compare this result, we can look at the total 1f-RIN present in the system in combination
with the total signal amplitude available. This leads to a BS independent coupling factor,
which is found by using

Total: srms =
√︁

2ηbP1P2, r = P1r1 + P2r2, (C.15)

yielding a nominal 1f-RIN coupling coefficient of

ϕ̃ = P1r̃1 + P2r̃2√
2ηP1P2

. (C.16)

We see that for ρτ = 0.5 the two equations equation (C.14) and equation (C.16) agree.
The equality is quite good for well-manufactured BSs with only percentage-level deviations
from an ideal 50/50 splitting, e.g.

√
0.47

√
0.53 = 0.4991. For a BS with a 30/70 ratio, the

total noise in equation (C.14) would increase by approximately 11 %.

C.2 Balanced detection in the presence of 1f-RIN

C.2.1 Phasor picture of balanced detection regarding 1f-RIN

To aid the analysis a phasor sketch is given in figure C.1. It is based on the assumption
that for 1f-RIN terms the π phase shift from the BS cancels when measuring the power
and their phasing is kept identical between the ports. For the analysis we always assume
that the 1f-RIN phasors have identical phasing (e.g. their respective phase is identical)
and thus allow 1f-RIN subtraction. Only the vector lengths, which are affected by system
parameters, can be made equal (at least up to an optimum value) using adjustable gains
in the detection chain.

In equation (C.6) we introduce 1f-RIN by substituting Pi → riPi yielding

∆C1f = 1
2
[︂
P1r1ca(ρ2 − ατ2) + P2r2ca(τ2 − αρ2)

]︂
(C.17)

which is residual 1f-RIN in ∆C. The addition of the two riPi terms has to be performed
quadratically, if r1 ̸= r2 are uncorrelated, or linearly, if r1 = r2 = r are correlated.
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C.2 Balanced detection in the presence of 1f-RIN

Figure C.1 Phasor representation of balanced
detection. The dashed lines represent the pha-
sors from port B after balanced detection. Ide-
ally, the two RIN contributions are then com-
pletely in-phase and identical in magnitude,
allowing perfect subtraction.

The signal RMS amplitude in the combined ports is (assuming equal overlap integrals and
cb = αca) according to equation (C.6)

∆Cs,rms = 1
2ρτca

√︁
2ηP1P2(1 + α) (C.18)

So, the resulting phase error is

∆ϕ̃ = ∆C̃1f
∆Cs,rms

(C.19)

=

√︂
⟨
[︁
P1r̃1(ρ2 − ατ2) + P2r̃2(τ2 − αρ2)

]︁2⟩
ρτ

√
2ηP1P2(1 + α) , (C.20)

which represents the 1f-RIN induced phase error in the case of correlated RIN.

The squaring and averaging action ensures positive results.

C.2.2 Correlated 1f-RIN between beams

Starting with equation (C.17), we set r1 = r2 = r for correlated RIN. Therefore the
addition between P1 and P2 terms can be performed linearly and we can solve

∆C1f,corr. = car

2

[︃
P1ρ

2 + P2τ
2 − α

(︂
P1τ

2 + P2ρ
2
)︂]︃ != 0 (C.21)

⇒ αbest = P1ρ
2 + P2τ

2

P1τ2 + P2ρ2 (C.22)

⇒ αbest = PA,mean
PB,mean

. (C.23)

This choice of αbest reduces the ’raw’ noise. However, the goal is to reduce the phase noise,
which is not necessarily the same (but it is in this case).
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Appendix C Balancing efficiency

Figure C.2 Example for the balanc-
ing efficiency depending on pa-
rameter α in the case of corre-
lated RIN. The dashed lines mark
the region above 90 % balancing
efficiency.

Therefore, we look into the optimization of the resulting 1f-RIN phase error

∆ϕ̃corr. =

⃓⃓⃓
P1(ρ2 − ατ2) + P2(τ2 − αρ2)

⃓⃓⃓
ρτ

√
2ηP1P2(1 + α) r̃(1f) != min, (C.24)

which gives an αopt that is in agreement with αbest = αopt.

We define the balancing efficiency b = 1 − (1f-RIN(balanced)/1f-RIN(unbalanced)), and
find

(1 − b) = 1f-RIN, balanced
1f-RIN, unbalanced = ∆ϕ̃

ϕ̃a+b

(C.25)

= 2

⃓⃓⃓
P1(ρ2 − ατ2) + P2(τ2 − αρ2)

⃓⃓⃓
(P1 + P2)(1 + α) (C.26)

= 2

⃓⃓⃓⃓
P1ρ

2 + P2τ
2 − α

(︂
P1τ

2 + P2ρ
2
)︂⃓⃓⃓⃓

(P1 + P2)(1 + α) (C.27)

The interval α ∈ {αmin, αmax} is given for the condition b ≥ y, with y being the worst
allowed balancing efficiency, for example 90 %.

Example for correlated 1f-RIN. Assume the following parameters

P1 = 1 mW, P2 = 3 mW, (C.28)
ρ2 = 0.48, τ2 = 0.52, (C.29)

we find the coupling completely suppressed for α = 1.041, meaning that b = 1. A balancing
efficiency of at least b = 0.9 can be achieved for α ∈ {0.852, 1.272}, see figure C.2.
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C.2 Balanced detection in the presence of 1f-RIN

C.2.3 Uncorrelated 1f-RIN between beams

In the case that r1 ≠ r2 uncorrelated, the addition has to be performed as a quadratic
sum:

∆C1f,uncorr. = ca

2

[︃√︂
P 2

1 r
2
1(ρ2 − ατ2)2 + P 2

2 r
2
2(τ2 − αρ2)2

]︃
!= min (C.30)

⇒ αbest =
ρ2τ2

(︂
P 2

1 r
2
1 + P 2

2 r
2
2

)︂
P 2

1 r
2
1τ

4 + P 2
2 r

2
2ρ

4 , (C.31)

and for r1 ≈ r2 = r we get

⇒ αbest =
ρ2τ2

(︂
P 2

1 + P 2
2

)︂
P 2

1 τ
4 + P 2

2 ρ
4 . (C.32)

Here again, αbest only minimizes the raw noise produced by 1f-RIN.

The relevant reduction of phase coupling is analyzed in the following: We need to calculate
the phase noise and find the optimal αopt ensuring a minimum. The procedure (∆Cs,rms
as before) yields

∆ϕ̃uncorr. = ∆C̃1f,uncorr.
∆Cs,rms

(C.33)

= 1
ρτ(1 + α)

√︄
P 2

1 r̃
2
1(ρ2 − ατ2)2 + P 2

2 r̃
2
2(τ2 − αρ2)2

2ηP1P2

!= min. (C.34)

Again, the phase noise minimization also incorporates the difference in the signal amplitudes
compared to αbest in equation (C.30), yielding

αopt = P 2
1 r

2
1ρ

2 + P 2
2 r

2
2τ

2

P 2
1 r

2
1τ

2 + P 2
2 r

2
2ρ

2 (C.35)

Here, the unbalanced case holds as a reference and is given by equation (C.14), if the
nominator is quadratically combined:

ϕ̃a+b,uncorr. =

√︂
P 2

1 r̃
2
1 + P 2

2 r̃
2
2

2ρτ
√

2ηP1P2
(C.36)

In this case, the balancing efficiency b turns out to be

(1 − b) = 1f-RIN, balanced
1f-RIN, unbalanced = ∆ϕ̃uncorr.

ϕ̃a+b,uncorr.
(C.37)

=
2
√︂
P 2

1 r
2
1(ρ2 − ατ2)2 + P 2

2 r
2
2(τ2 − αρ2)2

(α+ 1)
√︂
P 2

1 r
2
1 + P 2

2 r
2
2

(C.38)
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Appendix C Balancing efficiency

Figure C.3 Example for the
balancing efficiency depend-
ing on parameter α in the
case of uncorrelated RIN.
The dashed lines mark the
region above 90 % balanc-
ing efficiency. Because the
power mismatch is so large,
we basically reduce the prob-
lem to the linear optimiza-
tion for correlated RIN.

Example 1 for uncorrelated RIN. Assume the following parameters

P1 = 519 pW, P2 = 3 mW, (C.39)
ρ2 = 0.49, τ2 = 0.51, (C.40)
r̃1 = 1 × 10−7 √

Hz, r̃2 = 3 × 10−8 √
Hz, (C.41)

we get optimization parameters (not identical)

αbest = 1.08333333333327 (C.42)
αopt = 1.08333333333328 (C.43)

as presented in figure C.3. It can be seen that a balancing efficiency of 1 appears possible.

Example 2 for uncorrelated RIN. However, if we assume the following worse-case
parameters

P1 = 3 mW, P2 = 3 mW, (C.44)
ρ2 = 0.4, τ2 = 0.6, (C.45)
r̃1 = 1 × 10−7 √

Hz, r̃2 = 5 × 10−8 √
Hz, (C.46)

we get a larger discrepancy in the optimization parameters

αbest = 0.75 (C.47)
αopt = 0.79 (C.48)

as presented in figure C.4. Here, it is not possible to suppress the RIN coupling as much,
as the balancing efficiency has a maximum at 84 %.

Note: In example 2, setting ρ2 = 0.01, τ2 = 0.99, the result gives a significant discrepancy

αbest = 0.01, (C.49)
αopt = 0.26. (C.50)

In such a case, the maximal balancing efficiency achievable is 21.6 %.
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C.3 Balanced detection and coherent straylight

Figure C.4 Example for the
balancing efficiency depend-
ing on parameter α in the
case of uncorrelated RIN.
Here it is impossible to reach
90 % of balancing efficiency.

C.2.4 Balanced detection and modulated beams

In the case that the beams are modulated (as it is the case for LISA) additional sidebands
appear and the signal RMS amplitudes get an additional factor ϵcarr < 1.

This leads to a lower signal power and therefore more phase noise, since the overall 1f-RIN
level stays the same. However, it does not affect the balancing efficiency, since the signal
amplitude is assumed to be affected in the same way for both balanced and unbalanced
detection.

The optimal gain parameter in the measurement chain αopt also remains unchanged.

C.3 Balanced detection and coherent straylight

In the context of LISA, we assume coherent, backscattered light with a somewhat fixed
phase for the analysis. As opposed to 1f-RIN, we only look at straylight entering the
recombination BS at one specific port, and with the same frequency as the original beam.

Given a signal phasor s, and a coherent (at the same frequency) noise phasor n, where the
amplitude of the noise vector is much smaller than the signal amplitude, we have a phase
deviation of

∆ϕ = namplitude
samplitude

| sin
(︂
nphase − sphase

)︂
| ≤ namplitude

samplitude
(C.51)

We focus on the maximal phase error given by the above upper bound and neglect phase
instabilities of the backscattered light for now.

For this kind of backscattered straylight we distinguish two cases:

1. Straylight entering the beamsplitter with the same frequency as the beam in the
other input port → This effect can be reduced with balanced detection.

2. Straylight entering the BS with the same frequency as the beam in the same input
port → Unfortunately, this effect cannot be reduced by balanced detection, but it is
expected to be secondary with atto-level powers in the ghost beam.
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Appendix C Balancing efficiency

C.3.1 Case I: Backreflected light from the backlink fibre in the TM and
Reference interferometers

We model the input beams E1, E2 and the backscattered beam Eb as follows

E1 =
√︁
P1e

i(ω1t−ϕ), (C.52)
E2 =

√︁
P2e

iω2t, (C.53)
Eb =

√︁
Pbe

i(ω1t−ϕb), (C.54)
ω1 = ω2 + ωhet (C.55)

The beamsplitter output is (︄
EA

EB

)︄
=
(︄
ρ τ
τ −ρ

)︄(︄
E1

E2 + Eb

)︄
, (C.56)

which is squared and integrated over the PD surface to yield the optical powers (here we
ignore the overlap integrals assuming perfect alignment)

PA = ρ2P1 + τ2P2 + τ2Pb + 2ρτ
√︁
P1Pb cos(ϕb − ϕ) (C.57)

+ 2ρτ
√︁
P1P2 cos(ωhett− ϕ) + 2τ2√︁P2Pb cos(ωhett− ϕb) (C.58)

PB = τ2P1 + ρ2P2 + ρ2Pb − 2ρτ
√︁
P1Pb cos(ϕb − ϕ) (C.59)

− 2ρτ
√︁
P1P2 cos(ωhett− ϕ) + 2ρ2√︁P2Pb cos(ωhett− ϕb) (C.60)

We assume that the phasemeter is only sensitive to terms with frequencies near the
heterodyne frequency, thus leaving only

PA = 2ρτ
√︁
P1P2 cos(ωhett− ϕ) + 2τ2√︁P2Pb cos(ωhett− ϕb), (C.61)

PB = −2ρτ
√︁
P1P2 cos(ωhett− ϕ) + 2ρ2√︁P2Pb cos(ωhett− ϕb). (C.62)

To calculate a nominal reference for the case of no balancing, we artificially compute the
maximal phase error for each port according to equation (C.51) and artificially average
them, as follows

∆ϕA,max = τ

ρ

√︄
Pb

P1
, (C.63)

∆ϕB,max = ρ

τ

√︄
Pb

P1
, (C.64)

⇒ ∆ϕA+B,max = ∆ϕA,max + ∆ϕB,max
2 = 1

2ρτ

√︄
Pb

P1
. (C.65)

This will serve as a reference for the definition of the balancing efficiency.
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C.3 Balanced detection and coherent straylight

The processing chain gives (as described in the beginning)

CA = dagaRaPA = caPA, (C.66)
CB = dbgbRbPB = cbPB, (C.67)

with ci = digiRi. Again, delays are ignored in the following. This leads to frequency
independent balancing.

For balanced detection, we subtract the two output channels such that ∆C = (CA−CB)/2,

∆C = 1
2
[︂
(caτ

2 − cbρ
2)2
√︁
P2Pb cos(ωhett− ϕb) + (ca + cb)2ρτ

√︁
P1P2 cos(ωhett)

]︂
(C.68)

= ca

2
[︂
(τ2 − αρ2)2

√︁
P2Pb cos(ωhett− ϕb) + (1 + α)2ρτ

√︁
P1P2 cos(ωhett)

]︂
(C.69)

We assume further that cb = αca as before.

Using equation (C.51) we get

namplitude = ca

2 (τ2 − αρ2)2
√︁
P2Pb, (C.70)

samplitude = ca

2 (1 + α)2ρτ
√︁
P1P2 (C.71)

⇒ ∆ϕmax = namplitude
samplitude

(C.72)

= (τ2 − αρ2)
ρτ(1 + α)

√︄
Pb

P1

!= 0, (C.73)

⇒ αopt = τ2

ρ2 (C.74)

This is a different condition than for RIN.

Now we can define the balancing efficiency b

(1 − b) = |∆ϕmax|
∆ϕA+B,max

(C.75)

= 2|τ2 − αρ2|
1 + α

. (C.76)

Exemplary study for the LISA backlink. It is interesting, that for coherent straylight
being backscattered from the backlink fiber, the actual power of the signal and backscattered
beams are only influencing the induced phase error with ∼

√︁
Pb/P1, whereas the balancing

efficiency (and the optimal gain to compensate for the mismatch) is independent on
these.

To consider optical components beyond the recombination BS, only the combined differen-
tial transmissions and combined reflections after the recombination BS need to be taken
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Figure C.5 Example for
phase noise reduction
due to balanced detec-
tion for backscattered
straylight. The differ-
ential gain mismatch
should be below 9 %
to reach the goal of
2 pm/

√
Hz.

into account between the output channels. Those then need to be balanced with gains such
that αopt is met to maximize the balancing efficiency. That means, from this preliminary
analysis, the balancing efficiency for this type of backscattered coherent straylight can be
calibrated by knowing the optical and electrical losses and adjusting the gains.

For example in the TM interferometer, if we assume a backscattered straylight ghost
beam induced displacement noise of ≈ 39 pm/

√
Hz, and in the reference interferometer of

≈ 23.5 pm/
√

Hz, then one processing channel would need to compensate for the mismatch
compared to the other channel. This could include electrical gains or losses ge and optical
gains or losses go in each of the processing channels. For standard balancing, you need to
compare two of these channels, such that we can call the ratio of the goge product in port
A to the one in port B still α similar as to how it was introduced before. α can be seen as
the combined gain matching between two channels after the recombination BS.

Therefore, we can plot this phase noise over its matching ratio α, see figure C.5.

And for a 2nd case, if we assume differential ±2 % variations due to BS coatings, ±0.1 %
due to AR coatings, ±1 % due to polarization filters, then we have a maximal differential
loss of 0.96 × 0.998 × 0.98 = 0.939. And further for the worst case assuming a maximal
differential splitting of already 52/48 at the recombination BS we achieve rather a result
like figure C.6.

Which implies that we can still compensate for that by increasing the electrical gain in
the channel with the optical losses, but that requires the corresponding knowledge, and/or
calibration to the lowest measurable noise.

It also implies, that if we had this amount of losses in one channel compared to the other,
it requires the corresponding electrical gain to compensate to stay below 2 pm/

√
Hz in

any case. If we had the same losses in both channels (or at least some common losses),
this would improve the situation of course.
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1.02 Figure C.6 Example for
phase noise reduction
due to balanced de-
tection for backscat-
tered straylight. Worst
case scenario with addi-
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an imperfect recombi-
nation BS. Here we
need to actively com-
pensate for the losses
in one channel.

C.3.2 Case II: 2nd order backscattering in the same input port as the
original beam

Here the backscattered light takes the same path as the beam coming from the fibre and
continues to go all the way back laser where it is backreflected to the interferometers,
taking the same path as the local main beam.

We model the input beams E1, E2 and the backscattered beam Eb as follows

E1 =
√︁
P1e

i(ω1t−ϕ), (C.77)
E2 =

√︁
P2e

iω2t, (C.78)
Eb =

√︁
Pbe

i(ω1t−ϕb), (C.79)
ω1 = ω2 + ωhet (C.80)

The beamsplitter output is (︄
EA

EB

)︄
=
(︄
ρ τ
τ −ρ

)︄(︄
E1 + Eb

E2

)︄
, (C.81)

which is squared and integrated over the PD surface to yield the optical powers (here we
ignore the overlap integrals assuming perfect alignment)

PA = ρ2P1 + τ2P2 + ρ2Pb + 2ρ2√︁P1Pb cos(ϕb − ϕ) (C.82)
+ 2ρτ

√︁
P1P2 cos(ωhett− ϕ) + 2ρτ

√︁
P2Pb cos(ωhett− ϕb) (C.83)

PB = τ2P1 + ρ2P2 + τ2Pb + 2τ2√︁P1Pb cos(ϕb − ϕ) (C.84)
− 2ρτ

√︁
P1P2 cos(ωhett− ϕ) − 2ρτ

√︁
P2Pb cos(ωhett− ϕb) (C.85)

(C.86)

If we only look at the terms near the heterodyne frequency we find

PA = 2ρτ
√︁
P1P2 cos(ωhett− ϕ) + 2ρτ

√︁
P2Pb cos(ωhett− ϕb) (C.87)
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PB = −2ρτ
√︁
P1P2 cos(ωhett− ϕ) − 2ρτ

√︁
P2Pb cos(ωhett− ϕb) (C.88)

and we can easily recognize that in this case balanced detection is not possible, since the
signs are not alternating between the signal and the noise terms. The reason is that the
noise is multiplicatively mixed through the port where the light with the same frequency
enters.

C.4 Balancing efficiency summary

This section summarizes the results of the previous sections. In general, the balancing
quality depends on (as already partly stated in [52])

• the noise correlation in the two beams

• whether the two interfering beam powers are the same

• whether the BS coefficients are 50/50 (for a lossy BS we don’t have π phase difference)

• whether the PD responsivities Ra, Rb are identical

• whether the gains ga, gb in the electrical/PM chain are matching

• unequal delays in the processing chain of the two ports that let the signals drift out
of the π phasing

The ideal balancing conditions are given by

• Lossless BS, caτ
2 = cbρ

2 ∧ caρ
2 = cbτ

2 ⇒ ρ2 = τ2 ∧ gaRa = gbRb ⇒ BD ✓

• If ρ2 ̸= τ2 we can partially remove 1f-RIN by tuning the gains, depending on the
correlation and other parameters

• For straylight, only light originating from the local beam that is backreflected from
the fiber and enters the BS on the same way as the light coming from the fiber can
be canceled. Here, the condition is also met for ρ2 = τ2 ∧ gaRa = gbRb

• Second order coherent straylight as described in case II, appendix C.3.2, cannot be
subtracted like 2f-RIN.

We find the balancing efficiencies and optimization parameters for the different noises as
follows, always assuming that a tune-able gain cb = αca is available:

For correlated 1f-RIN, the balancing efficiency can be derived from equation (C.25)
as

b1f,corr. = 1 −
2
⃓⃓⃓⃓
P1ρ

2 + P2τ
2 − α

(︂
P1τ

2 + P2ρ
2
)︂⃓⃓⃓⃓

(P1 + P2)(1 + α) , (C.89)
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αopt = P1ρ
2 + P2τ

2

P1τ2 + P2ρ2 . (C.90)

For uncorrelated 1f-RIN, the balancing efficiency can be derived from equation (C.37)
as

b1f,uncorr. = 1 −
2
√︂
P 2

1 r
2
1(ρ2 − ατ2)2 + P 2

2 r
2
2(τ2 − αρ2)2

(α+ 1)
√︂
P 2

1 r
2
1 + P 2

2 r
2
2

, (C.91)

αopt = P 2
1 r

2
1ρ

2 + P 2
2 r

2
2τ

2

P 2
1 r

2
1τ

2 + P 2
2 r

2
2ρ

2 . (C.92)

For coherent straylight as described in case I, appendix C.3.1, the balancing efficiency
can be defined as

bstray = 1 − 2|τ2 − αρ2|
1 + α

, (C.93)

αopt = τ2

ρ2 . (C.94)

C.5 Trade-off between 1f-RIN and straylight reduction

In a practical sense, looking at the balancing efficiencies for 1f-RIN and straylight reduction,
one wants to select a gain parameter α that minimises both 1f-RIN and backscattered
straylight up to a certain requirement. For example, both noises shall be suppressed by at
least 90 %, narrowing the range of possible α setpoints.

Example study. Assume the following parameters

P1 = 1 mW, P2 = 3 mW, (C.95)
ρ2 = 0.45, τ2 = 0.55, (C.96)
r̃1 = 1 × 10−7 √

Hz, r̃2 = 3 × 10−8 √
Hz. (C.97)

The resulting balancing efficiencies for straylight and 1f-RIN are presented in figure C.7.
Here, it is possible to reach an overall balancing efficiency of 90 % for both noises. As can
be seen, α = 1 is a good trade-off here.

In general, α = 1 always seems to ensure the maximal balancing efficiency for both noises
at the same time and represents the intersection point for both curves, since

b1f,corr.(α = 1) = 1 −
⃓⃓⃓
(ρ2 − τ2)

⃓⃓⃓
, (C.98)

bstray(α = 1) = 1 −
⃓⃓⃓
(ρ2 − τ2)

⃓⃓⃓
. (C.99)
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Figure C.7 Example for the
balancing efficiency depend-
ing on parameter α in the
case of uncorrelated 1f-RIN
and backscattered straylight.
Here it is impossible to reach
90 % of balancing efficiency
in both cases for α = 1.

Importance of a trade-off study with absolute noise magnitudes. It should be
noted that the balancing efficiency does not include the absolute magnitude of the noise.
Therefore it may be favorable to only suppress 70 % of straylight such that 99 % of 1f-RIN
can be suppressed, because the overall 1f-RIN contribution may be much higher, or vice
versa. It could be necessary to perform a trade-off study for the LISA instrument design
to derive requirements for the precision of the gain adjustments.

Trade-off study for LISA. Note: The BS coefficients of 48/52 are assumed to be
somewhat worst case.

Long-Arm interferometer parameters:

P1 = 330 pW, P2 = 3 mW, (C.100)
ρ2 = 0.48, τ2 = 0.52, (C.101)
r̃1 = 6 × 10−8 √

Hz, r̃2 = 3 × 10−8 √
Hz, (C.102)

Test-Mass interferometer parameters:

P1 = 1 mW, P2 = 5µW, (C.103)
ρ2 = 0.48, τ2 = 0.52, (C.104)
r̃1 = 3 × 10−8 √

Hz, r̃2 = 3 × 10−8 √
Hz, (C.105)

Reference interferometer parameters:

P1 = 3.1 mW, P2 = 5µW, (C.106)
ρ2 = 0.48, τ2 = 0.52, (C.107)
r̃1 = 3 × 10−8 √

Hz, r̃2 = 3 × 10−8 √
Hz, (C.108)

The resulting balancing efficiencies are shown in figure C.8. It can be seen that the
balancing is always sufficient enough to enable high suppression of one of the two noises
while keeping the other noise suppressed by at least 90 %. It appears useful to have
adjustable gains with a dynamic range of at least a bit more than 10 %.
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C.5 Trade-off between 1f-RIN and straylight reduction

Figure C.8 Shown is the balancing efficiency b(α) in the case of uncorrelated 1f-RIN and backscat-
tered straylight in a simulation of the situation in the LISA interferometers. From top to
bottom: Long-Arm, TM & Reference interferometer. Here it is possible to reach 90 % of
balancing efficiency even if the other straylight noise term needs to be suppressed by more than
99 %.
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Appendix D

Noise runs and OMS experiments

A list of the noise runs for long-term analysis of the OMS and a table with dedicated OMS
experiments from the mission. Commissioning activities are not listed. The experiments
are from the LPF OMS team.

Nr. Start (UTC) End (UTC) Nr. Start (UTC) End (UTC)
1 2016-03-01 08:05:00 2016-03-02 23:59:59 16 2016-05-16 00:00:00 2016-05-19 04:59:59
2 2016-03-03 15:00:00 2016-03-04 20:59:58 17 2016-05-19 11:30:00 2016-05-21 10:59:58
3 2016-03-06 18:15:00 2016-03-08 08:00:00 18 2016-05-21 15:30:00 2016-05-23 13:59:59
4 2016-03-13 16:30:00 2016-03-15 06:59:59 19 2016-05-23 17:03:00 2016-05-25 16:43:59
5 2016-03-16 20:00:00 2016-03-18 23:59:59 20 2016-06-06 11:05:00 2016-06-09 07:59:58
6 2016-03-21 02:00:00 2016-03-26 07:59:59 21 2016-06-15 13:35:00 2016-06-18 07:58:59
7 2016-03-27 14:00:00 2016-03-28 07:59:58 22 2016-06-19 13:00:00 2016-06-24 07:59:59
8 2016-03-29 08:00:00 2016-03-30 07:59:59 23 2016-09-19 05:00:55 2016-09-21 12:59:33
9 2016-03-31 08:00:00 2016-04-02 01:59:59 24 2016-09-21 13:45:00 2016-09-22 05:55:58

10 2016-04-04 00:00:00 2016-04-14 07:59:59 25 2016-09-28 13:35:00 2016-10-01 07:55:58
11 2016-04-26 08:04:00 2016-04-28 07:59:59 26 2016-11-09 00:45:19 2016-11-12 07:58:20
12 2016-05-01 08:05:00 2016-05-02 23:54:58 27 2016-11-16 11:05:00 2016-11-26 07:59:59
13 2016-05-03 08:00:00 2016-05-05 15:29:59 28 2016-12-26 08:00:00 2017-01-13 19:57:59
14 2016-05-13 00:50:00 2016-05-13 07:29:59 29 2017-05-28 23:43:55 2017-06-05 14:59:00
15 2016-05-13 08:30:00 2016-05-14 07:59:58 30 2017-06-08 12:00:45 2017-06-17 02:55:58

Table D.1 Selected and filtered “noise runs” for the long-term noise behavior analysis of the OMS,
see chapter 12. Reprint from [P3].
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Nr. Experiment Start (UTC) End (UTC) Description
1 Engineering days 2016-03-14 08:00:00 2016-03-17 20:00:00 Sinusoidal injections to the lateral Degree-of-

Freedom (DOF) of both TMs at different set-
points and final TM realignments for TTL sup-
pression.

2 Thermal stability experiments 2016-03-16 2017-06-17 Experiments testing various OMS components,
see [P15], given for completeness.

3 Single quadrant investigations 1 2016-04-23 13:30:00 2016-04-23 13:50:22 Attempt to characterize limited number of single
quadrants with short 100 Hz segments.

4 Longitudinal step experiment 1 2016-04-25 08:00:00 2016-04-26 08:00:00 Longitudinally shift TM2 to different set-points
to analyse noise behaviour and fit RIN.

5 Single quadrant investigations 2 2016-04-25 12:50:02 2016-04-25 13:40:22 Attempt to characterize limited number of single
quadrants with short 100 Hz segments.

6 Beam power modulation 2016-05-30 08:00:00 2016-05-31 08:00:00 Modulation of reference beam, during thermal
experiments.

7 Beam power modulation 2016-05-31 20:00:00 2016-06-01 16:00:00 Modulation of measurement beam.
8 OPD loop characterisation experiment 2016-06-01 16:35:08 2016-06-01 17:05:30 Estimate controller transfer function and open-

loop transfer function.
9 Frequency loop characterisation experiment 2016-06-01 17:35:10 2016-06-01 18:06:00 Estimate transfer functions from laser frequency

modulation.
10 Frequency loop open 2016-06-02 00:42:00 2016-06-02 05:40:00 Data to compare to ground and closed-loop mea-

surement.
11 DWS angular tilt experiment 1 2016-06-02 08:30:00 2016-06-03 07:25:00 Tilt TM2 to different angular set-points to anal-

yse noise behaviour and fit RIN.
12 OPD loop open 2016-06-11 12:02:31 2016-06-12 00:00:59 Data to compare to ground and closed-loop mea-

surement.
13 Single quadrant investigations 3 2016-06-12 15:10:00 2016-06-12 16:30:21 Attempt to characterize limited number of single

quadrants with short 100 Hz segments.
14 OPD loop characterisation experiment 2016-06-13 04:35:05 2016-06-13 05:32:05 Estimate controller transfer function and open-

loop transfer function.
15 Frequency loop characterisation experiment 2016-06-13 06:05:10 2016-06-13 06:55:49 Estimate transfer functions from laser frequency

modulations.
16 Beam power modulation 2016-06-13 21:27:30 2016-06-14 21:27:30 Modulation of reference beam, during thermal

experiments.
17 Path length mismatch experiment 2016-06-14 21:20:00 2016-06-15 06:42:00 Estimate the path length mismatch from laser

frequency modulations.
18 Frequency loop open 2016-06-15 02:53:00 2016-06-15 05:29:59 Data to compare to ground and closed-loop mea-

surement.
19 OPD loop open 2016-07-07 10:57:01 2016-07-07 11:20:20 Data to compare to ground and closed-loop mea-

surement.
20 OPD loop open 2016-07-07 11:23:00 2016-07-07 11:44:27 Data to compare to ground and closed-loop mea-

surement.
21 DWS de-risk with large tilts 2017-01-17 07:00:00 2017-01-18 07:25:00 Tilt TM1 and TM2 to large angular set-points

in preparation for DWS tilt 2 experiment, check
for too low contrast.

22 SVN experiment 1 2017-01-18 06:27:05 2017-01-18 06:53:32 Injection of phase ramps via the OPD loop to
measure SVN.

23 Short cross-talk experiment 2017-01-21 00:30:00 2017-01-21 05:30:00 Sinusoidal injections to the lateral DOF of both
TMs at one set-point.

24 Beam power modulation 2017-01-21 08:00:00 2017-01-22 10:30:00 Multiple modulations and counter modulation
experiments with varying depths.

25 Frequency loop characterisation experiment 2017-01-22 10:35:10 2017-01-22 11:26:49 Estimate transfer functions from laser frequency
modulations.

26 Path length mismatch experiment 2017-01-22 12:05:00 2017-01-22 14:59:00 Estimate the path length mismatch from laser
frequency modulations.

27 Frequency loop open 2017-01-22 16:45:00 2017-01-23 02:59:59 Data to compare to ground and closed-loop mea-
surement.

28 SVN experiment 2 2017-02-02 20:35:00 2017-02-04 21:30:00 Injection of phase ramps via the OPD loop to
measure SVN, with longitudinal offsets.

29 Longitudinal step experiment 2 2017-02-02 20:36:00 2017-02-04 21:36:00 Longitudinally shift TM2 to different set-points
to analyse noise behaviour and fit RIN. Includes
OPD ramps at offsets for SVN analysis and un-
balanced segments.

30 Long cross-talk experiment 2017-02-04 21:00:00 2017-02-06 23:00:00 Series of short cross-talk experiments performed
at different set-points of the various DOFs.

31 DWS angular tilt experiment 2 2017-02-06 23:06:00 2017-02-08 22:55:00 Tilt TM1 and TM2 to different angular set-
points to analyse noise behaviour and fit RIN.
Includes unbalanced segments.

32 Frequency loop characterisation experiment 2017-04-06 22:30:08 2017-04-06 23:50:42 Estimate transfer functions from laser frequency
modulations.

33 Reference beam power modulation 2017-06-17 08:20:00 2017-06-17 15:00:00 Steps to lower the reference beam power, shift
TM2 and increase the power again.

34 OPD loop open 2017-06-25 16:43:10 2017-06-25 17:55:10 Data to compare to ground and closed-loop mea-
surement.

35 Direct RIN measurement at 2f 2017-07-11 00:00:00 2017-07-12 03:32:00 Attempt to measure 2f-RIN directly by shifting
the SBDFT to 2 kHz.

Table D.2 List of OMS specific experiments during the LPF mission. More details on most of
these can be found in [P7, P8]. Reprint from [P3].
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