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#### Abstract

We present a first-order stabilization-free virtual element method (VEM) for three-dimensional linear elastic problems in this paper. VEM has been increasingly used in various fields of engineering, but the need of stabilization yields a method that cannot be used without care, e.g. in nonlinear engineering applications. In this work, by increasing the order of the strain model, a new virtual element formulation is constructed for three-dimensional problems that does not require any stabilization term. The core concept involves adapting the virtual element space to enable the computation of a higher-order $L_{2}$ projection operator, guaranteeing an accurate representation of the element energy in terms of strain and stress. This work describes the calculation process of the original $\mathcal{H}_{1}$ projection operator and the higher-order $L_{2}$ projection operator for three-dimensional problems. Eigenvalue analysis allows to derive an approximate relation between the polynomial order and the number of element vertices. Some benchmark problems illustrate the capability of the stabilization-free VEM for three-dimensional linear elastic problems.


## 1. Introduction

The Virtual Element Method (VEM), as introduced in [1,2], is a Galerkin projection technique that allows arbitrary polygonal and polyhedral meshes in two- and three-dimensions respectively, including non-convex elements. Different from polygonal techniques such as the Polygonal Finite Element Method (PFEM) [3,4] and Generalized FEM (GFEM) [5], it is not necessary to explicitly construct and evaluate the basis function or shape function in the polygonal or polyhedral elements. This not only allows the method to adapt to more complex meshes but also yields a better match with adaptation techniques to improve calculation efficiency [6,7]. Since this method was proposed in 2013, it has been widely applied in different engineering simulations, including the linear elastic problems [8-12], hyperelastic materials at finite deformations [13-16], contact problems [17-20], elastodynamics problems [21-24], and finite elastoplastic deformations [25-27]. Further applications include phase field modeling [28,29], topology optimization [30], and eigenvalue problems [31,32]. Most of the current VEM applications remain in two dimensions.

The main idea of the virtual element method is the split of the primary variable $u$ into a projection part $\Pi u$ and a remainder. Then polynomials (with order $k$ ) are selected for the calculation of the projection operator $\Pi$. This treatment results in an incorrect rank of the element stiffness matrix (except for 2D triangular elements and 3D tetrahedral elements). This means that for all applications mentioned above, a stabilization is necessary to avoid rank deficiency. In the existing literature, two primary types of stabilization techniques have proven effective for classical solid mechanics problems. The first stabilization is based on the degrees of freedom (dof) [8,12]. Another very effective stabilization technique is energy stabilization [14], which has outstanding behavior in the nearly

[^0]incompressible limit and some other nonlinear problems [33]. However, it is undeniable that the existence of the stabilization term in VEM increases the robustness of the method when dealing with nonlinear problems (e.g. elasto-plasticity).

In addition to the aforementioned discussion on constructing the stabilization term, another possibility is to eliminate the need for a stabilization term. In the classical VEM, the incorrect rank of the element stiffness matrix is due to the low order of the strain model. For example, for a first-order VEM $(k=1)$, the strain inside the polygonal or polyhedral element is always constant regardless of the number of element vertices $n_{E}$. Therefore, one way to avoid the stabilization term is to construct a mixed VEM in which the strain is independent of the displacement and has a higher-order strain $(p>k-1)$. A first approach in this direction can be found in [34], which proposes an enhanced VEM formulation where the self-stabilized VEM was constructed for $k=1$. A stabilization-free VEM was also introduced in [35] for the 2D Poisson equation. The basic idea is to modify the first-order virtual element space to allow the computation of a higher-order $L_{2}$ projection of the gradient. Besides, the well-posedness for sufficient stabilization was proven for the first-order formulation. It should be mentioned that a similar idea can be found in [36], which proposes a self-stabilized virtual element formulation based on the Hu-Washizu variational approach. The stabilization-free VEM (SFVEM) has been extended also to the Laplacian eigenvalue problem [37] and linear plane elasticity in [38,39]. The above works focus on 2D linear problems. Recently, the stabilization-free VEM ( $k=1$ and $k=2$ ) has been extended to the 2D hyperelastic problems, see [40]. Since no stabilization term is required, this method can be applied to solve many nonlinear problems. But so far, there has been no detailed description of extending this method to three-dimensional problems. First work on stabilization-free three-dimensional virtual elements can be found in [41] for the thermal problem.

The main aim of this work is to extend the work in $[34,38,40]$ to three-dimensional elasticity problems. Compared with twodimensional problems, the three-dimensional approach is more complex. In this work, only linear elastic problems are calculated and analyzed. Similar to the two-dimensional problem, the original function space and the enhancement function space on polygonal faces and polyhedral elements are provided in the first step. Based on the function spaces, the original $\mathcal{H}_{1}$ projection operation matrix $\Pi^{\nabla}$ for variables and $L_{2}$ projection matrix $\Pi^{m}$ for gradients are developed in detail. Using the $L_{2}$ projection operator $\Pi_{l, E}^{0} \nabla$ of the gradient of functions in $\mathcal{H}^{1}(E)$, a stabilization-free virtual element formulation for three-dimensional linear elastic problems can be obtained. Similar to the technique used in [38,39], the eigenvalue analysis is used to numerically establish a choice of $l \in \mathbb{N}$. To show the generality of a discretization with virtual elements, a nonmatching mesh using polyhedral elements [42,43] is analyzed in this work.

This paper is organized as follows. The basic governing equations for elastic problems are reviewed in Section 2. Then in Section 3 , the necessary polynomial basis and different virtual element spaces on polygonal faces and polyhedral elements are given. Next, the $\mathcal{H}_{1}$ and $L_{2}$ projection operators for polyhedral elements and the associated calculation process are provided in Section 4. Based on the above work, the stabilization-free VEM for 3D linear elasticity is provided in Section 5. In Section 6, an eigenvalue analysis will be employed to numerically establish the choice of the order of $l$ of the polynomial necessary in the projection to avoid rank deficiency. Other 3D examples show the robustness of the new stabilization-free virtual element method. The conclusion and discussion will be provided in Section 7.

## 2. Governing equations

Let us consider an elastic body that occupies the bounded domain $\Omega \in \mathbb{R}^{3}$ with boundary $\Gamma=\partial \Omega=\Gamma_{D} \cup \Gamma_{N}$. $\Gamma_{D}$ is the Dirichlet boundary for displacements $u_{D} \in \mathcal{H}^{1}\left(\Omega ; \mathbb{R}^{3}\right)$ and $\Gamma_{N}$ is the Neumann boundary for tractions $\bar{t} \in \mathcal{L}^{2}\left(\Gamma_{N} ; \mathbb{R}^{3}\right)$ such that $\Gamma_{D} \cap \Gamma_{N}=\emptyset$. The strong form of the boundary value problem for linear elasticity is: find $\boldsymbol{u}(\boldsymbol{x}): \bar{\Omega} \rightarrow \mathbb{R}^{3}$ such that

$$
\begin{align*}
& \operatorname{div} \sigma+f=0, \quad x \in \Omega,  \tag{1}\\
& \boldsymbol{u}=u_{D}, \quad x \in \Gamma_{D}  \tag{2}\\
& \boldsymbol{\sigma} \cdot \boldsymbol{n}_{N}=\bar{t}, \quad x \in \Gamma_{N}, \tag{3}
\end{align*}
$$

where $\sigma$ is the Cauchy stress tensor and $\boldsymbol{f}$ is the body force, $\boldsymbol{n}_{N}$ is the outward normal, div $(\cdot)=\frac{\partial(\cdot)_{i j}}{\partial x_{j}} \boldsymbol{e}_{i}$ is the divergence of a tensor quantity. In this work, the body is assumed to undergo small displacements and the engineering strain is used and given by

$$
\begin{equation*}
\varepsilon(\boldsymbol{u})=\frac{1}{2}\left[\nabla \boldsymbol{u}+[\nabla \boldsymbol{u}]^{T}\right] \tag{4}
\end{equation*}
$$

For small-strain kinematics, the strain energy density function $\Psi$ for the Venant-Kirchhoff model follows as

$$
\begin{equation*}
\Psi(\varepsilon)=\frac{\lambda}{2}(\operatorname{tr}(\varepsilon))^{2}+\mu \operatorname{tr}\left(\varepsilon^{2}\right) \tag{5}
\end{equation*}
$$

where $\lambda$ and $\mu$ are material coefficients. The Cauchy stress tensor can be calculated by

$$
\begin{equation*}
\sigma=\frac{\partial \Psi}{\partial \varepsilon}=\lambda \operatorname{tr}(\varepsilon) \boldsymbol{I}+2 \mu \varepsilon \tag{6}
\end{equation*}
$$

where $I$ is the second order identity tensor. Then the stress-strain relation is given by

$$
\begin{equation*}
\sigma=C: \varepsilon \tag{7}
\end{equation*}
$$

where $C:=\frac{\partial \sigma}{\partial \varepsilon}$ is the fourth-order constitutive tensor.


Fig. 1. A polyhedral element and its polygonal surfaces.

The weak form of the above problem is to find the displacement $u \in \mathcal{V}$ where

$$
\begin{equation*}
\mathcal{V}:=\left\{u: u \in\left[\mathcal{H}^{1}(\Omega)\right]^{3}, u=\bar{u} \text { on } \Gamma_{D}\right\}, \tag{8}
\end{equation*}
$$

such that

$$
\begin{equation*}
a(\boldsymbol{u}, \boldsymbol{v})=\ell(\boldsymbol{v}) \quad \forall \boldsymbol{v} \in \mathcal{V} \tag{9}
\end{equation*}
$$

where the bilinear form $a(\cdot, \cdot):\left[\mathcal{H}^{1}(\Omega)\right]^{3} \times\left[\mathcal{H}^{1}(\Omega)\right]^{3} \rightarrow \mathbb{R}$ and linear function $\ell(\cdot):\left[\mathcal{H}^{1}(\Omega)\right]^{3} \rightarrow \mathbb{R}$ are defined by

$$
\begin{align*}
& a(\boldsymbol{u}, \boldsymbol{v})=\int_{\Omega} \boldsymbol{\sigma}(\boldsymbol{u}): \varepsilon(\boldsymbol{v}) \mathrm{d} \Omega,  \tag{10}\\
& \ell(\boldsymbol{v})=\int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{v} \mathrm{d} \Omega+\int_{\Gamma_{N}} \overline{\boldsymbol{t}} \cdot \boldsymbol{v} \mathrm{~d} \Gamma . \tag{11}
\end{align*}
$$

## 3. Polynomial basis and virtual element spaces

In the virtual element method, a decomposition $\mathcal{T}_{h}=\left\{\Omega_{h}\right\}_{h}$ is introduced where $\Omega_{h}$ is a partition of the computational domain $\Omega$ into non-overlapping polyhedron elements. For the polyhedral element $E$ with boundary $\partial E$ as shown in Fig. 1, some parameters are given as:volume $|E|$, barycenter $x_{E}=\left(x_{E}, y_{E}, z_{E}\right)^{T}$, and diameter $h_{E}$. A mesh face $F \in \partial E$ is a planar, two-dimensional subset of $\mathbb{R}^{3}$ and we denote the set of polygon faces by $\mathcal{F}_{h}$. We can define a local coordinate system $(\xi, \eta)$ as shown in Fig. 1 . The parameters for the local polygon face are given as area $|F|$, barycenter $\xi_{F}=\left(\xi_{F}, \eta_{F}\right)^{T}$, and diameter $h_{F}$. It should be noted that since we need to construct a stabilization-free format, we can only consider the scalar function space here.

Here, we will briefly review the function space required for first-order three-dimensional VEM. See [44-46] for details. Although some high-order enhancement space will be mentioned here, it will be further discussed in Section 4. If readers are confused about the content of this section, they can refer to [44-46] and read Section 4 directly.

### 3.1. Polynomial basis and scaled monomials

In this work, we denote two spaces of two- and three-dimensional linear polynomials over a polygon $F$ and a polyhedron $E$ by $\mathbb{P}_{p}(F)$, and $\mathbb{P}_{p}(E), p \in \mathbb{N}$, respectively. Moreover, the dimensions of the function spaces are given as

$$
\begin{align*}
& N_{p}:=\operatorname{dim}\left(\mathbb{P}_{p}(E)\right)=\frac{(p+1)(p+2)(p+3)}{6} \\
& N_{p}^{f}:=\operatorname{dim}\left(\mathbb{P}_{p}(F)\right)=\frac{(p+1)(p+2)}{2} \tag{12}
\end{align*}
$$

For polyhedron elements ( $d=3$ ) we introduce scaled monomials $\mathcal{M}_{p}(E)$ as

$$
\begin{equation*}
\mathcal{M}_{p}(E):=\left\{m_{\alpha}=\left(\frac{\boldsymbol{x}-\boldsymbol{x}_{E}}{h_{E}}\right)^{\alpha} \text { for } \boldsymbol{\alpha} \in \mathbb{N}^{d} \text { with }|\boldsymbol{\alpha}| \leq p\right\}, \tag{13}
\end{equation*}
$$

where the dimension of the function space is $N_{p}$, and for multi-index $\alpha \in \mathbb{N}^{d}$ we denote the usual notation

$$
\begin{equation*}
|\alpha|:=\alpha_{1}+\cdots+\alpha_{d}, \quad \boldsymbol{x}^{\alpha}:=x_{1}^{\alpha_{1}} \cdots x_{1}^{\alpha_{d}} . \tag{14}
\end{equation*}
$$

Besides, we also define the set of scaled monomials $\mathcal{M}_{p}^{*}(E)$ as

$$
\begin{equation*}
\mathcal{M}_{p}^{*}(E):=\left\{m_{\alpha}=\left(\frac{x-x_{E}}{h_{E}}\right)^{\alpha} \text { for } \alpha \in \mathbb{N}^{d} \text { with }|\alpha|=p\right\} \tag{15}
\end{equation*}
$$

With the help of the local coordinates (as shown in Fig. 1), similarly scaled monomials $\mathcal{M}_{p}^{f}(F)$ and $\mathcal{M}_{p}^{f, *}(F)$ for the polygon face $F$ of a polyhedron can also be defined as

$$
\begin{equation*}
\mathcal{M}_{p}^{f}(F):=\left\{m_{\alpha}^{f}=\left(\frac{\xi-\xi_{F}}{h_{F}}\right)^{\alpha} \text { for } \alpha \in \mathbb{N}^{d-1} \text { with }|\alpha| \leq p\right\} \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{M}_{p}^{f, *}(F):=\left\{m_{\alpha}^{f}=\left(\frac{\xi-\xi_{F}}{h_{F}}\right)^{\alpha} \text { for } \alpha \in \mathbb{N}^{d-1} \text { with }|\alpha|=p\right\} . \tag{17}
\end{equation*}
$$

### 3.2. Virtual element spaces on polygonal faces

As shown in Fig. 1, each polyhedral face $F \in \partial E$ is a two-dimensional planar polygon embedded in $\mathbb{R}^{3}$, which can be treated as a two-dimensional polygon using the local coordinates. As given in [1], the virtual element spaces for two-dimensional problems are defined as

$$
\begin{equation*}
\mathcal{V}_{k}(F):=\left\{u_{h} \in \mathcal{H}^{1}(F) \cap C^{0}(F): \Delta_{F} u_{h} \in \mathbb{P}_{k-2}(F),\left.u_{h}\right|_{e} \in \mathbb{P}_{k}(e), e \in \partial F\right\} . \tag{18}
\end{equation*}
$$

The first-order element is considered in this work so that we have $k=1$ and the scaled monomials $m_{\alpha}^{f} \in \mathcal{M}_{k}^{f}(F)$ have the form as

$$
\begin{equation*}
m_{1}^{f}=1, \quad m_{2}^{f}=\frac{\xi-\xi_{F}}{h_{F}} \quad m_{3}^{f}=\frac{\eta-\eta_{F}}{h_{F}} . \tag{19}
\end{equation*}
$$

To ensure the computability of the $L_{2}$ projector $\Pi_{r, F}^{0}(r \geq 0)$ on polygonal faces, the lifting virtual element space should be considered as

$$
\begin{equation*}
\tilde{\mathcal{V}}_{1, r}(F):=\left\{u_{h} \in \mathcal{H}^{1}(F) \cap C^{0}(F): \Delta_{F} u_{h} \in \mathbb{P}_{r}(F),\left.u_{h}\right|_{e} \in \mathbb{P}_{1}(e), e \in \partial F\right\} \tag{20}
\end{equation*}
$$

To avoid additional degrees of freedom, we can follow the technique mentioned by Ahmad in [47] to modify the lifting space to a local enhancement space (always for $r \geq 0$ )

$$
\begin{equation*}
\mathcal{W}_{1, r}(F):=\left\{w_{h} \in \tilde{\mathcal{V}}_{1, r}(F): \int_{F} \Pi_{1, F}^{\nabla} u_{h} m^{f} \mathrm{~d} \Omega_{F}=\int_{F} u_{h} m^{f} \mathrm{~d} \Omega_{F}, \forall m^{f} \in \mathcal{M}_{s}^{f, *}, 0 \leq s \leq r\right\}, \tag{21}
\end{equation*}
$$

where $\Pi_{1, F}^{\nabla}: \tilde{\mathcal{V}}_{1, r}(F) \rightarrow \mathbb{P}_{1}(F)$ is the elliptic projection operator.
By using integrals by parts and the Green formula, the elliptic projection operator $\Pi_{k, F}^{\nabla}$ can be computed without using the extra degrees of freedom. ( $\Pi_{k, F}^{\nabla}$ is only related to the boundary degrees of freedom). Since we can compute $\Pi_{k, F}^{\nabla}$ explicitly, the moments of order $s$ with $k-2<s \leq r$ are computable. But in fact, the maximum available accuracy is still $k$, which has nothing to do with $s$. As discussed in [36], if we use the method by adding additional degrees of freedom, the results is better, especially for nearly incompressible problems. In fact, for $k=1$, the $L_{2}$ projection operator $\Pi_{1, F}^{0}$ coincides with $\Pi_{1, F}^{\nabla}$, see [47].

### 3.3. Virtual element spaces on polyhedral elements

For the polyhedral element $E$ with boundary $\partial E$ and $F \in \partial E$ and $k=1$, we consider the virtual element space

$$
\begin{equation*}
\mathcal{V}_{1}(E):=\left\{u_{h} \in \mathcal{H}^{1}(E) \cap C^{0}(E): \Delta u_{h} \in \mathbb{P}_{0}(E),\left.u_{h}\right|_{e} \in \mathcal{W}_{1, r}(F), F \in \partial E\right\} \tag{22}
\end{equation*}
$$

where the boundary spaces $\mathbb{B}(\partial E)$ are given by the virtual element spaces on polygonal faces $\mathcal{W}_{1, r}(F)$.
Similar to the virtual element spaces on polygonal faces, to ensure the computability of the $L_{2}$ projector $\Pi_{r, E}^{0}(r \geq 0)$, we define the lifting virtual element space

$$
\begin{equation*}
\tilde{\mathcal{V}}_{1, r}(E):=\left\{u_{h} \in \mathcal{H}^{1}(E) \cap C^{0}(E): \Delta u_{h} \in \mathbb{P}_{1}(E),\left.u_{h}\right|_{e} \in \mathcal{W}_{1, r}(F), F \in \partial E\right\} \tag{23}
\end{equation*}
$$

so that the local enhancement space is given by

$$
\begin{equation*}
\mathcal{W}_{1, r}(E):=\left\{w_{h} \in \tilde{\mathcal{V}}_{1}(E): \int_{F} \Pi_{1, E}^{\nabla} u_{h} \cdot m \mathrm{~d} \Omega=\int_{E} u_{h} \cdot m \mathrm{~d} \Omega, \forall m \in \mathcal{M}_{s}^{*}, 0 \leq s \leq r\right\} \tag{24}
\end{equation*}
$$

The $L_{2}$ projector $\Pi_{r, E}^{0}$ can be defined by

$$
\begin{equation*}
\int_{E} \Pi_{r, E}^{0} u_{h} \cdot p \mathrm{~d} \Omega=\int_{E} u_{h} \cdot p \mathrm{~d} \Omega, \quad \forall u_{h} \in \tilde{\mathcal{V}}_{k, r}(E), p \in \mathbb{P}_{r}(E) \tag{25}
\end{equation*}
$$

Similar to $\Pi_{1, F}^{\nabla}$, by using integration by parts and the Green formula, the elliptic projection operator $\Pi_{1, E}^{\nabla}$ can be computed in relation to the boundary degrees of freedom. We note that the $L_{2}$ projection operator $\Pi_{1, E}^{0}$ coincides with $\Pi_{1, E}^{\nabla}$, see [47].

The projection operators given above are all computable, and the corresponding traditional virtual element method format can be employed as given in [44-46]. However, the virtual element formulation requires the use of additional stabilization terms to ensure that the stiffness matrix has the correct rank. To obtain the stabilization-free virtual element method, the variable gradient needs to be approximated using high-order polynomials as well as the high-order $L_{2}$ projection operator. Next, we will show in detail how to calculate the high-order projection operator and how to use high-order polynomials to approximate the variable gradient to further construct the stabilization-free virtual element method.

## 4. Projection operators and numerical implementation

For the conventional VEM, the displacement ansatz contains polynomials of $k$, and the strain (gradient) is approximated by polynomials of order $k-1$. To construct the stabilization-free virtual element method, the gradient ( $p>k-1$ ) is independent of the displacement model. In this section, we focus on the projection operators $\Pi_{k, E}^{\nabla}$ mentioned above for the first-order threedimensional virtual element method $(k=1)$. Besides, to construct the stabilization-free virtual element method, a high-order $L_{2}$ projection operator $\Pi_{l, E}^{0}$ is introduced.

## 4.1. $\mathcal{H}_{1}$ Projection operator on polyhedral elements

The first-order element is considered in this work and the scaled monomials $m_{\alpha} \in \mathcal{M}_{1}(E)$ have the form

$$
\begin{equation*}
m_{1}=1, \quad m_{2}=\frac{x-x_{E}}{h_{E}}, \quad m_{3}=\frac{y-y_{E}}{h_{E}}, \quad m_{4}=\frac{z-z_{E}}{h_{E}} . \tag{26}
\end{equation*}
$$

As introduced in Eq. (22), the degrees of freedom are selected as the values of $u_{h}$ at the vertices for $k=1$ and the dimension of $\mathcal{V}_{1}(E)$ can be obtained as

$$
\begin{equation*}
N_{E}:=\operatorname{dim}\left(\mathcal{V}_{1}(E)\right)=n_{E} \tag{27}
\end{equation*}
$$

where $n_{E}$ is the number of vertices. As discussed in [44], the projector $\Pi_{1, E}^{\nabla}: \mathcal{V}_{1}(E) \rightarrow \mathbb{P}_{1}(E)$ can be calculated by

$$
\begin{equation*}
\int_{E} \nabla \Pi_{1, E}^{\nabla} u_{h} \cdot \nabla p \mathrm{~d} \Omega=\int_{E} \nabla u_{h} \cdot \nabla p \mathrm{~d} \Omega, \forall p \in \mathbb{P}_{1}(E) \tag{28}
\end{equation*}
$$

with the additional condition

$$
\begin{equation*}
P_{0}\left(\Pi_{1, E}^{\nabla} u_{h}-u_{h}\right)=0 \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{0}\left(u_{h}\right):=\frac{1}{n_{E}} \sum_{i=1}^{n_{E}} u_{h} \quad \text { for } \quad k=1 \tag{30}
\end{equation*}
$$

Considering the Green formula for Eq. (28), we have

$$
\begin{equation*}
\int_{E} \nabla \Pi_{1, E}^{\nabla} u_{h} \cdot \nabla p \mathrm{~d} \Omega=-\int_{E} u_{h} \cdot \Delta p \mathrm{~d} \Omega+\int_{\partial E} u_{h} \cdot \frac{\partial p}{\partial \boldsymbol{n}} \mathrm{~d} \Gamma \tag{31}
\end{equation*}
$$

where the projection operator $\Pi_{1, E}^{\nabla}$ can be expanded in different bases as

$$
\begin{equation*}
\Pi_{1, E}^{\nabla} \phi_{i}=\sum_{\alpha=1}^{N_{P}} a_{\alpha, i} m_{\alpha}=\sum_{j=1}^{N_{E}} s_{j, i} \phi_{j} \quad \forall m_{\alpha} \in \mathcal{M}_{1}, \forall \phi_{j} \in \mathcal{V}_{1} \tag{32}
\end{equation*}
$$

with the following matrix form

$$
\begin{equation*}
\Pi_{1, E}^{\nabla} \boldsymbol{\phi}^{T}=\boldsymbol{m}^{T} \boldsymbol{\Pi}_{1 *, E}^{\nabla}=\boldsymbol{\phi}^{T} \boldsymbol{\Pi}_{1, E}^{\nabla} \tag{33}
\end{equation*}
$$

where $N_{P}:=\operatorname{dim}\left(\mathcal{M}_{1}\right)=4$ in the current case (see Eq. (12) $N_{p}$ ). Besides, $\phi=\left[\phi_{1}, \ldots, \phi_{N_{E}}\right]^{T}$ is the unknown shape function vector with $\phi_{i}$ associated with the vertex $i$ of $E$. The size of $\Pi_{1 *, E}^{\nabla}$ is $N_{P} \times N_{E}$ and the size of $\boldsymbol{\Pi}_{1, E}^{\nabla}$ is $N_{E} \times N_{E}$. The relation in Eq. (33) can be combined by defining the transition matrix $\boldsymbol{D}$ as $\boldsymbol{D}_{j, \alpha}=\operatorname{dof}_{j}\left(m_{\alpha}\right)$ such that

$$
\begin{equation*}
\boldsymbol{m}^{T}=\boldsymbol{\phi}^{T} \boldsymbol{D}, \quad \boldsymbol{\Pi}_{1, E}^{\nabla}=\boldsymbol{D} \boldsymbol{\Pi}_{1 *, E}^{\nabla} \tag{34}
\end{equation*}
$$

Substituting Eqs. (34) and (32) into Eq. (31), yields

$$
\begin{equation*}
\int_{E} \nabla \boldsymbol{m} \cdot \nabla \boldsymbol{m}^{T} \mathrm{~d} \Omega \boldsymbol{\Pi}_{1 *, E}^{\nabla}=-\int_{E} \Delta \boldsymbol{m} \cdot \boldsymbol{\phi}^{T} \mathrm{~d} \Omega+\sum_{F \subset \partial E} \int_{F}\left(\nabla \boldsymbol{m} \cdot \boldsymbol{n}_{F}\right) \boldsymbol{\phi}^{T} \mathrm{~d} \Gamma \tag{35}
\end{equation*}
$$

and then leads to the matrix form

$$
\begin{equation*}
\boldsymbol{G}^{\nabla} \boldsymbol{\Pi}_{1 *, E}^{\nabla}=\boldsymbol{B}^{\nabla}, \tag{36}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{G}^{\nabla}:=\int_{E} \nabla \boldsymbol{m} \cdot \nabla \boldsymbol{m}^{T} \mathrm{~d} \Omega, \quad \boldsymbol{B}^{\nabla}:=\sum_{F \subset \partial E} \int_{F}\left(\nabla \boldsymbol{m} \cdot \boldsymbol{n}_{F}\right) \boldsymbol{\phi}^{T} \mathrm{~d} \Gamma \tag{37}
\end{equation*}
$$

The size of $\boldsymbol{G}^{\nabla}$ is $N_{P} \times N_{P}$ and the size of $\boldsymbol{B}^{\nabla}$ is $N_{P} \times N_{E}$. Considering the transition matrix $\boldsymbol{D}$, it can be proved that the $\boldsymbol{G}^{\nabla}$ matrix can be calculated as

$$
\begin{equation*}
\boldsymbol{G}^{\nabla}=\boldsymbol{B}^{\nabla} \boldsymbol{D} \tag{38}
\end{equation*}
$$



Fig. 2. A polyhedral element and its polygonal surfaces.

The computationally most involved step is to calculate the matrix $\boldsymbol{B}^{\nabla}$ since the basis function $\boldsymbol{\phi}$ is unknown at the boundary (the boundaries of a polyhedron are polygons). Due to the definitions of $\mathcal{V}_{1}(E)$ (see Eq. (22)) and $\mathcal{V}_{1}(F)$ (see Eq. (18)), the matrix $\boldsymbol{B}^{\nabla}$ can be obtained by

$$
\begin{align*}
\boldsymbol{B}^{\nabla} & =\sum_{F \subset \partial E} \int_{F}\left(\nabla \boldsymbol{m} \cdot \boldsymbol{n}_{F}\right) \boldsymbol{\phi}^{T} \mathrm{~d} \Gamma  \tag{39}\\
& =\sum_{F \subset \partial E}\left[\left(\nabla \boldsymbol{m} \cdot \boldsymbol{n}_{F}\right) \int_{F} \boldsymbol{\phi}_{F}^{T} \boldsymbol{\Pi}_{1, F}^{\nabla} \mathrm{d} \Gamma\right]=\sum_{F \subset \partial E}\left[\left(\nabla \boldsymbol{m} \cdot \boldsymbol{n}_{F}\right) \int_{F}\left(\boldsymbol{m}^{f}\right)^{T} \mathrm{~d} \Gamma \cdot \boldsymbol{\Pi}_{1 *, F}^{\nabla}\right],
\end{align*}
$$

where $\boldsymbol{m}^{f}$ is used to refer to an element of $\mathcal{M}_{1}^{f}(F), \boldsymbol{n}_{F}$ is the normal of the polygon face $F$, see Fig. 2, $\Pi_{1 * F}^{\nabla}$ is the Ritz projection operator (see projection operator $\Pi_{1, F}^{\nabla}$ ). Given the local coordinates, each polyhedral face $F \in \partial E$ is a two-dimensional planar polygon, see Fig. 2. Similar to the two-dimensional problem, the projection operator $\Pi_{1 *, F}^{\nabla}$ and its matrix form $\Pi_{1 *, F}^{\nabla}$ can be computed. The calculation process can be found in the relevant two-dimensional papers on VEM [1,40,48]. For $k=1$, the following simpler formula holds

$$
\begin{equation*}
\int_{F} \boldsymbol{\phi}_{F}^{T} \boldsymbol{\Pi}_{1, F}^{\nabla} \mathrm{d} \Gamma=\int_{F}\left(\boldsymbol{m}^{f}\right)^{T} \mathrm{~d} \Gamma \cdot \boldsymbol{\Pi}_{1 *, F}^{\nabla}=[|F|, 0,0] \cdot \boldsymbol{\Pi}_{1 *, f}^{\nabla}, \tag{40}
\end{equation*}
$$

where $|F|$ is the area of $F$.
Substituting Eq. (40) into Eq. (39), yields the matrix $\boldsymbol{B}^{\nabla}$ and the Ritz projection matrix $\boldsymbol{\Pi}_{1 *, E}^{\nabla}$ can be solved

$$
\begin{equation*}
\boldsymbol{\Pi}_{1 *, E}^{\nabla}=\left(\boldsymbol{G}^{\nabla}\right)^{-1} \boldsymbol{B}^{\nabla} \tag{41}
\end{equation*}
$$

It should be mentioned that the condition (29) has been considered in Eq. (41) so that matrix $\boldsymbol{G}^{\nabla}$ is invertible. Note that it is not necessary to calculate matrix $\boldsymbol{G}^{\nabla}$ since it is given by $\boldsymbol{G}^{\nabla}=\boldsymbol{B}^{\nabla} \boldsymbol{D}$.

The matrix $\Pi_{1, E}^{\nabla}$ as well as $\Pi_{1 *, E}^{\nabla}$ are two important projection matrices used in the traditional VEM. It is precisely because of the use of projection matrices that traditional VEM requires additional stabilization terms. In the next, we will provide a higher-order polynomial $L_{2}$ projection for the gradient to ensure that the stiffness matrix has the correct rank. To avoid the introduction of additional degrees of freedom, the projection matrices $\Pi_{1 *, E}^{\nabla}$ and $\Pi_{1, E}^{\nabla}$ will be used. This is why we spend some effort introducing the calculation process of these projection matrices.

## 4.2. $L_{2}$ Projection operator on polyhedral elements

Similar to the work [38,39], the gradient is independent of the displacement ansatz and a higher-order $L_{2}$ projection operator is introduced to ensure that the strain and stress can represent the element energy accurately. Different from $[38,39]$ where the elastic energy enters the projection, the $L_{2}$ projection is designed for the gradient in this work. Similar to the $L_{2}$ projection operator $\Pi_{l, E}^{0}$ defined in Eq. (25), we define the $L_{2}$ projection operator $\Pi_{l, E}^{0} \nabla$ of the gradient of the variable field, which is

$$
\begin{equation*}
\Pi_{l, E}^{0} \nabla: \mathcal{H}^{1}(E) \rightarrow\left[\mathbb{P}_{l}(E)\right]^{3} \tag{42}
\end{equation*}
$$

where $l \in \mathbb{N}$ is a parameter defining the order of the polynomial space and depending on the number of vertices $n_{E}$. The selection of parameter $l$ to establish a well-posed and stable virtual element formulation is an ongoing concern that will be addressed in Section 6.

To define our bilinear form, the $L_{2}$ projection operator of the gradient of function in $\mathcal{H}^{1}(E)$ can be defined by the orthogonality condition

$$
\begin{equation*}
\left(\boldsymbol{\Pi}_{l, E}^{0} \nabla u, p\right)_{E}=(\nabla u, p)_{E} \quad \forall p \in\left[\mathbb{P}_{l}(E)\right]^{3}, \tag{43}
\end{equation*}
$$



Fig. 3. Polyhedral triangulation and numerical integration.
or

$$
\begin{equation*}
\int_{E} p^{T} \Pi_{l, E}^{0} \nabla u_{h} \mathrm{~d} \Omega=\int_{E} p^{T} \nabla u_{h} \mathrm{~d} \Omega \tag{44}
\end{equation*}
$$

where the right hand can be written as

$$
\begin{equation*}
\int_{E} \boldsymbol{p}^{T} \nabla u_{h} \mathrm{~d} \Omega=\int_{\partial E}\left(\boldsymbol{p}^{T} \cdot \boldsymbol{n}_{F}\right) u_{h} \mathrm{~d} \Gamma-\int_{E}(\operatorname{div} \boldsymbol{p}) u_{h} \mathrm{~d} \Omega \tag{45}
\end{equation*}
$$

By representing the virtual variable field $u_{h}$, gradient $\nabla u_{h}$, and polynomial $p$ in terms of the basis function, we have

$$
\begin{equation*}
u_{h}=\boldsymbol{\phi}^{T} \tilde{\boldsymbol{u}}, \quad \nabla u_{h}=\left(\boldsymbol{N}^{p}\right)^{T} \tilde{\boldsymbol{\epsilon}}, \quad \boldsymbol{p}=\left(\boldsymbol{N}^{p}\right)^{T} \tilde{\boldsymbol{p}} \tag{46}
\end{equation*}
$$

where $\tilde{\square}$ represents a vector, $\epsilon:=\nabla u_{h}, \phi$ is the basis function in $\mathcal{V}_{1}(E)$ and $N^{p}$ is a matrix which contains the polynomial basis

$$
\left(\boldsymbol{N}^{p}\right)^{T}:=\left[\begin{array}{ccc}
\boldsymbol{m}_{l}^{T} & \mathbf{0} & \mathbf{0}  \tag{47}\\
\mathbf{0} & \boldsymbol{m}_{l}^{T} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \boldsymbol{m}_{l}^{T}
\end{array}\right]
$$

where $\boldsymbol{m}_{l}$ is the complete polynomial basis function of order $l$. Besides, we can use $\boldsymbol{\Pi}^{m}$ to represent the matrix form of the operator $\Pi_{l, E}^{0} \nabla$ and the projected gradient yields

$$
\begin{equation*}
\boldsymbol{\Pi}_{l, E}^{0} \nabla u_{h}=\left(\boldsymbol{N}^{p}\right)^{T} \boldsymbol{\Pi}^{m} \tilde{\boldsymbol{u}} \tag{48}
\end{equation*}
$$

Substituting Eqs. (46) and (48) into Eq. (44) and considering Eq. (45), we have

$$
\begin{equation*}
\tilde{\boldsymbol{p}}^{T} \int_{E} \boldsymbol{N}^{p}\left(\boldsymbol{N}^{p}\right)^{T} \mathrm{~d} \Omega \Pi^{m} \tilde{\boldsymbol{u}}=\tilde{\boldsymbol{p}}^{T} \int_{\partial E}\left(\boldsymbol{N}^{p} \cdot \boldsymbol{n}_{F}\right) \boldsymbol{\phi}^{T} \mathrm{~d} \Gamma \tilde{\boldsymbol{u}}-\tilde{\boldsymbol{p}}^{T} \int_{E}\left(\operatorname{div} \boldsymbol{N}^{p}\right) \boldsymbol{\phi}^{T} \mathrm{~d} \Omega \tilde{\boldsymbol{u}} \tag{49}
\end{equation*}
$$

Since this is true for all $\tilde{\boldsymbol{u}}$ and $\hat{\boldsymbol{p}}$, we can rewrite the equation as

$$
\begin{equation*}
\int_{E} \boldsymbol{N}^{p}\left(\boldsymbol{N}^{p}\right)^{T} \mathrm{~d} \Omega \boldsymbol{\Pi}^{m}=\int_{\partial E}\left(\boldsymbol{N}^{p} \cdot \boldsymbol{n}_{F}\right) \boldsymbol{\phi}^{T} \mathrm{~d} \Gamma-\int_{E}\left(\operatorname{div} \boldsymbol{N}^{p}\right) \boldsymbol{\phi}^{T} \mathrm{~d} \Omega \tag{50}
\end{equation*}
$$

which then leads to the matrix form

$$
\begin{equation*}
\boldsymbol{G} \boldsymbol{\Pi}^{m}=\boldsymbol{B} \tag{51}
\end{equation*}
$$

where

$$
\begin{align*}
\boldsymbol{G} & :=\int_{E} \boldsymbol{N}^{p}\left(\boldsymbol{N}^{p}\right)^{T} \mathrm{~d} \Omega  \tag{52}\\
\boldsymbol{B} & :=\int_{\partial E}\left(\boldsymbol{N}^{p} \cdot \boldsymbol{n}_{F}\right) \boldsymbol{\phi}^{T} \mathrm{~d} \Gamma-\int_{E}\left(\operatorname{div} \boldsymbol{N}^{p}\right) \boldsymbol{\phi}^{T} \mathrm{~d} \Omega \tag{53}
\end{align*}
$$

It is necessary to calculate the matrix $\boldsymbol{G}$ and matrix $\boldsymbol{B}$ in order to solve Eq. (51) for the $L_{2}$ projection matrix $\boldsymbol{\Pi}^{m}$. Then the approximate expression of the gradient follows from Eq. (48). Matrix $\boldsymbol{G}$ can be calculated by partitioning $E$ into a set of tetrahedrons $\mathcal{T}_{n}$ (as shown in Fig. 3) and adopting Gauss integration on the tetrahedron. Of course, we can also use the divergence theorem to transform the domain integral onto the polygon surface, and then further transform it onto the edge to simplify the calculation, see e.g. [49]. It is undeniable that this will complicate the integration and increase the order of the integral. But it will also improve the adaptability to complex polyhedra and provide an analytical result for the integral.

The calculation of matrix $\boldsymbol{B}$ is similar to matrix $\boldsymbol{B}^{\nabla}$ mentioned in Eq. (39). At present work, we use

$$
\begin{equation*}
\boldsymbol{B}=\boldsymbol{I}_{1}-\boldsymbol{I}_{2} \tag{54}
\end{equation*}
$$

Considering the boundary space defined in Eq. (22) ( $s=l$ ), the first term in Eq. (53) follows

$$
\begin{align*}
\boldsymbol{I}_{1}: & :=\sum_{F \subset \partial E} \int_{e}\left(\boldsymbol{N}^{p} \cdot \boldsymbol{n}_{F}\right) \boldsymbol{\phi}^{T} \mathrm{~d} \Gamma \\
& =\sum_{F \subset \partial E} \int_{e}\left(\boldsymbol{N}^{p} \cdot \boldsymbol{n}_{F}\right) \Pi_{1, f}^{\nabla} \boldsymbol{\phi}^{T} \mathrm{~d} \Gamma=\sum_{F \subset \partial E} \int_{e}\left(\boldsymbol{N}^{p} \cdot \boldsymbol{n}_{F}\right) \boldsymbol{m}_{f}^{T} \mathrm{~d} \Gamma \Pi_{1 *, f}^{\nabla}, \tag{55}
\end{align*}
$$

where $\Pi_{1 * F}^{\nabla}$ is the Ritz projection operator (with matrix form $\Pi_{1 *, f}^{\nabla}$ ). The integral of Eq. (55) can be calculated by partitioning $F \subset \partial E$ into a set of triangles and adopting a Gauss quadrature rule.

For the second term in Eq. (53), we have

$$
\begin{equation*}
\boldsymbol{I}_{2}:=\int_{E}\left(\operatorname{div} \boldsymbol{N}^{p}\right) \boldsymbol{\phi}^{T} \mathrm{~d} \Omega \tag{56}
\end{equation*}
$$

where the basis function $\phi$ is unknown in the polyhedral $E$. To calculate the matrix $I_{2}$, we define $\Pi_{l-1, E}^{0}$ as the standard scalar $L_{2}(E)$ projection from $\tilde{\mathcal{V}}_{k, l-1}(E)$ to $\mathbb{P}_{l-1}$

$$
\begin{equation*}
\left(\Pi_{l-1, E}^{0} v_{h}, p\right)_{E}=\left(v_{h}, p\right)_{E} \quad \forall v_{h} \in \tilde{\mathcal{V}}_{k, l-1}(E), p \in \mathbb{P}_{l-1}(E) . \tag{57}
\end{equation*}
$$

Considering the $L_{2}$ projection defined in Eq. (25) and the local enhancement space defined in Eq. (24), we can directly replace the $L_{2}$ projection $\Pi_{l-1, E}^{0}$ with the $\mathcal{H}_{1}$ projection $\Pi_{1 *, E}^{\nabla}$ as

$$
\begin{align*}
\boldsymbol{I}_{2} & =\int_{E}\left(\operatorname{div} \boldsymbol{N}^{p}\right) \boldsymbol{\phi}^{T} \mathrm{~d} \boldsymbol{\Omega}=\int_{E}\left(\operatorname{div} \boldsymbol{N}^{p}\right)\left(\boldsymbol{\Pi}_{1, E}^{\nabla} \boldsymbol{\phi}^{T}\right) \mathrm{d} \Omega \\
& =\int_{E}\left(\operatorname{div} \boldsymbol{N}^{p}\right) \boldsymbol{\phi}^{T} \boldsymbol{\Pi}_{1, E}^{\nabla} \mathrm{d} \boldsymbol{\Omega}=\int_{E}\left(\operatorname{div} \boldsymbol{N}^{p}\right) \boldsymbol{m}_{1}^{T} \boldsymbol{\Pi}_{1 *, E}^{\nabla} \mathrm{d} \Omega  \tag{58}\\
& =\int_{E}\left(\operatorname{div} \boldsymbol{N}^{p}\right) \boldsymbol{m}_{1}^{T} \mathrm{~d} \Omega \boldsymbol{\Pi}_{1 *, E}^{\nabla} .
\end{align*}
$$

Substituting matrices $\boldsymbol{G}$ and $\boldsymbol{B}$ into Eq. (36), the projection matrix $\boldsymbol{\Pi}^{m}$ is obtained

$$
\begin{equation*}
\Pi^{m}=\boldsymbol{G}^{-1} \boldsymbol{B} \tag{59}
\end{equation*}
$$

## 5. Stabilization-free VEM for 3D linear elasticity

As discussed in the previous section, we have calculated the $L_{2}$ projection operator for the gradient of a scalar field $u$, which can be approximated as (see Eq. (48))

$$
\begin{equation*}
\nabla u \approx \boldsymbol{\Pi}_{l, E}^{0} \nabla u_{h}=\left(\boldsymbol{N}^{p}\right)^{T} \boldsymbol{\Pi}^{m} \tilde{\boldsymbol{u}} . \tag{60}
\end{equation*}
$$

For the elastic problems, we can use this approximation directly to calculate the strain in the Eq. (4). Of course, we can also calculate the $L_{2}$ projection operator for the gradient of a vector field, but it can be found that the matrix formulation increases in dimensionality and results in additional computational costs.

On using Voigt (engineering) notation, we can write the stress and strain in terms of $6 \times 1$ arrays:

$$
\begin{align*}
& \hat{\boldsymbol{\sigma}}=\left\{\begin{array}{llllll}
\sigma_{11} & \sigma_{22} & \sigma_{33} & \sigma_{12} & \sigma_{23} & \sigma_{31}
\end{array}\right\}^{T}  \tag{61}\\
& \hat{\varepsilon}=\left\{\begin{array}{llllll}
\varepsilon_{11} & \varepsilon_{22} & \varepsilon_{33} & 2 \varepsilon_{12} & 2 \varepsilon_{23} & 2 \varepsilon_{31}
\end{array}\right\}^{T} . \tag{62}
\end{align*}
$$

Based on the definition of the strain, considering Eq. (60), we write

$$
\begin{aligned}
\hat{\boldsymbol{\varepsilon}} & =\left\{\begin{array}{c}
\varepsilon_{11} \\
\varepsilon_{22} \\
\varepsilon_{33} \\
2 \varepsilon_{12} \\
2 \varepsilon_{23} \\
2 \varepsilon_{31}
\end{array}\right\}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]\left\{\begin{array}{c}
\frac{\partial u}{\partial x} \\
\frac{\partial u}{\partial y} \\
\frac{\partial u}{\partial z}
\end{array}\right\}+\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right]\left\{\begin{array}{c}
\frac{\partial v}{\partial x} \\
\frac{\partial v}{\partial y} \\
\frac{\partial v}{\partial z}
\end{array}\right\}+\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right]\left\{\begin{array}{c}
\frac{\partial w}{\partial x} \\
\frac{\partial w}{\partial y} \\
\frac{\partial w}{\partial z}
\end{array}\right\} \\
& =\left[\boldsymbol{A}_{1}\left(\boldsymbol{N}^{p}\right)^{T} \boldsymbol{\Pi}^{m} \boldsymbol{A}_{2}\left(\boldsymbol{N}^{p}\right)^{T} \boldsymbol{\Pi}^{m} \boldsymbol{A}_{3}\left(\boldsymbol{N}^{p}\right)^{T} \boldsymbol{\Pi}^{m}\right]
\end{aligned}\left\{\begin{array}{c}
\tilde{\boldsymbol{u}} \\
\tilde{\boldsymbol{v}} \\
\tilde{\boldsymbol{w}}
\end{array}\right\}, ~ 又 土 \text {. }
$$

which can be combined as

$$
\begin{equation*}
\hat{\varepsilon}=\boldsymbol{A} \boldsymbol{N}_{p}^{T} \boldsymbol{\Pi}_{m} \tilde{\boldsymbol{U}} \tag{64}
\end{equation*}
$$

with

$$
\begin{align*}
& \boldsymbol{N}_{p}^{T}=\left[\begin{array}{lll}
\left(\boldsymbol{N}^{p}\right)^{T} & & \\
& \left(\boldsymbol{N}^{p}\right)^{T} & \\
& & \left(\boldsymbol{N}^{p}\right)^{T}
\end{array}\right], \quad \boldsymbol{\Pi}_{m}=\left[\begin{array}{lll}
\boldsymbol{\Pi}^{m} & \\
& \boldsymbol{\Pi}^{m} & \\
& & \boldsymbol{\Pi}^{m}
\end{array}\right]  \tag{65}\\
& \tilde{\boldsymbol{U}}=\left[\begin{array}{lll}
\tilde{\boldsymbol{u}} & \tilde{\boldsymbol{v}} & \tilde{\boldsymbol{w}}
\end{array}\right]^{T}, \tag{66}
\end{align*}
$$

and

$$
\boldsymbol{A}=\left[\begin{array}{lll}
\boldsymbol{A}_{1} & \boldsymbol{A}_{2} & \boldsymbol{A}_{3} \tag{67}
\end{array}\right]
$$

The element stiffness matrix follows from the bilinear form $a_{h}^{E}$ as

$$
\begin{align*}
a_{h}^{E}\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right) & =\int_{E} \varepsilon\left(\boldsymbol{u}_{h}\right)^{T} \hat{\boldsymbol{C}} \boldsymbol{\varepsilon}\left(\boldsymbol{v}_{h}\right) \mathrm{d} \Omega \\
& =\int_{E} \tilde{\boldsymbol{U}}^{T} \boldsymbol{\Pi}_{m}^{T} \boldsymbol{N}_{p} \boldsymbol{A}^{T} \hat{\boldsymbol{C}} \boldsymbol{A} \boldsymbol{N}_{p}^{T} \boldsymbol{\Pi}_{m} \tilde{\boldsymbol{V}} \mathrm{~d} \Omega  \tag{68}\\
& =\tilde{\boldsymbol{U}}^{T} \boldsymbol{\Pi}_{m}^{T} \int_{E} \boldsymbol{N}_{p} \boldsymbol{A}^{T} \hat{\boldsymbol{C}} \boldsymbol{A} \boldsymbol{N}_{p}^{T} \mathrm{~d} \Omega \boldsymbol{\Pi}_{m} \tilde{\boldsymbol{V}}
\end{align*}
$$

where $\hat{\boldsymbol{C}}$ is the associated matrix representation of the fourth-order constitutive tensor

$$
\hat{\boldsymbol{C}}=\frac{E(1-v)}{(1+v)(1-2 v)}\left[\begin{array}{cccccc}
1 & \frac{v}{1-v} & \frac{v}{1-v} & 0 & 0 & 0  \tag{69}\\
\frac{v}{1-v} & 1 & \frac{v}{1-v} & 0 & 0 & 0 \\
\frac{v}{1-v} & \frac{v}{1-v} & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1-2 v}{2(1-v)} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1-2 v}{2(1-v)} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1-2 v}{2(1-v)}
\end{array}\right]
$$

with $E$ being Young's modulus and $v$ the Poisson's ratio of the material.
Following Eq. (68) the element stiffness matrix has the form

$$
\begin{equation*}
\boldsymbol{K}_{E}=\boldsymbol{\Pi}_{m}^{T} \int_{E} \boldsymbol{N}_{p} \boldsymbol{A}^{T} \hat{\boldsymbol{C}} \boldsymbol{A} \boldsymbol{N}_{p}^{T} \mathrm{~d} \Omega \boldsymbol{\Pi}_{m}=\boldsymbol{\Pi}_{m}^{T} \boldsymbol{G}_{0} \boldsymbol{\Pi}_{m} \tag{70}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{G}_{0}=\int_{E} \boldsymbol{N}_{p} \boldsymbol{A}^{T} \hat{\boldsymbol{C}} \boldsymbol{A} \boldsymbol{N}_{p}^{T} \mathrm{~d} \Omega \tag{71}
\end{equation*}
$$

can be calculated by partitioning $E$ into tetrahedrons and adopting a Gauss quadrature rule. Lastly, the system of equations can be written as

$$
\begin{equation*}
K \tilde{U}=F \tag{72}
\end{equation*}
$$

where $\boldsymbol{F}$ is the load vector. Besides, strain and stress should be calculated at Gauss integration points, e.g.

$$
\begin{equation*}
\hat{\varepsilon}=A N_{p} \Pi_{m} \tilde{U}, \quad \hat{\sigma}=\hat{C} \hat{\varepsilon} \tag{73}
\end{equation*}
$$

In order to explain more clearly how to use this method to calculate the element stiffness matrix, a specific flow chart is given in Fig. 4. As can be seen from the figure, compared with traditional VEM, SFVEM requires an additional calculation of the L2 projection operator (step 2) and the stiffness matrix (step 3). Since SFVEM involves the domain integral of high-order polynomials, the polyhedral element needs to be divided into multiple tetrahedrons and calculated using Gaussian integrals, so the second step will be very time-consuming. In the third step, similar technique can be used to calculate the integral, but the matrix $\boldsymbol{G}$ can also be obtained indirectly from the matrix $\boldsymbol{G}_{0}$, so it is not very time-consuming.

## 6. Numerical examples

In this section, several typical three-dimensional elastic mechanical examples will be provided to prove the correctness and accuracy of the stabilization-free virtual element method. All computations are performed with self-written Matlab codes. Before this, it is necessary to discuss the polynomial order $l$ used for variable gradient approximation and to conduct convergence analysis.

### 6.1. Choice of the polynomial order $l$

As mentioned in the previous section, $l \in \mathbb{N}$ is a parameter that defines the order of the polynomial and depends on the number of vertices $n_{E}$. For two-dimensional problems, some relations between the polynomial order $l$ and the number of vertices $n_{E}$ of a


Fig. 4. Calculation flow chart of element stiffness matrix.


Fig. 5. Regular polyhedra used for the eigenvalue analysis.
virtual element and discussions to construct a formulation with correct rank can be found in [35,38,39,50]. Unfortunately, there are no relevant equations and proofs that help to select $l$ for three-dimensional problems.

Basically, for a given number of nodes there is no rigorous proof that a projection onto polynomials of a given order guarantees the stability of a polygon (in 2 D ) or of a polyhedron (in 3D) for any possible shape of the polygon or polyhedron. Whatever is the element shape, there is always a minimum number of monomials in the polynomial used for the projection. If the number of monomials is too small, a simple algebraic count of the number of rows and columns of the projection operator shows that the element stiffness matrix will certainly not have the correct rank. As used in [38,39], an eigenvalue analysis was selected for plane elasticity to numerically establish a choice of $l$ for two-dimensional problems. Similar to this work, we analyze the eigenvalue problem $\boldsymbol{K}_{E} \boldsymbol{d}_{E}=\lambda \boldsymbol{d}_{E}$ for the three-dimension virtual element, thereby providing the relationship between polynomial order $l$ and the number of vertices $n_{E}$. In this example, we analyze the eigenvalue for polyhedra with different numbers of vertices $n_{E}$ (shown in Figs. 5 and 6) and test the number of spurious modes for different orders of $l=1,2,3$.

The polyhedra shown in Fig. 5 have an even number of vertices. To obtain a polyhedron with odd vertices, an additional point can be added at the bottom of the polyhedra as shown in Fig. 6. The resulting number of spurious eigenvalues as a function of the number of nodes for regular (symmetric) and irregular (asymmetric) elements are depicted in Figs. 7 and 8. We found that for irregular elements, with the same order $l$, more nodes can be used in the polyhedral elements. This means that for symmetric elements, there will be some spurious zero eigenvalues. It can be tested that for irregular elements, even if the polygonal surface is not triangulated and approximated directly using the two-dimensional $\Pi^{\nabla}$ operator, the same eigenvalues as shown in Fig. 8 can be obtained.

In order to apply elements with more vertices, the order of $l$ can be appropriately increased according to the descriptions in Figs. 7 and 8 . For $l=1$, the applicable number of nodes is $n_{E} \leq 10$ or $n_{E} \leq 13$ for symmetric and asymmetric elements, respectively. For $l=2$, a 25 -node asymmetric element has the correct rank. Indeed, the eigenvalue analysis would be valid only for the specific considered element shape and could not be reliably used for other elements, with the same number of nodes, but different shape. So the authors do not attempt to provide a corresponding relationship similar to [35,38,39,50]. Thus the following examples will automatically select the order of the polynomial based on the number of vertices and the results provided in Figs. 7 and 8.


Fig. 6. Irregular polyhedra used for the eigenvalue analysis.


Fig. 7. Eigenvalue analysis on regular polyhedra for different order $l$.


Fig. 8. Eigenvalue analysis on irregular polyhedra for different order $l$.

### 6.2. Convergence study

The convergence behavior of the new proposed three-dimensional SFVEM is studied for the Poisson equation. To test convergence, we examine the errors using the $L^{2}$ and $H^{1}$ norms. The discrete measures are given as

$$
\begin{align*}
& \left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{L^{2}}=\sqrt{\sum_{E \in \mathcal{J}}\left\|\boldsymbol{u}-\boldsymbol{\Pi}_{1, E}^{\nabla} \boldsymbol{u}_{h}\right\|^{2}},  \tag{74}\\
& \left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{H^{1}}=\sqrt{\sum_{E \in \mathcal{J}}\left\|\nabla \boldsymbol{u}-\nabla \boldsymbol{\Pi}_{1, E}^{\nabla} \boldsymbol{u}_{h}\right\|^{2}} . \tag{75}
\end{align*}
$$



Fig. 9. Different discretization of three-dimensional problem, (a) 2D swept mesh and (b) CVT mesh.


Fig. 10. Comparison of the convergence of the standard VEM and the SFVEM for 2 D swept mesh (a) $L^{2}$ error and (b) $H^{1}$ error.

For a cube $\Omega=(0,1)^{3}$, the Poisson equation

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{\partial^{2} u}{\partial z^{2}}+Q=0, \tag{76}
\end{equation*}
$$

is considered which has the analytical solution

$$
\begin{equation*}
u(x, y)=\sin (2 x y) \cos (z) \tag{77}
\end{equation*}
$$

A Neumann boundary condition is applied at face $x=0$ and Dirichlet boundary conditions are assumed on the other boundaries based on the analytical solution. In this example, two different types of meshes are considered. These include a 2D swept mesh and a CVT (Centroidal Voronoi Tessellation) mesh as shown in Fig. 9. In fact, the elements in both meshes are what we mentioned earlier as irregular elements. Different parameters $l=1,2,3$ are selected for the stabilization-free virtual element method. Besides, the conventional VEM is also used for comparison.

According to Eqs. (74) and (75), different errors can be calculated and the convergence curve is plotted in Figs. 10 and 11 for the 2 D swept mesh and the CVT mesh, respectively. Easy to find that the solutions (accuracy, convergence rate) obtained by SFVEM are very close to the solutions obtained by conventional VEM. This shows that the proposed SFVEM is accurate and leads to similar results as provided by the traditional VEM. It should be noted that although some elements do not meet the requirements of the parameter $l$ in Figs. 7 and 8 (especially for $l=1$ ), it can be seen that the results are acceptable. This means that while an individual element is rank deficient the rank of the global assembled stiffness matrix is correct. Contour plots of the unknown $u$ are given in Fig. 12.

### 6.3. 3 Cook's membrane problem

In this example, the well-known Cook's membrane problem is analyzed. The tapered beam is fixed on the left side and subjected to a constant distributed vertical load $q_{y}$. The geometric model is shown in Fig. 13. The relevant dimensions are $L=48, H_{1}=44$, $H_{2}=16, B=10$. The material parameters are selected as $E=10$ and $v=0.3$. The distributed vertical load is given as $q_{y}=0.5$. Two different meshes are used for comparison as depicted in Fig. 13.

In this example, a first-order finite element method (Q1) and the conventional virtual element method (VEM) are used for comparison. In conventional VEM, the stabilization term is needed and can be selected as

$$
\begin{equation*}
\boldsymbol{K}_{s}=\frac{\beta}{n_{E}} \sqrt{\sum_{i=1}^{3 n_{E}}\left(K_{i i}^{c}\right)^{2}} \tag{78}
\end{equation*}
$$



Fig. 11. Comparison of the convergence of the standard VEM and the SFVEM for CVT mesh (a) $L^{2}$ error and (b) $H^{1}$ error.


Fig. 12. Contour plots obtained by the SFVEM for different meshes.
where $\boldsymbol{K}^{c}$ is the consistent stiffness matrix, $\beta$ is a parameter, which will be selected as $\beta=0.5$ and $\beta=1.0$ in this example.
To compare the performance of the proposed SFVEM, we perform a convergence study by adopting various meshes using uniform refinement. As shown in Fig. 13, the element division number is selected as $2^{N} \times 2^{N}$ in the horizontal and vertical directions. In this example, we select $N=2,3,4,5$. The maximum vertical displacements $u_{y}$ obtained by different numerical methods are given in Fig. 14 for polyhedral swept mesh (irregular mesh) and regular mesh, respectively. The values of maximum vertical displacement $u_{y}$ for different element division $N$ are provided in Tables 1 and 2 . Since $l=3$ requires high-order numerical integration, which is associated with a large amount of computational time at the element level, in this example, only $l=1$ and $l=2$ are selected for comparison.

It can be seen that for both regular and irregular meshes, SFVEM has better accuracy and convergence speed than conventional VEM. For regular meshes, the results obtained by SFVEM are similar to the results obtained by FEM, while traditional VEM has not a such a good coarse mesh but accuracy convergences for a fine mesh. It should be noted that for $l=1$, the number of vertices of some elements is greater than the limit described in Figs. 7 and 8. But it can be seen from Fig. 14 that the results are not biased. In addition, it should be noted that the parameter $\beta$ influences the solution obtained by the conventional VEM. Among the two selected


Fig. 13. 3D Cook's membrane problem for testing, (a) Geometry and boundary condition; (b) example of a polyhedral swept mesh; (c) example of a regular mesh.


Fig. 14. Maximum value of vertical displacement $u_{y}$ for different element division $N$, (a) for polyhedral swept mesh; (b) for regular mesh. For the polyhedral swept mesh, the FEM solutions obtained from the regular mesh are used for comparison.

Table 1
Maximum vertical displacement $u_{y}$ for different element division $N$ for polyhedral swept mesh.

| $N$ | SFVEM |  |  | VEM |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | $l=1$ | $l=2$ |  | $\beta=1$ | $\beta=0.5$ |
| 2 | 15.2588 | 14.5610 |  | 9.5058 | 11.9912 |
| 3 | 17.1886 | 16.8322 |  | 16.6708 | 18.0341 |
| 4 | 18.9887 | 18.8809 |  | 19.2426 | 19.5925 |
| 5 | 19.6194 | 19.5820 |  | 19.7615 | 19.8809 |

Table 2
Maximum vertical displacement $u_{y}$ for different element division $N$ for regular mesh.

| $N$ | FEM | SFVEM |  |  | VEM |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Q1 | $l=1$ |  | $l=2$ |  | $\beta=1$ |

values ( $\beta=0.5$ and $\beta=1.0$ ) in this example, the results are better when $\beta=0.5$. Since the choice of the stabilization parameters affects the results, this is a good reason for developing SFVEM.

The contour plots of the von Mises stresses and stresses $\sigma_{x x}$ obtained by SFVEM are depicted in Fig. 15 and Fig. 16 under different meshes and parameters $l$.


Fig. 15. Contour plots of von Mises stresses for different meshes and parameters; (a)-(b) for polyhedral swept mesh; (c)-(d) for regular mesh.


Fig. 16. Contour plots of normal stresses $\sigma_{x x}$ for different meshes and parameters; (a)-(b) for polyhedral swept mesh; (c)-(d) for regular mesh.

### 6.4. T-shaped domain with nonmatching mesh

Since the number of nodes is arbitrary for a virtual element, parts with different sizes can be easily coupled. Hence the method can be better adapted to models with nonmatching meshes, which lead to "hanging nodes" in the finite element method. For example, a problem is modeled in patches or parts and finally assembled, or the mesh needs to be locally refined, then nonmatching meshes are easier to use with in a simulation without affecting the entire mesh due to local mesh changes.

As shown in Fig. 17, a T-shaped geometry is considered in this example. The upper and lower ends of the model are fixed, and a distributed vertical load $q_{y}=1$ is applied at the right side (the direction of the load is shown in Fig. 17). The material parameters are selected as $E=100$ and $v=0.3$. Necessary dimensions are marked in Fig. 17. According to engineering experience, there is stress concentration at the chamfer of the model. To simulate this problem more accurately, it is necessary to use more elements in the stress concentration part. At the same time, to improve computational efficiency, the amount of mesh in other parts can be reduced appropriately. As shown in Fig. 18, different meshes and elements (polyhedral elements and hexahedral elements) are introduced for different parts. Between the parts, nonmatching meshes are directly converted into polyhedral meshes based on node positions. A Q1 finite element simulation, based on a fine mesh, is selected for comparison.

As shown in Fig. 17, two paths are defined to check the calculation results by different meshes and different methods. For the displacement in $y$-direction of the nodes on path 1, the results are shown in Fig. 19(a). Since there is no stress concentration in the part where path 1 is located, fewer nodes can be used in SFVEM. The displacement results obtained by SFVEM with different meshes compare well with the results obtained by the conventional FEM. In addition, as shown in Fig. 19(b) for path 2 , more nodes are arranged at the chamfer (nodes are added directly on the edge of the element to form a polyhedral element), the stress calculation accuracy is higher and closer to the FEM calculation results based on a fine mesh.

In this example, to reduce the computing time, the order $l$ of the polynomial was selected as $l=1$. For $l=2$, very accurate results can be obtained, but higher-order Gaussian integration and more computing time are necessary. In general, SFVEM (or VEM) can handle complex geometric models and problems with stress concentration thus more flexibly than FEM. The von Mises stresses using SFVEM are plotted in Fig. 20 for different meshes.

## 7. Conclusion

In this paper, we developed a first-order stabilization-free virtual element method for three-dimensional linear elasticity. Similar to the two-dimensional formulation, the main idea involves adapting the virtual element space to enable the computation of a higher-order $L_{2}$ projection operator of the gradient field (strain). The local enhancement space for polygonal faces and polyhedral


Fig. 17. T-shaped domain test, (a) computational domain; (b) different patches for the computational domain.


Fig. 18. Nonmatching mesh for the T-shaped domain test.


Fig. 19. Comparison of the results obtained by different methods, (a) displacements in $y$ direction on path 1 ; (b) von Mises stresses on path 2 .


Fig. 20. Contour plots of von Mises stresses, (a) for non-conforming mesh; (b) for hexahedron mesh.
elements is introduced to calculate the higher-order $L_{2}$ projection (denoted as $\Pi^{m}$ ). The projection operators are calculated based on the components of the gradient from which the matrix for the strain approximation is directly constructed. We numerically tested a suitable choice of the degree $l$ of vector polynomials $N^{p}$ for the interpolation of the gradient to ensure that the element stiffness matrix has the correct rank. Compared with traditional VEM, this method does not require any stabilization terms. We compared the convergence of the SFVEM under different orders $l$ and obtained results similar to the traditional VEM. For mechanical problems exhibiting bending behavior, SFVEM yields more stable results, while the results of traditional VEM are affected by the choice of the stabilization parameter. In addition, SFVEM and VEM can deal with non-matching meshes of complex models and hence easily applicable to refine meshes locally in order to deal with stress concentration problems, thereby obtaining more accurate results. Since this stabilization-free formulation is computationally intensive, an adaptive technique to reduce the computational time should be developed, This method can be applied to 3D nonlinear problems in the future.
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