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A B S T R A C T

In this paper, an autoencoder trained with non-standardized time series data and evaluated using covariance-
based residuals for generally applicable unsupervised damage localization is investigated. Raw acceleration
time series are used as the inputs for the autoencoder to give both these features: no loss of information
and exploitation of the full potential of the neural network. When it comes to output-only and unsupervised
structural health monitoring (SHM), data-driven models struggle to localize the positions of damage adequately
or only work well in a small range of applications. Regarding neural networks, expertise is needed for the
neural network dimensioning and understanding of structural dynamics, which increases the difficulty of the
task. In order to simplify the process, an automated solution is provided to perform the neural architecture
search, and principal component analysis (PCA) is used to find a good choice for the bottleneck dimension. As
an extension of the model, the residuals between the original and reconstructed time series are evaluated using
the covariance between each input signal and each residual time series, which results in improved indicators
for damage localization. We demonstrate the efficiency of the proposed schemes for damage analysis in a
series of simulations using a three-mass swinger, in which the autoencoder can localize the damage using
varying excitation locations. The covariances’ evaluation indicates that they are more potent than using the
reconstruction error. Finally, experimental validation is conducted using vibration test data from a lattice
tower called Leibniz University Structure for Monitoring (LUMO) under ambient excitation. For each damage
pattern, high sensitivity towards local stiffness is achieved. Additionally, the damage position indicators exhibit
a clear decreasing trend as the distance from the damage increases. The autoencoders presented here with
non-standardized time series and covariance-based evaluation of residuals lead to increased robustness and
sensitivity regarding damage localization.
. Introduction

Wind turbines are exposed to high loads arising from wind and
aves. Additionally, different factors such as material aging, envi-

onmental corrosion, or poor construction quality need to be con-
idered [1]. To guarantee the safety of structures, structural health
onitoring (SHM) is a necessity. SHM encompasses the systematic ob-

ervation and analysis of a system over time using periodically sampled
esponse measurements to monitor changes. When these changes are
ssociated with damage, the goals can be to (i) detect, (ii) localize,
iii) classify, and (iv) quantify the damage, while (v) predicting the
emaining life of the structure [2,3]. The core principle of vibration-
ased SHM is the assumption that potential damage alters the dynamic
roperties of a structure. Consequently, it is obviously useful from
physics-based perspective to track changes in the modal features,

uch as mode shapes or mode shape curvatures of the structures.

∗ Corresponding author.
E-mail address: n.roemgens@isd.uni-hannover.de (N. Römgens).

These features hold potential for damage localization [4,5], but require
a high spatial [6] and temporal resolution [7], which is inefficient
both in terms of application and economy. FE model updating is part
of the physics-based models, in which damage-induced variations in
the mechanical properties cause detectable changes in the structural
dynamic behavior [8,9]. The authors introduced the application of a
parameterized damage distribution function [10,11] and extended it
in [12]. Model updating allows for relatively precise damage localiza-
tion using modal parameters, which can advantageously be interpreted
physically. For this purpose, an FE model with some unknown quan-
tities, e.g., contact stiffnesses, has to be set up. Environmental and
operational conditions (EOCs) can only be represented in the model
at considerable additional expense. In addition, a general weakness of
the model updating approach lies in the modeling of the damage.

In contrast, data-driven models do not need any physical assump-
tions. Hence, a major focus of SHM studies in recent years has been
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devoted to developing unsupervised vibration-based monitoring tech-
niques and using data-driven models, in which no physical insight is
given to the model [13]. This work focuses on addressing the specific
challenge of localizing damage in output-only and unsupervised data-
driven vibration-based SHM and builds upon the existing contributions
made by various authors. Mosavi et al. [14] applied the Mahalanobis
distance to identify vector autoregressive (VAR) parameters for dam-
age localization. Chesné and Deraemaeker [15] discussed the use of
transmissibility functions for damage localization. Various factors, such
as the selection of frequency bands, environmental effects, and re-
liance on the location of the force, hinder the practicality of damage
localization using these functions. Wernitz [13] used linear quadratic
estimation theory to localize the induced damage in a girder mast
exposed to natural sources of excitation and uncertainty. The efficacy
of the proposed data normalization strategies could not be proven.
Hofmeister [16] presented a method for damage localization based on
finite impulse response filters with multiple inputs and applied directly
to measurement data. The localization accuracy and robustness using
the data-driven approach were not satisfactory. Alves and Cury [17]
focused on the extraction of features using domain association (time,
frequency, and quefrency domains) and an unsupervised feature se-
lection technique, which have been successfully applied to real-world
monitoring situations. Due to their strong capacity for generalization,
the application of autoencoders in vibration-based SHM has increased
over the last few years. Anaissi et al. [18] used the energy levels of
standardized time series data as the inputs of an autoencoder to monitor
the health state of a bridge and a three-storey building. No information
was provided about the size of the bottleneck dimension, which is the
smallest dimension of the autoencoder. Ma et al. [19] used standardized
acceleration signals as the inputs to a C-VAE (Convolutional-Variational
Autoencoder) to monitor a bridge with a moving train. Zhang et al. [20]
presented a method using wavelet packet energy and C-VAE for damage
localization in a subway tunnel. Römgens et al. [21] showed that
autoencoders with time series are suitable for damage localization
under ambient conditions. The dimensioning of the neural network
was not automated and only selected short response time series were
used. In the publications above, it is expected for structural systems
under investigation that measurement channels will not align with the
estimated values in case of local instances of damage. The damage posi-
tions can be narrowed down to adjacent channels by evaluating errors.
A particular challenge is to deal with the transfer from simulations
to systems under ambient excitation with varying EOCs. Usually, the
methods developed are not generally applicable and only have a small
range of applications. Another essential step is the dimensioning of the
neural network, which is often disregarded but plays an important role.

The aim of this paper is to achieve more robustness regarding
excitation type and position for damage localization by using a tradi-
tional autoencoder. Greater robustness is also desired with regard to
the underlying environmental conditions. In summary, the contribu-
tions of this paper are threefold: (i) Time series data are used as the
inputs of an autoencoder for unsupervised damage localization. Due
to its efficiency regarding implementation and computational cost, no
convolutional layers or specific probabilistic distribution are chosen
for the neural network. (ii) The inputs are non-standardized, and an
automated solution is provided to perform the neural architecture
search, which makes this approach generally applicable. An efficient
way to determine the bottleneck dimension is provided by principal
component analysis (PCA). (iii) A new damage-sensitive feature for
damage localization is investigated in which the covariance of the
residuals and the input signals are evaluated.

The structure of the paper is as follows. The fundamental theory
of autoencoders is reviewed in Section 2. The data generation for the
simulation model and the results obtained are presented in Section 3.
The experimental setup and the results of the experimental validation
2

are explained and discussed in Section 4.
2. Theoretical background

In this paper, the dynamic properties of the structures under in-
vestigation are learned using the autoencoder. Hence, the generally
known theory of autoencoders and the learning process are necessary
for explanation, to which Section 2.1 is dedicated. In Section 2.2, the
inputs of the autoencoder are discussed in more detail and also how the
architecture of the neural network can be determined for this purpose.
An effective approach to analyzing the residuals of the autoencoder
is presented in the last section, and is seemingly very practical in
evaluations with neural networks [21].

2.1. Autoencoder

As special types of artificial neural networks, autoencoders are
employed to acquire proficient encodings of unlabeled data. A typical
application is the use of autoencoders as anomaly detectors [22–24] or
to reduce the dimensionality of the data [25,26].

In practice, a network of artificial neurons is trained to reconstruct
the original input matrix 𝑋. Due to the autoencoders’ network struc-
ture, the model is aimed to find a lower-dimensional representation
of the input data while retaining the most important information. The
first component of an autoencoder network, known as the encoder,
plays a crucial role in compressing the input information from its
high-dimensional input space into a lower-dimensional latent space
(bottleneck dimension). This compression is achieved by extracting
and encoding salient features from the input data, effectively reducing
its dimensionality. Subsequently, the second component, referred to
as the decoder, focuses on reconstructing the input signals from the
compressed representation obtained by the encoder. By leveraging
the bottleneck dimension, the decoder employs various reconstruc-
tion techniques to generate the outputs that closely resembles the
original inputs. The differences between the original data 𝑦 and the
reconstructed data 𝑦̂ can be summarized as a performance index that
evaluates the loss of information resulting from dimensional reduction.
To predict the error of the neural network, the mean squared error
function 𝐽 is commonly employed [27]

𝐽 (𝑊 , 𝑏) = 1
𝑛

𝑛
∑

𝑖=1
(𝑦̂(𝑖) − 𝑦(𝑖))2. (1)

The so-called loss function 𝐽 is used to modify the weightings for each
iteration 𝑘

𝑊 (𝑙)
𝑗𝑖,𝑘+1 = 𝑊 (𝑙)

𝑗𝑖,𝑘 − 𝜆 𝜕𝐽
𝜕𝑊 (𝑙)

𝑗𝑖

. (2)

The weightings serve as the connections between adjacent layers and
are summarized in a weight matrix 𝑊𝑗𝑖. The network parameters are
updated with regard to the calculated loss using the learning rate 𝜆,
which is a hyperparameter and needs to be tuned. With increasing
number of training epochs, the performance of the model improves as
the parameters of the model are optimized. An algorithm for first-order
gradient-based optimization of stochastic objective functions called
ADAM is best suited for this [28], which is well known in the field
of deep learning.

2.2. Time series data as inputs

Various information, such as modal parameters [29], spectra [30]
and standardized time series [19], can be used as the inputs for an
autoencoder. For the approach presented, non-standardized time series
are used as input variables, because the amplitude relationships of the
time series are not changed by standardization or normalization and
also to exploit the full potential of the neural network. In data acquisi-
tion, the time series data are acquired continuously at a sampling rate

of 𝑓𝑠. Each time series is divided into a defined number of sequences;
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Fig. 1. Splitting of time series using a defined sequence length (left) and how these values are fed to the autoencoder (right).
W
d
t

2

c
t
t
t
s

𝑒

T

𝑒

A
d
t
a
t

𝐸

the length of the sequences 𝑙 can be estimated according to [19] to
cquire the main dynamic response

≥ 2
𝑓𝑠
𝑓1

, (3)

here 𝑓1 is the fundamental frequency of the response. For a longer
equence length and a correspondingly larger input dimension, the
utoencoder can require a more complex architecture with additional
ayers or larger hidden representations, resulting in extra computa-
ional cost. As an advantage, longer sequences enable the autoencoder
o capture and represent longer-term dependencies or patterns in the
nput data. It is important to note that when using the autoencoder,
requencies below the fundamental frequency can also be reconstructed
ell, as the model learns mainly to map the input signals to the outputs
s well as possible.

Considering the sequence length, the autoencoder can be appropri-
tely dimensioned to handle time series data as illustrated in Fig. 1.
n overview of the data transfer process and the simplified structure
f the autoencoder is provided, emphasizing its ability to accurately
econstruct input values 𝑥. By adjusting the weightings, represented
y the connections between the neurons, the target vectors 𝑦 should
e approximated as accurately as possible. The number of neurons in
he input and output layers corresponds to the dimension of the input
ectors 𝑥.

Since autoencoders are used in many different areas and are also
eveloping their potential in various applications [31], there are many
ays to determine the bottleneck dimension, e.g., an approach based
n mutual information [32]. However, a unique approach has been
hosen for the application with time series. Due to its simplicity and
ow computational time, the PCA is used instead of the autoencoder’s
epeated training across various bottleneck dimensions to approxi-
ate the reconstruction of the signals. This allows us to estimate the

ignificance of each additional principal component. In general, the
ifferences between the target 𝑦 and the output vectors 𝑦̂ decrease in
he time domain as the number of principal components in the PCA
ncreases. The evaluation of the differences in the time domain proves
o be impractical in many cases, leading to an overemphasis on noise
r irrelevant features. Hence, the predicted values and target values are
urther transformed into the frequency domain using spectral density
stimation based on Welch’s method (as carried out in [33]) to evaluate
he differences for varying numbers of principal components 𝑙.

𝑙 = |𝐺̂(𝑦) − 𝐺̂(𝑦̂𝑙)| (4)

good choice for the number of principal components has been made
nce the model no longer continues to improve

≈ 𝑝 ≈ 𝑝 ≈ 𝑝 . (5)
3

𝑙 𝑙+1 𝑙+2 𝑙+3
ith the determination of the sequence length and the bottleneck
imension, the neural network’s configuration can thus be defined and
he hyperparameters can be adjusted using Bayesian optimization.

.3. Damage localization method

The autoencoder’s ability to detect anomalies, such as structural
hange or damage, can be used for damage analysis. To accomplish this,
he autoencoder should, after training, be able to accurately reconstruct
ime series data from a healthy state, which for the difference between
he target values 𝑦𝑘 and the estimated values 𝑦̂𝑘 for each discrete time
tep 𝑘 can be calculated

𝑘 = 𝑦𝑘 − 𝑦̂𝑘. (6)

he differences can be determined individually for each time series 𝑖

𝑖,𝑘 = 𝑦𝑖,𝑘 − 𝑦̂𝑖,𝑘. (7)

typical approach is to evaluate its mean or covariance [13]. The un-
erlying assumption is that the channel closest to the damage exhibits
he greatest difference compared to the healthy reference. The mean
bsolute error 𝐸𝑖,𝑎𝑏𝑠 can be calculated for each sensor and is known as
he reconstruction error of the network’s output

𝑖,𝑎𝑏𝑠 =
1
𝑚

𝑚
∑

𝑘=1
|𝑒𝑖,𝑘|. (8)

For additional consideration of the inputs, the absolute covariance of
the input signals 𝑥𝑗 and the estimation errors 𝑒𝑖 are calculated and
divided by the number of time series 𝑛, namely the residual covariance
𝐸𝑖,𝑐𝑜𝑣

𝐸𝑖,𝑐𝑜𝑣 = 1
𝑛

𝑛
∑

𝑗=1
|𝑐𝑜𝑣(𝑥𝑗 , 𝑒𝑖)|. (9)

The idea is based on the fact that the autoencoder maps the essential
structural properties; hence, input signals corresponding to a differ-
ent state are not well reconstructed. The estimation errors consist
of deterministic components not absorbed by the model, which the
residual covariance quantifies. Since each estimated output signal is
reconstructed using a sum of all input signals, the covariance from each
input time series is averaged with the error time series of the output. If
a feature (e.g., time series) of the autoencoder is particularly dominant,
the averaging can reduce these effects. The covariances are used to
quantify the contributions of individual features to the prediction or
outcome of a machine learning model, improving the interpretability

and transparency of the model.
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Fig. 2. Illustration of the simulation model being excited at all masses (left), and only at mass 𝑚1 (right).
Table 1
Modal parameters of the system from simulated data for healthy and damaged states.

Name Position f1 f2 f3

Healthy – 12.18 Hz 22.51 Hz 29.41 Hz
(a) k11 11.94 Hz 22.24 Hz 29.29 Hz
(b) k12 12.14 Hz 22.17 Hz 28.79 Hz
(c) k23 12.11 Hz 22.21 Hz 28.82 Hz
(d) k33 11.91 Hz 22.19 Hz 29.32 Hz
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3. Simulation study

To show the applicability of autoencoders with time series data for
damage localization, a 3DOF system is investigated. Mainly to demon-
strate robustness regarding varying damage positions, the excitation at
all masses and at one mass will be simulated and presented in the first
section (Section 3.1). For the evaluation of the models, four different
damage positions are examined simultaneously in Section 3.2. By aver-
aging the estimation error, a damage indicator can be derived, which
is compared to a potentially more potent damage position indicator, as
described in Section 2.3.

3.1. 3DOF system

A 3DOF system is represented in the form of the spring–mass chain
depicted in Fig. 2. Each mass was chosen to be 1 kg and each stiffness
10 kNm−1. Proportional damping was defined by a damping rate of
0.01 for each of the three eigenmodes. In this way, the inputs and
outputs of the model were repetitively simulated for a duration of
60,000 samples at a sampling frequency of 100 Hz (600 s). To this end,
each mass was excited with Gaussian white noise, featuring a variance
of 0.1 N2. Measurement noise taken from a Gaussian distribution with
a variance of 5 ⋅ 10−6m2∕s4 and was added to the input signals. The
same stiffness matrix is used for generating validation data sets, only
varying the Gaussian white noise (same variance). Damage was realized
by reducing each stiffness individually by 10% as described in [33].

Further, a different excitation location was chosen using Gaussian
white noise acting only on mass 𝑚1 (see Fig. 2). Again, four different
springs 𝑘11, 𝑘12, 𝑘23 and 𝑘33 are each sequentially weakened by 10%.
Table 1 shows the resulting frequencies when the stiffness reduction is
applied. The eigenfrequencies are estimated by solving the eigenvalue
problem of the stiffness and mass matrix. Due to the small system size,
all natural frequencies are considered, and accordingly, the fundamen-
tal frequency is 𝑓1. The sequence length 𝑙 is determined using Eq. (3)
and chosen to be 20 time steps (0.1 s long sequences) from each sensor

𝑙 = 20 ≥ 2 100
11.91

= 16.79. (10)

ince we are dealing with a lower limit in Eq. (3), the most significant
atural frequency of 𝑓1 (11.91 Hz) is inserted into the formula. With
hree sensors, a sequence length of 20 results in an input quantity of
0.

For comparison, the reconstruction errors in the time domain and
requency domain are presented in Fig. 3. As described in Section 2.2,
suitable choice of the bottleneck dimension is determined using the

CA evaluating the frequency domain. A much more significant trend
han evaluating the reconstruction error in the time domain can be ob-
4

erved. A higher number of principal components (see Fig. 4) indicates
hat the frequencies can be represented in the model. Only the noise
omponents are reconstructed above a certain number of principal
omponents so that only minor improvements in the frequency space
an be achieved. The transformation to the frequency domain improves
he interpretability and simplifies the selection. For the numbers 7
mass 𝑚1 excited) and 20 (all masses excited, cf. Fig. 3) principal
omponents, only minor improvements in the reconstruction in the
requency domain could be achieved.

.2. Results

Fig. 5 illustrates the reconstruction errors arising when evaluating
0 min data sets for validation and four different damage patterns,
sing a 10% reduction in the stiffness of springs 𝑘11, 𝑘12, 𝑘23, and

𝑘33. Different excitation positions are investigated using Gaussian dis-
tributed force at all masses and only at mass 𝑚1. The bar colors
correspond to the response time series relating to masses 1, 2, and 3,
as seen in Fig. 2.

The data represent the local stiffness changes mainly linked to the
induced damage instances using the autoencoder with non-standardized
time series data. Notably, the reconstruction error of each signal can be
successfully used as a damage position indicator. The reconstruction
errors of the validation data sets imply that the time series of the
healthy state can be reconstructed well using the autoencoder. Inter-
estingly, the errors are very similar for the excitation at mass 𝑚1 only,
although the amplitudes of the original signals differ substantially. Due
to the autoencoder’s structure, the reconstruction signals are decoded
from the bottleneck dimension, in which the information is compressed.
This model property offers a significant advantage compared to, for
example, autoregressive models [33] for the purpose of damage lo-
calization. A 10% reduction in the stiffness of spring 𝑘11 leads to a
change in eigenfrequencies as described in Table 1. The change in
the dynamic behavior results in a compromised reconstruction of the
original time series. In particular, the time series for the mass 𝑚1 is most
poorly reconstructed, so the positions of the damage for both excitation
positions can be deduced. The other damage cases can be analyzed in
the same way by narrowing down the positions of damage to adjacent
sensors.

For comparison, Fig. 6 illustrates the results using the residual
covariance instead of the reconstruction error, evaluating the same time
series errors as before. As described earlier, the residual covariance
measures the remaining linear dependencies between the time series
errors and the inputs of the model. Testing 10 min data sets from
the structure in the healthy state, the original time series are well
reconstructed, as already seen in Fig. 5. The reconstruction error of
the data sets used for validation mainly consists of noise components,
and averaging the linear dependencies between the input signals and

the error time series by means of the covariance; very small values are
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Fig. 3. Reconstruction error of PCA in the time domain (left) and frequency domain (right) for excitation at all masses.
Fig. 4. Spectral density function of the reconstructed sensor in the frequency domain for the numbers 4 (left) and 20 (right) principal components.
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btained, as illustrated in Fig. 6. A 10% reduction in the stiffness of
pring 𝑘11 leads to a change in the dynamic behavior of the system. For
oth excitation positions, the stiffness reduction results in the highest
alue obtained corresponding to mass 𝑚1. This trend holds true for
he subsequent damage positions, which can be consistently identified
sing the residual covariance.

In principle, the autoencoder with non-standardized time series
s well suited for system identification and damage analysis. When
valuating the residuals of the autoencoder, advantages of the residual
ovariance, which is further only used as a damage position indicator,
5

ver the reconstruction error are clearly shown in Figs. 5 and 6. For t
ractical application, an unmodified 10 min data set is learned and the
atural frequencies are used to dimension the autoencoder, so there
s easy transferability to other structures here. The decisive benefit of
he autoencoder is the independence of the excitation position due
o its computational structure; the information is compressed in the
ottleneck dimension. Obviously, the excitation at mass 𝑚1 only leads
o the largest amplitudes at the mass 𝑚1, but the reconstruction error
s approximately the same (cf. 5), leading to a favorable baseline for
amage localization. In particular, this is useful for tower structures
hat experience the largest amplitudes in the upper region.
Fig. 5. Reconstruction errors as a damage position indicator for Gaussian distributed force at all masses (left) and at mass 𝑚1 only (right).
Fig. 6. Residual covariance as a damage position indicator for Gaussian distributed force at all masses (left) and at mass 𝑚1 only (right).
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Table 2
Modal parameters of the system identified from experimental data for healthy and damaged states.

Name Position B2-y B3-y B4-y B5-y

Healthy – 15.94 Hz 40.76 Hz 69.15 Hz 100.98 Hz
(A) All struts at level 6 14.30 Hz 34.88 Hz 61.55 Hz 94.29 Hz
(B) All struts at level 4 15.89 Hz 38.92 Hz 64.96 Hz 93.47 Hz
(C) All struts at level 3 16.07 Hz 37.08 Hz 65.62 Hz 88.77 Hz
(D) One strut at level 6 15.59 Hz 40.79 Hz 69.29 Hz 99.75 Hz
(E) One strut at level 4 15.91 Hz 40.46 Hz 69.55 Hz 94.89 Hz
(F) One strut at level 3 16.04 Hz 40.91 Hz 67.50 Hz 99.44 Hz
4. Experimental validation

For experimental validation, a lattice tower under ambient wind
excitation is selected. Various positions within the structure can be
deliberately damaged with varying degrees of severity. Section 4.1
presents the structure and data acquisition; additionally, the identifi-
cation of natural frequencies based on 10 min data sets is carried out
to gain further insights into the structural changes and to use these
for the dimensioning of the autoencoder. The subsequently determined
damage position indicators derived from the autoencoder are compared
for varying damage positions (Section 4.2) in order to show robustness
regarding excitation and influence of the environmental variability,
which is further discussed in the last section (Section 4.3).

4.1. LUMO

LUMO is a test facility for SHM comprising a lattice tower exposed
to realistic conditions and featuring multiple damage mechanisms [34].
The steel lattice mast is mounted on a concrete block foundation, which
is situated on a meadow 20 km south of Hanover (Lower Saxony,
Germany). A photograph of the test structure and a schematic figure of
the measurement levels (ML) are given in Fig. 7. The facility is equipped
with 18 uniaxial accelerometers positioned at ML1–ML9 and linked to a
data acquisition system. A sensor recording the structural temperature
is also employed. The mast features reversible damage locations (DAM)
are installed on six levels DAM1-DAM6, three of which are used, as
shown in the figure. At each possible damage level, three bracings were
equipped with the damage mechanism, giving 18 different positions to
introduce localized stiffness changes. Damage to LUMO can be realized

Fig. 7. Photograph of the lattice tower located near Hanover (left), and drawing of
the levels equipped with acceleration sensors as well as the induced damage locations
(DAM) (right) [34].
6

by loosening the coupling nuts of an M10 threaded rod so that the
corresponding bracing is severed (stiffness reduction). For DAM6, the
installed damage mechanism is shown in Fig. 8.

For further information, see [34]. Table 2 gives an overview of
the different damage patterns and the corresponding average natu-
ral frequencies identified using covariance-driven stochastic subspace
identification (SSI-COV) [13]. The 𝑦-direction was chosen here be-
cause the removal of one strut can be seen in the changed natural
frequencies, while it cannot for the 𝑥-direction. While the first three
damage patterns are symmetrical structural change, unscrewing only
one connection results in asymmetrical damage.

As low frequencies have a lower sensitivity to structural changes,
the fundamental frequency is chosen based on B3-y, and the sequence
length is estimated using Eq. (3) to be 100 time steps long

𝑙 = 100 ≥ 21651.61
34.88

= 94.70. (11)

Consequently, the number of input neurons corresponding to the num-
ber of sensors multiplied by the estimated sequence length for each
damage pattern results in 1800 input neurons. A suitable choice for
the bottleneck dimension is determined using the scheme proposed in
Section 2.2, which is based on the evaluation of the reconstruction
error in the frequency domain. The resulting bottleneck dimensions are
543 (A), 641 (B), 664 (C), 692 (D), 700 (E), and 58 (F). It should be
noted here that a new model must be trained for each damage instance
because the repair led to a stiffening of the structure [34].

Difficulties in damage analysis of LUMO mainly result from exci-
tation variation and dependence on temperature. The structural tem-
perature is recorded, so 10 min data sets are classified according to
their structural temperature, as shown in Table 3. In some cases, the
number of data sets was increased by using a wider temperature range
in order to have a sufficiently large database (at least 60 min) available.
Moreover, the wind speed is estimated using the average variance of
the lowest acceleration sensors in the tower, allowing a deviation of
ten percent compared to the learning file. The effects of varying wind
directions were not taken into account. A formula for estimating the
maximum wind speed must be taken from [34] since the meteorological
data was not recorded continuously.

4.2. Results

As mentioned earlier, the repair of the damage mechanisms is not
perfect, i.e., the damage mechanisms are not perfectly reversible. For
every damage pattern (A)–(F), a well-performing architecture for a
neural network needs to be determined. A single 10 min data set per
damage pattern, randomly chosen from the interval given in Table 3,
is sufficient to train the model. This repetition, the training of a new
autoencoder for each damage pattern, leads to a more meaningful
evaluation of the real-life validation of the vibration-based damage
localization approach. Under the assumption that the sensors closest
to the damage show the maximum values, the corresponding residual
covariances for the two accelerometers mounted at each measurement
level are averaged. To better highlight the results, the residual co-
variances are normalized for each 10 min data set evaluated, and a
threshold of 90% is defined. Sensors not close to the damaged location
should not exceed this limit.
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Fig. 8. Photograph of the concrete foundation (left), and the reversible damage mechanisms at level 6 (right) [34].
Table 3
Data selection from experimental data.
Name T - learning No. of data sets T - testing Approx. max.

𝜇 (𝜎) learning | testing 𝜇 (𝜎) wind speeds [34]

(A) 14.31 ◦C (0.0409) 1 | 10 13.89 ◦C (0.3032) 7.99–8.19 m/s
(B) 11.38 ◦C (0.1123) 1 | 9 11.17 ◦C (0.2598) 4.75–4.83 m/s
(C) 2.13 ◦C (0.0751) 1 | 10 1.67 ◦C (0.7100) 4.10–4.28 m/s
(D) 18.59 ◦C (0.2560) 1 | 8 18.77 ◦C (0.3704) 5.3–5.49 m/s
(E) 22.10 ◦C (0.7009) 1 | 6 24.66 ◦C (2.6125) 6.62–6.77 m/s
(F) 17.20 ◦C (0.0061) 1 | 7 16.69 ◦C (0.5226) <0.5 m/s
Fig. 9 illustrates the normalized residual covariances evaluating
10 min data sets for damage pattern (A). The data represents the
local stiffness changes mainly linked to the induced damage next to
measurement level 9, or more precisely, damage level 6. Each bar of
the measurement level represents a different evaluation of a 10 min
data set. A gray bar is manually incorporated to highlight the sensors
closest to the damage. To identify the removal of all struts at level 6,
we can analyze the localization by comparing the residual covariance.
The highest value is observed at measurement level 9, representing the
geometrically lowest measurement level and slightly above the location
where the first damage was induced. On average, the second highest
residual covariance value is 0.36, corresponding to measurement level
8. The residual covariance values generally decrease as we move away
from the induced damage. However, it is worth noting that measure-
ment levels 1 and 6 deviate from the decreasing pattern observed at
other distances from the damage.

Fig. 9. Residual covariance for localization when removing all struts at damage level
6 (ML closest to damage in gray).
7

Fig. 10. Residual covariance for localization when removing all struts at damage level
4 (MLs closest to damage in gray).

The structural stiffness undergoes a change between measurement
levels 6 and 7 in the case of damage pattern (B). The outcomes of
the investigated method are visualized in Fig. 10. Consistent with pre-
vious observations, the local increase in residual covariance provides
valuable insights for localization purposes. Predominantly, the values
are correctly the highest at measurement level 6. Notably, the highest
residual covariance value outside the gray area is 0.30, corresponding
to measurement level 8. As the distance from the damage increases, the
residual covariance values exhibit a clear decreasing trend. The smallest
values of the damage identifier are at 0.05 at the top of the structure,
which is also the measurement level furthest away from the damage.

The findings pertaining to damage pattern (C) are illustrated in
Fig. 11. The figure specifically highlights the occurrence of the third
structural change between measurement levels 5 and 6. Interestingly,
despite the sensors at measurement level 5 being closer to the damage
position, the values recorded at measurement level 6 are higher than



Engineering Structures 303 (2024) 117570N. Römgens et al.

3

t
a
t
t
l
d
n
t
r
n
f

i
o
h
m
r
m
d
c
a
t
n
s
n
p

t
t

Fig. 11. Residual covariance for localization when removing all struts at damage level
(MLs closest to damage in gray).

hose at measurement level 5. The lattice tower is fixed at the bottom,
llowing for unconstrained vibration at the top. These boundary condi-
ions might contribute to variations in the measured values, explaining
he higher values at measurement level 6 compared to measurement
evel 5. Moreover, the highest value not in direct proximity to the
amage is 0.60, which corresponds to measurement level 4. It is worth
oting that measurement level 4 represents the third-closest position to
he damaged location. As we move further away from the damage, the
esidual covariance values generally decrease. However, this trend does
ot hold true for all measurement levels; measurement level 8 deviates
rom this trend.

Fig. 12 presents the results obtained from evaluating the fourth
nduced structural change, namely damage pattern (D). In this case,
nly one damage mechanism was removed at damage level 6. The
ighest values observed in the evaluation are consistently found at
easurement level 9. As mentioned before, this indicates that the

esidual effects of the damage are most prominent at this particular
easurement level. For the first time, due to the low severity of the
amage, values recorded at the other measurement levels are relatively
lose to 90%. Notably, measurement level 1 exhibits the second-highest
verage value, reaching 0.60. This suggests that even though it is not
he measurement level with the highest values, it still experiences a sig-
ificant impact from the structural change. In contrast to the previous
ymmetrical damage situation, the asymmetrical damage scenario does
ot show a decreasing trend with greater distance from the damage
osition.

Fig. 13 illustrates the results obtained from evaluating the penul-
imate induced structural change, specifically focusing on damage pat-
ern (E). The removal of only one damage mechanism was performed at

Fig. 12. Residual covariance for localization when removing one strut at damage level
6 (ML closest to damage in gray).
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Fig. 13. Residual covariance for localization when removing one strut at damage level
4 (MLs closest to damage in gray).

Fig. 14. Residual covariance for localization when removing one strut at damage level
3 (MLs closest to damage in gray).

damage level 4. It is noteworthy that for all the 10 min data sets utilized
in the evaluation, successful localization of the damage was achieved.
Consistent with the previous observation, measurement level 1 stands
out with the third-highest values, averaging 0.58. The third evaluated
10 min data set shows a value of over 0.8 for measurement level 1, indi-
cating a decreasing sensitivity towards the structural change regarding
the asymmetrical damage scenario. Furthermore, no decreasing trend
with increasing distance from the damage position is observed.

Fig. 14 illustrates the outcomes obtained from the evaluation of the
most recent induced structural change, namely damage pattern (F). In
the third asymmetrical damage scenario, a single damage mechanism
was removed at damage level 3. The evaluation of all the utilized
10 min data sets consistently resulted in the highest obtained values at
measurement level 6. This highlights the robustness and effectiveness
of the employed methodology in accurately identifying the precise
location of the structural change. Consistent with earlier observations
regarding asymmetrical damage, measurement level 1 stands out with
the third-highest values, exhibiting an average of 0.62 and the high-
est overall obtained value considering damage patterns (A) to (F).
Moreover, at measurement levels 4 and 8, the threshold is exceeded.

4.3. Discussion

As the damage localization method has been only applied using
non-standardized time series data, the advantages over choosing the
spectrum of the time signal or the modal parameters of the structure
have yet to be shown. Nevertheless, the reasons for the good results
are clear: as little as possible was changed to increase the general
applicability and the potential of the neural network to process un-
filtered information. We have concluded that standardization has a
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considerable influence on the quality of the results and was therefore
not used in the proposed method. In particular, we consider the changes
to the input time series to be critical, as the frequency space is changed
and information is lost. Further, the dimensioning of the autoencoder
becomes increasingly more difficult.

The investigations in Section 3 show that the proposed method is
well suited to the task, as the damage position can be identified in-
dependently of the excitation position. Notably, four different damage
positions were evaluated simultaneously. As described, the residual
covariance (cf. Fig. 6) proves to be more potent than the reconstruction
error (cf. Fig. 5) when evaluating the same autoencoders’ residuals. The
explanation for this was the additional consideration of the inputs, as
discussed in Section 2.3.

For experimental validation, Figs. 9 to 11 show that the position
of the damage can be consistently identified. Interestingly, the damage
position indicators become smaller with increasing distance from the
induced structural change, implying that a lower sensor resolution
would still have been sufficient. Damage relatively far down could
be better localized. For the minor structural changes, the damage
localization is consistently successful but not so precise, as can be seen
in Figs. 12 to 14, for which the reasons are manifold. Due to summer’s
lower wind speeds, the eigenfrequencies were less excited. The time
between induced damage instances was chosen to be shorter, leading
to a smaller database for learning. Considering the evaluation method,
the damage position indicator was averaged for each measurement
level for better comparability and to show robustness, even though
the damage was only induced in the 𝑦-direction. It should also be
noted that the loosening of a strut leads to asymmetrical damage and,
therefore, to a more significant change in the torsional modes, which
is not favorable for damage localization and led to large values at the
top of the structure.

In comparison to different data-driven approaches such as PALS-
tuned Kalman filters [13] and finite impulse response filters [16]
working on LUMO, we have successfully shown that it is possible to
localize minor damage-induced structural changes. The damage local-
ization method succeeds especially due to the autoencoder’s ability
to consistently determine the correct damage position. Regarding the
autoencoder’s structure, the sequences are encoded in the bottleneck, as
already mentioned in Section 3.2, which results in signals with different
amplitudes (e.g., from tower structures) having similar reconstruction
errors when evaluating the healthy state. Accordingly, one has an ex-
cellent baseline, robust against varying excitation position, to monitor
the position of the structural changes.

5. Conclusion

In this paper, we investigated an autoencoder with non-standardized
time series data for unsupervised damage localization in vibration-
based SHM. To this end, we established an approach to effectively use
raw acceleration signals as the inputs of an autoencoder for system
identification. To make this approach generally applicable, an auto-
mated solution is provided to operate the neural architecture search.
As part of this, the bottleneck dimension is estimated using the PCA
by evaluating the frequency domain of the reconstructed signals. As
an extension to the model, we assessed the covariance of the inputs
and the residuals of the network to improve the proposed method’s
performance. Examining the simulation results, the covariance proved
to be more robust and sensitive towards the damage position than the
reconstruction error. It has also been shown that the autoencoder is
robust towards different excitation positions, which suggests that the
model mainly learns the system properties. Experimental validation
was further conducted, in which the autoencoder performed exception-
ally well. Classifying the 10 min data sets according to wind speed and
structure temperature was sufficient. As the distance from the damage
increases, the residual-based damage position indicators exhibit a de-
creasing trend for symmetrical damage. Minor structural changes can
9

p

also be localized consistently; probably due to torsional eigenmodes a
gradual decline in values as we move further away from the damaged
area was not found, which is a drawback of the proposed method.
In addition, the residuals of the autoencoder cannot be physically
interpreted and are therefore more susceptible to incorrect decision-
making processes. In summary, applying autoencoders with time series
data using the covariance of the inputs and the residuals promises to
be a potent tool for unsupervised damage localization.

For future work, trying to localize the damage under varying envi-
ronmental conditions using autoencoders is a problem to tackle. The
number of learning files can be increased to cover a larger temperature
range. For further development, more complex failure modes involving
the interaction of multiple factors or components within a system
should be examined. A comparative study should be conducted to
investigate different characteristics and advantages of variations of
the autoencoder, such as a variational or convolutional autoencoder.
The covariance-based residual analysis is motivated by the non-trivial
interpretability of neural networks. Nevertheless, the damage-sensitive
feature can also be applied to different models’ residuals. The ap-
proach was deliberately kept general to allow easy transferability of
the application to other systems, such as wind turbines. Further, data-
based system identification could be transferred to nonlinear systems
(e.g., rotor blades).
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