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Abstract
The creation of a shared understanding of the project vision of all relevant stakeholders is vital to the requirements engi-
neering process. One way to create such a shared understanding is through the use of vision videos that visualize the project 
vision at an early project stage. However, not all functional aspects can be presented. For example, the fact that an access 
code is valid for only a single use can be hard to visualize. One low-effort solution could be the insertion of short texts or 
short audio clips. In this work, our question is twofold: What effects do short pieces of additional information have in vision 
videos? What are suitable ways to add this information to vision videos? To answer these research questions, we investigated 
three different methods of inserting additional information to vision videos in an eye tracking study. We inserted short texts 
either below the scene or as overlays and also investigated the addition of short audio clips. These methods were evaluated 
in terms of participants’ video comprehension, visual effort, cognitive load and subjective preference. The results of our 
study show that the pieces of additional information improve vision comprehension, thereby supporting the creation of a 
shared understanding. All investigated methods lead to only marginal increases of the viewers’ cognitive load. Based on our 
results, we derive recommendations on how to insert additional information in vision videos.

Keywords  Requirements engineering · Eye tracking · Vision · Video

1  Introduction

One factor impacting the success of software projects is the 
degree of shared understanding among all relevant stake-
holders regarding the future system [1, 2]. Creating such a 
shared understanding can be especially difficult as differ-
ent people have different mental models of themselves and 
their environment [3, p.17]. Requirements engineers face the 
challenge of aligning these mental models to form a com-
mon vision. One possible solution is using videos in addi-
tion to written documents. Vision Videos present the future 
system in a medium with high communication richness and 

effectiveness [4, 5] and can serve as a starting point to foster 
meaningful discussions among stakeholders [6]. These dis-
cussions can lead to the uncovering and subsequent resolv-
ing of misunderstandings, thereby achieving a shared vision 
[6].

Vision videos can be used at different stages of the soft-
ware development process [7]. One example is the applica-
tion at a very early project stage to communicate and vali-
date the project vision [7]. In such instances, video creators 
might not have access to a prototype of the system. Addition-
ally, the creation of vision videos also has to adhere to time 
and resource constraints in order to fit into the development 
plans. These differences in the available resources between 
vision videos and high-end video productions have lead to 
the introduction of the Affordable Video Approach by Sch-
neider et al. [8]. According to this approach, individual parts 
of the project vision that might not have been implemented 
in a prototype can be substituted by actors simply pretend-
ing to use the system as envisioned. For example, a newly 
conceptualized remote control that enables parcel carriers to 
access the trunks of recipients’ cars could be substituted by 
an actor using a common TV remote.

 *	 Lukas Nagel 
	 lukas.nagel@inf.uni-hannover.de

	 Melanie Schmedes 
	 melanie.schmedes@inf.uni-hannover.de

	 Maike Ahrens 
	 maike.ahrens@inf.uni-hannover.de

	 Kurt Schneider 
	 kurt.schneider@inf.uni-hannover.de

1	 Software Engineering Group, Leibniz University Hannover, 
Welfengarten 1, 30167 Hannover, Lower Saxony, Germany

http://crossmark.crossref.org/dialog/?doi=10.1007/s00766-023-00403-0&domain=pdf
https://orcid.org/0000-0001-5003-2340
https://orcid.org/0000-0003-3675-4202
https://orcid.org/0000-0002-9577-0598
https://orcid.org/0000-0002-7456-8323


522	 Requirements Engineering (2023) 28:521–539

1 3

However, not all details of the envisioned functional-
ity can be substituted in this way. Details of the afore-
mentioned example, like the fact that the remote access 
functionality exclusively opens the trunk and only a single 
time, can be challenging to visualize in video content. It 
is also not feasible to dedicate the required screen time to 
portray each detail in its entirety. Such an approach would 
lengthen the vision video beyond the recommended maxi-
mum length of 5 min [9] and therefore defy its inherent 
purpose. In longer videos stakeholders might miss impor-
tant misalignments between the system vision presented in 
the video and their own. A further issue can be found when 
the need for a clarification of specific details is discovered 
only after the video has been produced. In all of these 
cases, the insertion of additional information to existing 
video content can provide the required details without 
requiring any reshooting or reproduction processes.

Affordable ways for the insertion of additional infor-
mation to existing vision videos are needed to keep the 
effort for requirements engineers at a moderate level. One 
possible low-effort solution could be the enrichment of 
the video content with short texts. Short pieces of nar-
rated audio might also present a suitable alternative that is 
even less invasive to the visual content. We examine these 
potential solutions in an eye tracking study. Our goal is to 
find a suitable method of inserting additional information 
to vision videos.

In this paper, we present three different designs for the 
insertion of additional information to existing vision videos. 
These designs include a variant to add short texts below the 
video scene, one variant with short texts as overlays and a 
variant to add a narrator voice providing the same informa-
tion via audio. The results of our eye tracking study show 
that the participants were able to reproduce about two thirds 
of the additional information after watching the video for the 
first time. Self-reported cognitive load measures and visual 
effort metrics obtained with the eye tracker did not present 
statistically significant drawbacks of the variants. The meth-
ods evaluated in this paper present suitable ways of inserting 
additional information to existing vision videos. We com-
bine our eye tracking data with subjective feedback obtained 
in a questionnaire to investigate the designs in terms of video 
comprehension, reading time, cognitive load and subjective 
preference.

The presented paper is an extension of the previous work of 
Schmedes et al. [10]. It complements it by evaluating further 
opportunities to convey information in already existing videos. 
Instead of solely looking at text options, we also included a 
variant with additional audio clips in which the information is 
provided by a narrator. We evaluated the advantages and draw-
backs of this option by extending the conducted eye tracking 
study. Besides, we expanded the statistical analysis and discus-
sion of the existing results. Moreover, we included additional 

related work, e.g., of using audio in contexts of multimedia 
learning.

The paper is structured as follows: Sect. 2 provides infor-
mation on the background of our research and related work. 
The eye tracking study is described in Sect. 3 and its results 
are lined out in Sect. 4. These results are discussed in Sect. 5 
before Sect. 6 concludes the paper.

2 � Background & related work

The topics of this work have already been researched and 
discussed in other scientific literature which presents the 
background of our work.

2.1 � Videos in requirements engineering

The use of videos in requirements engineering has been 
examined in multiple related works. One of the earliest 
attempts of the use of video in the field of software engineer-
ing was an approach by DeMarco and Geertgens who pre-
sented a program documentation on VHS tapes [11]. Later, 
so-called vision videos emerged who can be used to visual-
ize concrete scenarios [12, 13] or product visions [7, 14]. 
Differences of vision videos and use cases were evaluated in 
a work by Brill et al. [7]. Their work focused on vision vid-
eos that were created quickly and with little effort. A refine-
ment of a vision through the presentation of alternatives in 
videos was explored by Schneider et al. [8]. Busch et al. [15] 
compared animated vision videos with those created with 
actors. They concluded that animated videos appear to be 
an adequate alternative.

Guidelines supporting the production of vision videos 
have been summarized by Karras and Schneider [9]. They 
provide detailed support for the phases of pre-production, 
shooting and postproduction. A further work by Karras et al. 
[4] presents a quality model for vision videos. Results of 
their experiment lead to the identification of six character-
istics vital to a video with high quality, namely video length, 
focus, prior knowledge, clarity, pleasure and stability.

Another aspect of research interest regarding vision vid-
eos is how they should be used [16, 17]. One possible usage 
scenario that has been examined by Karras et al. [16] is the 
context of a virtual focus group. Nagel et al. [17] studied 
asynchronous and synchronous viewing contexts for vision 
videos. They conducted an online study and formulated 
recommendations on which context is applicable to which 
situation.

2.2 � Software engineering, requirements 
engineering and eye tracking

A systematic literature review on eye tracking in software 
engineering has been performed by Sharafi et al. [18]. Their 
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paper summarizes the usage of eye tracking and the meas-
urements taken in previous studies. They also point out limi-
tations of eye tracking. Additionally, their systematic litera-
ture review identified the main topics of research papers on 
eye tracking in software engineering including model com-
prehension, code comprehension, debugging, collaborative 
instructions and traceability [18].

In the field of requirements engineering, Ahrens et al. 
[19] investigated how specifications are read in an eye track-
ing study. They also compared specifications on paper and 
on screen and found reading patterns that appeared to be 
similar. Ahrens and Schneider [20] studied three different 
attention representation types to support the reading of spec-
ifications. These types were based on previously gathered 
eye tracking data. The considered representation types were 
quick access buttons, heatmap bars and role icons [20].

Eye tracking has also been used to determine how use 
cases and linked requirements are read. Karras et al. [21] 
compared three different linking variants. Use cases were 
read before requirements in all cases. In a follow-up eye 
tracking experiment, Karras et al. [22] studied the reading 
behavior of use cases and requirements to corroborate their 
previous results [21].

Gralha et al. [23] examined a number of user story tem-
plates regarding the aspects of user story creation and under-
standing. One of their metrics was the visual effort experi-
enced by their participants which they measured using an 
eye tracker. Busjahn et al. [24] looked to identify a starting 
point for understanding software code by investigating how 
code is read with an eye tracker. For example, they compared 
the reading of code and natural language texts. A research 
effort by Jermann and Nüssli [25] investigated gaze behavior 
and cooperation during pair programming with eye tracking. 
They report that pairs mostly looked at the same screen ele-
ments during spoken selections.

2.3 � Eye tracking of videos

A study by Goldstein et al. [26] investigated whether people 
look at the same screen elements while watching movies. 
They created COIs (Center of Interest) based on eye tracking 
data and concluded that these COIs could be used for mag-
nification to help visually impaired viewers [26]. Srivastava 
et al. [27] studied the connection between paying attention 
to the video content and listening to a voice in the context 
of educational videos. They found a relation between the 
gaze behavior of their participants and prior knowledge [27].

A paper by Brown et al. [28] details their investigation 
of differences between common subtitles placed below the 
video and dynamic subtitles superimposed as overlays. 
Their eye tracking study revealed that most participants had 
a positive attitude toward dynamic subtitles. One example 
for an advantage of these dynamic subtitles was that they 

made it easier to focus on the content of the video. Never-
theless, Brown et al. [28] found that no general preference 
of dynamic subtitles was evident in their results. Therefore, 
they recommend that viewers should be able to choose a 
subtitle design.

Kruger et al. [29] conducted an eye tracking study to 
investigate the impact of subtitles on the cognitive load 
of viewers. They also recorded Electroencephalography-
measurements, a comprehension test and a questionnaire. 
No significant differences in terms of short- or long-term 
performance measures could be found between the groups 
with and without subtitles.

2.4 � Eye tracking and text

Related research has addressed various subtopics of the 
manner in which text is read by humans. Rayner and McCo-
nkie [30] investigated different models of eye guidance in 
reading and conducted a study regarding eye movements. 
Their conclusions include that the fixation duration at least 
partially depends on features of the text that is being fix-
ated [30]. Dogusoy et al. [31] found that sans-serif fonts 
are read faster and more precisely. A further eye tracking 
study by Rayner [32] investigated reading behaviors. The 
study’s results indicate that eye movements are influenced by 
cognitive processes that take place at the fixation moment. 
Research performed by Hall and Hanna [33] examined the 
color of text and backgrounds of web pages and their effect 
on one another. Aspects addressed in their research include 
readability, retention, aesthetics and behavioral intentions. 
They also found that colors with a higher ratio of contrast 
result in better readability [33].

2.5 � Visual and auditory information

Mayer [34] sums up and explains the theoretical basis for 
a cognitive theory of multimedia learning. In this context, 
Mayer [34] explains the assumptions of dual channels, lim-
ited capacity and active processing. The term dual-channel 
assumption describes that humans have two different chan-
nels of perception, one for visual and one for auditory infor-
mation [35].

Both kinds of information are in a first step stored briefly 
in a visual respectively auditory register [36]. Subsequently, 
the processing takes place in the working memory, whose 
capacity is limited [36]. Visual working memory includes 
an average of five units and auditory includes articulations 
in the time frame of about two seconds [36].

Simpson and Thomas [37] focused on different presenta-
tion modes to study listening and reading comprehension. 
Within the scope of a study with 368 students, they com-
pared listening to a lecture, listening to a tape recording 
of a lecture, reading a text about the content and structure 
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of the lecture, and reading a text in which the ideas were 
emphasized by underlining and capitalization [37]. After the 
subjects studied the specific material, a content test took 
place. The results of the groups did not differ. Simpson and 
Thomas [37] formulated that their findings would support 
the assumption that listening and reading comprehension 
are based on the same underlying processes. Results of the 
later test show a better understanding of the audio group. 
According to Simpson and Thomas [37] this result would 
strengthen the theoretical point of view that spoken and writ-
ten language have their own and/or singular processes.

According to the guidelines for combining media of 
the DIN EN ISO 14915-3:2002 [38] software ergonom-
ics for multimedia user interfaces, speech has the ability 
to strengthen information in movies. Moreover, speech can 
draw attention to specific film elements. In addition, the use 
of speech is described as an alternative option to text, which 
may complicate viewing the image in some circumstances.

Richards [39] formulated that three levels seem to be 
important for listening: (1) identification of statements, (2) 
interpretation of illocutionary power, and (3) mobilization 
of knowledge about the real world. The long-term memory 
is dealing with concepts and meanings instead of the form 
or distinct sentences [39].

2.6 � Scope of this work

The research field of vision videos has been explored by 
multiple research efforts. These efforts include the afford-
able video approach [8, 15] or the development of guidelines 
[9]. Research in the field of eye tracking has examined many 
different aspects related to requirements engineering, texts 
and videos. The preceding sections of related work deal with 
thematic sub-aspects which we looked to combine for the 
context of this work. We looked to use an eye tracker and 
a questionnaire to investigate the effects of inserting addi-
tional information via text or via audio. The texts we used 
differed from regular subtitles as we looked to integrate short 
pieces of additional information rather than transcribing the 
video content or spoken dialog. We thereby focused on the 
opportunity of enriching and adapting existing vision videos 
with additional information while minimizing the effort of 
making these adaptations.

3 � Eye tracking study

We performed an eye tracking study to reach our goal of 
finding a suitable method of inserting additional information 
to vision videos. To ensure that we could find an appropri-
ate experiment design, we applied the GQM paradigm [40]. 
Therefore, we defined our research goal before determining 
fitting research questions and metrics. The definition of our 

research goal was performed using Wohlin et al.’s [41] goal 
definition template.

Goal definition:
We analyze three methods of adding information to vision videos
for the purpose of assessing information retention
with respect to the comprehension of the video content
from the point of view of requirements engineers
in the context of an experimental setting simulating early RE

To reach this goal, we designed a between-groups eye 
tracking study. A within-group study design was not suited 
to our research goals, as we would have to either accept the 
impact of a strong learning effect on our data or find two 
vision videos that were of similar complexity. We decided 
that a learning effect was unacceptable. Finding two vision 
videos of similar complexity was impossible as the num-
ber of criteria that could potentially impact the complexity 
perceived by individual participants. We also preferred to 
accept the threat of a low sample size, which could be solved 
with later replications of the study, over the issues stemming 
from a crossover design [42].

We tested three different methods of adding information 
to already existing vision videos. The first two methods 
inserted additional information by adding text. The variant 
TextBelow presented the text below the screen space of the 
original video, akin to how subtitles are commonly shown. 
The variant TextOverlay displayed the same text as a block 
superimposed on the video content in a treatment-specific 
place. Lastly, the AudioVariant conveyed the information 
by adding a narrative voice to the existing audio track. We 
also conducted sessions with a control group that watched 
the original vision video without any added information. 
Figure 1 shows an example of the four different variants.

The use of an eye tracker enabled a detailed determination 
of whether the textual additions are recognized and read by the 
viewer. Eye tracking also enables the measurement of metrics 
for the visual effort of participants [43, 44] which provides a 
basis for a more detailed evaluation of the three methods.

3.1 � Research questions & hypotheses

Our research goal is refined by the following research ques-
tions. We abbreviate the name of the group watching the 
TextBelow variant as TB. The abbreviations TO for the Text-
Overlay variant, AV for the AudioVariant and CG for the 
control group variant are used accordingly.

Research Question 1:
In what ways is the viewing behavior influenced by additional 
information when watching vision videos?
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First, the impact of the different variants on the view-
ing behavior of our participants is determined. We therefore 
analyze the visual effort evident in the eye tracking data. 
We developed hypothesis 1 and the corresponding subhy-
potheses to refine Research Question 1. We also tested the 
alternative hypotheses:

H10∶   There is no difference between the groups with addi-
tional information in viewing the videos in terms of visual 
effort.

H1i.0∶   There is no difference between group a and group b 
in viewing the videos in terms of visual effort.

 

i = (a, b) with a ≠ b,

a, b ∈ {TB, TO,AV}

Research Question 2:
What type of information presentation is most suitable for the 
context of vision videos?

The second research question aims to establish the suit-
ability of the three methods of adding information. We con-
sider the perceived cognitive load and vision comprehen-
sion. Research Question 2 is refined through two hypotheses 
and subhypotheses. We also tested the corresponding alter-
native hypotheses.

H20∶   There is no difference between the four groups regard-
ing the perceived cognitive load.

H2j.0∶   There is no difference between group a and group b 
regarding the perceived cognitive load.

H30∶   There is no difference between the three groups with 
additional information in terms of the amount of newly gath-
ered knowledge on the content of the video.

j = (a, b) with a ≠ b,

a, b ∈ {TB,TO,AV ,CG}

3.2 � Metrics

To answer our research questions, various metrics were 
determined with respect to the hypotheses. All measure-
ments were obtained from the eye tracking data using Tobii 
Pro Lab1 or the questionnaire. Table 1 provides an overview 
of all metrics. The independent variables of our study are 
the four variants that were tested, namely the TextBelow, 
TextOverlay, Audio and Control variants.

The visual effort experienced while watching the differ-
ent vision video variants was investigated in terms of the 
average fixation duration and the fixation and saccade count. 
Fixations describe a stable eye gaze that usually lasts for 
100 to 300ms. Saccades are the rapid eye movements in-
between. For the treatment groups watching one of the two 
TextVariants, we also examined the overall fixation time 
spent looking at the text as well as the visit count, mean-
ing how often the text was looked at. We picked these met-
rics based on work by Sharafi et al. [43], who reported that 
more fixations on an area indicate more visual attention. 
Additionally, work by Jeanmart et al. [44] laid out that a 
higher complexity or larger importance of viewing areas can 
be indicated by longer fixations or a longer overall fixation 
time. As for the Likert scales selected for the video and text 
characteristics, we decided to use six-point Likert scales 
to avoid a neutral position. This was suited to our evalua-
tion as we expected viewers to have an opinion leaning to 
one side (e.g., regarding the question “Did the videos help 
to understand the visions?”). The lack of a neutral option 
enabled more powerful results to be obtained. The question 
asking participants about their cognitive load was designed 
according to the nine-point Paas scale [45]. This specialized 
Likert scale ranges from values of 1 indicating a very very 
low mental effort like the one experienced while riding a 
bike to a value of 9 which denotes a very very high mental 
effort similar to what might be experienced while taking an 
examination. It has been proven to be a reliable measure for 
the cognitive load of users of a system [46].

Fig. 1   An overview of the different video variants used in the study

1  https://​www.​tobii​pro.​com/​produ​ct-​listi​ng/​tobii-​pro-​lab/.

https://www.tobiipro.com/product-listing/tobii-pro-lab/
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3.3 � Material

All video variants watched by participants of our study are 
adaptations of the same vision video.2 The video portrays 
different methods for ordering and delivery processes in 
rural areas. The video’s protagonist is shown ordering a 
product by focusing on it with their smartphone’s camera 
and ordering via a simple press of a button that is associ-
ated with the product. In the third ordering vision, the video 
shows the product’s container automatically detecting a 
low fill-level and placing an order without any direct user 
interaction. As for the delivery methods, the video presents 
another set of three options. First, a method is portrayed in 
which a neighbor was able to collect the package in the city. 
The second shown method consists of a delivery by drone, 
while the last method presents a parcel delivery worker 
leaving the package in the trunk of the recipient’s car. The 
first part of the video presenting the ordering methods runs 
for 1:22 min, while the second part on the delivery options 
is 2:45 min long. In total, participants of our study spent 
4:07 min watching video content. The vision video was pro-
duced in the context of the paper Refining Vision Videos [8] 
and has already been used in multiple other studies [8, 15, 
17]. The videos were watched on 24-inch screens equipped 
with Tobii X3-120 eye trackers.

We inserted additional information to each option. This 
information could not be gathered from the original vision 
video. We derived these pieces of information from ques-
tions posed by participants of an earlier study which focused 
on synchronous and asynchronous viewing of vision vid-
eos [17]. The information was either presented in short 
texts or as additional audio voiced by a narrator. The texts 
ranged from a length of 7 to 10 words (50 to 60 characters). 
Each text was displayed for a duration of 3 s, meaning that 
the treatment groups watching the two TextVariants were 

presented with texts for a total of 18 s of runtime. For the 
AudioVariant, a narrator read the same pieces of information 
out loud. To keep in line with the TextVariants, the narrator 
kept their voice recordings to a similar length of about 3 s.

Overall, four different variants of the vision video were 
used in the study. One group of participants was shown the 
TextBelow variant which displayed the text below the video, 
while a second group was shown TextOverlay with the text 
superimposed on the video. A third group watched the origi-
nal video content enhanced with the audio track of the narra-
tor in the AudioVariant. The fourth and final group watched 
the vision video in its original version as a control group.

A second part of the study included questionnaires3 that 
were handed out to participants on paper. Participants were 
asked for demographic data and to give short summaries 
of the ordering and delivery methods they had seen in the 
video. Additionally, the questionnaires included questions 
about participants’ opinions on the content of the videos 
and questions specific to the additional information that was 
presented to the treatment groups. The treatment groups 
were also asked questions regarding the method of adding 
information that they had encountered. In this way, we were 
able to collect data on specific characteristics of the text 
and audio elements. These included the appearance of the 
individual elements and participants’ ability to reproduce 
the portrayed information.

Table 2 presents an excerpt of different parts of the ques-
tionnaire, the related response types and which groups were 
asked. A subset of the included questions has already been 
used in prior work [8, 15]. The treatment groups were asked 
comprehension questions regarding the content of the addi-
tional information. An example of such a question can be 
found in the first question presented in Table 2. Row 3 of 
the same table gives an example for a question referring 
to participants’ preferences regarding the method in which 

Table 1   Overview of applied metrics

Dependent variable Eye tracking metrics

Viewing behavior Reading time of texts (s), Number of gaze visits
Visual effort Average fixation duration (ms), Fixation count, Fixa-

tion time (ms, Saccade count, Visit count of text 
elements

 Dependent variable Metrics observed in questionnaire

Perceived cognitive load Rating on a nine-point Likert scale (Paas scale [45])
Correct answers Number of correctly answered questions about the 

additional information
Video characteristics Rating on a six-point Likert scale
Text characteristics Rating on a six-point Likert scale

2  The videos used cannot be shared for privacy reasons.
3  Unfortunately, we cannot share the raw data as participants did not 
consent to a sharing of their individual data on external servers.
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information can be added to vision videos. Furthermore, 
participants of all groups were asked to rate the mental effort 
they experienced while watching the vision video and to give 
their opinions on the video in its entirety, like in the final two 
questions of Table 2.

3.4 � Participants

A total of 32 participants took part in the study. An ini-
tial set of 24 participants was randomly and evenly dis-
tributed among the control group and the two treatment 
groups watching the TextVariants. The final 8 participants 
were included in a follow-up study in which we examined 
the AudioVariant. This resulted in four different groups of 
eight participants each. To find our participants we used an 
external platform connecting experimenters and university 
students who are looking to participate in scientific studies. 
The platform allowed for an email to be sent out to poten-
tial participants who were then able to select a time slot at 
which they wanted to take part in the study. These time slots 
were then assigned to the different groups to ensure that we 
obtained the same sample size for each treatment. By using 
the external platform, we had no influence on which of the 
contacted participants took part and which time slot they 
selected.

Our participants ranged from 19 to 29 years of age (M 
= 23.1, SD = 4.7). 15 participants identified themselves 
as female and 17 as male. 29 of them indicated that they 
were university students at the time of their participation, 4 
indicated themselves to be employed. A single participant 
stated that they were currently fulfilling both roles. Overall, 
the 32 participants indicated 19 different fields of study or 
employment.

Another part of our demographics questionnaire asked 
how often the participants had been involved in software 
development processes. For this question we made use of a 
Likert scale ranging from 0 (never before) to 5 (very often). 
19 participants indicated that they had never been involved 

in software development. The remaining 13 answers ranged 
from 1 to 3.

Participants received a monetary incentive of 10 euros 
for their participation in the study. However, this incentive 
was in no way connected to their performance in the study.

3.5 � Experiment setting

Participants took part in individual sessions. These sessions 
were conducted in a quiet room and adhering to a strict 
hygiene concept due to the ongoing COVID-19 pandemic. 
This included only a single experimenter being present dur-
ing the study as well as regular use of disinfectants on all 
surfaces that participants might have come in contact with.

Complying with this hygiene concept and social distanc-
ing regulations, an overview of the experiment and a consent 
form were handed out. Next, the process of the study was 
explained by the experimenter and a brief introduction of the 
context of the vision video was given. This context was the 
ordering and delivery processes in rural areas where local 
stores might be out of reach in modern times due to previous 
store closings and the urban sprawl.

After these introductory remarks, the eye tracker was cali-
brated using a 5-point calibration built in Tobii Pro Lab. As 
a next step, participants were shown the vision video. As 
determined by our choice of a between-groups design, each 
participant watched only a single variant of the vision video. 
They saw one of the following variants: (1) The TextBelow 
variant which presented the additional information below the 
video, (2) The TextOverlay variant showing the text super-
imposed on the video content, (3) The AudioVariant that 
included an additional audio track voiced by a narrator, or 
(4) the ControlVariant with a version of the vision video 
without any additional information if they were part of the 
control group.

Once the respective video had been watched, question-
naires were handed out as the final part of the study. These 
questionnaires included all questions regarding the video 

Table 2   Excerpt of the 
questionnaire. The full set is 
available on Zenodo [47]

Group Questions / Statements  Type of answer

Treatment Groups Method A: How long do you need to
focus the product with the camera to
place an order?

Free-text field

Treatment Groups Method 3: How does the access to the
recipient’s trunk work?

Free-text field

Treatment Groups Did the texts/audio help to under-
stand the visions?

Likert scale [0-5]

Treatment Groups
Control Group

How much mental effort did you
invest while watching the vision
videos?

Likert scale [0-5]

Treatment Groups
Control Group

I liked the videos. Likert scale [0-5]

Treatment Groups
Control Group

The video quality was sufficient to
understand the content.

Likert scale [0-5]
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content, demographics, questions specifically asking about 
participants’ understanding of the additional information 
portrayed via text or audio and their opinions on the use of 
the respective method. For participants who were part of 
the control group the final parts of the questionnaire were 
not applicable as they did not receive any additional infor-
mation. Instead, they were asked whether they felt that any 
information was missing. Figure 2 provides a simplified 
presentation of the groups participating in our experiment 
and its procedure.

3.6 � Analysis procedures

Before interpreting our data, we carefully reviewed all 
recordings of the eye tracker to ensure that the gaze data 
could be properly captured at all times. This process led 
to the exclusion of four participants due to gaps in the data 
sets. These issues occurred most frequently for gaze points 
of participants reading the text below the video image. Addi-
tionally, we had to exclude a further participant as they did 
not complete the questionnaire. These participants are not 
described in the Participants section. We included only fully 
valid recordings in our results.

Figure 3 gives an example of one of the video scenes 
where additional information was added via text or audio. It 
shows how the added text below or on the video influenced 
the gaze behavior of the participants by representing fixa-
tions as red circles on the image. For the TextBelow variant, Fig. 2   An overview of the experiment design

Fig. 3   Sample gaze plots of all 
groups for one of the informa-
tion additions. The original 
video was produced by Schnei-
der et al. [8]



529Requirements Engineering (2023) 28:521–539	

1 3

the gaze moved from the video content down to the textual 
information and for the TextOverlay group, the fixations 
shifted to the text on the image. On the other hand, for both 
the AudioVariant and the control group, subjects could keep 
focusing on the main content area of the video and did not 
get the visual distraction of the added text.

For questions about participants’ understanding of the 
additional information, we strictly graded the provided 
answers in the categories correct and incorrect. Any answers 
that were partially correct or included inaccuracies were 
deemed incorrect.

Wherever tests for the statistical significance of differ-
ences were applicable, we tested our data sets for normal 
distribution using the Shapiro-Wilk test. Depending on the 
outcome of this test we chose between the t-test for normally 
distributed data and the Mann-Whitney U test when no nor-
mal distribution could be found.

4 � Results

We present our results ordered by hypotheses.

4.1 � Hypothesis 1

H10∶   There is no significant difference between the groups 
with additional information in viewing the videos in terms 
of visual effort.

Three different metrics were measured to gather information 
on the visual effort exerted by the participants. We recorded 
the average fixation duration, the fixation count and the sac-
cade count for each of the variants. Table 3 provides an over-
view of these results for each group.

The data shows that participants watching one of the Text-
Variants, as well as the AudioVariant, showed a longer aver-
age fixation duration and had more fixations and saccades 
than those watching the original video as part of the control 
group. Higher numbers indicate a higher complexity and less 
efficient search for information [18]. I.e., our data indicates 
that the added texts and audio result in a slight increase in 
visual effort. However, these differences are not statistically 
significant.

When taking a closer look at the two TextVariants, we can 
examine four more eye tracking metrics for the text elements 
specifically. We compared the results of the two treatment 
groups watching the TextVariants in terms of their average 
fixation duration, fixation counts, visit durations, and visit 
counts of the text elements. Table 4 provides an overview of 
these text-specific metrics.

To validate our assumption that the text overlays were 
placed in video areas that usually did not include any valu-
able visual information, we compared the visit duration of 
the areas where the text was shown for all groups. The data 
can be seen in Table 5. It shows that all groups except for the 
TextOverlay group barely paid attention to these areas. This 
validates our assumption, but also shows that also the group 
seeing the text directly in the video image gets distracted 
from the actual relevant part of the video during those times.

After testing for normal distribution, we performed a 
t-test on the average fixation durations of the data obtained 
from participants watching the TextVariants. The test 
resulted in values of t(14) = 0.09 and p = 0.93 . There-
fore, we could not find a statistically significant difference 
between the two TextVariants regarding the average fixation 
duration of the text elements.

The same procedure was also performed for the fixation 
counts and text visit durations. The t-test resulted in values 
of t(10.8) = 0.79 and p = 0.45 for the fixation counts and 

Table 3   Results of eye tracking 
metrics for the whole videos

Metrics on video TextBelow TextOverlay AudioVariant Control

Mean SD Mean SD Mean SD Mean SD

Avg fixation duration (ms) 260.38 98.71 239.56 46.59 266.81 45.78 237.35 51.88
Fixation count 726.50 140.12 714.13 88.61 629.5 125.67 685.50 102.98
Saccade count 455.88 68.06 403.88 85.91 386.88 75.54 373.25 62.50

Table 4   Results of eye tracking metrics for the additional text

Metrics on text TextBelow TextOverlay

Mean SD Mean SD

Avg fixation duration (ms) 157 24.6 158 23.4
Fixation count 8.81 0.67 9.2 1.23
Text visit duration (s) 1.82 0.27 2.0 0.26

Table 5   Visit duration of overlay text area

Group Overlay text area visit (s)

Mean SD

TextBelow 0.003 0.007
TextOverlay 2.009 0.26
AudioVariant 0.044 0.099
Control group 0 0
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t(13.97) = 1.40 and p = 0.18 for the text visit durations. 
Hence, our data does not present any statistically significant 
differences for these two metrics either. However, an initial 
tendency of higher reading times for the text overlays when 
compared to the texts shown below the video can be found.

In terms of the visit count, our data shows that all texts 
were looked at between one and three times. We found only 
a single occurrence of a text not being looked at by a par-
ticipant. This might have been caused by more movement 
being present in the scene that was accompanied by this 
particular text.

All in all, we did not find any statistically significant dif-
ferences between the treatment groups in terms of visual 
effort.

4.2 � Hypothesis 2

H20∶  There is no difference between the four groups regard-
ing the perceived cognitive load.

We asked participants to rate the level of mental effort they 
exerted while watching the vision video on a scale from 1 
to 9. The resulting data was tested for normal distribution 
with the Shapiro-Wilk test before we performed analyses of 
the statistical significance of differences between the groups. 
The results of these tests for normal distribution are found 
in Table 6.

Depending on the presence or absence of a nor-
mal distribution we used different statistical tests. We 
used the t-test as it is robust against non-normally dis-
tributed data [41]. The Mann–Whitney U test was used 
as a nonparametrical alternative. We also applied the 

Bonferroni–Holm correction to reduce the threat of 
falsely accepting a positive result of a test for statistical 
significance. We used Bonferroni–Holm over the Bonfer-
roni correction as a less conservative option based on the 
arguments laid out by Aickin and Gensler [48]. While the 
use of the Bonferroni correction is debated in literature 
[49, 50], we still chose to include the Bonferroni-Holm 
variation, as we deemed the threat of false positives to be 
too important for our findings. Table 7 gives an overview 
of these results.

4.3 � Hypothesis 3

H30∶   There is no significant difference between the three 
groups with additional information in terms of the amount 
of newly gathered knowledge on the content of the video.

An overview of correctly or incorrectly answered questions 
regarding the content of the additional pieces of information 
portrayed via text or audio is presented in Fig. 4. Almost no 
difference can be seen between the three treatment groups. 
The group presented with the TextBelow variant answered 
33 (68.75%) out of a total of 48 questions correctly. Both 
the group watching the TextOverlay variant with text over-
lays and the AudioVariant group gave correct answers to 32 
(66.66%) questions. Therefore, we cannot reject H30. Our 
results display no difference between the three treatment 
groups regarding the amount of newly gathered knowledge 
on the content of the video.

Figure 5a presents an overview of the responses obtained 
from the treatment groups to a statement declaring that the 
additional information was important. On a 6-point Likert-
scale ranging from 0 (do not agree at all) to 5 (fully agree), 
participants of the group looking at the TextBelow variant 
gave ratings of 4 six times with the remaining two responses 
giving a value of 5. For the group watching the TextOverlay 
variant, we obtained ratings of 2 and 3 once, three ratings of 
4 and a further three ratings of 5. Lastly, the group watching 
the AudioVariant answered with the value 3 twice, with a 
single participant answering with a 4 and the five remaining 
participants indicating a value of 5. A similar general agree-
ment was found regarding the statement that the additional 

Table 6   Results of Shapiro–Wilk tests

Variant W(8) p  Normal Distribution?

TextBelow 0.777 0.023 No

TextOverlay 0.911 0.397 Yes
AudioVariant 0.870 0.161 Yes
Control Group 0.811 0.045 No

Boldened to indicate important results like a statistical significance or 
a confirmed normal distribution

Table 7   Results for Hypotheses H2. Note that H2TB,CG would have been significant without the Bonferroni-Holm correction

Hypo. Variant A Variant B  p p corr Reject H2 j.0?

H2TB,TO TextBelow TextOverlay 0.142 0.710 No

H2TB,AV TextBelow AudioVariant 0.430 0.760 No

H2TB,CG TextBelow Control Group 0.032 0.192 No

H2TO,AV TextOverlay AudioVariant 0.218 0.760 No

H2TO,CG TextOverlay Control Group 0.342 0.760 No

H2AV,CG AudioVariant Control Group 0.190 0.760 No

Boldened to indicate important results like a statistical significance or a confirmed normal distribution
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information helped with comprehension. One single par-
ticipant watching the TextBelow variant answered with a 3, 
while six other ratings of 4 and a final rating of 5 were also 
collected. The group receiving additional information via 
text overlays provided six ratings of 4 and a single rating of 
5. Members of the group listening to the additional audio 
track responded with a single rating of 1, three ratings of 4 
and three values of 5. An overview of these results can be 
found in Fig. 5b.

The questionnaire also included two statements designed 
to evaluate participants’ opinions on the design of the text 
and audio elements. Both statements regarding the text 
elements were rated more favorably by participants of the 
treatment group watching TextBelow. The statement I like 
the design of the texts was rated with a single 0, 1, 2 and 
3, with the remaining four responses indicating values of 

4. The group watching the TextOverlay variant also gave 
rather diverse answers with two answers of 0, two answers 
of 1, three answers of 3 and a single answer with a value 
of 4. Similarly diverse responses were found regarding the 
statement text position was appropriate. Participants of the 
treatment group with text below the video gave two ratings 
of 2, three ratings of 4 and three ratings of 5. Answers from 
the group with text as overlays resulted in three ratings of 
1, one rating of 2, 3 and 4 each and two ratings of 5. The 
group watching the AudioVariant answered similar questions 
in their questionnaire. The statement I like the design of the 
audio information was rated with two values of 1, two values 
of 3, a single value of 4 and three values of 5. Furthermore, 
the statement the temporal positioning of the additional 
audio information was answered with a single rating of 2, a 
single rating of 3, four ratings of 4 and two ratings of 5. An 
overview combining the responses of all treatment groups to 
the two statements can be found in Fig. 6a and b.

A further set of statements on which we collected our par-
ticipants’ opinions asked about the vision video itself. Fig-
ure 7 presents an overview of their responses. Once again, 
we employed 6-point Likert-scales ranging from 0 (do not 
agree at all) to 5 (fully agree). The first of these statements 
asked participants whether or not they liked the vision video. 
Our results show that the group watching TextBelow rated 
their liking of the video lower than the other two groups. 
All groups generally agreed with a statement regarding par-
ticipants’ opinion on whether the video provided important 
information. However, the group watching the AudioVari-
ant indicated slightly lower values than their counterparts. 
Finally, we also collected participants’ agreement with 
the statement the video quality was sufficient with which 
most participants agreed. As an additional question asked 
to participants of the control group, we inquired whether 

Fig. 4   Overview of correctly and incorrectly answered knowledge 
questions

Fig. 5   Levels of agreement for the statements the additional information was important (a) and the additional information helped with compre-
hension (b) ranging from 0 (do not agree at all) to 5 (fully agree)
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they felt that they were missing any information that should 
have been included in the vision video. Three of the eight 

participants of this group indicated that they were missing 
information.

Fig. 6   Levels of agreement for the statements I like the design of the texts (a) and the text position was appropriate (b) ranging from 0 (do not 
agree at all) to 5 (fully agree)

Fig. 7   Levels of agreement for the statements I like the video (a), the video provides important information (b) and the video quality was suffi-
cient (c) ranging from 0 (do not agree at all) to 5 (fully agree)
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For the members of the treatment groups watching one 
of the TextVariants, we examined the eye tracking data in 
terms of the individual participants fixation patterns on two 
areas of interest. The first of these areas was the video con-
tent, while the second area was defined as the screen space 
containing the texts. We noted the fixations on these areas 
chronologically while watching the gaze recordings col-
lected by the eye tracker. Figure 8 presents these patterns 
for both TextVariant-groups. Our data shows that each text 
was looked at at least once. One exception is present in a 
single gaze recording for the group viewing the variant with 
text overlays. Participant 5 did not fixate on the final text that 
was displayed.

4.4 � Interpretation

Our study has lead to some interesting results. First of all, 
participants of the treatment groups were able to accurately 
reproduce 68.8% (TextBelow), 66.6% (TextOverlay) and 
66.6% (AudioVariant) of the additional information. For the 
TextVariants, this finding is supported by the fact that all 
text elements were perceived and read by our participants. 
Only a single text addition out of a total of 96 (6 texts per 
video x 16 participants) was not fixated. Both TextVariants 
appear to have been perceived equally well. We found no 
significant difference between these two groups, neither in 
the reproduction of knowledge, nor in the fixation patterns 
we obtained in the eye tracking data. Other eye tracking met-
rics like the number of fixations and the fixation duration 
appear to be equal between the two TextVariants as well. We 
also found no significant difference in the reading time of 

the two text designs. However, a tendency of text overlays 
resulting in a higher reading time than the texts below the 
video could be observed.

When comparing the treatment group watching the Audi-
oVariant to the other results, we obtained similar values for 
the eye tracking metrics. The recorded average fixation dura-
tion was the highest of all groups by a marginal, not statis-
tically significant difference. In terms of the fixation and 
saccade counts the group watching the AudioVariant was 
the treatment group most closely comparable to the control 
group. The average fixation count calculated for the mem-
bers of the group was the lowest result found in our experi-
ment. However, the differences to the treatment groups once 
again were not statistically significant.

In terms of the cognitive load as self-reported by partici-
pants on a 9-point Likert scale [45], we found the highest 
ratings for the group with texts displayed below the video 
(MD = 4), followed by the AudioVariant (MD = 3), the 
group with texts as overlays (MD = 2.5) and finally without 
text (MD = 2). Participants indicated mostly low to medium 
values. After applying the Bonferroni-Holm correction, no 
statistically significant difference could be found between 
the groups in terms of their self-reported cognitive load.

Our questionnaire resulted in the finding that participants 
of all treatment groups evaluated the pieces of additional 
information as helpful for their understanding of the visions. 
Only a single participant disagreed with the corresponding 
statement. Our participants also indicated that the additional 
information was important for the content of the vision 
video. One single participant of the group with text overlays 
disagreed. Overall, there does not appear to be a significant 
difference between the three methods examined in our treat-
ment groups. We summarize our findings by answering our 
research questions as follows:

Answer to research question 1:
The viewing behavior of viewers of vision videos is not majorly 
impacted by the inclusion of additional information via audio. 
Instead, it is influenced when the same information is displayed 
as text. We found no significant differences between the two 
TextVariants. Small differences between the treatment groups and 
the control group could be found in our data, however, these dif-
ferences were not statistically significant either.
Answer to research question 2:
All three methods of adding information to vision videos add 
value to the understanding of the video content and enable view-
ers to expand their knowledge of the presented vision. All three 
methods are suited for the context of vision videos.

4.5 � Threats to Validity

Although we had taken great care in the planning and exe-
cution of our study, its results are still threatened by some 
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aspects. We classify these threats according to Wohlin et al. 
[41].

4.5.1 � Internal Validity

The internal validity of our results is threatened by the fact 
that participants theoretically could have simply guessed 
answers to content questions correctly. We implemented 
a strict grading of answers in the questionnaire by classi-
fying inaccurate answers as false to minimize this threat. 
Additionally, the hygienic procedures performed due to the 
ongoing COVID-19 pandemic introduced a further threat to 
the internal validity. Facial masks that had to be worn by all 
participants could have impacted the eye tracking record-
ings. We ensured the absence of this factor by performing 
multiple test runs with different types of facial masks before 
conducting the main study.

Individual experiment sessions were supervised by a 
total of three different researchers which could have led to 
differences between the researchers impacting our results. 
We attempted to minimize this threat by carefully planning 
which information would be given out to participants and 
how questions would be answered. An additional threat 
stems from the use of two different experiment setups to 
allow two researchers to perform sessions simultaneously. 
The two setups were built to resemble one another as closely 
as possible. For example, we used the same screen sizes and 
eye tracker models for both setups.

We also recognize a threat to the internal validity of our 
results caused by the design of the blocks of texts in the 
TextOverlay variant. The color contrast between the text and 
the video content beneath it could have been suboptimal, 
which might have made it harder to read it. However, the 
low cognitive load reported by the participants viewing this 
video variant indicates that this threat did not meaningfully 
impact our results. We also looked to mimic a real world 
application of this method by keeping the effort required to 
implement the text as low as possible.

The internal validity of the results of participants watch-
ing the AudioVariant is also threatened by the audio quality 
of the video. Participants could have misheard the pieces of 
information provided by the narrator voice. However, no evi-
dence of an impact of this threat could be found. When asked 
for feedback on the audio, some participants mentioned that 
they would have liked a slightly faster speech tempo, thereby 
indicating that there was no difficulty understanding the nar-
rator. This statement also suggests that the audio clips were 
long enough to accurately portray the short pieces of addi-
tional information.

Lastly, the lack of statistically significant differences 
obtained from our study could have been caused by the 
sparseness with which the methods of adding information 
were used. However, we intentionally chose to add only 

a few pieces of information to the video presented in our 
study, as this is the intended use of our methods. The four 
ways of adding information to vision videos laid out in this 
paper should be used only when absolutely necessary.

4.5.2 � External Validity

One threat to the external validity of our results is that the 
experiment included only short pieces of information. We 
also did not test different fonts or font sizes of texts and 
looked to keep the additional audio information similar in 
terms of tone and speech speed. Both the texts and the audio 
information were also visible or audible for just roughly 
three seconds. The generalizability of our results is dimin-
ished by these aspects. However, testing these parameters 
was not the intention of our study. We focused on the differ-
ences between the three variants tested in our study and the 
control group rather than looking for detailed information 
on these parameters.

Additionally, our groups consisted of only native speak-
ers of the language of the texts. We therefore did not obtain 
any results regarding the potential difficulty of stakeholders 
working in their second language.

A third threat to the external validity are the demograph-
ics of our participants. Most of our participants were uni-
versity students and of similar ages ranging from 19 to 29 
years. Our participant selection was heavily reliant on an 
external platform that connects experimenters and university 
students who are looking to participate in scientific studies. 
An earlier search for participants without this external plat-
form lead to an insufficient number of available test subjects. 
We accepted this threat to increase the sample size of our 
experiment.

4.5.3 � Construct Validity

Our participant selection also threatens the construct valid-
ity of our results. No participant of our experiment was a 
real stakeholder. Therefore, they might not have cared about 
the contents of the presented vision. This could theoreti-
cally have lead to them being inattentive and less likely to 
give insightful answers. We found no evidence of this threat 
impacting our study results.

Furthermore, there could have been an impact on the data 
collection by the eye tracker due to personal characteristics 
of participants. For example, participants could have sat 
too closely to the eye tracker or might have been wearing 
glasses. To mitigate this threat, we calibrated the eye tracker 
for each participant and provided instructions on where 
exactly to sit in front of the screen according to the recom-
mendations made by Tobii. We also observed participants 
on a second experimenter screen and reviewed all recorded 
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data to ensure data quality. We observed no impact on our 
eye tracking data from these threats.

Another aspect of our participant selection is their famili-
arity with subtitles. Participants who live in countries where 
movies are shown with subtitles might report a lesser impact 
of the TextBelow variant on their cognitive load. This could 
skew our data if only some participants are used to subtitles. 
We do not expect our results to be impacted by this threat as 
all participants came from the same geographic location. We 
also included the eye tracking metrics to obtain an objective 
measure of the visual effort.

The use of an external platform for the recruitment of 
our participants introduced a further threat to the construct 
validity. The platform required that participants were paid 
for their time. Our participants were therefore mostly moti-
vated extrinsically. Once again, we accepted a potential 
impact of this threat in favor of a larger sample size and 
made clear that the financial incentive was in no way linked 
to the recorded performance but rather depended solely on 
the participation. Therefore, we do not expect a large impact 
of this threat on our results.

Moreover, the presence of experimenters during the ses-
sions could have impacted our participants. Our careful plan-
ning of the experimenter’s involvement in the study sessions 
included being as non-invasive as possible through being 
quiet and keeping responses to questions to a predetermined 
minimum.

4.5.4 � Conclusion Validity

The conclusion validity of our results is threatened by the 
potential of technical issues leading to broken eye tracking 
recordings. We excluded any results obtained from partici-
pants with faulty eye tracking data. The results of such par-
ticipants are not reported in this work.

Furthermore, the size of our sample also threatens its 
conclusion validity. We were unable to obtain a larger sam-
ple size due to the challenging circumstances of recruiting 
participants for an on-site experiment during the COVID-19 
pandemic. Groups with more than eight participants each 
could have lead to more powerful results which might have 
presented statistically significant differences. This need for 
a larger sample size is further reinforced by the presence of 
a statistically significant result for H2TB,CG before the appli-
cation of the Bonferroni-Holm correction. The use of the 
correction is debated in research [49, 50]. A larger sample 
size might lead to the discovery of a statistically significant 
result after the application of the correction.

However, we do not expect these statistically significant 
differences to result in unacceptable levels of cognitive load. 
This expectation is based on comments made by our partici-
pants over the course of the study which indicated that none 

of them were overwhelmed by the additional information. 
We are grateful to have acquired a total of 32 participants.

Another aspect limiting our sample size was that expen-
sive eye tracking equipment and carefully chosen laboratory 
settings were required for all study sessions. The size of our 
study is in line with comparable experiments in other works 
using eye tracking [18]. We handled this threat by analyz-
ing our data with statistical tests only where applicable and 
resorting to more qualitative analyses in all other cases.

5 � Discussion

The results of our study have revealed some interesting 
insights on the potential of inserting additional information 
to vision videos via text or via audio. One of the most impor-
tant findings of our experiment is that participants were able 
to accurately reproduce two thirds of the inserted additional 
information after watching the vision video only once. While 
one third of the answers to knowledge questions asked in the 
questionnaire were inaccurate or false, this result is still a 
positive indication for the value of the presented methods. 
The purpose of vision videos is not to enable stakeholders to 
reproduce every detail of the presented vision after watch-
ing the video for the first time. Instead, it is important that 
stakeholders are able to recognize misalignments between 
their own project vision and the one presented in the video. 
Participants generally seem to have recognized the pieces of 
additional information. The methods presented in this paper 
therefore are suitable ways of adding information to existing 
vision videos. Responses in the questionnaire regarding par-
ticipants’ opinions on whether or not the added information 
was important and beneficial to their comprehension of the 
project vision further reinforce this finding.

While we observed benefits of the methods of inserting 
additional information to existing vision videos, we also 
found results on their potential drawbacks. One example 
for such a drawback is a slightly increased visual effort 
exerted by our participants. The corresponding eye track-
ing metrics were increased slightly in all treatment groups 
when compared to the control group. A similar tendency 
can be observed for the self-reported cognitive load meas-
ures. However, we found no statistical significance in 
these differences. The fact that we found no statistically 
significant drawbacks between the control group and the 
treatment groups indicates that they are outweighed by 
the benefits of the presented methods. Even though it is 
possible, we do not expect a larger sample size to lead to 
significant differences. Nevertheless, a statistical signifi-
cance might have been found with longer vision videos 
or a higher amount of additional information. However, 
we designed our evaluation with the recommended video 
length [9] in mind. The low to medium levels of cognitive 
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load indicated by participants of the treatment groups 
are reasonable for the duration of at most 5 min that was 
defined by the production guidelines for vision videos [9].

We recommend the use of the presented methods of 
inserting additional information to existing vision videos. 
Enriching vision videos with textual or auditory elements 
enables requirements engineers to include details that 
would otherwise take large amounts of effort to portray 
or might even be impossible to portray. We were unable 
to measure participants’ understanding of the contents of 
the original vision due to the complexity of the presented 
variants. Participants were focusing on vastly different 
aspects of the vision which they thought to be most inter-
esting. This meant that a binary definition of a correct or 
incorrect understanding of even parts of the vision was 
not applicable in our case. However, we found concrete 
information on the understanding of the additional pieces 
of information as these pieces were much shorter and more 
precise. The participants of our study were able to accu-
rately reproduce two thirds of the additional information 
with only a negligible impact on their cognitive load. Nev-
ertheless, we recommend keeping the additional pieces of 
information to a short length and to use them only when 
they are absolutely necessary. Information that can not be 
included as short texts or short audio clips should still be 
presented in written documents like a specification. Vision 
videos should be seen as supplementary material enabling 
a fast and direct communication of the project vision.

In addition to the general benefits of inserting additional 
information to vision videos, we also observed advantages 
and disadvantages of the individual methods.

The TextBelow variant is easy to implement for video 
producers and video editors as it can be added by simply 
creating a black bar beneath the video content and add-
ing white text. This creates an aesthetic familiar to view-
ers due to the similarity with subtitles in movies. Adding 
text below the video most closely follows the Affordable 
Video Approach [8] and covers no parts of the video con-
tent. However, additional captions below the video might 
interfere with adding subtitles, e.g., for hearing-impaired 
viewers.

One of the main advantages of the TextOverlay variant 
is that the position of the text is closer to the video content. 
Viewers therefore have an easier time following the visual 
content in their peripheral vision while reading the texts. 
This can lessen the visual effort and the cognitive load com-
pared to the TextBelow variant, as is evident in the results of 
our study. However, adding texts as overlays requires more 
effort from video producers and video editors. The overlays 
require a suitable position at which they do not obstruct any 
vital parts of the video and also demand a careful choice 
of the text color in order to maximize the readability on a 
dynamic background.

As for the AudioVariant, one of its main advantages is 
the fact that it adheres to the concept of the dual-channel 
assumption [34]. The visual aspects of the video can remain 
the same. This leads to results of the eye tracking meth-
ods close to those obtained for the control group. However, 
the additional audio track still increases the cognitive load 
experienced by participants. Furthermore, an implementa-
tion of the AudioVariant also requires considerable effort. 
While it is often easier to find a suitable temporal position 
for the audio clips than finding a suitable position for the 
text overlays of the TextOverlay variant, the AudioVariant 
still requires the recording of a narrator voice which intro-
duces the need for suited audio equipment. Furthermore, 
audio tracks consist of a number of parameters like speech 
tempo, loudness and intensity that need to be kept in mind. 
Especially for longer audio clips, it might also get increas-
ingly difficult to find suitable positions in the video without 
interfering with the original audio of the video.

Another option to recognize would be a combination of 
the AudioVariant with one of the TextVariants. All vari-
ants support the comprehension of the added information. 
A combination of audio and text could therefore result in 
the best comprehensibility. The drawbacks of this option 
are aligned with the ones outlined for the individual vari-
ants. Adding the pieces of information in two separate ways 
would further increase the effort required of video editors, 
especially since both a suitable moment in time for the audio 
track and sufficient screen space in the same video section 
need to be found. A temporal separation between an infor-
mation being portrayed on an audio track and as text on the 
screen could lead to confusion. Another important aspect of 
the combination of multiple variants is the additional impor-
tance of the provided information perceived by viewers. This 
perceived importance could diminish the attention given to 
other aspects shown in the video at the same time. While 
this could be intended by the editors for especially important 
additions, we recommend vision video editors to be careful 
with the use of a combination of multiple variants.

All methods presented in this paper fulfill our goal of 
finding a suitable method of inserting additional informa-
tion to vision videos. An analysis of the differences between 
the variants in terms of the visual effort and cognitive load 
revealed no statistical significance. We also did not observe 
a meaningful difference in participants’ ability to reproduce 
the additional information. This indicates that all four meth-
ods manage to inform viewers of vision videos while intro-
ducing only negligible drawbacks to the viewing experience. 
The TextBelow variant appears to require a slightly larger 
increase of the cognitive load and visual effort from view-
ers than the other methods of inserting additional informa-
tion. Nevertheless, its ease of implementation means that 
we recommend inserting text below the video as the most 
reasonable method.
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The use of our methods can inform stakeholders on 
important aspects of the project vision. Therefore, all vari-
ants laid out in this paper can prevent requirements engi-
neers from having to reshoot parts of a vision video if there 
is a need for clarification that arose only after the video had 
been created. We argue that especially the TextVariants 
should be seen as a meaningful tool to adhere to the Afford-
able Video Approach [8]. The use of all three of our meth-
ods can be relevant to the preproduction, when some details 
might be hard to visualize, and in the postproduction when 
unexpected needs for clarification are found. By support-
ing the vision comprehension, our methods can lessen the 
workload of requirements engineers while also improving 
the validation of visions and requirements in the require-
ments engineering process.

6 � Conclusion

In this paper, we investigated three methods of inserting 
additional information into existing vision videos. These 
methods include the insertion of short texts below the video, 
short texts as overlays on top of the video content and the 
addition of short audio clips. All three methods were inves-
tigated in the context of an eye tracking study. The results 
of this study show that there are no statistically significant 
differences between the evaluated methods. Comparisons 
to a control group who watched the vision video without 
any additions also did not result in the discovery of any sta-
tistically significant differences. Participants were able to 
accurately reproduce most of the additional information. 
This finding is especially meaningful as an accurate repro-
duction goes beyond of what is required of stakeholders in 
the context of vision videos. Instead, stakeholders need to 
be able to recognize when the project vision presented in the 
vision video differs from their own. We argue that stakehold-
ers are meaningfully supported in their task of unveiling 
misalignments between mental models by all three methods 
presented in this paper. This finding is further reinforced 
by our eye tracking recordings indicating that all texts were 
recognized. To adhere to the Affordable Video Approach 
[8], we recommend the insertion of additional information 
as texts below the video.

The methods presented in this paper support the com-
prehension of project visions presented in vision videos. 
They enable the presentation of feature details that would 
normally be hard to visualize while also replacing the need 
for potentially expensive reshoots when needs for clarifi-
cation arise after the video production. Both the insertion 
of texts and the inclusion of additional audio clips should 
therefore be utilized as a suitable tool in the pre- and post-
production of vision videos. The use of our methods sup-
ports the achievement of the requirements engineering goal 

of creating a shared understanding between all relevant 
stakeholders.

In future research, we plan to consider deaf stakeholders. 
Textual information could enable them to discuss project 
visions using the same medium as other stakeholders. Addi-
tionally, future research could focus on how to collect the 
highest quantity or quality of feedback based on vision vid-
eos. For example, an interactive video player could be used 
to provide feedback to a project vision without having to 
switch to a different application. Another area of research is 
the application of vision videos in asynchronous communi-
cation contexts. Further research efforts could enable groups 
of stakeholders that are dispersed among different countries 
and time zones to discuss their project visions based on 
a vision video. This way, such research could enable the 
achievement of a shared understanding for more stakeholder 
groups and thereby aid in their software projects’ success.
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