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Abstract

Atom interferometers have gained attention in both fundamental physics research and practical
applications thanks to their high accuracy. Improving them is a widespread area of research and
generating highly phase stabilized light fields is crucial for enhancing their accuracy, pushing the
requirements to their hardware beyond state-of-the-art.

Bose-Einstein condensates (BECs) are particularly advantageous as a probe in e.g. a classical
Mach-Zehnder setup, since they enhance the interferometer’s sensitivity due to their long pos-
sible observation times. These longer observation times, compared to thermal ensembles, allow
for more precise measurements of accelerations by detecting the quantum mechanical phase of
the atomic ensembles after an interferometry sequence. The creation of a BEC is a complex pro-
cess that requires coherent, frequency stabilized light of different wavelengths.

Moving an Al which uses BECs into a microgravity environment allows for smaller apparatuses
and longer interferometry sequences. However, the requirements in terms of accuracy for the
hardware that drives the laser systems remain but their size, weight and power budget need to
be reduced for space-born apparatuses.

One possible way to measure the quantum mechanical phase of an interferometer output is Ra-
man double diffraction. For this purpose, a FPGA based digital phase locked loop (DPLL) was
developed and evaluated for the usage in an atom interferometer with Raman double diffraction
within the sounding rocket missions of MAIUS-B.

For space applications a digital system is very favorable since parameters of the loop can be ad-
justed without soldering and with communication from a distance. Furthermore, the digitally
tunable Numeric Controlled Oscillator (NCO), implemented as the reference oscillator, enables
tuning setpoints as high as the laser current range of the hardware. Additionally, the digital Phase
Frequency Detector (PFD) of the DPLL can read phase errors between the reference and laser beat
signals up to 2 GHz in combination with the developed hardware without external frequency di-
viders. Hence, the capture range of the phaselock is only limited by the hardware.

In the course of this thesis, the DPLL was successfully tested on multiple laser systems as well
as with an electronic Voltage Controlled Oscillator (VCO). A characterization of the phaselock
was achieved through evaluation of the conducted measurements at different laser system se-
tups. A phase noise suppression to approximately —60 dB¢/Hz for frequencies between 100 Hz
and 1 MHz around the carrier was achieved. Highly optimized optical PLLs achieve phase noise
suppression to —120 @B¢/Hz at the expense of size, cost and complexity compared to the DPLL.
Jumping between frequency setpoints with ECDLs showed that the DPLL was able to realize far
frequency jumps up to 2 GHz in approximately 420 us.

Ultimately, the DPLL was able to drive Rabi oscillations with 87Rb BECs and realize beam splitter
and mirror pulses intended for Raman double diffraction with an efficiency of up to 97 % excited
atoms. Afterwards, the adjusted light pulses were used for interferometry sequences, where an
intentional tilt of the apparatus was measured through the population difference of the atomic
states.

Overall, a hardware setup time within one day was achieved for different laser systems and a suc-
cessful adjustment of the DPLL’s parameters to achieve a phaselocked laser beat signal could be
accomplished within a few hours.
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Kurzfassung

Atominterferometer haben sowohl in der physikalischen Grundlagenforschung als auch in prakti-
schen Anwendungen dank ihrer hohen Genauigkeit Aufmerksamkeit erhalten. lhre Verbesserung
ist ein weit verbreitetes Forschungsgebiet und die Erzeugung phasenstabiler Lichtfelder ist ent-
scheidend fiir die Erh6hung ihrer Genauigkeit. Die Anforderungen, um besagte Lichtfelder erzeu-
gen zu kénnen, fordern die Hardware (iber den Stand der Technik hinaus.
Bose-Einstein-Kondensate (BEKs) sind aufgrund ihrer langen Verweildauer im Interferometer be-
sonders vorteilhaft, da diese die Empfindlichkeit des Interferometers, beispielsweise im klassi-
schen Mach-Zehnder-Aufbau, erhéhen. Die langere Verweildauer, verglichen mit thermischen
Atomwolken, erméglicht praziesere Messungen von Beschleunigungen durch Messung der quan-
tenmechanischen Phase am Interferometerausgang. Die Erzeugung solcher BEKs ist ein komple-
xer Prozess fiir den frequenzstabilisiertes, kohdrentes Licht verschiedener Wellenlangen bendtigt
wird. Der Aufbau eines Interferometers mit BEKs in einer Mikrogravitationsumgebung erméglicht
auBerdem kleinere Apparate und langere Interferometriesequenzen. Die Anforderungen an die
Genauigkeit der Hardware, die die Lasersysteme antreibt, bleiben jedoch bestehen, aber ihre Gro-
Be, ihr Gewicht und ihr Energiebudget miissen fiir weltraumtaugliche Gerate reduziert werden.
Eine Moglichkeit die quantenmechanische Phase eines Interferometerausgangs zu messen, ist die
Raman-Doppelbeugung. Zu diesem Zweck wurde im Rahmen des MAIUS-B-Projekts eine FPGA-
basierte digitale Phasenregelschleife (DPLL) fir den Einsatz in einem Atominterferometer mit
Raman-Doppelbeugung fiir eine Mikrogravitationsumgebung entwickelt und evaluiert.

Fiir Weltraumanwendungen ist ein digitales System sehr vorteilhaft, da die Parameter der Schleife
ohne Léten und mit Kommunikation aus der Ferne eingestellt werden kénnen. Aul3erdem ermog-
licht der digital abstimmbare numerisch gesteuerte Oszillator (NCO), der als Referenzoszillator in
der DPLL implementiert ist, Frequenzsollwerte, die so hoch sind wie der Laserstrombereich der
Hardware. Zusatzlich ermoglicht der digitale Phasen-Frequenzdetektor (PFD) der DPLL in Kombi-
nation mit der entwickelten Hardware Phasenfehler zwischen Referenz- und Lasertaktsignal bis
zu 2 GHz auslesen, ohne Einsatz externer Frequenzteiler. Der Erfassungsbereich des Phasenlocks
ist somit nur durch die verwendete Hardware begrenzt.

Im Rahmen dieser Arbeit wurde die DPLL sowohl an mehreren Lasersystemen als auch mit einem
elektronischen spannungsgesteuerten Oszillator (VCO) erfolgreich getestet. Eine Charakterisie-
rung des Phasenlocks wurde durch Auswertung der durchgefiihrten Messungen an verschiedenen
Lasersystemaufbauten erreicht. Es wurde eine Phasenrauschunterdriickung auf etwa —60 dB¢/Hz,
fiir Frequenzen zwischen 100 Hz und 1 MHz um den Trager herum gemessen. Hochoptimierte
optische PLLs erreichen eine Phasenrauschunterdriickung bis auf —120 dBc/Hz, steigern jedoch
GroRe, Kosten und Komplexitat im Vergleich zur DPLL. Das Springen zwischen Frequenzsollwer-
ten mit ECDLs zeigte, dass die DPLL in der Lage war, weite Frequenzspriinge bis zu 2 GHz in etwa
420 ps zu realisieren.

Schlussendlich konnte die DPLL Rabi-Oszillationen mit 8’Rb BEKs treiben und Strahlteiler- und
Spiegelpulse fiir die Raman-Doppelbeugung mit einer Effizienz von bis zu 97 % angeregter Atome
realisieren. AnschlieBend wurden die angepassten Lichtpulse fiir Interferometrie-Sequenzen ver-
wendet, bei denen eine absichtliche Verkippung der Apparatur tiber den Besetzungsunterschied
der Atomzustiande gemessen wurde.

Insgesamt wurde fiir das einrichten der Regelschleife fiir verschiedene Lasersysteme eine Zeit von
weniger als einem Tag bendtigt und eine erfolgreiche Anpassung der DPLL-Parameter zur Erzie-
lung eines phasengelockten Laser-Beat-Signals konnte innerhalb weniger Stunden erzielt werden.

Schliisselworter: digitale Phasenregelschleife, Raman-Doppelbeugung, Mikrogravitation






HepiAndn

To atopxd cuyPorouctea (atom interferometers) éyouv yenowonoindel téco ot Poacixy| épeu-
VoL TNG PUOLXNE OGO XAl OE TEAXTIXES EPAPUOYES AOYW NS LPNAYC Toug axplBelac. H Bertimwon
Toug amoTeAel Eva uEYAAO BLadedouEVo Tedlo Epeuvag xou 1) dnutovpyia eoupETIXG G TadEpOTOL-
NUEVWY POTEV®Y TEdWY elvor {wTinic onpactag yia T Bedtinon tng oxplBelag Toug, Yeyovog
ToL VETEL AMAUTAHCELS TOU LTEPPAVOLY TNV UAXT XUt TACT TG TeYVoloyiag.

'Eva Bose-Einstein-Condensate (BEC) eivou diadtepa ypriowo Aoy tng pueydhng dudexetag {omng
ToU, xodWg eVioy Vel TNV euoncunaior Tou GUUPBOAOUETEOL, Y. OTNY xhaowr| udtaln Mach-
Zehnder. O peyolltepog ypeOVOC TOPUUOVAC, OE CUYXELOT Ue Vepuixd otouxd cOVoha, &-
TUTEENEL OXPBECTEREC UETPNOELS TNG EMTAYUVONS PEOW TNG HETENONG TNS XPovTOUnyovixhc
pdone otnv €€odo Tou cuuforoucteou. H dnuiovpyia tétowwy BEC etvor wiar tohdmAoxy StadL-
xacio Tou anaTel CUVEXTIXG, GTUVEQOTONUEVO PUS BLUPORETIXWY UNXWY xVuatog. Emmiéoy,
1 petaxivnon evog cupBolducteou Tou yenowonolel BECs oe nepi3dAlov uxpoBapitntog emt-
TEEMEL UIXEOTEPES GUOKEVES Xal UEYAAUTERES axoloudies. 201600, oL anautrhoel TNy axpifelo
YIOL TNV NAEXTEOVIXT GUGKELT] TOU GUC TAHUATKOS A€Wl ER Topopévouy, eve To péyedog, To Bdpog
xad®¢ xan 1 cuvolxr) Slodéour evépyeta TEETEL Vo Uetwoly yia Slao THUixég cuoxevée. 'E-
Vog TeoTog UETenone tng xBaviounyavixnc @gdong tne €€660u VO GUUBONOUETEOU Elvol 1|
Raman double diffraction. T'ia Tov oxomd autéd avamtiynxe xou allohoyinxe évag dmelaxde
Beodyoc xhewdnuatog @dong (DPLL) Baciouévog oe eva FPGA uuxpotoln yioo T yefon tou o€
éva atouixd cupPBorducteo pe Raman double diffraction mou mpoopileton yior mepiBdAiov pi-
%xp0ofoplTNToC 6o TAALGLOL TOU TEOYRAUUATOS Tou gpeuvnTXo) Tupadhou MAIUS-B.

[Mo Sotnuinég egapuoyéc éva dnglaxd cbotnua elvon TohD €UVOIXO, XD Ol TUPAUETEOL
Tou Bpdyou unopoly va pUIUETOLY Ywelc CUYXOAANGCT oL UE ETUXOWOVIN ATd ATOCTAUOY).
O dmayroxdg Tahavtwtg (NCO), mou ulomoteiton wg avapopd, emitpénet T pLdulon onueiwy
oLYVOTNTOC TOGO LPNAGOY 0G0 To £0pog Tou peluaTog Aélep TNG NAEXTOVIXAC cuoxeuhc. E-
mnhéov, o Ynplaxde aviyveutic pdone (PFD) tou DPLL uropel vo Siafdoet ogdhyato Gione
HETOEY TOV ONUETWY AVapORdS Xol TwV onudtwy Tou Aélep éwe xar 2 GHz o cuvduaoud ue
TNY cuoxeun Tou avartUyUnxe. 2 ex TolTou, To €lpoc cUMNYNE Tou DPLL neplopiletar yudvo
AmO TNV GUGKELY).

Kotd tn dudpxeior autig g datedhc, to DPLL doxwudotnxe pe emituyio o€ TOAAATAL Gu-
othuata Aélep xodmg xan oe évay nhexteovixd tahaviwth VCO. O yapoxtneioude tou DPLL
emtelyInxe Yéow TN o€lOAOYNONG TWV UETPHOEWY TOU TEOYUATOTOLUNXAY OE SLOPORETIXES
dratdetc ovotnudtwy AMélep. H peiwon tou Yoplfou gdone petpridnxe oe nepinov —60 dB¢/Hz
yia ouyvotntee Yetacy 100 Hz xou 1 MHz yOpw amo tnv T avagopds. Elapetind Pehti-
otonotnpéve ontixd PLL emtuyydvouv andppdn Yoplfou gdone éwe xar —120 dBe/Hz, od\d
aw&dvouy To uéyedog, To x60TOG Xou TNV TOALTAOXOTNTA ot oVY Lo ue To DPLL. Ot uetprioeig
GApotog UETAED TV onueiwy phduiong tng ouyvotntog €deiay 6Tt To DPLL ¥tav oe ¥éon va
TparypatomotfoeL Poxpld dapota éwg xou 2 GHz oe mepimou 420 ps. Tehixd, to DPLL xotdpe-
e va exteléoel Rabi oscillations pe oo cuvol| Tou 166Tono Tou Poufidiou (87Rb) oty
atouxt) xatdotacy BEC xou va mparypatonotioel TahuoUs Blaywelopou SEoung xaL xodeepTn
mou poopilovta yioa Raman double diffraction pe amodotixdtnra éwe xou 97 %. O pwtewvol
Tohol yenowonotjinxay ot cuvEyEw yio axolovdieg GUPBOAOUETEOL TOL UETEPOVCUY ULd
OXOTUN XAOT TNS GUOXEUTIC AOY L TNG BLUPORETIXAC XATIANPNG TWV ATOUIXMY XATAC TACEWY.
LUvohxd, o ¥pbvog EYXATACTAONG TNG oLoxeunc emtedydnxe uéoo oc pio nuépa yio dio-
PopETXE cLUOTAUNTA AELER XL 1) TPOCUPUOYY TwV TopouéTewy Tou DPLL yia tnv eniteudn
otadepononuévou ohuatog héilep emitelydnxe péoa oe Alyec MOpeQ.

Boowéc Mé€ewc: digital phase-locked-loop, Raman double diffraction, uuxeofoagitnta
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CHAPTER

Introduction

Atom interferometers (Als) have become a vital tool in various areas of scientific research over
the last decades. By measuring the acceleration that acted on an atomic ensemble, Als can be
used in earth science exploration, navigation and fundamental research [4].

For fundamental research, Als are of special interest since they utilize the quantum nature of solid
particles and can thus be an alternative for classical acceleration sensors.

11 Atom interferometers

In the most simplistic description of an atom interferometer, the atomic ensemble at the input
of the interferometer is considered a two-level quantum system (|1) , |2)). Depending on the ex-
ecuted scheme, this two-level quantum system can experience Rabi oscillations after interaction
with a resonant light field. Assuming a quantum degenerate gas at rest, the atomic ensemble can
become a three-level quantum system (|1) , & |2)), where a resonant light field will split the en-
semble between the two momentum states — |2) , — |2) by two counter propagating light fields,
which is called double diffraction [7]. A typical interferometer geometry is the Mach-Zehnder in-
terferometer (MZI) setup which is illustrated in figure 1.1 for a double diffraction setup. For Als
atomic ensembles with low expansion velocities are needed and quantum degenerated gasses
are preferred.

N A

n i
P

Ly

spacial coordinate
ON

Time coordinate

Figure 1.1: Schematic picture of a matter wave Mach-Zehnder interferometer setup for an atomic
ensemble initially at rest with a momentum state |1). The initial state (orange) is diffracted by a
laser pulse at time ¢t = 0 into two arms (blue and green) with separate momentum states + |2),
mirrored at time ¢ = T and recombined at time ¢ = 2T'. From the difference in the probability of
occupancy of the outgoing states one can obtain the relative phase §® [8].
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Choosing the product of interference time and Rabi frequency to /2 the atomic ensemble is split
into a coherent superposition between two momentum states. After a free evolution time 1" the
momentum states of the interferometer arms are inverted by a w-pulse. After the full free evolu-
tion time 27, the interferometer is closed by another 7/2 pulse.

Through detection of the population difference of the output states, a quantum mechanical phase
difference ® can be obtained [5]. The phase difference can be described as a function of the ac-
celeration @ that acted on the ensemble during the free evolution time alongside the phase @}, ¢,
that the light fields introduced to the atomic cloud during the interferometry sequence. They are
described through:

00 = (I)acc + (I)laser (1-1)
Do = kepp-a-T? (1.2)
(I)laseT = <I)1 + 2(1)2 + @3 (1-3)

where @, 3 are the phases imprinted onto the atomic ensemble during the first and second 7/2
pulses and ®5 the phase imprinted during the mirror pulse.

It is clear from equation 1.2, that the sensitivity of such an Al scales with Eeff and the square
of the free evolution time T'. The free evolution time is usually limited in a gravitational field
by the size of the experimental chamber. An obvious way to increase the free evolution time
is to move the experiment into a microgravity environment or build a large baseline apparatus
[9,10]. Microgravity can be provided by drop towers [11,12], sounding rockets [5, 13, 14] or orbital
platforms [15-17] where usually a way to an orbital platform requires previous successful tests in
drop towers and sounding rockets. The International Space Station (ISS) [18], micro satellites and
free fliers represent possible orbital platforms.

By minimizing the phase ®,,,., introduced by the light fields through equation 1.3, the influence
of the acceleration phase can be enhanced and therefore the interferometers sensitivity. This
can be achieved through optimization of the light fields [19] or interferometry techniques such
as double diffraction, which results in the laser phase being canceled out of the equation for the
total phase [20].

1.2 The universality of the free fall

Als are utilized for many different applications. Examples are magnetic field sensors, gravita-
tional wave detection, atomic clocks, rotation sensors and other measurements of accelerating

forces [21-23]. One important application of atom interferometers in fundamental physics are
tests of the universality of the free fall (UFF) which is also known as the Einstein Equivalence Prin-
ciple (EEP) formulated by Einstein [24]. The UFF states the equivalence of gravitational and inertial

mass. The principle can be tested by comparing the free fall trajectories of different test masses.
Possible violations of this equivalence can be expressed by the E6tvos factor 7:

_ lar —ag]

= , (1.4)
lar + as|

Ui

where a1 and ay are the accelerations on the test masses.
Non-vanishing results for measurements of the E6tvos factor would mean a violation of the EEP.
The search for EEP violations is an important fundamental research since different approaches for
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the unification of relativity and quantum mechanics predict violations on different levels [25, 26].
Early measurements of the E6tvos factor have been performed by Lorand E6tvés using a simple
torsion balance. Modern versions of this torsion balance measure the E6tvos factor to a precision
of n < 10713 using beryllium and titanium test masses [27]. Similar orbit based experiments with
classical test masses reach a precision of < 10~ 15 [28]. Another important measurement of n
was performed with the Lunar-Laser-Ranging experiment, which compared the free fall of earth
and moon and reached a precision of n < 10713 [29].

The E6tvos factor can also be tested using an atom interferometer with quantum mechanical test
masses by performing two acceleration measurements with different atomic species and obtain-
ing the EOtvos factor from the results. Tests of this kind are of special interest because a classical
principle like the EEP can be tested using test objects associated with quantum mechanics.

1.3 Challenges in space applications

The "Quantengase unter Schwerelosigkeit (QUANTUS)" project was founded to research the de-
velopment of sources for ultracold atoms and their application in atom interferometers for mi-
crogravity environments. The goal of this project was to demonstrate the operation of an atom
interferometer in microgravity to enable future missions in earth’s orbit.

Alongside QUANTUS, the "Materiewelleninterferometer unter Schwerelosigkeit (MAIUS)" project
began with the intention of building an atom interferometer on a sounding rocket as the next
step towards an orbital platform. Following the MAIUS project, the next planned successor of
the MAIUS mission is the collaboration project "Bose-Einstein Condensate and Cold Atom Labora-
tory (BECCAL)" between "National Aeronautics and Space Administration (NASA)" and "Deutsches
Zentrum fir Luft und Raumfahrt (DLR)", which intends to realize an atom interferometer on the
ISS.

Extending the free evolution time T" by moving an atom interferometry apparatus into a micro-
gravity environment is a challenging venture. Commercial electronics that can drive these ap-
paratuses are not optimized towards size, weight and power, which is very limited on sounding
rockets, micro satellites or other orbital platforms like the ISS as well as in ground based exper-
iments in drop towers. Furthermore, the requirements regarding robustness towards vibration
during transportation introduce an additional challenge alongside communication, which needs
to be achieved from a distance. Therefore, these projects demand custom build electronics in
order to be accomplished.

Accordingly, electronic components for missions in such environments were and are currently
being developed within the "Laser unter Schwerelosigkeit (LASUS)" project to fulfill the require-
ments ground and space born apparatuses pose [30].

1.4 Laser systems for interferometry

Laser stabilized light in atom interferometers has very stringent requirements towards phase noise
and stability. Depending on the interferometer and the used atomic transition, this can be realized
by constructing an optical Phase Locked Loop (PLL) to lock one laser to a set frequency setpoint
and improve its stability and natural linewidth through adjusting the control loop.

Due to space limitations inside the QUANTUS family projects, lasers are used for multiple pur-
poses in order to reduce their amount within the apparatus. Jumps between multiple frequency
setpoints are therefore an additional requirement towards the electronic component controlling
the laser system. A conventional analog optical PLL cannot hold up to these requirements, since
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the separate parts of analog and hybrid PLLs cannot provide a wide enough range to realize the
frequency jumps whilst simultaneously upholding the requirements towards phase noise and fre-
quency stability without the need of changing loop parameters through soldering. Furthermore,
utilizing such an optical PLL consumes an enourmous amount of time and high expertize in the
field of control theory. Therefore, within this thesis, an all-digital field programmable gate ar-
ray (FPGA) based PLL for lasers was developed with the purpose of fulfilling the requirements,
that atom interferometers in microgravity requests. Furthermore, the setup time for an interfer-
ometry laser system would be enhanced by being fully digital and the setup of the PLL for existing
laser systems would be possible in a very short time frame. The digital phase locked loop (DPLL)
will be tested on different laser systems to evaluate its performance, since an atom interferome-
ter type experiment strongly relies on extremely narrow coherent light of different frequencies.
Tests on atomic ensembles will also be carried out in order to evaluate the DPLL’s performance
during interferometry sequences.

1.5 Scope of the thesis

Alongside the technical aspects of the experiment, a brief review of the necessary physics for
laser trapping and cooling followed by the physics of atom interferometry will be givenin chapter 2
and 3 alongside its requirements to the experimental hardware. After an introduction into control
theory for PLLs in chapter 4, the technical aspects of the laser stabilization of the electronic control
system as well as the executed measurements with different laser systems and atomic ensembles
are discussed in chapter 5 and 6. The results of the measurements, comparison between the
different laser systems and the performance of the developed system will also be given in chapter
6 followed by the overall conclusion and the proposed future development steps in chapter 7.
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Laser cooling and magnetic trapping

An Al's most valuable property is its high sensitivity towards accelerations. Therefore, a lot of re-
search went into improving this aspect of the interferometer and one of the improvements is the
usage of a Bose-Einstein-Condensate (BEC). A BEC is a state of matter, which is achieved by cooling
down a gas of bosons close to absolute zero, leading to most of the atoms occupying the lowest
energy state [31]. This leads to certain advantages. A BEC expands much slower than a thermal
ensemble, leading to a higher free evolution time T in the interferometer sequence. Additionally,
it can also be described by a single wave function instead of multiple wave functions, called wave
function interference, leading to quantum mechanical effects being observable macroscopically.

Detailed descriptions of the advantages of BECs in Als can be found here [32-35].
Combining these advantages, one can create test masses with e.g. rubidium and potassium BECs,
that can be described by two wave functions and expand very slowly [15-17]. This allows to elon-

gate the free evolution time in the interferometer into the order of seconds and increases the
measured acceleration phase ®,.. that the atomic ensemble experience during the Al sequences
according to equation 1.2.

The following chapters will shortly explain the steps of creating a 87Rb BEC as it is performed in
the QUANTUS family experiments [5, 13, 18, 32, 36-38]. Ultimately, the state preparation for the
usage in an atom interferometer will be described in this chapter, alongside their requirements
to the light fields.

Even though the main focus of this thesis is not the creation of BECs, the sequences set require-
ments to the laser system and are therefore necessary to be described shortly.

2.1 Cooling and trapping of neutral atoms

The magneto-optical trap (MOT) is an experimental configuration, which uses light and magnetic
fields to simultaneously trap and cool neutral atoms [9, 39-41]. Although the targeted atomic
species is electrically neutral, it can still be trapped by leveraging the Zeeman Effect [41]. This is
achieved via coil pairs, creating a quadrupole field inside a vacuum chamber, which leads to the
trapping of the atoms inside its minimum.

Thermal atoms have far above room temperature when evaporated into the vacuum chamber.
Therefore, in order to trap as much atoms as possible their kinetic energy and thus their tem-
perature must be reduced. The light fields of the MOT are utilized for reducing the mean kinetic
energy ( Ey;, ) through laser cooling, since the thermodynamic temperature is a function of ( Ey;,,)
and the Boltzmann constant kg described by:

Ttemp = <l€g> (2.1)

In the following chapters, the MOT sequences will be explained.
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211 2D-MOT

The 2-dimensional magneto-optical trap (2D-MOT) is a type of MOT and the first stage to trap
and cool atoms in the QUANTUS experiment series. A possible setup configuration is illustrated
in figure 2.1. Connected to this MOT are heatable alkaline reservoirs, called ovens in the following
section, which contain rubidium and potassium at room temperature, although the focus will lie
on ®Rb. By heating these ovens, the metal evaporates into gases and diffuses into the vacuum
chamber.

(&

(i

Figure 2.1: lllustration of the MAIUS-B 2D-MOT chamber. The coils are placed outside of the cham-
ber in an Anti-Helmholtz configuration, generating a gradient magnetic field with a minimum in
the center of the chamber along the z-axis. Laser beams are fed through two sides of the cham-
ber and reflected at the opposite side in order to reduce the amount of beams, as well as two
feedthroughs for pusher and retarder beams. Ovens with rubidium and potassium are connected
at the corners of the chamber.

In order to trap these atoms in the chamber’s center, two coil pairs with an Anti-Helmholtz config-
uration are mounted around the chamber. These coils generate a gradient magnetic field which
can be calculated via the Biot-Savart-law (equation 2.2) and have a minimum in the chamber’s
center along the z-axis. This magnetic field splits the degenerate hyperfine states of the atoms
into their magnetic angular momentum states. The energy states under the influence of an exter-
nal magnetic field are shown in figure 2.2a and 2.2b.

Additional to the magnetic field, laser beams are fed into the 2D-MOT chamber through win-
dows to realize laser cooling through their overlapping optical field [41]. This field consists of
four counter propagating laser beams, which are red detuned to the transition frequencies of the
atoms between the [525, /5, F' = 2) = |g) state and the [52P; 5, F' = 3) = [e) state, labeled the
cooling transition of 87Rb. The ground states 5281/2 of 8Rb are labeled with an F" and the exited
states 52P3/2 of the D, transition with an F’. They are illustrated in figure A.1 [1] in the appendix.
The atoms in the chamber absorb photons and undergo the transition between ground |g) and
excited state |e) whilst absorbing the photons energy and receiving its momentum (illustrated in
figure 2.3a). Afterwards, the atoms emit a photon into a random direction and also get a random
momentum according to Newton’s third law, but as the direction is random, the average momen-
tum due to the spontaneous emission is zero (illustrated in figure 2.3b). Effectively, the atom only
absorbs momentum in the direction of the light field.
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Figure 2.2: Illustration of the hyperfine structure of 3’Rb under the influence of an applied mag-
netic field for the ground states (figure 2.2a) and excited states (figure 2.2b). The Zeeman splitting
of the hyperfine structure depends on the magnitude of the magnetic field [1].

Since there is a non-zero probability, that the atoms are transferred to the | F’ = 2) and conduct
a transition to the |F' = 1) state, an additional light field is added to transfer the atoms from
|FF=1) — |F' = 2), called repumper. From there, they reenter the cooling cycle by sponta-
neous emission from |F’ = 2) — |F = 2).

In order to use this effect for cooling purposes, the absorbed photon needs to give the atom a
momentum in the opposite direction it moves to. This is realized by detuning the laser light to a
slightly lower frequency than the desired atomic transition. This method uses the Doppler-Effect
to its advantage, which changes the frequency observed by the atoms, depending on the direc-
tion of their respective movement [42]. Therefore, atoms which have a momentum opposite to
the laser light see a higher frequency of the photon and atoms, which have the same momentum
direction as the laser light, see a lower photon frequency. Accordingly, only counter propagating
atoms are probable to absorb the photon and its momentum. This is called Doppler-cooling and
is a common procedure to cool down atomic ensembles.
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Figure 2.3: lllustration of atoms in a one dimensional, counter propagating light field. Due to the
red detuning of the light fields, the absorption of photons happens against the atoms direction,
shown in 2.3a, leading to a reduced momentum of the atom, since the emission happens to a
random direction, shown in 2.3b [2].

This cooling method considers a two-level atom regarding the energy state, which is a good ap-
proximation for 87Rb due to the large energy splitting between the different F” states [41,43]. The
requirements towards the laser system are therefore set by the natural linewidth of the transi-
tion, which for the D, transitions is I'. &~ 6 MHz [1]. The light fields should ideally be narrower
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than 6 MHz for this experimental sequence in order to allow an accurate addressing of the atomic
state.

Since the total momentum after the absorption and emission of the photon adds up in the op-
posite direction of the atom’s movement, the atomic ensemble is effectively slowed down and
cooled, since a lower average velocity means a cooler atomic ensemble.

The gradient of the quadrupole field results in an increase of the Zeeman splitting of the atomic
transition. Therefore, the amount of absorbed photons increases when moving out of the mag-
netic minimum, resulting in a force which pushes the atoms towards the center of the MOT. Since
this trap is two dimensional, the atoms are trapped along the z-axis in the chamber’s center.

3D MOT
CCD camera

Aﬁerometry

Detection

Figure 2.4: lllustration of the MAIUS-B 2D-MOT and 3D-chipMOT. Atoms in the 2D-MQOT are
trapped along the z-axis towards the 3D-MOT and pushed out via the pushing and retarding beam.
Those two additional beams upgrade the regular 2D-MQOT to a 2D+-MOT, leading to an additional
cooling effect in the chamber [43].

The last step of the 2D-MQT is pushing the cooled atoms as an atomic beam into the inter-
ferometry chamber, where they will be trapped in a 3-dimensional chip magneto-optical trap
(3D-chipMOT). Since the trap formed by the coils in the 2D-MOT is only two dimensional and
the pressure in the two chambers differs due to vapor pressure originating from the ovens, the
atoms constantly diffuse into the 3D-chipMOT due to the pressure difference. A chip MOT uses
wires on a so called atom chip to generate a magnetic field by combining it with a field generated
by coils, which will be described in the next section.

Often, the setup of the 2D-MOT is optimized and enhanced by additional beams called "pusher"
and "retarder" beam (illustrated in figure 2.4), which leads to a cooler atomic beam and is further
described under the title of 2D+-MOT by other researchers [8, 33, 44].

2.1.2 Magnetic trapping of neutral atoms

The Zeeman-Effect separates the degenerate states, which belong to certain angular momentum
states m , when an external magnetic field is applied. They are separated by upgr - B, where up
is the Bohr magneton, gy the Landé g-factor and B the absolute value of the external magnetic
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field affecting the atoms [42].
The orbital angular momentum of a real atom couples to the total spin of the nucleus and the
electron.

Y

B[G]
B [G]

g
2]

+ z [um] > : O OO
%O

z [um] z [um]

Figure 2.5: Setup of a wire combined with a coil pair to form a magnetic field trap. Combining
the generated fields of a current flowing through a wire, shown on the LHS, and the constant
mangnetic field created by a coil pair in an Anti-Helmholtz configuration, shown in the center
row, leads to a magnetic field trap, illustrated on the RHS. The field strength in the graphs are in
arbitrary units. Picture adopted from [38].

Thus by applying a constant magnetic quantization field, neutral atoms can be trapped by clas-
sical trapping methods. Atoms in a weak field seeking state can be trapped in a minimum of a
local magnetic field. Such a minimum can for example be generated by a combination of current
conducting wires on an atom chip coupled with a field generated by coils [45]. An easy example is
the situation, where a field of one straight current conducting wire is overlaid with a field of just
two coils, illustrated in figure 2.5. In this situation the field of the conducting wire combined with
the field generated by the coils can be calculated by the Biot-Savart-law:

. =
By =" / Jy x ——L_ar’ (2.2)
14

4w |7 — 7|3

where j is the current density through the conductor at the position 7 and 77 is the vector at a
given point in the area around the wire. V' describes the volume over which the magnetic field is
integrated. The constant pg is the magnetic constant.

The modulus of the resulting magnetic field has a minimum along the wire axis forming a two-
dimensional trap called a guide [46]. Closing the trap at the end of the trapping region could be
achieved by bending the conducting wires.

The usage of a combination of coils and wires to form traps for neutral atoms is one of the basic
components for a 3-dimensional chip magneto-optical trap (3D-chipMOT) in which the atoms are
cooled using several different techniques. The wires in this chipMOT are implemented by an atom
chip, which is used for other sequences along the way. Creating and optimizing magnetic fields is
a well researched field and is explained in detail by other researchers [3, 45-47].
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2.1.3 3D-chipMOT

The beam of cooled atoms from the 2D-MOT is collimated close to the surface of the atom chip of
the 3-dimensional chip magneto-optical trap (3D-chipMOT). This trap operates in the same way
as the 2D-MOT but in three dimensions. The 3D-chipMOT is a special type of 3D-MOT, that uses
wires on a board to create magnetic fields as described in the previous section [48]. Figure 2.6a
illustrates one example of a setup of the 3D-chipMOT with coils and an atom chip, realized for the
MAIUS-B apparatus [33, 46].

chip surface
with optical coating

atom beam

quadrupole field from 2D+-MOT

(Chip & bias)
(2D projection)
3rd and
o 4th beam
inz o
(6",07)
4
-
(a) (b)

Figure 2.6: Illustration of the MAIUS-B 3D-chipMOT. Figure 2.6a shows two coil pairs on the out-
side of the chamber together with the atom chip in the center create the magnetic field for trap-
ping, the third is compensating disturbing fields from outside. The four laser beams are fed into
the chamber in order to creating the overlapping light field in the minimum of the magnetic field.
Figure 2.6b illustrates the schematic of an exemplary 3D-chipMOT with a reflective atom chip
surface. Two beams hit the surface of the chip with opposite polarization o, 0, providing the
necessary light fields at the minimum of the magnetic field. The two remaining light beams, par-
allel to the atom chip surface, close the MOT and reduce the amount of beams from six to four
compared to a conventional 3D-MOT [3].

Since a three dimensional MOT needs six laser beams (two for each spatial dimension) to achieve
cooling and trapping of an atomic ensemble, the chip was coated with a mirror to reflect laser
beams off of the surface leading to a reduced number of beams [48]. Figure 2.6b shows how the
laser beams are reflected in the MOT close to the chip’s surface.

The reason for using a setup with two different MOT chambers is the lifetime of the atomic en-
semble. It is also possible to trap atoms from the background inside of the 3D chamber and
set aside the 2D chamber completely, but there are multiple advantages of splitting the cooling
and trapping process into two chambers. Since the atomic beam coming from the 2D-MOT is al-
ready cooled down, the time to reach the desired temperature in the interferometry chamber is
decreased and the amount of trapped atoms is increased. Additionally, loading the MOT from a
background gas of atoms would decrease the lifetime of the ensemble, since the vacuum pressure
of the chamber would be higher due to the present gas in the background. Resulting collisions
between the cooled ensemble and the background gas would be the reason for the reduced life-
time. Overall, splitting the MOT sequence into two chambers increases the lifetime of the cooled
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ensemble tremendously compared to a standalone 3D-MOT setup [8]. This second sequence of
cooling the atomic ensemble in the interferometry chamber reaches its minimum around a tem-
perature in the mK regime.

21.4 C-MOT

The Compression magneto-optical trap (C-MOT) is an additional MOT sequence to further cool
down the atomic ensemble and to decrease the trap volume in order to trap the ensemble in a
purely magnetic trap later on [49]. It starts by moving the atomic ensemble closer to the chip
by adjusting the magnetic fields. After moving the ensemble, the 2D-MOT is turned off, which
decreases the average kinetic energy in the ensemble since no faster atoms are added anymore.
The C-MOT works with the same cooling principles as the previous MOT sequences and reaches
temperatures close to the cooling limit of a MOT, which is called the Doppler-Limit or Doppler-
Temperature [2].

2.1.5 The Doppler limit

The Doppler-limit is the minimum temperature of an atomic ensemble, that can be reached in
a MQT. It is reached when the heating and cooling process of absorbing and emitting a photon
reach an equilibrium. The Doppler-temperature T'p,ppic- Of the ensemble can be calculated by

hry

% (2.3)

TDoppler =

with ~ being the natural linewidth of the cooling transition. For Rb this temperature is about
140 pK [1]. Since 87Rb is not a two-level system, Sub-Doppler cooling effects are already present
during the MOT sequences, leading to measured temperatures below the Doppler-Temperature.
Sub-Doppler cooling will be the subject in the following sections.

With atomic ensembles at this temperature regime, a various number of experiments in atom
physics were and continue to be performed [9, 50-53]. This thermal ensemble expands rather
quickly. For the purpose of achieving long free evolution times T°, as was mentioned in chapter
1, the atomic ensemble needs to have a very low expansion rate when releasing it from the trap.
This can be achieved by further cooling the atomic ensemble, eventually reaching the phase tran-
sition to a Bose-Einstein-Condensate (BEC). The methods of achieving this phase transition will
be explained in the next sections.

2.2 Phase transition into a BEC

Atoms can be cooled down beyond the fundamental Doppler-Limit with a MOT. In order to
cool atoms even further down and reach the phase transition to a BEC, the ensemble can be
cooled down further in an optical molasses [54, 55]. Molasses cooling falls into the category of
Sub-Doppler cooling methods and can be achieved with different techniques, for example the
Polarization-gradient-cooling [56], which will be explained shortly in the next section.

The requirements regarding the laser system during the following steps are still the natural linewidth
of the D, transition mentioned before.

Although defining a temperature is not appropriate for atoms in the ground state (asthey areina
BEC), where they have a momentum of 5 = 0 — (E};,) = 0 [41], it is nonetheless conveniently
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used and will be used in the following sections.

2.2.1 Sub-Doppler cooling in an optical molasses

The Sub-Doppler cooling sequence starts by turning off all magnetic fields of the MOT, except for
the compensation fields which shield the atomic ensemble from external electromagnetic noise.
Considering that the optical fields still drive the state transitions of the atoms for cooling, the
atoms still absorb and emit the photons of the light field. During this sequence, the atomic en-
semble expands, since it is not trapped in a magnetic field minimum. Here, laser cooling is applied
on the expanding atomic ensemble. By adding up the electric fields of two counter propagating
light beams in o"/0~-configuration, a polarization gradient is created in form of a helix (see fig-
ure 2.7). In this field, the degenerate states of the ensemble are split according to the AC-Stark
shift [57].
The two counter propagating light fields create minima and maxima of o /o~ polarized light. By
moving through the field, the atoms alternate between the AC-shifted light fields by absorbing
and emitting photons, always seeking the state of the lowest energy. The energy lost by every
occurring transition is the energy of the AC-Stark shift

hQ?

AFE =~ 15 (2.4)

with Q being the Rabi frequency of the transition and ¢ the detuning of the light field.
Effectively, the atom’s kinetic energy is carried away by the scattered light after the transition
into the lower AC-Stark shifted energy levels. An example is shown in figure 2.7 for Polarization-
gradient-cooling of 23Na which is explained in detail here [58].

Figure 2.7: lllustration of the gradient field with o+, 0~ polarization used for Sub-Doppler cooling
of 2Na [58]. LHS: the o, 0~ gradient creates a polarization gradient field in form of a helix. This
leads to RHS: the population of the atomic species tends to transition to the most AC-Stark shifted
sub states. Shown are the coupling strengths, relative AC-Stark shifts and steady-state populations
of the various mr sub-levels, adopted from [58] for the F' = 2 — F’ = 3 transition.

The light fields are red detuned towards the AC-Stark shifted transitions. During this sequence the
fields’ detuning is increased whilst their power is reduced. By increasing the red detuning, only
the faster atoms in the ensemble interact with the light field and the reduction of power reduces
the probability to re-excite atoms.

This sequence is limited by the fundamental temperature limit of Sub-Doppler cooling which is
the recoil energy transferred to an atom by the momentum of a single cooling light photon with
a wavelength of \. The recoil temperature T;. can be calculated by:

h2

Tp=———s
kpMA?

(2.5)
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with & being Plank’s constant, M/ the atomic mass and kg the Boltzmann constant. For 8"Rb, the
recoil temperature is about 7}, ~ 360 nK [57].

During this sequence the ensemble expands while being cooled. To minimize the expansion with
an optimal cooling efficiency, the molasses sequence needs to have a well defined duration. Also
due to photons being scattered on the atom chip surface [3], the recoil limit cannot be reached
in practice and the temperature after this cooling step is usually in the low uK regime.

2.2.2 Optical pumping and evaporative cooling

After optical molasses cooling, the atomic ensemble has been cooled down significantly, though in
order to transition into a BEC, it still needs to be cooled down further. This is achieved by removing
the fastest atoms from the ensemble via evaporative cooling in a magnetic field, after all atoms
are transferred into the |F' = 2, mp = +2) state by optical pumping. With this technique, the
atomic ensemble can reach a temperature in the area of a few nK and transition into a BEC [14].
S The energy state of the atoms, once the mo-
\ / lasses cooling sequence is completed, is ran-
mp=+1 \\_—’/ dom across all angular momentum states in
\____..o/ - the ground state |F' = 2). Since the evapora-

M=l ——————

tive cooling method needs to have all atoms
n‘r_.l /’-F-'_

in a magnetically trappable state, the atoms
need to be transferred beforehand. A tran-
sition to the |F' = 2, mp = +2) state can be

mif=-2
_ guaranteed according to transition rules by us-
6.8 GHz P ood I ; }
: ing o polarized light from a single laser to cre
mf=-1 ate a quantization field resonant to the F/ = 2

" transition.

mF=0 —"'—r F=1 By applying this light field, the ensemble is
WF—+1/—\\ transferred into the F' = 2, mp = +2. This
sequence is called optical pumping [59].

Like all sequences which were described
above, this sequence also has a calculated du-
ration, that was optimized in multiple experi-
ments referring to probabilities of the D, tran-
sition [1].

Applying an external magnetic field after turning of the light field will split the degenerate | F' = 2)
states into their |m ) hyperfine structure and they will arrange themselves higher or lower de-
pending on their kinetic energy. Atoms in this state are trappable in a purely magnetic trap, but
theatomsinthe |F' = 1,mr = 0,+1) and |F' = 2,mp = 0, —1, —2) states are not (illustrated in
figure 2.8), which can be used to remove atoms from the magnetic trap. Therefore by transferring
the faster atoms into the |F' = 1) states, the atomic ensemble effectively cools down, since the
faster atoms are removed from the ensemble. The transition to these states can be achieved by
transferring the atoms directly by applying RF fields in the MHz regime to achieve the transition
tothe |F' = 2,mp = 0, —1, —2) states or by applying a microwave field to achieve the transition
to the |F' = 1,mpr = 0,+1) states. This procedure is called evaporative cooling [60] and uses
microwave frequencies from fgq+ ~ 6.89 GHz down to fg,, ~ 6.84 GHz, to transition atoms
into the not magnetically trappable states step by step [11].

The atomic ensemble during this cooling process reaches the phase transition to a Bose-Einstein-
Condensate (BEC) [61, 62] which can be observed by measuring the phase space density of the

Figure 2.8: lllustration of the level diagram for
87Rb microwave evaporation. The plot shows the
hyperfine structure of the |F' = 1, 2) states in a
magnetic trap and the applied evaporation fre-
guencies.
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atomic ensemble shown in figure 2.9.
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Figure 2.9: lllustration of the phase transition of an atomic ensemble during Bose-Einstein con-
densation. The blue curve in the background represents the amount of condensed atoms and
the red curve the amount of thermal atoms. The violet line illustrates the total amount of atoms.
The phase space density increases during evaporation until the point of condensation [37] but the
total amount of atoms is reduced during evaporative cooling. From left to right, the percentage
of condensed atoms are 8 %, 20 % and 41 %.

2.3 State preparation for atom interferometry

Succeeding the phase transition to a BEC, the atomic ensemble needs to be transferred to an
internal state, which is best suited for the measured acceleration. For measurements of inertial
forces, the preferred state is the magnetically insensitive |mp = 0) state. The state transfer is
explained in the following sections as well as an additional cooling method called Delta kick colli-
mation (DKC).

2.3.1 Trap transfer and release

After being brought to quantum degeneracy, the atomic ensemble is in the |F' = 2, mp = +2)
state and relatively close to the atom chip (about ~ 200um [3]). Since the center of the laser
beam, which will be used for the interferometry sequences, is about 1 mm away from the chip’s
surface, the atomic ensemble must be moved further away. Furthermore, surface area effects
with the chip would also disturb the experimental sequence which is also suppressed by increas-
ing the distance to it [8].

The atoms are moved away from the chip by ramping down the current of the bias field re-
sponsible for reaching the desired room position. Simultaneously, the current going through the
atom chip must be adjusted, so that the trap does not deform during the transfer process, which
would lead to losses of atoms. The optimal timing and ramping of the currents, such that the
loss of atoms during this step is minimal has been simulated and shown in detail by other re-
searchers [3, 63].

After the BEC reaches the desired destination, the magnetic trap is turned off and the ensemble
starts to expand in volume with a certain expansion velocity according to its temperature.

2.3.2 Delta kick collimation (DKC)

In order to increase the sensitivity of an atom interferometer, the expansion velocity of the en-
semble should be minimized in order to achieve a long free evolution time 7" [64]. Since the
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velocity is already quite low compared to thermal ensembles, BECs are very beneficial for such
measurements from the get-go, but their properties can still be improved further.

Therefore, research to achieve even lower temperatures has been carried out [65, 66].
When looking at the momentum spread of the
atoms after transferring and at the moment of

2t release, the mean kinetic energy of the BEC
ol would translate to a temperature of around
330nK [68]. After turning off the magnetic

E'Z' fields, the atomic ensemble starts to expand
::, and changes its shape. Looking at a simplified
g 21 1D space momentum picture, the momentum
= ok distribution transforms from a spherical to a
ki cigar shaped distribution which is illustrated in
'é-z- figure 2.10 for the z-dimension. The reason for
‘g this deformation is, that the atoms move ac-
21 ] cording to their momentum p, towards their

ot spatial dimension z and since the atoms with
higher momentum move faster than the ones

2 with lower momentum, the cigar shape is the

6 4 2 0 2 4 6 result.
normalized position . . .

By applying a precisely timed and shaped mag-
Figure 2.10: lllustration of the deformation of a netic pulse, the momentum spread of the BEC
BEC after releasing it from the magnetic trap. is reduced noticeably and the mean kinetic
The figures illustrate the initial momentum (a), energy of the atoms would translate into the
after a free evolution time (b) and after the delta pK regime [69, 70]. This technique of slow-
kick (c) in the momentum space diagram [67]. ing down the expansion velocity is called Delta

kick collimation (DKC) [67]. The sequence can

be further optimized and results of 34 pK were recently achieved [12].

2.3.3 Adiabatic rapid passage (ARP)

The last preparation sequence prior to the Al
sequences is the adiabatic rapid passage (ARP)
[71] which is rapid in relation to the relaxation
of the states and adiabatic enough so that the
system can follow and a state transfer will be
achieved [72]. After DKC the atoms are in the
magnetically trappable |mp = +2) state and
therefore react sensitive to residual magnetic
fields and are hence not well suited for preci-
sion measurements of inertial forces. In order . '

to minimize the potential sources of outside Detuning to resonance in a.u.
noise, the ensemble has to be transferred into
the first order magnetically insensitive state
\mF = 0>.

Starting with a strong external magnetic field
generated by the coils, the energy states are
split into their hyperfine structure (shown in
figure 2.2b).

State energy in a.u.

Figure 2.11: lllustration of the "dressed" states
(colored lines) during ARP and the RF ramping
(black arrow trajectory). Starting with a high de-
tuning in the |mp = +2) state, the detuning is
ramped down to 0 during which the atoms tran-
sition into the mp = 0 state [8].
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Next up, a RF field is applied to the system, whose frequency is tuned down over the atomic res-
onances. This can be illustrated in the "dressed-state picture" [73] (figure 2.11), which shows the
eigenenergies of the atomic ensemble dressed with the applied RF and magnetic fields [74].
These dressed states depend on the detuning A of the RF field with respect to the Zeeman energy
splitting. Starting with a detuning in the A = 100 kHz regime, the RF field is being ramped down
to A = 0 whilst simultaneously adjusting the magnetic field strength accordingly.

This process is one method to transition the ensemble into the |mp = 0) state [75], whilst an-
other method would introduce an RF field to transition the atoms directly between their |mp)
sub states.

After the sequence is completed, the applied fields are turned off and the atomic states are pro-
jected to the "undressed" states, where the atomic ensemble stays in the |mp = 0) state.

After turning off the external fields, the BEC is now in a preferred energetic state for inertial sens-
ing and is cooled down far enough to have a long free evolution time in the order of s. The en-
semble can now be used for precise atom interferometry.

2.4 Performance requirements

As previously mentioned, in order to allow an accurate addressing of the atomic states of the
cooling transitions during the MOT sequences, the line width of the laser light should ideally be
narrower than I'. = 6 MHz for 8Rb. An improved accuracy by a phaselocked laser can hence
improve the cooling efficiency during the MOT sequences.

The hyperfine splitting of other atomic species, such as e.g. 4K, are much closer together, which
are in the range of a few MHz [5], in comparison to 87Rb. Laser cooling of these species therefore
has more stringent requirements to the light field frequency in order to address the atomic states
accurately. A PLL can be necessary in this case, if the natural line width of the laser system is too
broad.

Since space applications are limited in regards to size, weight and power, it is desirable to keep
the amount of lasers as low as possible. Knowing the scattering rates and decay ratios of the
F, F' states of the D, transition of 87Rb, it is possible to realize Doppler cooling with one laser by
jumping between the cooling and repumping transition. The frequency jumps of the laser need
to be within the order of us between the different frequency setpoints [76] in order to reduce the
amount of lasers by one during the MOT sequences.



CHAPTER

Atom interferometry

Since the atom interferometer sets the requirements to the electronic system, this chapter will
explain the experimental sequences during interferometry, specifically the ones, where the per-
formance of the all-digital phaselock will be crucial.

This chapter starts with shortly explaining the fundamental principles of Als, which find an appli-
cation in many different fields of physics. Afterwards, a description of the Mach-Zehnder interfer-
ometer (MZI) configuration follows and an introduction to Rabi Oscillations, which are essential
when describing and realizing interferometers with atoms. Here, the performance requirements
to the DPLL will be exposed. Subsequently, the performance requirements will be explained in
detail and summarized in the final section of the chapter including a description of phase noise
and the resulting effects on the laser light.

3.1 Fundamental principles of atom interferometry

First of all, the basic idea behind an atom interferometer (Al) doesn’t differ much from a regular
interferometer with light, since according to de Broglie, atoms in movement have a wavelength
as much as photons have momentum, which is stated by the matter-wave duality. Wavelength A
and momentum p of particles can be calculated by [77]:

A= — (3.1)
p

This means, that interferometry can be realized with atoms as well as with photons, for example
in the traditional Mach-Zehnder interferometer setup [78] shown in figure 3.2 and explained later
in section 3.1.1. The difference between interferometry with light and atom interferometry are the
mirrors and beam splitters, which with photons are optical components and in Als are timed light
pulses driving atomic transitions. Depending on the probability of atoms being excited, the light
pulses either work as beam splitters, where the atoms are in a superposition between ground
and excited state, or mirrors, where the probability to find all atoms in the excited state is 1. Rabi
oscillations describe the population probability between ground and excited state. These oscilla-
tions are displayed in figure 3.1 for different detunings and further explained in section 3.1.2.

An atom interferometer which uses cold atoms can work in different ways. It can directly manip-
ulate a cold atomic ensemble [79], or utilize a moving molasses to launch the cloud and create an
atomic fountain [80]. Alternatively, it can operate on a naturally falling cloud after it has been re-
leased. In all these cases, the ensembles of atoms lack coherence, meaning that individual atoms
are independent of each other and their external wave functions are randomly phase shifted with
respect to each other.

Similar to a light interferometer with a regular source, each atom in this scenario interferes with it-
self. The interference patternis gradually constructed as atoms are processed one by one, through
numerous trials. This process generates a signal that is proportional to the squared wave func-




18 Chapter 3. Atom interferometry

tion, averaged over all unspecified experimental parameters, such as direction and momentum.

Normalized Population

Time [Q_t]

Figure 3.1: lllustration of different population probabilities depending on the effective Rabi fre-
quency () sy in a two level system as a function of pulse duration 7 in time steps of (). 7. The
frequency detuning towards the Rabi frequency (2 changes it to €).;; explained in section 3.1.2.
With no detuning, the population probability to find an atom in the excited state is 50% after a
time 7 = 7/2 and 100% after 7 = = (blue). For a detuning of 2Q2. ¢, the probability changes to
the red curve, which does not reach a population probability of 100% and is accelerated in re-
gards to the blue line. A detuning, which increases with time leads to a damped Rabi oscillation,
illustrated by the green line. Increasing the detuning as a function of time can occur e.g. due to
spontaneous emission during the oscillation [81]. Another possible cause are shifting light fields,
that drive the oscillation and therefore change €. ; with time.

A different situation occurs when using BECs, as done within the QUANTUS family. In BECs, the
atoms all occupy the lowest energy state of the trap, resulting in a fully coherent condensate which
would be the equivalent to a laser in light interferometry. By merging two initially separated con-
densates in a double trap, interferences have been directly observed, indicating a defined phase
difference between them in this particular experiment. For more comprehensive and in-depth
information about the functionality of Als, there are numerous works available, including refer-
ences provided here [82].

Taking into account these concepts of quantum mechanics, Als can therefore be realized in the
previously mentioned experiments of the QUANTUS family.

3.1.1 Mach-Zehnder interferometer

Mach-Zehnder interferometers are one of the standard setups and are usually the first reference
when explaining atom interferometer (Al)s [78]. The setup is illustrated in figure 3.2 for the sym-
metrical and asymmetrical case. For the symmetrical MZI, both arms have the same free evolution
time before and after the mirror, whereas the asymmetrical MZI adds a time difference to 7.

Considering a Mach-Zehnder setup, the technical implementation of the beam splitters and mir-
rors depend on the manipulated particle. In case of photons, they are optical components made
of glass, that are used in regular setups with lasers and other light sources. When dealing with
electrons or other electrically charged particles, the beam splitters and mirrors are electric and
magnetic fields, that split the particles’ path in a similar way as the optical components [83, 84].
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Figure 3.2: lllustration of the symmetrical and asymmetrical Mach-Zehnder setup for an atom in-
terferometer. The interferometry sequence starts with a beam splitter pulse to split the ensemble
into two states, after a time 1" a mirror pulse is applied in order to merge the ensembles again
after a time 27'. At this time, another beam splitter pulse is applied in (a) in order to achieve
interference in the symmetrical setup. Here, the phase difference between the two arms decides
the population of the two states. If an additional time difference §t is added, the interferometer
becomes asymmetrical (b), where the phase difference between the two arms is visible in a con-
stant phase shift of the fringe patterns between the output ports [14].

The Mach-Zehnder interferometer can also be realized with solid components using pseudo par-
ticles that describe for example the movement of momentum through a material. The beam
splitters and mirrors are then realized through specific designed structures in the material such
as microcavities or waveguides [85, 86].

For atomic ensembles, such as 87Rb BECs, the beam splitters and mirrors are realized by light
pulses with set frequencies and pulse duration. They drive a specific transition and lead to a cer-
tain momentum transfer which can be calculated through Rabi oscillations, since they are directly
proportional to the interaction strength between laser light and the atomic cloud [87].

3.1.2 Rabi Oscillations

In the subsequent discussion about interferometry and Rabi Oscillations, the ground state |g) and
the excited state |e) are a combination of the internal state and the external momentum of the
87Rb atoms, and are defined as:

lg) = ’5251/2717 =1,2,mp =0,p1) (3.2)
’6> = ’5251/27F = 1727mF = 07p2>

Depending on the initial state of the atom, the external momenta p1, p2 change to 0 for the initial
state and QH\Eeff\ for the final state. The atoms are presumed to be in the magnetically insen-
sitive state mp = 0 for both employed hyperfine states, thus describing an atomic ensemble
whose purpose is the usage in an interferometer for inertial sensing.

Rabi Oscillations are an important tool to understand the temporal evolution of the atomic state
during the light pulses [88, 89]. The population probability P.(d, 7) is a function of the Rabi fre-
guency €2 for a one photon transition between two states. €2 depends on the natural line width
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Figure 3.3: Illustration of a two photon transition between two states |g) , |e) over an intermediate
state |i).

T" of the two states, the intensity of the light field I and the saturation intensity Ig,;: [5, 34]:

I

Q=r
ISat

(3.4)

If the light field is detuned by a frequency ¢ to the resonance, 2 changes to the effective Rabi

frequency Q¢ :
Qerp = /[0 + 62 (3.5)

leading to a different population probability P, (0, 7), which can be calculated by:

2
P(o,T) = % (Q(i“f> (1 —cos(Qepy-7)) (3.6)

with 7 being the pulse duration of the light fields.

For inertial Al, a high momentum transfer during the interaction with the light fields is advan-
tageous. Furthermore, it is necessary to use atomic transitions that have long-living states to
prevent spontaneous decay from destroying coherence. Therefore, the |F' = 1) < |F' = 2) tran-
sition is chosen for Raman interferometry, since it is forbidden according to transition rules. Fur-
thermore, the frequency difference between the hyperfine states is only 6.8 GHz and the re-
sulting momentum by the absorption of the photon is only about 10 _7m/s. Therefore, a two-
photon transition is performed in order to increase the transferred momentum, illustrated in fig-
ure 3.3. The atomic ensemble is transferred in this three level system over an intermediate state
|i) through absorption and stimulated emission of two photons. The atoms are then resonant to
the two frequencies present in the light field and the effective Rabi frequency (2. changes. It
can be calculated through:

. Qg - Qe Y Il/ISat : IZ/ISat
Qeff =798 = 4AT (37)

Here (. is a combination of the two Rabi frequencies (2, €}, calculated for two one-photon
transitions with equation 3.4. A represents the detuning of the intermediate state |i) to the next
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excited state of the D, transition F”.
The total detuning & between the light fields and the shifted transitions consists of multiple fac-
tors, which are illustrated in figure 3.3 and can be calculated with:

0 =012 — Oge = (wl - WQ) — Weg + dac — Op — 6Dop (3.8)

with d,. being the AC-Stark detuning, 6 p,, the Doppler detuning, w., the frequency difference
between the states in their hyperfine structure and wy, ws as the frequencies of the light fields.
012 is the detuning without the AC-Stark shift.

All these parameters depend on the performed atomic transition during interferometry, which
will be subject of the next section.

The population probability P, (¢, 7) for the two photon process after a pulse duration 7 can then
be calculated. With a light pulse of a duration 755 = 7/2-1/0, one can realize beam splitter pulses
and achieve a superposition of the atoms being in each state. Furthermore, light pulses with a
duration of 75, = 7 - 1/ diffract all atoms in the ensemble and are called mirror pulses [14].
Assuming a MZI| setup as previously described, the sequences consist of:

e An initial 7/2 pulse with a laser phase ®;

a free evolution time T’

a mirror pulse 7 with a laser phase 2®,

a second free evolution time T’

and a final 7/2 pulse to close the interferometer with a laser phase ®5.

These sequences can be described by matrices and a quantum mechanical wave function for the
atomic state, which can been found here [4, 14, 52, 87]. The resulting probability of finding the
atoms in the two states |g) |e) after the interferometry sequence Pyz; and without a detuning
6 =0is:

1
Pruzi(lg) =1— Puzi(le) = % - 581'71(5(1’) (3.9)

with §® as the total collected phase during the sequence from equation 1.2 from chapter 1, which
includes the laser phases @1 o 3.

The beam splitter and mirror pulses can be realized in different ways. Either the Rabi oscillation
occurs between two different internal states, e.g |F' = 1) <> |i) <> |F' = 2), or in between the
same internal state, e.g. |F'=1) < |i) <> |F = 1). If the atoms change their internal state,
it is called Raman diffraction, if the oscillation occurs between the same state it is called Bragg
diffraction.

Since Bragg diffraction does not need a phaselocked laser to achieve the transition, it won't be
focused on further in this thesis. Nevertheless, Bragg transitions can occur during Raman transi-
tions as losses, which needs to be taken into consideration. Therefore, a short introduction into
Bragg diffraction is given in section A.2 in the appendix.

3.1.3 Raman diffraction

In Raman diffraction the atomic ensemble, besides changing its momentum state during the inter-
ferometry sequence, is also transferred into different internal state [90]. For an atomic ensemble
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in the |F' = 2) state, the two photon Raman transition occurs into the | F' = 1) state via an inter-
mediate state |i) close to the F” excited states. This changes the description of the states from
equations 3.3 and 3.2 to:

lg) = |F =1, hkeyy) (3.10)
le) = |F = 2,0) (3.11)

The resulting wave vector of this transition is:

kepp = k1 + ko (3.12)

Depending on the direction the photons of the transition are emitted and absorbed into, the effec-
tive wave vector Eeff is either the difference or the sum of the absorbed and the emitted photon.
Since a high momentum transfer is favorable for inertial sensing, the light fields must be oriented
in order to add both photon momenta to the atoms. This is achieved by counter propagating light
fields that drive the transitions [52] and result in a transferred momentum during each Raman
transition of |Eeff| ~ 2|k1| = 2|k|.

The photon absorption causes a detuning due to the Doppler shift d p,y:

—

D kers

6Dop = (313)

3

with m as the atom’s mass and p'= m - 7 as the atom’s momentum. The recoil shift 4, also influ-
ences the detuning and is given by:

NG

5,
2m

(3.14)

as well as the light fields themselves, which add an AC-Stark detuning d4c ¢, dqc,c towards both
states, which can be calculated by [52]:

Sacg = ‘2‘2’2 + X A’Q—e’;g) (3.15)
Qc|? Q|
= L s
and results in a differential AC-Stark shift of [5]:
dac = bac,e — Gac,g (3.17)

Through calculations, the total detuning can be set to § = 0 for the Raman transitions and the
probability to find the atoms in a state after the interferometry sequence can be calculated using
equation 3.9. This is called Raman single diffraction [91, 92] and diffracts the atoms as illustrated
in figure 3.4a.
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Figure 3.4: lllustration of the atomic transition during Raman single and double diffraction in the
energy-momentum diagram. For Raman diffraction, the initial and final energy state are different,
so the Raman pulses change the energy as well as the momentum state of the atom. In case
the initial momentum state is |0) (figure 3.4b), the transition can happen into two momentum
states by counter propagating light fields. This is called Raman double diffraction. For Raman
single diffraction (figure 3.4a), the initial momentum state can, but must not be non-zero e.g.
|[+2hk) [4].

Another method arises when the atomic cloud with an initial momentum |0) is diffracted into two
different momentum states |£2/k) simultaneously. A diffraction into two momentum states can
be achieved by applying the light fields in two counter propagating directions, illustrated in figure
3.5.

This technique is called double diffraction [20, /4 plate
] (illustrated in figure 3.4b) and changes the

previous calculations for the detuning.

Since the initial beam splitting pulse now PY

has two momentum directions, the effec- ﬁ

tive wave vector of the light pulse changes '

to:

Figure 3.5: Setup of the light fields in order to re-
~ ~ alize Raman single and double diffraction. The
|kepr| ~ 4]k| (3.18) setup is achieved with a A/4 plate and a mirror.
For single diffraction the atom engages in inter-
action with just one of the two counter propa-
gating optical gratings due to the Doppler detun-
ing of the other grating, depending on the initial
momentum |pg) of the atom. Each grating com-
: prises two light fields with frequencies w; and
and' 13m chaptt?r R The Ias'er pha?e changes wy, accompanied by wave numbers k;, and k., re-
during double diffraction, since it is now im- spectively. An initial momentum of |po) = |0)
printed on the atoms of both diffracted states. ;, this setup would lead to the atom interacting
This leads to a resulting total laser phase \yith both counter propagating gratings, leading
of: to a superposition of both excited states [4].

Initially, the total phase §® imprinted on the
atomic ensemble during a MZI sequence con-
sists of the acceleration phase ®,.. and the
laser phase ®,,..,- described by equation 1.2

q>lase7‘ = q)l - <I>1 + 2(1)2 - 2(1)2 + (1)3 - (1)3 =0. (3-19)

This is an important statement, since the measured quantum mechanical phase §® now only
depends on the acceleration phase ®,..! This statement is true for this equation in the first order,
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since in the second order of the equation, the run time of the light fields reintroduces the laser
phase [20, 93].

Depending on which diffraction type is implemented, the requirements to the applied light fields
change and challenge the laser system in different ways. They are described in section 3.2.

3.2 Performance requirements

Following the basic description of atom interferometry in the previous sections, this section will
focus on the requirements Als pose to the hardware and especially to the DPLL. Furthermore,
laser phase noise is connected to frequency noise, which potentially influences the Rabi oscillation
and must therefore be considered as well.

3.2.1 MOT and Al requirements

Starting with the MOT and cooling sequences in chapter 2, the requirements to the hardware are
set by the limiting natural line width of the Rb D, transitions.

The line width of the cooling |F' = 2) — |F’ = 3) and the repumping transition |F' = 1) —
|F" = 2) — |F = 2) should ideally be below I' = 6 MHz.

Raman interferometry as performed in the QUANTUS family uses two light fields in order to
achieve a two photon transition as previously described. The detuning § for the Raman transi-
tion |FF=2) — |i) — |F = 1) as described in equation 3.8 depends on multiple factors and
frequencies. These are presented in the following table [1]:

Table 3.1: Constants, assumed values and calculated values for Raman diffraction

Name Constant Value
Wavelength A 780.241 nm
atomic mass m 1.443 - 10~ %°kg

Plank’s (reduced) constant h 1.054 - 10~34Js
Raman transition frequencies w12 384.230 THz
Doppler Shift dDop 15.0838 kHz
Wave vector (D, transition) |&| 2m/x = 8.055 - 10%1/m
Recoil velocity Uy 5.885mm/s
Earth’s gravitational acceleration g 9.81 m/s2
(one photon) Recaoil shift Or 15.0838 kHz
Name Variable Example
Detuning of |¢) to D, transition A 1 GHz
Free evolution time T 1ms
Duration of Rabi pulses TBS,M 100 ps
Broadening of Rabi pulses v(TBS, M) 1/2rr ~ 1.60 kHz

The frequencies of the light fields wq, wo for the transition depend on the detuning A of the in-
termediate state |¢) to the |F”) states. The intermediate state is usually chosen to be very close
to the F’ states with a detuning around A ~ 1 GHz which leads to the light field frequencies be-
ing very close to each other and can therefore both be described by the wavelength A = 780 nm,
which translates to a frequency of wy, wo = 384 THz. The recoil shift and Doppler shift, which are
also part of the detuning 8, only depend on constants. Hence they can be calculated, as shown in
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the table and compensated through adjusting the light fields. The AC-Stark shift ¢, is a function
of the detuning A of the intermediate state to the I states, described through equations 3.15
and 3.16. The light field intensity and the saturated intensity I, Is,; are influencing the AC-Stark
detuning which can be calculated through equation 3.1. Since the light fields coupling to the en-
ergy states is a function of the detuning A, the frequencies w; 2 and their light field intensities
I, I, it can be compensated by adjusting the intensity proportion 71/1, accordingly to achieve
dac,g = Oac,e Which is explained in detail here [94].

In comparison, the line width broadening of the Rabi pulse ~ is a function of the pulse duration
TBs,M- These durations are variables and are changed in order to obtain the correct proportion
between light field intensity and pulse duration for beam splitters and mirrors. The broadening of
the Rabi pulse’s line width sets the requirements for the phaselock’s accuracy. For a duration of
7Bs,m = 100 us, the broadening is calculated to be v ~ 1.60kHz. It is anti proportional to the
pulse duration, hence the longer the pulse the smaller v becomes and increases the requirements
to the phaselock.

In case of double diffraction, the imprinted laser phase becomes 0 as shown in equation 3.19.
Therefore, the line width broadening ~ sets the most stringent requirements to the laser system,
by demanding the transition frequency of |F' = 2) — |F' = 1) to be:

Awi o = 6.8347 GHz £ v (3.20)

for an exemplary pulse length of 100 us. The relative accuracy of the DPLL must therefore be
above ~ 107 for the Raman transition in order to effectively drive the Rabi oscillation without a
damping due to losses in laser power or a shifting laser frequency.

3.2.2 Phase and frequency noise

Alaser does in general not provide a frequency signal without noise (also called fluctuation or de-
viation), which is a result of many physical phenomena e.g. spontaneous emission of photons [95].
For a reasonably stabilized oscillator, such as a locked laser, the measured frequency as a function
of time is assumed to deviate only slightly from the temporal mean frequency. The measured (or
instantaneous) frequency w(t) can then be defined as [95]:

w(t) = 2nv(t) = sin(2mvot + G(t)) (3.21)

with 1 as the carrier frequency of the oscillator and ¢(t) as the noise of the phase as a function
of time ¢. For simplification reasons, the phase noise is normalized (z(t)):

_ o)
)= 5 (3.22)
from which the frequency deviation Av(t) can be calculated with:
dz(t) - vy
Av(t) = ———. 2
v(t) i (3.23)

Phase and frequency noise of real oscillators contain power, which can be determined by inte-
grating over the (one-sided) power spectral density S, (f) of the measured frequency spectrum
in the Fourier domain. The power spectral density can be measured with a spectrum analyzer.

It can also be expressed by the phase noise spectral density S, ( f), which is a function of the fre-
guency power spectral density:
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Su(f) = f% Ss(f). (3.24)

The total power of the frequency noise o, can then be calculated with:

9 %)
o2 = /O S, (f)df. (3.25)

In the laboratory, the total frequency noise’s power cannot be determined over the whole spec-
trum between 0 and oo, since that would require an infinite amount of time. Therefore, the band-
width over which frequencies the spectral density is integrated is set to the relevant bandwidth
(BW) around the ideal frequency between f; <+ f2. A noise spectral density S(f) as a function
of the frequency f is illustrated in figure 3.6.

When calculating the influence of noise, it

can be categorized into different types, which y
can be reasonably well modeled by a super- S
position of five independent noise influences

[96]. In a stabilized oscillator, of those five o
types of noise, two types are dominating in 1/j/‘/n01se _ ]
the frequency bandwidth which is of inter- ya Walte No1se

/

0 f}lnction

est in this thesis. These are white noise \ ‘ -

and ¥fnoise, of which the latter becomes > <«
more dominant at low frequencies around the 0 BW f

carrier peak. In order to calculate the to- Figyre 3.6: Illustration of the one-sided power
tal frequency noise from the spectral den- spectral density as a function of the frequency
sity S, (f), white noise behavior is assumed f around the carrier of a stable oscillation (po-
for the bandwidth BW = fo — fi. Of- sitioned at the § peak). The different regimes
tenin literature and datasheets, the frequency of the power spectral density are dominated by
noise Av/(f) is called root mean square (rms) different noise types, which change the calcula-
noise Av,p,s(f), since it is calculated by tion of the phase and frequency noise in equa-
[971: tion 3.25 [95].

P

f2
Avpms(f) = / S, (f)df. (3.26)

1

The rms noise can also be expressed as a function of the phase noise power spectral density Sy ( f)
using equation 3.24, which is helpful when using a measurement tool called a phase noise ana-
lyzer. Another common value which is used in literature is the spectral purity £(f). It provides
the same information as the rms phase noise, but differ in the unit of angle. The spectral purity
is defined through [95]:

1

L(f) = 58(f)- (3.27)

Choosing the frequency bandwidth to measure noise depends on the application. For the case
that dividers are included in the path, the one-sided phase noise spectral density changes to [98]:

S¢ =20- loglo(N) + Sd),dz'v (3.28)
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with Sy 4;,, being the one-sided phase noise spectral density after division and N being the total
amount of divisions between Sy, 4;,, and Sy. For the rms noise, the addition of dividers does not
change the calculated value, since it cancels out during the integration over the frequency band-
width BW = f, — f; according to equation 3.26 [99].

Assuming a pulse duration of 75 3 = 100 us for a Raman transition as previously described,
the line width broadening of the pulse is around v = 1.60 kHz, meaning the frequency span
f1 <> f2in which the noise is relevant is above f; = 100 Hz. For longer pulse durations 755 s,
the relevant lower frequency border f; decreases. The contribution of noise, which is present
above 1 MHz can be neglected, since PLLs use low pass filters, that reduce the noise contribution
of frequencies above their control bandwidth drastically [100].

Finally, the noise measured in the Fourier domain needs to be converted back to the time domain
in order to obtain the phase noise ¢(t), which also goes by the name jitter or phase time [19,98].
The jitter is obtained by inverting the Fourier transformation of the measured phase noise A¢( f)
with F(A¢(f)) = A¢(t) or with [95,99]:

Ag(t) = A9(S) (3.29)

21

which provides the phase noise in a suitable unit when dealing with tolerances described in the
time domain.

After accumulating the requirements, Raman single and double diffraction pose to the laser sys-
tem, an approach to achieve these requirements has been demonstrated by other researchers
before [19,91,98,100]. The setup usually consists of two Raman lasers to achieve the two photon
transition. The first Raman laser is frequency stabilized to a D, transition of 87Rb through modula-
tion transfer spectroscopy via a gas cell. The second Raman laser is locked by an optical PLL to the
first Raman laser with a detuning of w,, to the first laser. These two lasers are then overlapped to
create a frequency beat signal, which is fed into the phaselock feedback path by passing through
a photo diode. The beat signal is then mixed or divided down to be processable by the electronics
and mixed with a stabilized reference oscillator creating a phase error signal. This error signal is
than fed into a loop filter which creates the control value for the second Raman laser’s current
and hereby closing the loop.

These setups are highly optimized to achieve a very low laser rms phase noise and consume an
enormous amount of time to set up. However, they are not optimized regarding space, power
consumption and weight, which is a limiting factor in space missions as mentioned in chapter 1.
Additionally, the components utilized for these optical PLLs are usually analog, whose advantages
and disadvantages will be described in chapter 4.

The all-digital PLL developed and studied in course of this thesis will be evaluated according to
the requirements that Raman interferometry poses and in addition illustrates the advantages it
poses by being a fully digital system, which accelerates the setup of the phaselocked laser drasti-
cally and is advantageous for space missions, since through its usage the amount of lasers can be
reduced.



CHAPTER

The Phase Locked Loop (PLL)

A laser can be described as a controllable oscillator. In order to control the frequency and phase
of such an oscillator, a Phase Locked Loop (PLL) can be used to control its phase and frequency by
linking it to a reference oscillator. Through this connection, the controllable oscillator follows the
reference. Adding a loop filter into the control loop, the phase noise and frequency drift of the
controllable oscillator is reduced, which is necessary to achieve highly frequency stabilized laser
light. Furthermore, through the addition of frequency dividers and multipliers more complex links
between the controllable oscillator and the reference can be realized.

The most basic setup of such a PLL can therefore be realized with the following components:

e Phase detector
e Loop filter
e Controllable oscillator

The task of each component in the phaselock is rudimentary shown in figure 4.1 and will be fur-
ther explained in chapter 4.2.

D(s) F(s) V(s)
X(s) ——> Phase Loop Controllable Y(s)
Detector Filter Oscillator

Figure 4.1: lllustration of a basic Phase Locked Loop (PLL) setup with its components described
as transfer functions in the Laplace domain. X () represents the input signal, Y (s) the output
signaland D(s), F'(s), V (s) the transfer functions of the individual components described by the
complex frequency s.

This chapter starts with an introduction into the theory of phase locked loops, learning about the
fundamental principals, how phaselocks work, which different parts of PLLs exist and what com-
ponents they consist of. After understanding the basic principles of control theory, the developed
code of the phaselock model for this thesis is presented and each component of it is explained
separately. Consequently, the transfer function is determined in the Laplace domain and trans-
formed into the discrete Z-domain for digital circuits. Hereby, the connection is obtained between
the requirements towards phase noise and jumping speed which originate from laser cooling and
atom interferometry and the adjustable loop coefficients for the loop filter by the user. Ultimately,
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the DPLL’s performance is estimated by simulating it with Altera’s simulation programm Model-
SIM®.

4.1 Phase Locked Loop (PLL) variants

Depending on the experimental setup, there are several types of PLLs available, each with advan-
tages and disadvantages. They will be further explained in this chapter. Since every model has
advantages and disadvantages, there is no universal choice of phaselock that works perfectly for
every application.

Analog
Loop
Mixer Fllter
Ref \ - >| Laser 1
1/N Laser 2
Photo Beam
Diode Splitter

Figure 4.2: lllustration of an exemplary analog PLL. The phase detector is a mixer which combines
the two input signals (the reference A and the feedback laser beat signal B) in order to obtain
the beat signal A - B between them. The loop filter is a low pass filter that creates the control
value for the VCO which in this example is one of the two lasers. The laser light of laser one is
combined with the light of laser two (illustrated by the red arrows) in a beam splitter and focused
onto a photo diode, creating the electrical feedback signal (illustrated through blue arrows) for
the mixer. The divider (1/N) is an optional element.

The most basic and oldest PLL setup in experiments, whose requirements demand very high ac-
curacy at a rather narrow frequency span (in the range of several 10 MHz), are analog PLLs. Their
theory is well known and there is a high variety of examples available on how the user can build
his own hardware for their desired application [101,102].

Assuming a setup for an optical phase locked loop in a Raman laser system, the components of
the PLL consist of an analog mixer as a phase detector and a loop filter which gets the signal of a
reference A and the beat signal B between laser one and laser two. The phase detector, which
creates an error signal in the form of a frequency beat A - B, is then fed into the loop filter, for
example a PID filter. This creates a control signal, which can be fed back into the laser system to
lock the laser to a certain frequency. A basic setup is illustrated in figure 4.2.

The signals A, B can be written as [103]:

A ="U; - cos(wt + ¢1) (4.1)
B = Us; - cos(wt + ¢2) (4.2)
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which create a beat signal according to trigonometric function of the form:

A-B="U;-Us-cos(wt+ ¢1) - cos(wt + ¢2) (4.3)
=1/2-Uy - Uy - (cos(2wt + ¢1 + ¢2) + cos(d1 — ¢2)). (4.4)

Since the loop filter is in general a low-pass filter [101], the higher harmonic cos(2wt + ¢1 + ¢2)
is suppressed and only the phase error cos(¢1 — ¢2) remains. The loop filter uses this signal to
create a control value for laser one, which changes its frequency accordingly. By optically mixing
the beams from laser one and two, the feedback signal that goes into the phase detector is cre-
ated, which closes the loop.

This setup works very well, if the focus of the desired phaselock lies on minimizing the phase noise
of the feedback loop. The frequency range of the input is small [104] and related to the loop filter
parameters, since mixer components tend to have small capture ranges.

Hybrid

Phase > Laser 1
Ref |—>{ADC p~ Detector% DAC [— \

ADC |~ 1/N Laser 2

Photo Beam
Diode Splitter

Figure 4.3: lllustration of an exemplary hybrid PLL. The phase detector receives a digital reference
signal converted by an ADC and a digitalized feedback signal of the laser beat (digital signals are
black arrows and analog signals are blue arrows) in order to obtain the phase error signal between
them. The analog loop filer receives the error signal from the phase detector, which is converted
to an analog signal beforehand by a DAC. The loop filter is a low pass filter that creates the control
value for the controllable oscillator which in this example is one of the two lasers. The light of laser
one is combined with the light of laser two (illustrated by the red arrows) in a beam splitter and
focused onto a photo diode, creating the electrical feedback signal. The divider (1/N) is an optional
element.

Analog frequency mixers are able to work with frequencies of over 1 GHz, digital mixers can work
with frequencies around 100 MHz. Even though the analog mixer is superior when working with
higher frequencies, the capture range of such mixers is limited. If the requested capture range is
too high for an analog phase detector, the common way to increase the readout span of the input
is to digitalize the phase detector and combine it with an analog loop filter [105, 106]. This gives
the user a broader input bandwidth for frequencies, since the phase detector of a digital circuit
has a higher capture range but the loop filter needs to be tuned through soldering.

A digital phase detector alongside the frequency mixer is the Phase Frequency Detector (PFD),
which is further explained in chapter 4.5. The PFD surpasses the capture range of the mixer by
far, since its only limited by the reference oscillator. An example of a hybrid PLL setup is shown in
figure 4.3.
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Fully digital

Lastly, if the user of the PLL wants a broad frequency band to work in without adjusting the loop
filter through soldering or other analog methods, the suitable way to implementing a phaselock
is by digitalizing it completely [107,108].

A digital phase locked loop (DPLL) for laser systems is rarely realized [109,110]. On the other hand
they are frequently used to create frequencies in domains up to a few GHz and their applica-
tions extend to various domains where precise timing, synchronization, and frequency control
are essential. Commercial applications for DPLL’s are e.g. wireless communication systems, FM
receivers and audio and video processing [111-113]. A Direct Digital Synthesizer (DDS) is another
commercial example, which creates stable frequencies up to 1 GHz and consists solely of digital
components including a Numeric Controlled Oscillator (NCO), which is part of a DPLL.

An example of a DPLL setup is illustrated in figure 4.4.

— 5l ADC Phase |-_OOD DAC sy
Detector Filter
NCO

Figure 4.4: lllustration of an exemplary digital phase locked loop (DPLL) used as part of a receiver.
The loop receives a digital reference signal converted by an ADC (digital signals are represented
by black and analog signals by blue arrows). The phase detector receives the digitalized signal
together with the feedback signal of the loop and outputs the phase error between them for the
digital loop filter. The loop filter outputs a control value, which is fed into a digital controlled os-
cillator called a Numeric Controlled Oscillator (NCO). The NCO outputs a digital frequency signal,
which is fed back to the phase detector. In order to receive the correct signal, the input frequency
of the loop must be known and the NCO must be tuned accordingly so that the loop filter outputs
the right value to the DAC.

DPLLs have the advantage that they can be adjusted for their specific usage very fast compared
to analog and hybrid models. Their disadvantages lies in their discrete accuracy and resolution of
the loop filter, which cannot compare to analog models that achieve continuous values as their
control output of the filter.

4.2 Control theory

The usage of a PLL to control a frequency signal is a well researched field and has found usage in
many different experiments and commercial applications. Thus, the control theory explained in
the next chapter will be focused on the components the phaselock is build with and used later on
after covering the basic principles of a DPLL.

4.2.1 Phase-Frequency detector

Phase detectors used in PLLs are usually one of two classes: multiplier (or mixer) and sequential
phase detectors [102]. Multipliers, which are typically XOR-gates or similar two-input gates, gen-
erate their output as the average between the input signal waveform (the controllable signal) and
the waveform of the local oscillator (the reference). The mixed signal, as displayed in equation
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4.3 is called a beat signal. These phase detectors have no memory capabilities but have the ad-
vantage of being tolerant to noisy input signals.

Sequential phase detectors work with the time interval of the transition between the input signal
and the local oscillator waveform which generates a very useful error output for loop filters. They
also don’t depend on other input parameters of the waveforms which simplifies the setup of a
digital loop filter. In comparison, these phase detectors are more sensitive to noisy inputs than
multipliers.

The chosen phase detector for the digital phaselock presented in this thesis was a Phase Fre-
quency Detector (PFD), which is a sequential phase detector [114,115]. It is widely used and there-
fore described and implemented by many different researchers as well as companies [116].

Setup and functionality

The most basic form of a PFD starts with two D flip-flops, an AND gate and a feedback connection
to the D flip-flops. The schematic is shown in figure 4.5.

True

uP

REF ———>

True CLR

DN

LAS.

CLR

Figure 4.5: Illustration of a standard PFD setup with flip flops and an AND gate. The two input
signals REF and LAS are processed into Up and Down signals, which show the phase relation be-
tween the inputs. The delay element is caused by the sampling time of the digital components, if
the PFD is realized as code.

Starting with the input side, the PFD receives two signals
o the reference signal REF
¢ the controllable signal LAS (short for laser)

which are then fed into the clock terminals (CLK) of the flip-flops. The outputs of the flip-flops
are:

e Up
e Down

and are both fed into the AND gate, which then gives out a signal to the asynchronous Clear ter-
minals (CLR) of the flip-flops.

An example for a possible input signal for REF and LAS is given in figure 4.6a as well as their re-
spective Up and Down output waveforms. Figure 4.6a shows a REF signal which is initially faster
than the LAS signal, resulting in a positive output signal at the Up output. Further on, the REF
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signal slows down and is at one point as fast as the LAS signal, resulting in a zero value output for
Up and Down. Afterwards, the LAS signal surpasses the REF signal in speed and the Down signal
has a positive output.

The output on the respective channels indicates the direction of a phase/frequency error signal
that represents if the signal at the LAS input is either slower or faster than the REF signal. When
both signals are outputting a non-zero value, the flip-flops are cleared to 0, since at that moment
the inputs are in phase. The length of the generated signals indicates the magnitude, how far the
two input signals are apart. An additional illustration is the state machine of the PFD, that shows
the relation between positive input signals and the output values of the PFD. It is illustrated in
figure 4.6b.

Nomenclature dictates, that since the information of the phase error lies in the output pulse
width, this PFD model is an analog configuration to measure the phase between two signals.

o | | [ ]

uP

DN

Figure 4.6: lllustration of the different output forms of the Phase Frequency Detector (PFD) as
signals (figure 4.6a) and in the state machine (figure 4.6b). Depending on the rising edges of the
reference signal REF and VCO signal LAS, the output is positive for the Up output or the Down
output. This information provides the relation of the phase difference between the two input
signals.

Since this model can be easily implemented as code in DPLLs, one can argue if the nomenclature
is too strict in this case, since this model can be both an analog component or digital code [102].
The effects of delay in the feedback to the Clear terminals set an upper limit to the input signals
of the PFD.

In the Laplace domain, which is used in control theory to describe control circuits [117], the PFD
can be described through its two input phases 6,., 8, and the phase error output 6., assuming a
linear approximation close to its lock frequency, by:

O = 0, — 0, (4.5)

It is considered a proportional element.

Phase and frequency noise performance

As mentioned before, PFDs are less sensitive to noise in the input lines, since they only see zero-
crossings. Therefore, they don’t see amplitude fluctuations which can be observed in the wave-
form figure 4.6a where the input waveforms are always normalized to 1 or 0 beforehand. In
comparison, mixers see amplitude noise and their error value output will show the fluctuations
which will be imprinted onto the output of the PLL.

Phase and frequency fluctuations on the other hand can be seen by the PFD to which mixers are
less sensitive to [101]. Therefore, the phase noise of the reference oscillator input and the laser
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input must be measured and taken into account. The capture range of the PFD is only limited by
the hardware and even large frequency differences between the two input signals still produce a
usable error output. A mixer in comparison performs poorly when the two signals have a large
frequency difference but performs better when the two signals are almost locked. Since jumps
between frequency setpoints will be performed with the DPLL, a PFD is more suitable for the use
with a laser than the mixer.

Improvements to make the PFD less sensitive to phase and frequency fluctuations will be intro-
duced in the description of the developed PLL model in chapter 4.3.

4.2.2 Loop filter

The next component is the loop filter, which receives a phase error signal from the PFD. There
are two commonly known filter types: active and passive filters. Passive filters consist solely of
passive components like resistors and capacitors. Since the introduction of operational amplifiers,
active filters have taken over in PLLs and are widely used [102]. These filters are usually realized
with analog components where high precision and low phase noise is required and examples for
digital loop filters are uncommon. In this thesis, a proportional integral derivative (PID) filter was
implemented in the digital control system [118].

A PID filter consists of three different components:

o the proportional gain P

e the integral gain |

e the derivative gain D
which use an error signal to create a control value. The sum of the three gains is the output for
the controllable oscillator and will steer the phase error to 0 if not otherwise specified. Figure 4.7
displays a basic setup of an arbitrary PID filter with its parts consisting of analog components.

This filter is set up with very rudimentary components, which are well researched in control the-
ory [119].

Sum

- Out

LYo

Figure 4.7: lllustration of the analog proportional integral derivative (PID) filter constellation. From
top to bottom, the proportional gain P, the integral gain | and the derivative gain D are obtained
through a circuit consisting of operational amplifiers, capacitors and resistors. The fourth circuit
after the summation amplifies the sum of the signal.
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Starting with the proportional gain P, the calculated control parameter solely depends on the dif-
ference between the demanded setpoint and the process variable which is the error signal from
the PFD. Since the desired difference is an error value of 0, it solely depends on the error signal.
The P response is calculated momentarily and doesn’t take previous error values into account,
hence the name proportional. An amplification factor K p is added to adjust the control param-
eter and is multiplied with the calculated P response. The proportional response cannot achieve
a phase error value of 0 and creates a control error, which needs to be compensated with one of
the following gains [119].

Next in line is the integral gain I, which is calculated by adding up the error signal with time, called
an accumulator. This leads to the control signal increasing rapidly in value, even if the error signal
is small. It reaches a steady state when the inputted error signal stays at 0 and the calculation of
the integral response therefore depends on the steady state error, since it takes previous error
values into account. For this gain, another amplification factor K7 is introduced, which is multi-
plied with the calculated | response.

The derivative gain D calculates its control value based on the rate of change of the error signal.
It is the fastest reacting part of the loop filter and can only be used in combination with the gains
mentioned above, since it cannot create a control value to steer the error towards 0 but only re-
acts to the rate of change. Therefore it won't reach the setpoint by itself and has to be combined
with a proportional or integral gain. The derivative response is also multiplied with an amplifica-
tion factor K, after calculation for adjustment purposes [101,102,117,119].

The three separately calculated gain values are summed up after being multiplied by their respec-
tive amplification factors and then fed into the controllable oscillator. An additional amplification
circuit for the sum of the gains, as shown in figure 4.7, is optional. This output value can be de-
scribed by the differential equation of the PID filter in the time domain through:

t d
u(t) = Kp-eft) + Kr- [ e(r)dt+ Kp- eld) (4.6)

where u(t) is the output value and e(t) is the input error [117].

The process of obtaining the optimal amplification factors for the gains is called "tuning" and there
are different approaches to achieve optimal tuning. The "trial and error" and the "Ziegler-Nichols"
method will be explained shortly, since they are the most frequently used methods of tuning PID
controllers [120].

Table 4.1: Factors for the calculation of P, | and D gains proposed by Ziegler and Nichols. T; is the
rise time and T; is the derivative time needed to calculate the | and D gains. K, is the critical gain
for P and P. is the oscillation period of the critical gain.

Control Kp T; Ty
P 0.5 K, — —
PI 045- K. | Pc/12 —
PID 06-K. |05-P, | Fe/s

In order to start the "trial and error" method, the | and D gains are set to 0 and the P gain is in-
creased until the system starts to oscillate. Once oscillation is achieved and the system reacts to
disturbances with the desired speed, the | gain is increased. By increasing the | gain, the oscilla-
tion is reduced but at the same time the overshoot increases, since the | gain adds up the previous
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errors. The tuning of the | gain is set to achieve a minimal steady state error. Lastly the D gain is
tuned by increasing it until the system reacts fast enough to changes in the error signal which can
be tested by feeding noise signals into the loop.

The "Ziegler-Nichols" method starts in the same manner as the "trial and error" method by tuning
the P gain until the system oscillates. In this state, the critical gain K. and the period of oscilla-
tions P. can be measured. Using these factors, the | and D gains are calculated as proposed by
Ziegler and Nichols shown in table 4.1 [121].

In order to calculate the | and D gain from the integral time T; and the derivative time Ty, the
following equations can be used:

(47)

Kp=Kp-Tj. (4.8)

Through measuring K., P. the differential equation of the PID loop filter can be adjusted to a
specific system.

4.2.3 Reference oscillator

The reference oscillator creates the frequency reference the phaselock will lock the controllable
oscillator onto.

Since the imperfections of the reference will

be imprinted directly onto the control value, Accumulator

the demand to implement it with as much ac- FTW D Q >
curacy as possible is favorable. Output
The requirements to the reference oscillator
can differ, depending on the system, and can

— >
usually not all be met simultaneously, but they FPGA clk CLR

need to be taken into account when determin-
ing the quality of the phaselock [102]. The re- Figure 4.8: Schematic of the Numeric Controlled
quirements for the reference oscillator usually  Oscillator (NCO) realized with a flip flop.

focus on:

¢ frequency accuracy

¢ wideband frequency modulation
¢ wide tuning range

e |ow phase noise

e small size

¢ low power consumption

e integration on a chip.

The reference for a DPLL will be digital as well, which makes the last three requirements easily
achieved.
A digital oscillator controlled with numbers is called a Numeric Controlled Oscillator (NCO) and
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can be used for multiple purposes outside of a PLL. For example, the output of a NCO is a rectan-
gular wave, but can be converted to a sine wave via a lookup table and generated through a digital
analog converter (DAC). This creates an analog frequency signal which is controlled digitally and
is called a Direct Digital Synthesizer (DDS) [122].

The NCO consists of a register, that accumulates a frequency tuning word (FTW) u.[n] at every
clock cycle f. and adds it to a phase eg[n]:

eo[n] = eo[n — 1] + uc[n — 1J. (4.9)

The frequency resolution of such an oscillator is feix/2> with the amount of bits b and it can output
frequencies of up to fex/2 [102].

In this thesis, the NCO outputs the most significant bit (MSB) as soon as the accumulator over-
flows. The frequency of the generated signal is controlled by the frequency tuning word (FTW),
which can be steered by the user. This signal is then fed into the PFD as the earlier mentioned REF
signal (see chapter 4.2.1). A setup of the NCO with a flip flop is illustrated in figure 4.8.

4.2.4 Controllable oscillator

The controllable oscillator of a PLL, often called a Voltage Controlled Oscillator (VCO), is the part
of the phaselock which is controlled by the output value of the PID filter and outputs the signal at
the desired frequency. In order to have an active feedback loop, the signal is also fed back into the
PFD to adjust the phase error signal 6. continuously. Any sort of oscillator can be approximated
as a VCO if it is possible to be controlled through a modulated voltage [103]. Therefore, lasers can
also be approximated as a VCO, although they would technically be a current controlled oscillator.
The general transfer function of a VCO, assuming linear behavior, would be defined through its
input control signal v.(t), its gain K, and its phase output 6, through:

90,
ot e : Uc(t) (4.10)

Linear behavior can be assumed, when the oscillator is in lock or close to it [101]. The specific type
of controllable oscillator is specified by the system it is used in, which will be described in chapter
6.

4.3 The developed PLL model

In this section of the thesis, the phaselock model, which was developed for the experiments and
measurements in chapter 6, is explained. It is based on a basic PLL model described in the previ-
ous section and modified for the usage with a laser, whose current is steered via the generated
control value. The DPLL is written in VHDL code and compiled by the Quartus® software from Al-
tera for their FPGAs.

The setup of the standalone and fully digital phaselock model without the laser is shown in figure
4.9.
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4x
<|" AXTRC > pecoder
Laser Beat }—‘ PFD @ Synchronizer >~ PID T
Y
NCO —L 4x _T To DAC and
4x TRC > pecoder

laser current
driver

Figure 4.9: lllustration of the developed DPLL model with its individual components. It consists
of the NCO which creates the reference frequency for the phaselock, the PFD which creates the
error signal between laser beat and NCO represented through Up and Down signals. This signal is
split up to 8 TRCs and decoders, running at the 300 MHz FPGA clock with different clock phases.
The error signal is generated by a subtraction in the synchronizer, after the 8 signals from the
decoder output are synchronized to the 100 MHz clock. This error value is then fed to the digital
PID filter, creating the control value for the laser current driver by passing through a DAC.

The full VHDL code is attached to this thesis and shown in the appendix chapter A.3.

4.3.1 Numeric Controlled Oscillator (NCO)

Starting with the input side of the DPLL, the input setpoint is adjustable by the user through a
frequency tuning word (FTW). This FTW needs to be translated into a reference oscillation for the
PFD which is realized through a Numeric Controlled Oscillator (NCO) that creates a digital oscilla-
tion as previously explained in chapter 4.2.3.
The Nyquist limit sets a frequency limit at half the clock of the FPGA, which for the Intel® MAX10
FPGA series is fny, = 1/2frpga ~ 150 MHz. The FTW length is also limited to a bpry = 32 bit
setpoint, although only 31 bits can be used, since the last bit is above the Nyquist limit. The res-
olution limit of the NCO setpoint can be calculated to be A fyco = 69.85 mHz:

Afyeo = Trrea N _ fvy N _ 150 1\;& 2 _ 6095 miy (411

2. 2bFrTw 2brrw

External dividers are usually involved in the path between the photo diode readout of the laser
beat and the PFD input in order to increase the frequency range that electronic components can
work with. They reduce the high frequency signals from GHz to MHz. Consequently, they lower
the NCOs resolution by the division factors, which is represented by the value NV, whose lowest
value in this setup is N = 2. This NCO was developed in VHDL code and can be found in appendix
chapter A.3.1.

4.3.2 Phase Frequency Detector (PFD)

After generating a tunable digital reference frequency, the DPLL continues with analyzing the
phase difference between the two inputs, the NCO and the laser beat. Those inputs are fed into
the Phase Frequency Detector (PFD), whose theoretical functionality was described in chapter
4.2.1 and outputs a signal which describes the phase relation between laser and NCO. Since the
incoming signal of the laser must be digitalized so that the detector is capable of measuring its
frequency, it has to be divided by external dividers on the board and in the software. Transforming
the analog laser beat signal is achieved by an effective 1-bit ADC, which is the logic input of the
FPGA. The FPGA's clock runs on a frequency of frpaa = 300 MHz, so the maximum frequency
an input signal is allowed to have is the Nyquist limit which lies at fx, = 1/2frpga = 150 MHz.
The aforementioned external dividers are necessary to achieve a readable laser beat frequency,
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which can vary from MHz to GHz.

Laser frequencies used for 8"Rb transitions lie in the range of THz, which are not processable for
any electronic devices in the hardware. Therefore, the laser beam with a frequency f; is mixed
with another beam with frequency f> close to it, generating mixed frequencies at f; &+ fo, where
fBeat = f1 — fo lies in the GHz range. This signal is called laser beat and is commonly used for
laser frequency locking [103] and is fed into the PFDs LAS input. Further information on the laser
system setups and the electronics will be given in chapter 6. The VHDL code of the PFD is attached
in appendix chapter A.3.2.

4.3.3 Error calculation converting an analog pulse length to a digital phase error

The following section focuses on the error value calculation of the DPLL. In a traditional phaselock
setup it is simply realized by a single phase detector. In order to achieve a higher error resolution,
a faster reaction time and higher control bandwidth, the error calculation in the developed PLL
is improved by phase shifting the FPGA clock to have four readout points during one clock cycle,
which effectively increases the sampling rate. These four phase shifted values need to be added up
toresultin a higher resolution error value. This is achieved by four Twisted Ring Counter (TRC)s per
PFD output channel, whilst simultaneously minimizing possible bit flips as noise sources through
counting in Grey code. These counters need to be read out, decoded and synchronized afterwards
to acquire the error value.

Twisted Ring Counter

Clock PulseNo | FFA ‘ FFB ‘ FFC ‘ FFD

Q 0 Q o] 0
1 1 0 Q 0
2 1 1 4] 0
1 1 1 0
Q Qe Q Q
T 4 1 1 1 1
D Q D Q D Q D QJ 5 0 1 1 1
o 3 6 0 0 1 1
CLR ’_> CLR ’— CLR CLR
7 0 Q o 1
FPGA clk
PFD out
(a) (b)

Figure 4.10: lllustration of the 4 bit Twisted Ring Counter (TRC) realized with flip flops (figure
4.10a) and the resulting lookup table (figure 4.10b). The inputs of the TRC are the Up or Down
PFD output and one of the four FPGA phase shifted 300 MHz clocks.

Error signals generated from the PFD, as described earlier, have output values, which consist of
Up and Down signals or e(t) € [—1,0 — +1] when described by the state machine. In order to
increase the possible output values, a higher readout rate of the PFD would be necessary. The
PFD only sees rising and falling edges of the two input signals resulting in an asynchronous output
signal to the FPGA clock. It is possible to exploit the asynchronous nature by reading out its output
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error faster than the FPGA clock by creating four phase shifted clocks and using them to read out
the error value at a higher repetition rate. This creates an effective readout rate of 1200 MHz for
the PFD and increases the value’s length to 4 bits. This leads to a higher output value for the error
in case the inputs are very far apart and thus a faster PLL. Furthermore, the Up and Down output
signals of the PFD are counted separately, so the higher value length is doubled and enables a
spectrum for the error output of 8 bits which translates to e(t) € [—128, .., +128].

In order to get those higher values for the error signal, the initial two outputs needed to be added
up which was realized through Twisted Ring Counter (TRC)s driven by the phase shifted clocks.
Since there are two PFD outputs and four phase shifted clocks, eight TRCs are needed to add
up the two 1 bit signals of the PFD to an 8 bit error value. The counters give out their value in
Grey code, which is less sensitive to bit flips, but needs to be decoded to binary code later on
for further processing. The schematic and resulting lookup table of the possible TRC values are
shown in figure 4.10a and 4.10b. The VHDL code of the TRC is attached in appendix chapter A.3.3.

Decoder

Since the error signal generated from the TRCs is in Grey code, it needs to be converted to con-
ventional code for further processing. A converter which translates these values at the clock rate
of the FPGA was implemented for every TRC present in the code. After the converter sequence,
the error signal is split into four phase shifted signals with a bit length of bp.. = 3 for the Up and
Down output of the PFD. The VHDL code of the converter is attached in appendix chapter A.3.4.

Synchronizer

Figure 4.11: lllustration of the synchronizer VHDL code realized as a block diagram by the Quartus
software. The red/yellow square blocks accumulate the values of each TRC Up/Down output for
three 300 MHz clock cycles. The blue square blocks are flip flop structures to first synchronize
the phase shifted signals to each other and then to the 100 MHz clock. The following circles are
adders which first create the accumulated Up and Down signal and afterwards the 8 bit error
output through subtraction. The input values have been decoded to conventional binary code
from Grey code beforehand.

Assuming it would be possible to run the PID filter with frpga = 300 MHz, the next processing
step after the decoder is to synchronize the four phase shifted signals to one reference phase and
performing a subtraction, which could be realized with a few flip flops. Unfortunately, the PID cal-
culation consists of multipliers larger than 18 bits which cannot run with 300 MHz but only with
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the lower 100 MHz clock of the FPGA. This limit is set by the speed grade of the multiplier ele-
ments of the Intel®* MAX10 FPGA [123]. This requires an additional setup of flip flops and adders
to synchronize the phase shifted input values to each other and create the error output in the
slower clock domain. The schematic of the designed synchronizer after it was compiled in Quar-
tus is illustrated in figure 4.11

Following the synchronization to the 100 MHz, the 8 bit error signal is calculated by a subtraction
and fed into the loop filter. The synchronizer code is attached in appendix chapter A.3.5.

4.3.4 PID loop filter

Calculating the P, | and D gain with the provided error signal seems straight forward, since equa-
tion 4.6 shows how the gains are calculated. In order to achieve a derivative and integral gain in
VHDL code, a pipelining of the error value needed to be introduced. Pipelining in this case means,
that the error value is on hold for one or more clock cycles and its values are saved in the FPGA's
memory. This enables the calculation of the derivative and integral gain, that are defined as the
change of the error value in time (D) and the steady state error (). The proportional gain (P) is the
current error input.

Special notice must be given in this code to the integral response, since it tends to increase exces-
sively in a very short time frame. Therefore, it was defined as a very long bit string to not saturate
immediately. Additionally, all gains have a saturation cap to not overflow. The realization can be
best described through a block diagram of the FPGA code, which is illustrated in figure 4.12, where
every flip flop in the chain introduces a pipelining in the calculation.

Furthermore, the multiplication with the factors Kp, K, Kp needs to be pipelined as well, since
the immediate multiplication with the constants would strain the FPGA over its capabilities, due
to the amplification factors being variables controlled by the user.

An additional pipeline step is necessary for the summation of the gains which creates the output
value for the laser current control. This value also has a saturation cap, since it is turned into an
analog signal by a 16 bit DAC, setting the limit to the accuracy and resolution of the output value.
The schematic of the designed PID filter after it was compiled is shown in figure 4.12 and the VHDL
code is attached in appendix chapter A.3.6. In this schematic, every flip flop, adder, multiplier and
saturation block adds a pipelining to the loop filter.

Figure 4.12: lllustration of the PID VHDL code realized with flip flops, multipliers and saturation
blocks by the Quartus software. The black square blocks are flip flops and the yellow circles are
adders. The blue circles in combination with the blue trapezes are the saturation function for the
| gain and the green circles/trapezes combination are the saturation of the sum output. The red
circles are the three multipliers, which multiply the P,1 and D gain with their amplification factors.

The output value of this loop filter is a 16 bit signed value, which is fed to a 16 bit DAC, generating
an analog voltage signal that is modulated onto the laser current.
The FPGA's resources which are required for the realization of the DPLL are illustrated in table 4.2.
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Table 4.2: FPGA resources used for the implementation of the DPLL.

DPLL component | Logic cells | Logic registers | 18 x 18 multipliers Clock domain
NCO 46 39 o] 300 MHz
PFD 3 2 o None
TRCs 133 128 0 300 MHz
Decoders 112 o o} 300 MHz
Synchronizer 158 156 (o} 300 MHz & 100 MHz
PID 182 63 3 100 MHz

4.4 Transfer function

Following the description of the separate PLL components, the transfer function of the phase-
lock can be obtained. This is necessary in order to compare the DPLL's performance with the
theoretical performance this control loop would have. A transfer function is obtained by Laplace
transferring the transfer functions of the individual components and describing them with the
complex frequency s. In the Laplace domain, the open loop and closed loop transfer function can
be obtained by simple multiplication of the components present in the loop. Later on, a trans-
fer into the Z-domain is necessary, since digital components are described in control theory by a
series of Dirac pulses, which is realized through this transformation.

4.4.1 Description in the Laplace domain

The transfer function of a system can be calculated to be able to predict a rough dimension of
the system’s performance. For PLLs, the transfer function can be calculated by dividing its com-
ponents in fragments, transferring them into the Laplace domain and calculating the function for
every component and combining them in the end by multiplication. The closed loop and open
loop transfer functions can be approximated by assuming a linear PLL model, since transfer func-
tions can only be calculated for linear systems [117]. In the following calculations, a basic PLL
model is used for the calculations and specified later on for the developed DPLL [102]. The basic
PLL setup in figure 4.1 can be described by the open loop transfer function G(s) in the Laplace
domain using the complex frequency s = § + iw through:

G(s) = = D(s)- F(s)-V(s) (4.12)

with X (s) being the input and Y (s) the output of the PLL after Laplace transformation. Starting
with equation 4.6 for the description of the PID controller, one can Laplace transform this equa-
tion to get F'(s):

K
F(S)ZKP—F?I—FKD'S (4.13)

Since the phase detector gets phases as inputs and outputs a phase as well (frequencies are de-
fined as the derivative of phases [102]), shown through equation 4.5, it is proportional in the



4.4. Transfer function 43

Laplace domain and its transfer function can be described by its gain Kj:

D(s) = Ky (4.14)

The VCO can be described by the Laplace transfer of equation 4.10. Since its input is a linear value
and it outputs a frequency, it can be described as a component with integral behavior and gain K ,:

V(s)=— (4.15)

By combining equations 4.15, 4.14 and 4.12 the open loop transfer function G(s) for the PLL is
obtained:

G(s)=Kq-— - F(s) (4.16)

The closed loop transfer function H (s) relates the phase of the reference signal 6,.(s) with the
phase of the VCO 6,(s) in a closed loop:

0o(s) = H(s) - 0,(s) (4.17)

with:

G(s)  KygK,F(s)

T1+ G(s) s+ KgK,F(s) (4.18)

H(s)

H (s) also states the efficiency of transmitted phase to the VCO and therefore the phase noise
suppression of the oscillator.

A measure of the transmitted phase noise is given by the error transfer function E(s), which de-
scribes the relation of 8, and 6,.:

0. = E(s) -0, (4.19)

and is calculated through:

1

PO =16

=1—H(s) (4.20)

The denominator 1 + G(s) = 0 is known as the characteristic equation of a control loop, from
which the natural radian frequency w,, and the damping coefficient  can be calculated for second
order PLLs. In case of a loop filter with a derivative gain, the equation tends to get complicated.
Inserting equation 4.13 into 4.18 and after some simplifications, which are attached in appendix
chapter A.4.1, H(s) can be described through:

$2 - (KgK,Kp) + s - (KaKoKp) + (KgK,K7)

H(s) = .21
) = A r KK, Kp) + 5 (KK, Kp) + (KaK, K1) (4.21)

From the characteristic equation, one can obtain the damping coefficient ( and the natural radian
frequency w,, of the loop through:



44 Chapter 4. The Phase Locked Loop (PLL)

14+ G(s) =0 = 5%+ 2Cwns + w? (4.22)

The factors  and w,, can now be calculated using equation 4.21 (the intermediate calculations are

attached in A.4.2):
K K, K;
=y 2
Wn ‘/1+KdKoKD (4.23)

K KK,
¢=12F dZo (4.24)
2\ (1 + KiKoKp)K;

4.4.2 Discrete description of the DPLL in the Z-domain

D(z) F(z) V(z) .
20,
X(2) —> Phase Loop Controllable v
Detector Filter Oscillator | ] Pelay (2)
Delay

270

Figure 4.13: Setup of the digital PLL model developed in this thesis in the Z-domain with im-
plemented delays. The individual components are described through their transfer functions in

the Z-domain. A possible feed back and feed forward delay is introduced through the factors
-D -D
VAt N A LN

Digital control systems are discrete. Therefore, they are transferred into the Z-domain to be de-
scribed more accurately as a series of Dirac pulses with a sampling period [119]. The bilinear
transform maps the s-plane in the Laplace domain onto the z-plane in the Z-domain through the
substitution [108,124]:

(= (4.25)
SFTS(Z—l) 425

with T = 1/f, being the sampling period. The discrete PLL model can be setup in the Z-domain
in a similar matter as the basic model in the Laplace domain. The difference between the two
models are the introduced delays in the system, which are illustrated in figure 4.13.

Based on equation 4.18, the system transfer function for the continuous model can be transferred
with equation 4.25, resulting in:

kdkOF(z) . Z_(fo+be)

Tis (zil) + kdkoF(z) . z_(fo-l-be)

H(z)= (4.26)

with the transferred gains k4, k, of the phase detector and controllable oscillator. The coefficients
2~ Dss and z—Drv present a possible feed forward and feed back delay in the loop. Assuming
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Dy = Dy, = 0, this leads to:

kakoF ()
2 (551) + kakoF (2)

H(z) = (4.27)

The discrete transfer function of the PID filter can be obtained by using equation 4.13 and trans-
forming s with equation 4.25 to z:

k 1
F(z)=kp+kr-Ts (Zi1>+£<zz > (4.28)

with kp, k7, kp as the PID’s respective transferred gains. After inserting equation 4.28 into 4.27,
one can conclude through comparison, that the form of the discrete PLL model without any ad-
ditional delays, is very close to the continuous model described in the previous chapter with the
addition of the sampling period T to each factor. Since there are three variables (Kp, K7, Kp)
but only two factors to describe them as a function of ({, w,,), the amplification factors will always
be codependent to each other. Therefore, the coefficients of the Ziegler-Nichols tuning method
in table 4.1 from chapter 4.2.2 are used to obtain the gain amplification coefficients and describe
them with ¢, w,, with equations 4.23 and 4.24:

Kp 06K,

kp — — .2

=7 T, (4.29)
K K 0.6 K

k=2l = 2P et (4.30)
T, 2(T; 2(T;

o Kp _ KaRo Ky —w? MR - s

b=~ KKy K K, '

The trade off between maximal overshoot and settling time to steady state can be influenced by
¢ and is usually set, so the overshoot is minimized during a phase error. In praxis, a factor of
0.5 < ¢ < 2is a common range for the damping coefficient and { = 1/v2 &~ 0.707 is usually
the best compromise between overshoot and settling time [97, 102, 108, 119]. The natural radian
frequency w, is determined through the requirements to the DPLL, since it can be calculated
through the desired minimum phase noise A, and the required jumping speed between two
setpoints 9A«/st. The necessary equations for the calculation are the following:

200w/t 1 200w/pr  20Aw/py
1' . oy = = A . 2
51—1>% s2 1+ G(S) KOKdK[ W%,mm wmax (4 3 )
20Aw/ gt
< Wnomin = 27Tfn,min = / (4.33)

Awmax

The developed digital phase locked loop (DPLL) can now be customized to the laser systems to
achieve the requirements for atom interferometry described in chapter 3.2, since they set the
limits for the phase noise A4, and jumping speed 9Aw/a¢ from whom K p, K7, Kp can be de-
termined.
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4.5 Simulation of the DPLL

Since the implementation of the PID loop filter challenged the FPGA resources to its limit, the
assumption in equation 4.27 which stated, that there are no delays in the feedback loop could
not be realized and an analytical solution in the z-Domain was not possible. Therefore, the DPLL
was simulated with Altera ModelSIM® in order to achieve an estimation of the phaselock’s perfor-
mance. In this simulation, the NCO was used as the controllable oscillator, which was locked to a
fixed frequency setpoint, generated by the simulation programm.

Figure 4.14: Simulation of the DPLL phaselocking a NCO to a fixed frequency setpoint. The NCO is
used in this simulation as the controllable oscillator which is locked to a fixed frequency setpoint.
The simulation was performed with Altera ModelSIM®.

Figure 4.14 illustrates the simulation of the phaselock, where the NCO is locked to the set fre-
qguency setpoint. The NCO is being adjusted to the frequency of the generated reference signal
by the DPLL, which can be seen in the right zoom in 4.14 after the NCO had a different frequency
in the beginning of the simulation, which is shown in the left zoom. Therefore, the phaselock first
increases the frequency of the NCO, since the phase error between the signals is large. When the
frequency of the NCO and the reference signal are the same, but the signals are out of phase, the
phase locking starts, which is visible at about 310 us, where the phase error oscillates around 0.
Around 470 us the signals are phaselocked, since the phase error is 0 from this moment on.

The implementation of the loop filter’s | gain revealed to be challenging. The integral part showed
itself to saturate very quickly in the simulation, even with the lowest multiplication value Ky = 1.
Therefore, it was realized as a bit stream with 32 bit in order to not saturate immediately and con-
stantly output its maximum value. Since the implemented DAC on the developed hardware has
only 16 bit, the bit stream needed to be reduced before being summed up with the proportional
and derivative gain (the description of the hardware will be subject in the following chapter). Sub-
sequently, a cut of the integral gain was unavoidable. Simultaneously, the immediate saturation
of the | gain needed to be considered and therefore the lower 10 bits of the calculated | gain were
cut out. This increased the possible input values of K but at the same time reduced the accuracy
of the PID filter, which is the aforementioned disadvantage in section 4.1 of a fully digital PLL.
This loss of accuracy and the resulting loss of possible phase noise suppression needs to be con-
sidered during the measurements in the following chapters, from which the phaselock’s perfor-
mance will be evaluated.

After successfully simulating a phaselocked controllable oscillator by the DPLL, it was ready for
measurements with the hardware.



CHAPTER

Hardware

This chapter presents an overview of the hardware used for the DPLL. In order to accomplish the
requirements of laser based experiments in microgravity, the developed hardware is part of the
TBus standard, which is optimized for compact and autonomous operating systems. It is shortly
described in the first section of this chapter for easier comprehension as well as the communica-
tion and the power supply board. The hardware, which was developed during this thesis is the
third iteration of the laser frequency control board, which is described in detail afterwards. The
chapter closes with a short description of the laser current driver board, which completes the
hardware setup to control a laser system with the DPLL.

5.1 Hardware setup

Figure 5.1: Picture of the hardware setup used for the DPLL measurements which consisted of a
laser frequency control board (A), a laser current driver board (B), an Ethernet communication
board (C) and a power supply board (D).

The DPLL hardware test setup consisted of the laser current driver board, the Ethernet communi-
cation board, the power supply board, and the laser frequency control board illustrated in figure
5.1. The frequency control board was developed during this thesis and is part of the TBus stan-
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dard, similar to all the boards mentioned before.

TBus is an internal design standard for a printed circuit board (PCB) that was specifically created to
meet the requirements of laser based experiments conducted in microgravity environments. This
standard is designed to be optimal for compact, self-contained systems like drop tower capsules
and sounding rockets. Originally developed by Dr. Thijs Wendrich for the usage in the QUANTUS
drop tower missions, the TBus standard has been utilized in several PCBs with integrated micro-
electronics for experiments in atom optics within the LASUS project, which was supported by the
DLR [30].

A stack of TBus cards can be accessed via an interface card, which in this setup was the Ethernet
communication board. USB, PC104, NI-FPGA and plastic optical fibre (POF) are available as possi-
ble communication for the TBus as well. The boards used in the testing environment were able to
function without negative voltages, so a power supply board that supplies positive voltages was
sufficient for the environment. As a graphical user interface, LabVIEW®was chosen in order to
control the testing environment. The communication protocol of the TBus standard has been de-
scribed in detail here [38] and a short summary of the TBus standard is given in appendix chapter
A.5.

In order to obtain the measured data from the experimental setups, the following lab equipment
was used in the succeeding sections:

e R&S FSWP Phasenoise Analyzer for obtaining residual phase noise and spectrum data sets
in the frequency domain [125],

e R&S RTM3004 oscilloscope for measuring data in the time domain [126],

e R&S HMP4040 as a laboratory power supply connected to the TBus power supply [127].

5.2 Laser frequency control board
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Figure 5.2: lllustration of the third iteration of the laser frequency control board. In figure 5.3a a
picture of the developed frequency controller is shown and in figure 5.2b the functionality of the
frequency controller is illustrated via a block diagram.

First in line is the laser frequency controller, whose Intel® 10M16DAF256C8G FPGA [123] included
the DPLL software. The developed successor of the board’s second iteration is shown in figure
5.2a and the schematic and board layout of the frequency controller are shown in the appendix
chapter A.6.1.
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The board is capable of controlling up to four lasers simultaneously through one spectroscopy
lock and three phaselocks/offsetlocks. It consists of the following in- and outputs:

e 1x Fast alternating current (AC) coupled input for any kind of modulation spectroscopy with
a high resolution and a high sample rate (12 bit, 25 MSPS) analog digital converter (ADC),
for stabilizing a laser on some atomic transition,

e 1x DDS based sine wave output to enable frequency modulation spectroscopy,
e 3 x Multipurpose inputs which are connected to the FPGA as:

- AC coupled beat inputs, to measure a beat signal for frequency stabilization, up to
about 2 GHz,

- DC coupled inputs with an auxiliary, low speed ADC (12 bit100 kHz), for basic spec-
troscopy without modulation to help with locating the frequency of the lasers that
use other stabilization methods,

- DC coupled RF power detector for amplitude measurements of input signals up to
2 GHz,

e 4 x Fast outputs (14 bit, 25 MHz) for the current drivers, connected via the analog TBus
connector,

e 4 x Slow outputs (14 bit, 100 kHz) to control the temperature controllers or the piezo out-
puts, also connected via the analog TBus connector.

The communication with the frequency controller’s FPGA happens through the digital TBus. The
first path in figure 5.2b is the spectroscopy path. Via the AC coupled spectroscopy input, the mod-
ulation transfer spectroscopy stabilization is realized. The input signal is mixed with an internal
oscillator and after passing a filter, the resulting signal is fed into a slow PID. Its control value is
used afterwards by the DDS chip on board to create a modulation sine wave. This output wave is
modulated onto a laser current to stabilize it to some atomic transition via a gas cell. An additional
phase shifting is also implemented in the path.

On the input side, the beat signal is connected to the FPGA by three inputs with each including
a divider IC in their path from ON Semiconductor (MC12093) [128]. The available division values
are N = 2,4, 8 in addition to a divider in the FPGA with the possible values N = 1, 2. The combi-
nation allows a maximum division of N = 16, enabling a readout frequency limit of 2.2 GHz for
beat frequencies. The readout of the beat signal occurs through the FPGA'’s low volt differential
signalling (LVDS) inputs, which are less sensitive to high frequency noise. This signal can now be
processed in two ways:

e either by a frequency counter to create a control value via the slow PID (which runs at
10 MHz)

e or by the DPLL to create a control value with its implemented fast PID (which was described
in section 4)

The digital output setpoint of both options is converted to an analog signal by a DAC from Texas
Instruments (DAC5672) [129]. The output compliance range goes from 0V to 3.3 V, which is con-
verted to a current range on the laser current driver board, explained in the next section. The
accuracy of the output signal was strongly dependent on the accuracy of the DAC. The converted
output signal goes from the DAC to the fast outputs into the analog TBus, from where it reaches
the laser current driver board.
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If the ECDL's frequency is steered through its cavity length by a piezo element alongside its cur-
rent, the control signal originates from a PID controller also implemented in this board’s FPGA.
The control signal is given out through the slow outputs of the frequency controller into the analog
TBus connector by the analog signal output of the DAC.

5.3 Laser current driver board
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Figure 5.3: Illustration of the fourth iteration of the laser current driver board. A picture of the
laser current driver is shown in figure 5.3a and in figure 5.3b the functionality of the current driver
is illustrated via a block diagram.

The laser current driver board, as the name suggests, controls the currents of the laser diodes
by modulating the control value it receives from the frequency control board onto the current.
The output of the DPLL that generates the control value drives one current output on this board.
Figure 5.3a illustrates the fourth iteration of the current driver, which was developed by Dr. Thijs
Wendrich. Itis based on a setup described by K. G. Libbrecht and J. L. Hall [130] and modified with
additional features for remote operation and a more detailed description can be found here [30].
The board contains two output ports for the laser current, the maximum amplitude of which is
determined by two paths on the board:

¢ the slow input controlling the operating point, that is adjusted in order to convert 5V to a
current up to 140 mA, which is specified by the onboard soldering options and set by the
user via the FPGA,

e the fast input controlling the modulation, which is adjusted by the conversion of the 0 V —
3.3V given out by the frequency control board to a current around 1 mA. This signal is
modulated onto the operating current and includes the control signal of the DPLL output.

The output of the frequency control board and the modulation path is illustrated in 5.3b. The
schematic and board layout is shown in the appendix chapter A.6.2, which includes the paths of
the operating point and the modulation point. The resistors on the board were adjusted in order
to provide a maximum laser current of 110 mA for the measurements with the laser diode.



CHAPTER

Measurements

This section presents the characterization of the developed DPLL implemented into the new iter-
ation of the frequency control board as well as the measurements carried out using this system.
Using the hardware configuration described in the previous chapter, a characterization of the
phaselock was performed with an electronic VCO, which served as a testing environment for sub-
sequent measurements with different laser systems.

For the measurements two lasers of the QPort project were utilized and phaselocked to charac-
terize the DPLL’s performance. The ability to execute far frequency jumps is a fundamental trait
of the DPLL, which is only limited by the current limit of the hardware. Therefore, a laser system
consisting of ECDLs with a broader current range then the QPort lases was sought after. The lasers
developed by the group in the "Humbold Universitat zu Berlin" turned out to be an excellent test-
ing environment for far frequency jumps, especially since they will be used in the MAIUS-B flight
model, alongside the DPLL.

Ultimately, the phaselock’s performance regarding Raman double diffraction in a MZI setup was
tested with 87Rb BECs, that were created in the MAIUS-B physics package [131] using their ground
laser system.

6.1 Preliminary characterization of the DPLL with a VCO
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Figure 6.1: Illustration of the setup with a Voltage Controlled Oscillator (VCO) for a preliminary
DPLL characterization. The data for the power and phase noise spectral density of the VCO, the
Numeric Controlled Oscillator (NCO) and the reference oscillator were obtained in loop by the
Phasenoise Analyzer (FSWP).
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A laser, as explained in chapter 4.2.4, can be approximated as a VCO for the purposes of develop-
ing the DPLL. Therefore, in preparation for the implementation with lasers, a testing environment
with an electronic VCO was realized in order to achieve a phaselock with the DPLL, as illustrated
in figure 6.1.

A MiniCircuits® POS300+ VCO [132] was used for this setup with an accessible tuning range of
50 MHz between 130 MHz — 180 MHz for the 3.3 V voltage output range of the frequency con-
trol card.

This setup was assembled to achieve a preliminary characterization of the DPLL for later compar-
ison with the performance on a laser system.

6.1.1 Characterization of the NCO and reference oscillator
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Figure 6.2: Results of the NCO measurements. In 6.2a, the power spectral density of the NCO
and the reference clock of the TBus stack is illustrated. In 6.2b the one-sided phase noise spectral
density of the reference clock and the NCO is illustrated. The reference clock ran at a frequency
of 10 MHz and the frequency setpoint of the NCO was set to 18.75 MHz.
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Prior to the measurements with a free running and locked VCO, the Numeric Controlled Oscilla-
tor (NCO) needed to be characterized. Since the NCO of the PLL code imprinted its noise directly
onto the oscillator, its power and phase noise spectral density of its signal were measured at a
debug pin on the frequency control board with the RTM3004 oscilloscope.

The graphs 6.2a and 6.2b show the results of the measurements for the NCO at a carrier fre-
qguency of 18.75 MHz which translates to the VCO setpoint of 150 MHz. The power spectral den-
sity showed a 3 Hz line width at FWHM with a RBW of 1 Hz. The rms phase noise accumulated to
2 mrad over a bandwidth of 10 Hz — 1 MHz with a RBW of 10 %.

The FPGA used the reference clock of the TBus system internally to create the clock frequency for
the NCO and the DPLL code and therefore imprinted its noise into the loop as well. Therefore, the
phase noise of the reference clock was imprinted to the NCO and needed to be characterized as
well. The reference oscillator was an oven stabilized quartz oscillator from Abracon® [133] which
ran at a stable frequency of 10 MHz 4 10 ppb. Figure 6.2a and 6.2b show the results of the mea-
surements for the reference oscillator next to the NCO. The power spectral density showed a line
width of 3 Hz with a RBW of 1 Hz for the oscillator and the phase noise spectral density a rms
phase noise of 350 urad for a bandwidth of 10 Hz — 1 MHz. Spot noise measurements for the
NCO and the reference clock are illustrated in table A.2 in the appendix.

6.1.2 Performance without the DPLL

Prior to the characterization of the phaselock in this experimental setup, measurements with an
inactive DPLL were conducted. The power and phase noise spectral density of the VCO are il-
lustrated in graphs 6.3 and 6.4. They show the power spectral density within a bandwidth of
1 MHz around the carrier peak and the one-sided phase noise spectral density for a bandwidth
of 100 Hz — 1 MHz. The spectrum showed a line width of 3 kHz at FWHM with a RBW of 1 kHz
and a rms phase noise of 3 rad over the bandwidth with an RBW of 10 %. The RBW for the phase
noise measurement of each FFT segment was based on a percentage of the segment start offset
by the instrument [125].
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Figure 6.3: Measurement results of the DPLL for the power spectral density of the free running
and phaselocked electronic VCO. The frequency setpoint for the phaselocked VCO was set to
150 MHz.
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6.1.3 Performance with the DPLL

Afterwards, the VCO was optimized to a setpoint frequency of 150 MHz where the power and
phase noise spectral density plots were obtained. The parameters for these measurements were:

e proportional gain P = 674

e integralgain I = —3

e derivative gain D = 151

¢ internal divider N = 8

e correlation factor XCorr = 10

The spectral density of the VCO with an active DPLL software is illustrated in figure 6.3 and showed
a line width of 23 Hz at FWHM. The phase noise spectral density of the locked oscillator is illus-
trated in figure 6.4 and revealed a rms phase noise of 30 mrad for a bandwidth of 10 Hz — 1 MHz
with a RBW of 10 %. Spot noise measurements for the free running and locked VCO are illustrated
in table A.1in the appendix.
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Figure 6.4: One-sided phase noise spectral density of the VCO with (red) and without (blue) an
active DPLL. The frequency setpoint for the measurement with an active phaselock code was set
to 150 MHz.

6.1.4 Discussion of DPLL results at the VCO

Starting with the characterization of the NCO, the line width at a setpoint of 18.75 MHz was
measured to be 3 Hz for an RBW of 1 Hz, which was the highest accuracy that the measurement
tool provided for the power spectral density. The reference oscillator was measured to be at the
same line width. A difference could be seen when observing the one-sided phase noise spectral
density. The NCO had a higher phase noise across the bandwidth from 100 Hz to 1 MHz com-
pared to the reference oscillator. The spot noise measurements revealed, that the mean phase
noise of the NCO was about 10 ¢B</Hz higher compared to the reference oscillator between 1 kHz
and 1 MHz to the carrier. The spot noise measured at 100 Hz to the carrier revealed to be about
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20 dBc/Hz higher than the reference oscillator. The origin of the noise could be found in the FPGA's
datasheet [123], which showed, that it’s internal FPGA PLL adds this noise to the NCO. This resulted
in the measured rms phase noise of the NCO at about 2 mrad, which was higher than the refer-
ence oscillators phase noise of 350 urad.

The performance for the electronic VCO showed very promising results by reducing the unlocked
VCO's initial line width from 3 kHz to 8 Hz at FWHM. The integrated phase noise spectral density
S was decreased from 7 dBc to —30 dBc which resulted in the rms phase noise decreasing from
about 3rad to 30 mrad for the bandwidth of 100 Hz to 1 MHz. The spot noise measurement
also illustrated very good noise suppression in comparison with the unlocked VCO. Obtained val-
ues of spot noise were measured to be below —90 dB¢/Hz above a frequency of 1kHz and at
—64.19 dBe/Hz at 100 Hz to the carrier. Above 1 MHz to the carrier, the phase noise spectral
density fell below —100 @B¢/Hz, which showed the expected low pass filter behavior of a PLL.
The control bandwidth was visible through distinguishing the characterizing control peak of a PLL
which was positioned at roughly 350 kHz.

Even though the DPLL showed a promising noise suppression inside its control bandwidth, the
mean phase noise spectral density of the VCO revealed itself to be about 20 dB¢/H; higher than
the NCO, whose origin could not be the FPGA’s PLL. The reason for the additional noise was the
result of the way the | gain was generated, as explained in chapter 4. The rounding of the er-
ror value in the code resulted in a rounding of small errors to 0 and that led to a reduced noise
suppression of the loop, which was visible in the phase noise spectral density and the rms phase
noise of the VCO. The calculated phase jitter for the bandwidth was measured to be 35 ps.

The successful realization of a phaselocked VCO opened the way to test the DPLL with a laser sys-
tem, since the noise suppression should be sufficient for an ECDL, which has common line widths
of about a few 100 kHz.

6.2 Characterization of the DPLL with ECDLs
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Figure 6.5: lllustration of the laser system setup at the QPort experiment for the characterization
of the DPLL. The beat signal between laser 1 (SL) and laser 2 (MO) is read out by a photo diode (PD)
and passed through a frequency divider (¥N) if needed. The output signal is then amplified (Ampl)
and split multiple paths. In order to create a feedback loop, the signal is fed back to the frequency
control board, where it is processed by the DPLL to create a control value for the current driver so
that the laser can be phaselocked. The other signal path lead to the Phasenoise Analyzer (FSWP)
to obtain the power and phase noise spectral density. A jumping sequence between frequency
setpoints is analyzed by a frequency to volt converter, which gives out a signal processable by the
RTM3004 oscilloscope.
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The successful demonstration of the phaselock firmware with an electronic VCO opened the way
to the next stage, which was testing the phaselock in a laser system environment. The chosen laser
system is illustrated in figure 6.5 and was part of the neighboring QPort experiment [134,135]. A
fiber diode laser from NKT Photonics®’s laser system Koheras HARMONIK [136] and an ECDL [137]
was optically mixed with each other. The resulting beat signal was fed into the input of the fre-
guency control board after passing an ZFL-500NL+ amplifier [138] to obtain the necessary minimal
readout amplitude of the board.

The first measurements were conducted with a "free running" master laser, i.e. the laser was not
locked to an atomic transition through modulation transfer spectroscopy via a gas cell. Therefore,
the frequency of the laser changed with time due to temperature shifts in the laboratory environ-
ment. The output current was set to 102.3 mA with an available current tuning range of about
2mA, which translated to 80 MHz for the DPLL.

Since the master laser was not locked, the beat frequency could be tuned close to 350 MHz by
adjusting the master laser’s current, thus achieving a testing environment without additional ex-
ternal dividers. The internal division for the DPLL was set to NV = 8.

The data processing of the beat signal by the hardware and phaselock firmware is similar to the
previous testing environment up to the output point of the control value to the fast outputs. Here,
the signal was fed from the analog TBus to the laser current driver board and modulated onto the
output current which steered the ECDL, as illustrated in figure 5.3b. This laser was therefore titled
slave oscillator (SL) and the laser from NKT Photonics was titled the master oscillator (MO). In the
following measurements the beat signal was read out in-loop.

Table 6.1: Frequencies of the signals at different measurement points.

Measurement NCO output | Beat input | Laser/VCO
VCO 18.75MHz | 150 MHz | 150 MHz

Laser/MO locked 41.25MHz | 330 MHz | 1.320 GHz
Laser/MO free running | 43.75MHz | 350 MHz | 350 MHz

Subsequent to the characterizing measurements with a free running MO, the DPLL software was
tested with a frequency locked MO. The NKT laser was locked to the 85Rb cooling transition which
has a detuning of 1.5 GHz to the ®Rb cooling transition. The beat between SL and MO resulted
in a frequency around 1.3 GHz. Since the tuning range for the current amounted to 320 MHz
around the setpoint, the laser could not be locked to a setpoint around 350 MHz. Therefore, an
additional divider with N = 4 was added to the path between the readout of the photo diode and
the beat input of the frequency controller. This resulted in a beat frequency close to 350 M Hz.
The current of the laser current driver was set to 100.8 mA with an available frequency tuning
range for the DPLL of about 320 MHz for the laser without division. An internal division of N = 8
was chosen in addition to the external divider. The measured frequencies in the testing environ-
ment differ, depending where in the loop they are measured, since dividers are implemented in
the loop. The values at the NCO output, the frequency control board’s beat input and the actual
frequency at laser/VCO are displayed in table 6.1.

6.2.1 Performance without the DPLL

Prior to the characterization of the DPLL in this laser testing environment, measurements were
conducted using an inactive phaselock to serve as a basis for comparison later on. Figure 6.6a
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depicts the power spectral density of the laser beat with a free running and locked MO, respec-
tively. The graph illustrates the frequency spectrum with a bandwidth of 10 MHz close to the
carrier peak and indicated a line width of 40 kHz for a locked and 90 kHz for a free running mas-
ter laser at FWHM.

Posterior to the measurements of the spectral density, measurements of the one-sided phase
noise spectral density were conducted with an inactive DPLL and a locked and free running mas-
ter laser in order to be comparable, which the graph 6.6b displays.
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Figure 6.6: lllustration of the power spectral density 6.6a and the one-sided phase noise spectral
density 6.6b of the QPort laser beats without the DPLL. The blue curves show the measured
densities with a locked MO and the red curves with a free running MO. The phase noise spectral
density can only be obtained for a stable oscillation (explained in section 3.2). Therefore, the
bandwidth for the measurement was set between 1kHz and 1 MHz, since an unlocked laser
tends to shift with time, which lead to values above 0 dB¢/1 below 1 kHz, i.e. values above the
carrier.
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6.2.2 Performance with the DPLL

NCO spectral density

—— NCO @ 41,25 MHz
—204 —— NCO @ 43,75 MHz

—40 4

—60

—80

—100 A

Power spectral density [dBm]

—120 A

—4600 —2600 6 20v00 40v00
Offset from carrier [Hz]

(a)

Laser spectral density phaselocked

—— MO free running —— MO locked |

|
w
o

N |
M
40 _“‘, ‘ ! i

L m“*l"' | ""w e

|

Power spectral density [dBm]
a3 8 & 3
Power spectral density [dBm]

I
[
o

—400 —iOO 6 260 460
Offset from carrier [Hz]

(b)

Figure 6.7: lllustration of power spectral densities. In 6.7a the NCO with frequency setpoints for
the locked (blue) and free running MO (red) are displayed. In 6.7b the power spectral density for
the laser beats with active DPLL are illustrated for a locked (red) and free running (blue) MO.

After conducting measurements using an inactive code, the slave ECDL was locked to a beat fre-
qguency of 350 MHz for a free running master laser. For the measurements with a locked master
laser, a setpoint of 1.320 GHz was chosen, since the setpoint at 350 MHz couldn’t be reached
due to mode hops of the laser.

In order to evaluate the phase noise and spectral density of the laser beat later on, the NCO sig-
nal created by the DPLL code was outputted through a debug pin on the frequency control board.
Since the noise from the NCO is directly imprinted onto the oscillator, this allowed for an accurate
measurement of the phaselock’s performance in the laser environment by subtracting the noise
of the reference.
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Figure 6.8: One-sided spectral density of the phase noise for the reference oscillator, the NCO and
the QPort laser beat (SL) for a locked and free running master oscillator (MO) with active DPLL.

The graph 6.7a show the results of the NCO measurement at a carrier frequency of 43.75 MHz
for the free running and 41.25 MHz for the locked master laser. The spectral density plot showed
a 30 Hz line width for the NCO setpoint with the locked and 30 Hz for the NCO setpoint with the
free running master laser at FWHM. The graph 6.8 shows the one-sided phase noise spectral
density from which the rms phase noise for the different setpoints of the NCO was calculated.
The rms phase noise for the NCO setpoint for a free running laser was 3 mrad and for the locked
master laser 5 mrad integrated over a frequency bandwidth of 100 Hz — 1 MHz.

Table 6.2: Resulting measurement data at the QPort experiment for the reference oscillator, the
NCO, the VCO and the laser beat between SL and MO. The bandwidth for obtaining these values
was from 100 Hz to 1 MHz.

Signal Carrier Spectral density | rms Phase noise | Phase jitter

%o Ss Ap(f) Ag(t)
Reference oscillator 10 MHz —70dBc 350 prad 5ps

NCO for VCO 18.25 MHz —60dBc 2 mrad 15ps
NCO/MO locked 41.25 MHz —50dBc 6 mrad 20 ps
NCO/MO free running 43.75 MHz —50dBc 3mrad 10 ps
VCO free running ~ 150 MHz 7dBc 3rad 3ns

VCO with DPLL 150 MHz —30dBc 30 mrad 35 ps

SL with DPLL/MO locked 1.320 GHz —10dBc 490 mrad 230 ps

SL with DPLL/MO free running 350 MHz —5dBc 800 mrad 360 ps

SL free running/MO locked ~ 340 MHz 55dBc 950 rad 350 ns
SL free running/MO free running | ~ 430 MHz 40dBc 110rad 50 ns

Following the characterization of the NCO for the setpoint frequencies, the spectrum and
phase noise of the laser beat, the spectral density of the laser beat with an active DPLL and a
locked or free running master laser respectively, was obtained. The power spectral density of the
laser beat with an active DPLL software showed a line width of 50 Hz for a locked and 70 Hz for a
free running master laser at FWHM.
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Interpreting the phase noise spectral density of the laser beat resulted in a rms phase noise of
800 mrad for a free running and 490 mrad for a locked master oscillator, integrated over a fre-
quency span of 100 Hz — 1 MHz. The control bandwidth of the DPLL software could also be ob-
tained from figure 6.8 through distinguishing the characterizing control peaks of a phase locked
loop which were positioned at roughly 350 kHz in the graph. Spot noise data were also obtained
during these measurements and are displayed in table A.3 for the reference oscillator, the NCO
and the laser beat for a free running and locked master oscillator (MO).

From the measured data for the phase noise, the imprinted phase jitter can be calculated through
equation 3.29 and is displayed for the conducted measurements in table 6.2.

6.2.3 Discussion of DPLL results at the laser system

The NCO'’s performance played a critical role by limiting the best possible results to its own per-
formance. Since the frequency setpoints for the laser were different to the setpoint for the char-
acterization with the electronic VCO, its phase noise and power spectral density was measured
once more. The measured power spectral density showed a line width of ~ 3 Hz for all used
setpoints. The obtained one-sided phase noise spectral density illustrated a noise level below
—1104B¢/Hz between 10 kHz and 1 MHz, between —90 dB¢/H, and —110 ¢B¢/Hz for 1 kHz and
around —70 @B¢/Hy for 100 Hz to the carrier. The rms phase noise between the NCO setpoints
vary between 2 mrad and 5 mrad with a resulting phase jitter between 12.864 ps and 21.094 ps.
The varying phase and spot noise between the different setpoints could be explained by the dig-
ital nature of the NCO. Frequencies produced by the NCO as a reference signal for the PFD were
created through FTWs as explained in section 4.2.3. Certain frequencies in the digital domain
could not be described exactly by a bit stream and were achieved only as a beat signal between
two close reference points. This mechanism resulted in worse rms phase noise values of the NCO
for different frequencies.

The conducted measurements were carried out with a free running and locked MO to which the
SL was phaselocked. This was carried out in order to compare the performance and find possible
differences. Comparing the power and phase noise spectral densities of the laser beat between
a locked and free running MO revealed overall worse values for the locked MO. Since the only
difference between the setups are the spectroscopy lock of the MO and the additional external
divider, the spectroscopy lock could be the only source of additional noise to the system, since
the divider should not affect the rms phase noise according to [99]. Another indicator that the
spectroscopy lock was the origin of the additional phase noise was the fact that the characteriz-
ing control peak of the spectroscopy lock was visible. It was positioned around 10 kHz and could
therefore not be the control peak of the DPLL, meaning it was imprinted into the loop.

The lasers performance with an active DPLL showed a very promising improvement in comparison
with an unlocked laser. The laser’s power spectral density values were, as expected, worse then
the VCO'’s, since a laser has a much higher initial line width. With an active DPLL the line width of
the laser beat was reduced from 40 kHz to 50 Hz for a locked and from 90 kHz to 70 Hz for a free
running MO. The spot noise showed an improvement with an active phaselock by revealing spot
noise values for both laser setups between —50 dB¢/H, and —70 dB¢/Hz for frequencies between
100 Hz and 100 kHz and falling below —80 dBc/H; for frequencies above 1 MHz to the carrier.
Spot noise measurements revealed that most of the power of the laser beat was concentrated
below 100 Hz to the peak, which was one of the requirements for successfully executing Rabi
pulses for Raman double diffraction assuming a pulse length of 1 ms.

The rms phase noise decreased from 100 rad to 490 mrad for a locked and from 950 rad to 800 mrad
for a free running master laser, which resulted in a calculated phase jitter of 230 ps for a locked
and 360 ps for a free running MO.

Despite demonstrating promising noise suppression within its control bandwidth, the DPLL ex-
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hibited a mean phase noise spectral density in the laser beat that was approximately 40 dB¢/Hy
higher than that of the NCO. The additional noise originated from the implementation of the |
gain, which was also present during the measurements with the electronic VCO. The rounding
of the error value in the code resulted in the rounding of small errors to 0, thereby reducing the
noise suppression capabilities of the loop. This reduction is evident in both the phase noise spec-
tral density and the rms phase noise. Compared to the characterization with the VCO, the mean
noise suppression for the laser setup was 20 ¢B¢/Hz worse, which originated from the higher initial
line width of the laser. Therefore, noise could not be as effectively suppressed by the DPLL for the
laser as for the VCO.

6.3 Jumping between frequency setpoints

Following the successful demonstration of the DPLL with a laser system at a fixed setpoint, a
frequency jump between two setpoints was carried out. During this sequence, the jumping speed
of the phaselock was obtained and measured through a frequency to voltage converter, which was

inserted in the setup between the external divider and the beat input of the frequency control
board as an additional measurement point.

6.3.1 Frequency jumps with the QPort laser system
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Figure 6.9: Power and one-sided phase noise spectral density before and after the jumping se-
guence.
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Frequency jump
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Figure 6.10: Frequency jump with the QPort laser system. The SL laser achieved a 280 MHz fre-
quency jump from 1.320 GHz to 1.6 GHz in about 35 us.

The jumping sequences were measured with the frequency to voltage converter and an oscil-
loscope at the QPort laser system illustrated in figure 6.5. The evaluation of this measurement
showed a jumping speed of 35 us for a frequency difference of 280 MHz for SL, which translated
to a voltage difference around 46 mV. The different frequencies were a result of the amount of
dividers for the separate elements of the loop, since the signal for the NCO was divided by V = 8
and the laser beat for the hardware was divided by N = 4. A voltage difference of 40 mV was
measured by the frequency to voltage converter for the jump of the beat signals after a division
by N = 4. The jumping sequence is illustrated in figure 6.10.

Following the measurement of the jumping speed, the phaselocked laser beat was measured with
unchanged parameters for the PID filter. The obtained spectral density plots of the laser beat are
illustrated in figure 6.9b. The power spectral density plot displayed a FWHM line width of < 50 Hz
for the carrier at 1.320 GHz and 90 Hz for the carrier at 1.6 GHz. For a more precise evaluation
of the phaselock quality, the one-sided phase noise spectral density of the laser beat for the two
frequency setpoints was measured and illustrated in figure 6.9a. Calculating the rms phase noise
for the two setpoints resulted in a value of 490 mrad for 1.320 GHz and 2rad for 1.6 GHz by
integrating over a bandwidth of 100 Hz — 1 MHz.

6.3.2 Frequency jumps with the Berlin laser system

According to the PLL theory in chapter 4, the DPLL with its digital PFD should be able to achieve
frequency jumps as far as the current range of the hardware allows. Since the laser system of
the QPort system used piezo elements to extend the cavity and had a rather small current tun-
ing range, the jumping performance could not be evaluated for far frequency jumps. For this
purpose, a testing environment with ECDLs was required, which supported a wider laser current
tuning range. A suitable laser setup was available in the "Humbold Universitat zu Berlin" with
their developed ECDLs. Since these lasers were also going to be implemented in the MAIUS-B ap-
paratus alongside the DPLL and the developed frequency control board, this testing environment
was very suitable.

Lasers in a space limited setup like sounding rockets serve multiple purposes and need to jump be-
tween frequency setpoints in limited time frames, as described in chapter 2 and 3. Furthermore,
the pulse length of the 7/2 and 7 pulses during the interferometry sequence set the performance
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requirements to the light fields as described in chapter 3.2. Hence, a better characterization of
the possible jumping speed of the DPLL as well as the performance quality between two setpoints
was necessary.
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Figure 6.11: Spectral density of the laser beat with the ECDLs from Berlin in loop and after division
(red) and out of loop before division (blue). The beat signals had their FWHM at a frequency of
8 kHz around the carrier in loop and 12 kHz out of loop with a resolution bandwidth of 1 kHz.
The visible peaks around the carrier resulted from the NCO, which imprinted them onto the laser
current.

A hardware stack consisting of a laser current driver, the developed frequency control board,
a power supply board and an Ethernet communication board was utilized to phaselock a slave
ECDL [139] to a master ECDL [140, 141]. The precise measurement setup for the following mea-
surement is illustrated in figure A.13 in the appendix.
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Figure 6.12: Illustration of the performed jumping sequence over 200 MHz (2 GHz before division)
as a function of time. From 6.12a, a settling time of 420 s was obtained. The frequency deviation
is plotted in 6.12b, from which the settling time was also measured to be 420 us.

In this measurement, the beat signal between the two lasers was measured in loop (between the
frequency control beat input and the external divider) parallel to an out of loop measurement
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with an additional light path to a photo diode with an identical divider. Both external dividers had
a factor of N = 10. The power spectral density of the two beats with an active DPLL is illustrated
in figure 6.11 and showed an almost identical beat signal with a line width of 8 kHz in loop and
about 12 kHz out of loop around the carrier peak with a resolution bandwidth of 1 kHz.
Succeeding the adjustment of the phaselock parameters, a jumping sequence over 2 GHz was
initiated, which translated to a 200 MHz jump after a division by NV = 10 at the beat input of
the frequency control board. The jumping sequence is illustrated in figure 6.12a. It showed the
measured signal starting to increase in value around 66.4 ms and settling to a constant value at
66.82 ms which resulted in a total time of 420 us to complete the jump. Additionally, the fre-
quency deviation was plotted and is illustrated in figure 6.12b.

6.3.3 Discussion of DPLL results for frequency jumps
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Figure 6.13: Power spectral density of the Berlin laser before (6.13a) and after (6.13b) the jumping
sequence with a RBW of 100 kHz. It is visible that the beat signal of the phaselocked laser is
noisier after the jump.

Following the characterization of the DPLL with a laser system, the jumping speed between fre-
quency setpoints of the phaselocked laser needed to be evaluated. The first jumping sequence
was carried out with the QPort laser system and revealed a settling time of 40 us for a 280 MHz
jump. In order to evaluate if the frequency to voltage converter was limiting the measurement,
an additional measurement was carried out with a DDS. It revealed, that the jumping time was
correctly obtained, since the converter measured a jump of the DDS output (which could jump
between frequencies in ns) in under 35 us.

Furthermore, it was visible that the performance got worse when changing the frequency set-
point since the rms phase noise for the laser beat increased from 490 mrad before the jump to
around 1 rad after the jump was completed.

The frequency of the ECDL slave laser in the QPort laser system was steered through its current
by the TBus hardware as well as through its cavity length by piezo elements through additional
control hardware already present at the QPort experiment. Since the piezo element could not be
adjusted to a compatible TBus board in order to control it simultaneously the jumping sequence
was limited by the laser current which translated to a frequency tuning range around 280 MHz
without mode hops. Therefore, an environment was utilized in Berlin with lasers that had a wider
mode hop free tuning range accessible to the DPLL. Here it was shown that a 2 GHz jump could
be achieved with the phaselockin a time frame of about 420 s and that the line width of the laser
beat was very similar when measured in loop (about 8 kHz) and out of loop (around 12 kHz).
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Similar to the measurements at the QPort experiment for a jumping sequence, the data obtained
in this measurement setup displayed that the rms phase noise changed after the jumping se-
guence to a different setpoint with identical PLL parameters. This could be observed through a
comparison of the beat signals’ power spectral densities at the initial setpoint and the final set-
point, illustrated in figures 6.13a and 6.13b for the measurement in Berlin and in figures 6.9b and
6.9a for the QPort laser system.

The calculation of the phase error in the code revealed the cause for the worse performance.
Since the phase error was a value of the sampling time of the FPGA and the inputted beat and
reference signal’s frequency, its sampling relation changed for different frequency inputs. There-
fore, the PID amplification gains could only be optimized for one frequency setpoint and would
lead to an oscillating loop for a lower detuned setpoint and a weak phaselock at a higher detuned
setpoint. This needs to be considered for double diffraction sequences, since the DPLL has to be
optimized for the most critical frequency, which is the frequency of the Raman transition w., with
a tolarance of I'; as explained in section 3.2.

6.4 Raman double diffraction of a ’Rb BEC with the DPLL
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Figure 6.14: Setup of the Raman lasers and electronics system utilized for the measurements at
the MAIUS-B physics package using the ground laser system. Compared to the earlier setup at the
QPort experiment (figure 6.5), the laser beat is mixed with a 6.35 GHz microwave signal to scale
down the frequency instead of using additional external dividers.

This section presents the realization of a Mach-Zehnder interferometer (MZI) with Raman double
diffraction using the DPLL. The Raman laser system was set up by controlling the beat signal
between the cooling laser for the 2D-MOT (Raman laser 1) and the laser used for the repumping
transition (Raman laser 2) (see chapter 2 for the transitions). Raman laser 2 was phaselocked by
the DPLL beforehand to the Raman transition frequency. The first Raman laser jumped to the
frequency of the |F' = 2) — |i) — |F = 1) transition after the ARP sequence, driven with a set
detuning of A ~ 1 GHz. Subsequently, the second Raman laser needed to follow within a limited
time frame to set up the light field as well as achieving the accuracy described in section 3.2.
The following measurements were carried out and are described in the next sections:

(i) optimization of the phaselock’s loop filter parameters for the frequency setpoints of the
Raman transition in regards to jumping speed and rms phase noise
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(ii) tuning of the beam splitter and mirror pulses in their pulse length and intensity for Raman
double diffraction of Rb

(iii) optimization for maximum diffraction efficiency of the BEC into the + [2k) momentum
states from the initial state |0) by scanning the Rabi oscillation of the Raman transition

(iv) combination to an interferometer with a free evolution time T', which was set to an oper-
ating point beforehand

(v) intentional tilt of the apparatus in order to measure the tilt through the atoms populating
the ground and excited states after the interferometry sequence, calculated by measuring
the population of the excited states as a function of the free evolution time T'

The measurements were accomplished using the second generation of the laser frequency con-
troller and third generation of the laser current driver in the MAIUS-B ground laser system. The
flight physics package for MAIUS-B was used as a source for BECs. A detailed description of the
systems can be found in [38, 131, 137].

6.4.1 Experimental setup

E/k

A/4 - plate

mirror

(a) (b)

Figure 6.15: lllustration of the light fields used for Raman double diffraction in the following mea-
surements. The light fields were set up so that they were co-propagating which is shown by the
pairs (w1, k1), (w2, —k2) and (we, k2), (w1, —k1) in 6.15a. They enabled the atoms in the initial
momentum state |0) to be transferred into both momentum states + |2%k) (shown in 6.15b) and
absorb the momentum k; + k9 of the light field, so that they were inertial sensitive, which was
described in section 3.1.3 [4, 5].

The lasers of the MAIUS-B ground system were ECDLs whose frequencies were controlled through
their laser current as well as through their cavity length by a piezo controller. The implemented
electronic boards are part of the TBus standard, although they belonged to an older iteration.
Since the newer iteration of the boards used for the previous measurements included design
changes, which were not relevant for these measurements, the results were comparable. Fol-
lowing these measurements, the DPLL code was updated as well. However, the results can be
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compared too, since the latest version of the phaselock used in earlier sections for the character-
ization showed an improved performance regarding rms phase noise and noise suppression.
The light fields created by the lasers were fed into optical fibers in a crossed polarization forma-
tion, which translated to a oo~ overlapping light field in the interferometry chamber. This light
beam setup represented an alternative beam setup to the Lin| |Lin configuration, which is ex-
plained in detail here [142]. Furthermore, the light fields were setup in order to transfer a high
momentum of k; + ks to the atoms, making them inertial sensitive, as described in section 3.1.3.
The light fields are illustrated in figure 6.15a.

Showing the possibility of Raman double diffraction with the DPLL was one of the goals of this
thesis. The lasers used for the interferometry sequences were the cooling laser for the 2D-MQOT
(MO, Raman laser 1) and the laser responsible for the repumping transition (SL, Raman laser 2).
The Raman transition |F' = 2) — |i) — |F = 1) was carried out with a detuning A ~ 1 GHz
between |i) and F’ as described in chapter 3.1.3 and w,, = 6.8347 GHz for the Raman transition.
The MO jumped to w,, after the ARP was completed (described in chapter 2) and the SL, which
was phaselocked by the DPLL needed to follow in a limited time frame of < 1 ms. The Rabi pulses
needed to be optimized towards diffraction efficiency into the excited states.

The electronic system setup is illustrated in figure 6.14 and was different to the previous setup
at the QPort experiment. The addition of the 6.35 GHz mixing signal achieved laser beat fre-
guencies processable for the frequency control board without the addition of external dividers.
Furthermore, the piezo element was also steered simultaneously by an additional digital PID in
the frequency control board during these sequences to achieve far frequency jumps.

The line width of the ground state I';, which depended on the pulse duration 755 s of the beam
splitter and mirror (as described in section 3.2), was the crucial parameter during this sequence.
The pulse lengths were set to 7pg = 20 us, 7ar = 40 ps during these sequences and the free
evolution time was set to 7' = 1 ms.

6.4.2 Optimization of the DPLL for the interferometry sequences

Earlier described measurements of frequency jumps had shown that the loop filter parameters
for the gains would need an adjustment to the different frequency setpoints during the inter-
ferometry sequences (see section 6.3). Since on-the-flight changing of PID parameters was not
achievable with the DPLL, the optimization focus for the parameters was the transition frequency
after external division. The DPLL setpoint for the beat signal between Raman laser 1 & 2 lied at
Weg = 484.03 MHz following a jump from a starting frequency of w,,. = 218.03 MHz, which
was the frequency of the beat signal for the two lasers during laser cooling. These frequency set-
points were the result of the mixed signal between the laser beat and the 6.35 GHz microwave
reference. The cooling and the repump frequency of 8Rb are 266 MHz apart. By mixing Weg =
6.834 GHz with the 6.35 GHz signal, the resulting frequency for cooling sequences is wp,. and
the frequency for the Raman transition is w.,. The beat frequencies for the sequences are shown
in table 6.3.

The one-sided phase noise spectral density measurements of the phaselocked laser beat at w,,
and wy, is illustrated in figure 6.16 which resulted in a rms phase noise of 710 mrad for w,, and
900 mrad for wp, integrated over a bandwidth of 10 Hz — 10 MHz.
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Figure 6.16: One-sided phase noise spectral density of the laser beat between Raman laser 1 and
Raman laser 2 with a bandwidth of 10 Hz — 10 MHz. Raman laser 2 was phaselocked to a beat
frequency of wy,. = 218.03 MHz during laser cooling prior to the interferometry sequence (blue).
Laser 1 jumped to the Raman transition and laser 2 needed to follow in < 1 ms to set up the light
fields. The loop filter parameters were therefore optimized for a fast frequency jump to reach
Weg = 484.03 MHz (red). The rms phase noise was optimized for w., to 710 mrad close to the
critical gain. 900 mrad was the rms phase noise of wy,..

The population probability of Raman double diffraction depends on the light field intensity and the
pulse duration, which was shown through equation 3.7 in chapter 3. Since Raman laser 2 needed
to follow Raman laser 1in order to setup the light fields for the sequence in < 1 ms, the phaselock
needed to be adjusted accordingly whilst maintaining a low rms phase noise to drive the Rabi os-
cillation as efficient as possible. Therefore, the jumping speed between the frequency setpoints
needed to be as fast as possible without surpassing the critical gain of the DPLL and creating os-
cillations of the loop. Hence, the phaselock’s loop filter parameters were set to achieve a jumping
time of < 1ms. Additional to the laser
current, the PID controller for the piezo
was set to a high P and | gain in order to
achieve the far frequency jump within the
time limit of < 1ms, since the laser cur-
rent tuning range was insufficient for the
frequency jump of this sequence. The PID

Table 6.3: Beat frequencies before and during the in-
terferometry sequence of the lasers used for the Ra-
man transition. After being mixed with the 6.35 GHz
microwave signal, the laser beat signal had the value
of the mixed frequency, which was read out by the
laser frequency control board after amplification.

Beat Value | Frequency | DPLL setpoint parameters were set to:
between in GHz in MHz e proportional gain P = 410
Cooler & - | eain T — 18

Repumper | wpe |  6.568 218.03 ¢ Integratgain £ =
Raman 1 & e derivative gain D = —70
Raman2 | wey 6.835 484.03

e internal divider N = 16

Succeeding the adjustment of the phase-
lock parameters for the Raman transition,
the setup of the MZI began.
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6.4.3 Tuning of beam splitter and mirror pulses
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Figure 6.17: Light beam intensity in arbitrary units for the beam splitter 6.17a and the mirror pulse
6.17b as a function of the normalized population of the ground and excited states. The blue curve
illustrates the population of the ground state, the orange and green curve illustrate the population
of the two excited states. The pulse duration for the beam splitter was 20 us and for the mirror
40 ps. The intensities for the pulses were found at the red lines, which represent the light beam
intensity steered through the current of the AOMs in the path.

A MZIwith a free evolution time of ' = 1 ms was aimed at during these measurement sequences.

The beam splitter and mirror pulses were also
set to a fixed pulse duration of 755 = 20 us
and 7py = 40 us. In order to achieve those
pulses with an optimal diffraction efficiency,
the beam splitter and mirror pulses required
to be scanned as a function of the light field in-
tensity. The light field intensity was controlled
with an acousto-optic modulator (AOM) which
steered the intensity as a function of the in-
putted RF signal amplitude, that was created
by the TBus DDS card [30]. The arbitrary units
in the graph represented the values, which
could be entered as the amplitude of the RF
signal and created an amplitude modulationin
the AOM.

The light power of the light fields in the in-
terferometry fiber amounted to 0.7 mW for
the SL and 1 mW for the MO with a devia-
tion of +0.05 mW. The ratio between the two
light fields was slave/master = 1.7 in order to
compensate the AC-Stark shift of the transi-
tion states, which is explained in section 3.2.
Starting with the first beam splitter, the light
field intensity was scanned and is illustrated in
graph 6.17a. The purpose of scanning the Rabi
oscillation over the light beam intensity was to
find the value where the most atoms where
diffracted into the two excited states, prior to
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light fields
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Figure 6.18: Graphic illustration of the definition
of PreTof. The interferometry light fields of Ra-
man laser 1 & 2 had a Gaussian intensity profile.
PreTof was defined as the time before the en-
semble fell out of the interferometry light fields
("pre time of flight"). During the interferome-
try measurements, the mirror (M ir) was aimed
to be timed at the middle of the PreTof, which
lied at the intensity maximum of the light fields.
This moment in time was chosen in order to en-
able the longest possible free fall times 77 » and
the beam splitters (B.S; ») were adjusted accord-

ingly.
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being transferred back. The scan began at a time 5 ms PreToF, which was defined as the time prior
to the ensemble falling out of the light fields of Raman laser 1 & 2. The definition of PreTof is illus-
trated graphically in figure 6.18. The results showed a maximum diffraction for a DDS amplitude
of 0.077 arb, where an efficiency of 97 % was measured.

Following the intensity scan of the first beam splitter pulse, the intensity for the mirror pulse and
the second beam splitter pulse was carried out. During this measurement, the Doppler shift d p,,
of the atoms towards the light field due to the momentum absorption of the first pulse and the
gravity acceleration needed to be compensated by adjusting the DDS frequency.

The intensity scan for the mirror pulse is illustrated in graph 6.17b. For a pulse duration of 40 us,
the DDS amplitude of 0.08 arb showed where most of the atoms went through half a Rabi os-
cillation period, thus indicating the intensity value of the light fields for the mirror pulse with an
efficiency of 79 %.

A similar procedure was carried out for the second beam splitter pulse. In comparison to the first
pulse, the Doppler shift dp,, needed to be compensated. The optimal intensity for the second
beam splitter pulse was at an amplitude of 0.071 arb with a diffraction efficiency of 93 %.

6.4.4 Interferometry sequence
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Figure 6.19: Interferometry sequence with a fit for a sine wave with an increasing frequency for
the ground state (red) and the excited states (red). During these measurements, the apparatus
was once tilted by an angle ¢ = 0.29° (figure 6.19a) and later by an angle ¢ = 0.84° (figure
6.19b). In order to obtain the tilt angle by measuring the population of the excited states, the free
evolution time 7" was scanned from 0.5s to 1.5s by changing the timing of the beam splitters
illustrated in figure 6.18. lllustrating the population as a function of 1" was an accelerated sine

wave, which equation 6.1 showed.

Using the pulse settings obtained from the intensity scans of the beam splitters and the mirror in
addition to the tuning of the loop filter parameters of the phaselock for jumping speed, accuracy
and rms phase noise, a MZI setup with Double Raman diffraction was tested. A free evolution
time of 1 ms was chosen. T between the first beam splitter and mirror pulse and 75 between
the mirror and second beam splitter pulse were set equal 77 = T5 = T'. The complete sequence
consisted therefore of:

e beam splitter pulse with a duration of 20 us and a light field intensity of 0.077 arb resulting
in a diffraction efficiency of 97 %

¢ 1 ms of free evolution time T}

e mirror pulse with a duration of 40 us and a light field intensity of 0.08 arb and an efficiency
of 79%
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¢ 1 ms of free evolution time T,

e beam splitter pulse with a duration of 20 us and a light field intensity of 0.071 arb resulting
in a diffraction efficiency of 93 % and closing the interferometer.

The acceleration due to the earths gravitation ®,.., would not add a phase difference to the
diffracted atomic ensembles, if the laser beams were aligned perpendicular to the earths acceler-
ation. Therefore, the physics package was tilted intentionally, in order to measure the tilt by the
population difference between the states. It is illustrated by the tilt of the atom chip towards g'in
figure 6.20.

g

Figure 6.20: lllustration of the angle ¢, by which the apparatus was tilted intentionally so that it
was measurable through the MZI sequence. The atom chip in the 3D-chipMOT chamber repre-
sents the whole physics package in this figure, which was described in chapter 2.

Since the acceleration phase 1.2 is defined as a function of 72, the probability to find an atom in
the ground state changed from equation 3.9 to:

P(|£1)) = sin(sin( 2m) - |g| - T?). (6.1)

360°

Outlining the population of the states (equation 3.6) as a function of the free evolution time there-
fore led to an accelerated sine wave. The results of the MZI sequence are illustrated in figure 6.19a
for a tilt of » = 0.84° and in figure 6.19b for a tilt of ¢ = 0.29 © with the blue curve representing
the atoms in the ground state |g) and the red curve the atoms in the excited states + |e). This
confirmed the successful realization of Raman double diffraction and a MZI with the DPLL.

6.4.5 Subsequent adjustments

Through evaluation of the population of the +1st order states at different free fall times for the
PreToF, the diffraction into the two excited states revealed to be asymmetrical, which can be seen
in graph 6.21a and 6.21b with the intentional tilt of the apparatus being 0. The graphs illustrate
the population of the states as a function of the detuning of the Raman laser 2 frequency around
the carrier we,. This led to the conclusion, that an additional tilt of the apparatus towards a dif-
ferent spatial direction introduced an acceleration to the atomic ensemble. An angle of # 0 led
to a detuning difference between the two interferometer arms and therefore a different popula-
tion probability of the states. The unintentional acceleration was corrected by comparison of the
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population of the excited states at PreTof 2 ms and 10 ms whilst tilting the apparatus until both
scans where symmetrical.

PreToF: 2ms PreToF: 10ms
—— +1st order 60000 —— +1storder
40000 -1st order -Lst order
35000 50000
y 30000 4 40000
2 2
@ 25000 é’
£ £ 30000
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15000 20000 pe
10000 10000
-0020 -0.015 -0.010 -0.005 0000 0005 D010 —0020 -0015 -0.010 -0.005 0000 0005 0010
Raman Rep /MHz —fGe2 Raman Rep /MHz —Be2
(a) (b)

Figure 6.21: Frequency scan of population around Raman detuning for Pretof 2 ms 6.21a and 10 ms
6.21b before adjusting the apparatus tilt and DKC.

Furthermore, the scans showed a different frequency detuning for the maximum diffraction of
the two states which suggested an initial non-zero velocity of the atoms towards the light beams’
direction, which led to different detunings to reach the two momentum states. The reason for the
leftover velocity of the atomic ensemble suggested, that the DKC required optimization, since it
was the final sequence prior to the interferometry sequence. Following the adjustment for DKC,
the PreTof scans for 2 ms and 10 ms as a function of the detuning were repeated and showed the
symmetrical diffraction into the two states illustrated in graphs 6.22a and 6.22b.
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Figure 6.22: Frequency scan of population around the Raman detuning for Pretof 2 ms 6.22a and
10 ms after an adjusted apparatus tilt and DKC.

Ultimately, a measurement was carried out to observe Rabi oscillations for a longer pulse dura-
tion of 60 us and higher light beam intensity. The measurement is illustrated in figure 6.23. The
Rabi oscillation for longer durations and a higher light beam intensity revealed a higher damping
of the oscillation.
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Pulse duration: 0.06 ms
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Figure 6.23: Illustration of the Rabi oscillation with a longer pulse duration of 60 us and higher
light beam intensity. A second Rabi cycle is visible but with damping.

6.4.6 Discussion of DPLL results for interferometry with Raman double diffraction

The measurements in this section presented the successful realization of a MZI with Raman dou-
ble diffraction using the DPLL. The chosen experiment was the ground laser system and flight
physics package of the neighboring MAIUS-B experiment. Since the ground laser system was al-
ready using the TBus standardized hardware (with older iterations of the laser frequency control
board and laser current driver), the setup of the phaselock was achieved in less than a day. The
first Raman laser was locked to the 87Rb D, transition with a detuning of A = 1 GHz to the F’
states, hence the intermediate state |i). The second Raman laser was phaselocked by the DPLL
to the first laser with a frequency difference of wey to achieve the [F' =2) — [|i) — [F=1)
transition. The detuning J consisting of the Doppler detuning dp,,, recoil shift 4, and AC-Stark
shift 6, were calculated beforehand by the experimental staff and compensated by the frequency
setpoint of the laser beat and laser intensity relation between the two Raman lasers.

The chosen setpoint for the second Raman laser was at a beat frequency of w., = 484.03 MHz
between Raman laser 1 & 2, mixed with the 6.35 GHz microwave reference. The DPLL needed
to achieve the jumping sequence to w4 from a previous setpoint of w,.. = 218.03 MHz during
laser cooling within a time frame of < 1 ms. w,, set the requirements to the phaselock as well as
the pulse duration. Since it was chosen to be 755 = 20 us, Tay = 40 us, the requirements to the
phaselock were set by the line broadening of the pulse duration. The line width of the laser beat
had to be below I'; = 1kHz around the carrier for the chosen pulse durations 755 1s. The DPLL
was therefore optimized to the setpoint w4, which resulted in an oscillation of the PLL at wy,,
which was neither relevant for the interferometry sequence nor for the laser cooling sequences.
Subsequent to the setup of the PLL to the setpoints, intensity scans of the Raman transition were
conducted to find the optimal intensity for 755 were the atoms of the ensemble were in a super-
position between the two momentum states + |2hk) and the initial state |0) was almost unpop-
ulated. Afterwards, the same measurement was carried out to find the intensity for the mirror
pulse 7). During these measurements, the DDS frequency controlling the AOMs was adjusted to
compensate the Doppler shift. Lastly, the second beam splitter pulse was examined in a similar
way as the first two intensity scans. The measurements showed a diffraction efficiency of ~ 97 %
for the first beam splitter pulse, ~ 79 % for the mirror pulse and ~ 93 % for the second beam
splitter pulse with an optimized DPLL to we,.
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Ultimately, a MZI setup was conducted with the previously obtained intensity scans and PLL opti-
mization. Since the Al, without adding an intentional phase difference, would show a total phase
difference of 6® = 0 through detection of the state population, an intentional apparatus tilt was
introduced for two angle settings. The tilt of the apparatus was measured to be ¢ = 0.84° in the
first and ¢ = 0.29 ° in the second measurement. Those angles were calculated by the population
of the excited states after the interferometry sequence.

The diffraction into the two momentum states turned out to be asymmetric, whose cause was a
leftover momentum of the atoms due to the prior DKC sequence. The damping visible in the in-
terferometry sequence and the additional measurement of the Rabi oscillation for a longer pulse
duration of 60 us and a higher light beam intensity was either the result of the chosen setpoint
for Raman laser 2, which was not exactly at the transition frequency we, or it was the result of the
rms phase noise of the laser.

Since the laser phase noise in double diffraction does not have an impact to the interferome-
try sequence according to theory in the first order, it can only affect the beam splitter or mirror
pulses by losing enough power during the light pulses. Since the beam splitters had an efficiency
of over 90 % and the mirror pulse an efficiency around 80 %, the more probable cause would
be a slightly wrong frequency setpoint for the interferometry sequence. Since the mirror had
double the pulse length of the beam splitters, the line width broadening of the pulse was half
compared to the beam splitters. If the setpoint frequency was sufficiently close, so that most
of the laser power was within the relevant frequency span for the transition during the beam
splitters, it might have been slightly wrong for the mirror. For an identical light field intensity this
would result in a reduced diffraction efficiency of the mirror pulse, which was measured, since
the efficiency dropped by more than 10 % compared to the beam splitters. Unfortunately, this
could not be investigated further, since the laser system failed shortly after these measurements
were conducted. Nevertheless, a successful demonstration of Raman double diffraction with the
developed DPLL was performed during this thesis.
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Outlook

This thesis presents the realization of a digital phase locked loop (DPLL) for the usage in atom in-
terferometry. The phaselock was integrated into the current version of the TBus Laser Frequency
controller, which was developed during this work.

As a main advantage, the DPLL can be employed fast to enable double Raman processes for differ-
ent laser systems. In this thesis two standard lasers could be phaselocked to each other by simply
connecting them to a TBus stack consisting of the laser frequency controller, current driver, power
supply and communication board. After a fast adjustment of the laser current and the PID param-
eters, the laser beat could be phaselocked at the desired frequency setpoint.

The performance of the DPLL was evaluated by its phase noise suppression. The rms phase noise
for the laser systems was measured between 400 mrad and 800 mrad for a frequency span from
100 Hz to 1 MHz in addition to spot noise measurements at every decade. They revealed rising
phase noise values of ~ 20 dB¢/H, between 100 Hz and 1 kHz of the NCO reference, whose origin
was the 10 MHz reference oscillator from the TBus stack. The spot noise difference of &~ 20 dBc/Hz
between the reference oscillator, the NCO and the phaselocked laser beat observable at 100 Hz
was added by the internal FPGA PLL [123], since the reference oscillator passed one FPGA before
the measurement and the NCO and laser beat passed a second FPGA before being measured.
The phase noise difference of ~ 40 dBc/H, between the NCO signal and the laser beat was a result
of the integral gain realization in the PID code, which could be observed by comparing the phase
noise plots between the signals in figure 6.8. Since the successful implementation demanded a
reduction of the error signal for the | gain calculation, the integral part of the PID rounded down
the phase error values between the laser beat and the NCO for the calculation. As a result, small
error values were rounded to 0 for the integral gain and the phase noise suppression was reduced
in the process.

Fast frequency jumps between different setpoints were also a requirement to the DPLL, since
they enable the reduction of lasers needed for different experimental sequences. The phaselock
achieved a jumping time of 420 us for a frequency jump of 2 GHz and 35 us for 280 MHz. This
jumping time was sufficiently short in order to use the laser addressing the repumping transition
also to drive the Raman transitions. The PID parameters needed to be adjusted to fixed values
corresponding to a specific setpoint, since they change for different setpoints when they are far
apart.

The realization of an atom interferometer started by tuning the light field intensity for the beam
splitter and mirror pulses. Following the calculation of the laser frequencies by including the de-
tuning from the Doppler shift, the recoil shift and the AC-Stark shift, the DPLL was locked to the
calculated setpoint. Since the lasers addressing the 7Rb repumping transition where also used to
drive the Raman transition, the DPLL was optimized for a low jumping time between the frequency
setpoints. Performing a frequency jump there is always a trade off between shortening the time
of the jump and keeping a narrow linewidth with low phase noise. Since double diffraction tech-
niques are not affected by the phase noise in the first order a low jumping time was preferred.
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Therefore the DPLL parameters were chosen to favor a fast frequency jump. The frequency jump
is performed between the setpoint for laser cooling w,.. = 218.03 MHz and the setpoint for the
Raman transition w., = 484.03 MHz. Alow jumping time for the laser was achieved by increasing
the | gain as high as possible at the frequency setpoint which drove the Raman transition. Since
the length of the beam splitters and mirror pulses set the requirements to the linewidth of the
lasers, the loop filter parameters were optimized for ws. This led to a phaselocked laser close to
the critical gain, which resulted in an oscillating loop at w;. As explained earlier the requirements
for laser cooling where less critical than for Raman double diffraction, which was the reason for
the optimization to the setpoint at ws.

This thesis successfully demonstrated coherent splitting and reflection of a BEC with the described
laser system. Whilst measuring longer pulses for the Rabi oscillation, a damping was measured.
This damping was visible in the mirror pulse already, were the efficiency went down more than
10 % compared to beam splitter pulses. This damping could be explained either by the rms phase
noise of the phaselock or by a slightly wrong frequency setpoint of the light fields. Since phase
noise does eventually lead to frequency noise which can produce a damped Rabi oscillation, the
frequency fluctuations should have already influenced the beam splitter pulses visibly. Therefore,
the more probable explanation was a slightly wrong frequency setpoint of the light fields. How-
ever, with a laser phase noise of 400 mrad to 800 mrad, double diffraction was still achieved.
Lastly, an interferometry sequence with the adjusted mirror and beam splitter pulses was exe-
cuted, to measure an intentional tilt of the MAIUS-B apparatus, which demonstrated that an Al
was realized with the developed DPLL.

Comparing the developed phaselock model with state of the art optical PLLs shows, that the

performance cannot hold up against highly optimized systems [100, 143, 144]. Interferometers,
which use double diffraction techniques as well, have shown Rabi oscillations with less damp-
ing [20,145]. Established Raman laser systems with analog or hybrid PLLs reach a suppression of

phase noise spectral densities inside their control bandwidth down to a level of ~ —110 dB¢/Hz
with a control bandwidth around 3.5 MHz [146]. Using ECDLs whose initial natural linewidth is
even narrower, between 10 kHz and 20 kHz [147], also increases the performance of the Raman
system. All these systems require a high amount of work and time to be optimized, but are supe-
rior to the developed DPLL.

Nevertheless, the setup time of the DPLL to a laser system and the fast optimization to different
frequency setpoints due to its digital nature introduces other advantages. For small space appli-
cations, e.g. micro satellites, a digital system is very favorable, since parameters of the loop can
be adjusted without soldering and with a communication from far away. Furthermore, the digi-
tally tunable NCO reference, even though it is inferior to other reference signals, enables tuning
setpoints as high as the laser current tuning range accessible by the DPLL code which can be from
100 MHz up to 2 GHz, without counting in external dividers. Additionally, already existing laser
systems can use the developed phaselock to increase their performance with little effort. For high
precision space applications, the DPLL needs further improvement in regards to phase noise sup-
pression and control bandwidth to compete with other systems. Due to its digital nature, it would
surpass analog or hybrid PLLs in space applications once the improvements are realized.

Atom interferometers have grown in importance during the last decades in various fields of re-
search. Especially orbit based inertial sensors are a goal for earth science exploration and fun-
damental physical research. In order to realize drop tower and sounding rocket based experi-
ments like the missions of the QUANTUS family to achieve longer free evolution times, smaller,
lighter and more efficient control electronics are indispensable. The DPLL developed in this thesis
presents a great leap towards this goal. It not only reduces the amount of electronics necessary for
laser locks, so that smaller apparatuses that will be needed for orbital missions can soon become
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feasible, it also greatly improves the workflow in the laboratory, by dramatically easing down the
integration of a new laser into the test system. It also allows a more dynamic use of a single
laser, that can easily be applied and locked to a new target frequency without replacing analog
components. Beyond the planned application of this phaselock during the MAIUS-B mission on
a sounding rocket and the BECCAL mission on the ISS it represents a level of miniaturization and
efficiency that can potentially be applied in micro satellite or free flying missions.

There are several ways of improving the current DPLL model. The first logical step would be im-
proving the DPLL can be achieved by the implementation of a higher order loop filter. Such a filter
can potentially surpass the phase noise suppression and the control bandwidth of the existing fil-
ter. Such a higher order loop filter is challenging with the current FPGA compiler. Since this thesis
represents the first iteration of the phaselock working with atomic ensembles, this feature was
out of scope.

Another way to increase the phaselock performance can potentially be realized based on the
data this thesis provides by optimizing the loop parameters to the results. Furthermore, other
phaselock optimizing techniques which are already realized and characterized in analog phase-
locks [97,102] can be realized digitally and can potentially enhance the performance of the DPLL
further.

It was noticed during this thesis that the parameters for the loop filter did not fit perfectly dur-
ing a jumping sequence between two far off frequency setpoints. An enhancement in order to
bypass the adjustment of the PID parameters manually, a second internal loop could be imple-
mented to adjust the setpoints automatically. This can be realized by including a direct phase
noise measurement in the phaselock program, which the second loop would use as a reference
for optimizing the loop filter parameters. The optimal values for the PID could then be saved in
an internal storage for multiple setpoints chosen by the user. For dynamic frequency jumps or
sweeps, controlling the parameters could be realized by using more advanced algorithms, which
could surpass common laser phaselocks in regards to their flexibility for frequency setpoints and
tuning range.

Due to the digital nature the DPLL does not consume additional space in a hardware setup and is
also more efficient compared to analog or hybrid PLLs since it is implemented on a FPGA. With
these characteristics and the aforementioned improvements, the shown DPLL can potentially en-
able DFB diode lasers to be used for atom interferometry which can potentially make them fea-
sible on micro satellites. With two lasers, the presented DPLL could enable the realization of an
interferometer, which is capable of achieving Raman diffraction with cold atoms in a highly space
limited environment such as a CubeSat. By realizing such a small Al in regards to space, efficiency,
weight and cost, a new threshold would be set for the realization of atom interferometers in space.
This thesis presents the very first all digital phaselock designed for atom interferometry that is of
an efficiency level to be used in future orbital missions. The system was successfully tested with
ECDL lasers from Berlin, at the QPort laser system and at the MAIUS-B system. The data gath-
ered during these tests lays the foundation for further improvements for this technique which
can potentially enable interferometry on micro satellites.
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A.2 Bragg diffraction

Bragg diffraction [50] is another possible interferometry type. Here, the atomic ensemble ex-
periences light pulses, that transfer it to an intermediate state |¢) and back, similar to Raman
diffraction, but the transition is between the same internal energy states [92]. Assuming a Bragg
transition |F' = 1, mp = 0) — |i) — |F' = 1, mp = 0), the wave functions in equation 3.2 and
3.3 change to:

lg) = |F =1,0) (A1)
le) = |F =1, hkeyy) (A.2)

simplifying equation 3.8 for the detuning to:

§ = 6pop — O (A.3)

An atomic ensemble with initial momentum |0) can be utilized for single and double diffraction
with Bragg transitions as well [81, 89, 148]. Since the detuning between initial and final state is
much smaller than for Raman transitions, Bragg diffraction can be realized through a combination
of a laser and two AOMs with a frequency difference of the detuning § [81]. The disadvantage
of Bragg diffraction is that the atomic ensemble, after the interferometry sequence, only differ
in their spacial position and not their internal states. Hence, the detection following the inter-
ferometry sequence is more challenging with an expanding atomic cloud compared to Raman
diffraction.
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A.3 VHDL code

A.3.1  Numeric Controlled Oscillator (NCO)
A.3.2 Phase Frequency Detector (PFD)

Listing A.1: Source code of the phase error calculation. The PFD measures the phase difference
between the beat and the reference signal and gives out two signals, Up and Down. These signals
are then processed by the TRC in Grey code and converted back to binary by a decoder for further
processing. After decoding, 8 phase shifted, 1 bit Up and Down signals reflect the phase error.

library ieee;

use ieee.std_logic_1164.all;
use ieee.numeric_std.all;

entity PhaseErrorConverter is

port (

clk_A, clk_B, clk_C, clk_D : in std_logic;

clk_sys : in std_logic;

REF : in std_logic;

LAS : in std_logic;

A_up_out, B_up_out, C_up_out, D_up_out : out unsigned(3 downto 0);
A_down_out, B_down_out, C_down_out, D_down_out : out unsigned(3 downto 0)
);

end entity;

architecture arch of PhaseErrorConverter is
constant TRC_len : integer := 4;
constant BIN_len : integer := 4;

component PhaseFrequencyDetector is
port(

RF : in std_logic;

LO : in std_logic;

Up : out std_logic;

Down : out std_logic

)

end component;

component D_FF is

port(

clk : in std_logic;
D : in std_logic;
Q : out std_logic

);
end component;

component TwistedRingCounter is

generic(

N : integer range 1 to 20 := 4;
Saturation : string := "off"

)

port(

clk : in std_logic;

reset : in std_logic;

cnt : out std_logic_vector(N-1 downto 0);
reg : out std_logic_vector(N-1 downto 0)
);

end component;

component TRC2BIN is
generic(

TRC_len : integer :
BIN_len : integer :
);

port(
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TRC : i
BIN : o
);

end com

signal
signal
signal
signal
signal
signal
signal
signal
signal
signal

begin
PFD:
Sync_up.
Sync_up.
Sync_up

n std_logic_vector(TRC_len-1 downto 0);
ut unsigned(BIN_len-1 downto 0)

ponent;

up, up_A, up_B, up_C, up_D

down, down_A, down_B, down_C, down_D
TRC_A_up, TRC_B_up
TRC_C_up, TRC_D_up
TRC_A_down, TRC_B_down
TRC_C_down, TRC_D_down
BIN_A_up, BIN_B_up
BIN_C_up, BIN_D_up
BIN_A_down, BIN_B_down
BIN_C_down, BIN_D_down

std_logic:="0";
: std_logic:='0";
std_logic_vector(TRC_len-1 downto 0);
: std_logic_vector(TRC_len-1 downto 0);
std_logic_vector(TRC_len-1 downto 0);
std_logic_vector(TRC_len-1 downto 0);
: unsigned(BIN_len-1 downto 0);
: unsigned(BIN_len-1 downto 0);
: unsigned(BIN_len-1 downto 0);
: unsigned(BIN_len-1 downto 0);

PhaseFrequencyDetector port map (LAS, REF, up, down);
_A: D_FF port map(clk_A,up,up_A);
_B: D_FF port map(clk_B,up,up_B);
_C: D_FF port map(clk_C,up,up_C)

’

Sync_up_D:

Sync_down_A:
Sync_down_B:
Sync_down_C:
Sync_down_D:

D_FF
D_FF
D_FF
D_FF
D_FF

port
port
port
port
port

map (clk_D,up,up_D);

map (clk_A,down,down_A);
map(clk_B,down,down_B);
map(clk_C,down,down_C);
map(clk_D,down,down_D);

TRC_A_u:
TRC_B_u:
TRC_C_u:
TRC_D_u:
TRC_A_d:
TRC_B_d:
TRC_C_d:
TRC_D_d:
BIN_A_u:
BIN_B_u:
BIN_C_u:
BIN_D_u:
BIN_A_d:
BIN_B_d:
BIN_C_d:
BIN_D_d:

TwistedRingCounter
TwistedRingCounter
TwistedRingCounter
TwistedRingCounter
TwistedRingCounter
TwistedRingCounter
TwistedRingCounter
TwistedRingCounter

TRC2BIN
TRC2BIN
TRC2BIN
TRC2BIN
TRC2BIN
TRC2BIN

port
port
port
port
port
port

port
port
port
port
port
port
port
port

map(clk_A,up_A, TRC_A_up,open);
map(clk_B,up_B,TRC_B_up,open);
map(clk_C,up_C,TRC_C_up,open);
map (clk_D,up_D,TRC_D_up,open);
map (clk_A,down_A,TRC_A_down,open) ;
map (clk_B,down_B, TRC_B_down,open) ;
map (clk_C,down_C,TRC_C_down,open) ;
)

map(clk_D,down_D,TRC_D_down, open

TRC2BIN port map(TRC_A_up,BIN_A_up);
TRC2BIN port map(TRC_B_up,BIN_B_up);

map (TRC_C_up,BIN_C_up);
map (TRC_D_up,BIN_D_up);
map (TRC_A_down,BIN_A_down
map (TRC_B_down, BIN_B_down
map (TRC_C_down,BIN_C_down
map (TRC_D_down,BIN_D_down

’

’

’

’

—_— — — —

A_up_out <=

B_up_out
C_up_out
D_up_out
A_down_out

BIN_A up;
BIN_B_up;
BIN_C_up;
= BIN_D_up;
<= BIN_A_down;

<= BIN_B_down;
<= BIN_C_down;
<= BIN_D_down;

B_down_out
C_down_out
D_down_out

106
107
108
109
110

111
112

end architecture;

Listing A.2: Source code of the PFD. The phase and frequency difference between the beat (RF)
and reference signal (LO) is measured by this part of the code. The PFD outputs an Up and a Down
signal.

library ieee;

use ieee.std_logic_1164.all;
use ieee.numeric_std.all;

entity PhaseFrequencyDetector is
port(
RF : in std_logic;
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LO : in std_logic;

Up : out std_logic;
Down : out std_logic
)

end entity;

architecture arch of PhaseFrequencyDetector is
signal U,D : std_logic;
begin

Up<=U;

Down<=D;

process (RF,LO,U,D)
begin

if U="1" and D='1’ then
D<='0";

U<='0";

else

if rising_edge(RF) then
D<="1";

end if;

if rising_edge(LO) then
U<="1";

end if;

end if;

end process;

end architecture;

Listing A.3: Source code of the 1 bit D flip-flop.

library ieee;

use ieee.std _logic_1164.all;
use ieee.numeric_std.all;

entity D_FF is

port(

clk : in std_logic;

D : in std_logic:='0";
0] : out std_logic

);

end entity;

architecture arch of D_FF is
begin

process(clk)

begin

if rising_edge(clk) then
Q<=D;

end if;
end process;
end architecture;

A.3.3 Twisted Ring Counter (TRC)

Listing A.4: Source code of the Twisted Ring Counter (TRC). This part of the phaselock code con-
verts the Up and Down signal from binary code to Grey code.

T
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library ieee;

use ieee.std_logic_1164.all;
use ieee.numeric_std.all;

entity TwistedRingCounter is

generic(

N : integer range 1 to 20 := 4;
Saturation : string := "off"

)i

port(

clk : in std_logic;

reset : in std_logic;

cnt : out std_logic_vector(N-1 downto 0);
reg : out std_logic_vector(N-1 downto 0)
);

end entity;

architecture arch of TwistedRingCounter is
signal Q : std_logic_vector(N-1 downto 0):=(others=>'0");
begin

cnt<=Q;

process (clk, reset)

begin

if reset='0" then
Q<=(others=>'0");

else

if rising_edge(clk) then
Q(N-1)<=not Q(0);

if Saturation="on" then

if Q(0)='1" and Q(1)='0" then
for I in 0 to N-2 loop
Q(I)<=Q(I);

end loop;

else

for I in © to N-2 loop
Q(I)<=Q(I+1);

end loop;

end if;

else

for I in 0 to N-2 loop
Q(I)<=Q(I+1);

end loop;

end if;

end if;

end if;

end process;

process (reset)

begin

if falling_edge(reset) then
reg<=Q;

end if;

end process;

end architecture;

A.3.4 Decoder

Listing A.5: Source code of the decoder. This decoder has the purpose of decoding the Up and
Down signal from Grey code to binary code.
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library ieee;

use ieee.std logic_1164.all;
use ieee.numeric_std.all;

entity TRC2BIN is
generic(

TRC_len : integer :=
BIN_len : integer :=
);

port(

TRC : in std_logic_vector(TRC_len-1 downto 0);
BIN : out unsigned(BIN_len-1 downto 0)

)

end entity;

11
FENN N

architecture arch of TRC2BIN is

function CountLeft(X : std_logic_vector; C : std_logic) return integer is
variable i : integer;

begin

i:=X"'left;

while ((i>=0) and (X(i)=C)) loop

i:=1i-1;

end loop;

return (X'left-i);

end function;

begin

assert (2*xxBIN_len>=2xTRC_len) report "TRC2BIN: length of output does not fit to input.";
process (TRC)

begin

if TRC=(TRC'range=>'0") then
BIN<=to_unsigned(0,BIN’length);

else

if TRC(TRC'left)='1" then

BIN <= to_unsigned(CountLeft(TRC,’'1’),BIN’length);

else
BIN<= TRC_LEN + to_unsigned(CountLeft(TRC,'0"),BIN’length);

end if;

end if;

end process;

end architecture;

A.3.5 Synchronizer

Listing A.6: Source code of the Synchronizer consisting of several subcomponents. The code syn-
chronizes the phase shifted Up and Down signals from the 4 300 MHz clocks to the 100 MHz
clock and calculates the error signal via subtraction.

library ieee;

use ieee.std_logic_1164.all;
use ieee.numeric_std.all;

entity Sync_total is

port(
clk_A, clk_B, clk_C, clk_D : in std_logic;
clk_sys : in std_logic;

A_up_in, B_up_in, C_up_in, D_up_in : in unsigned(3 downto 0);
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A_down_in, B_down_in, C_down_in, D_down_in : in unsigned(3 downto 0);
error : out signed(7 downto 0)

);

end entity;

architecture arch of Sync_total is

component TRC_adder is

port(

clk_300 : in std_logic;

TRCBIN_in : in unsigned(3 downto 0);
TRCBIN_sum : out unsigned(7 downto 0)

);
end component;

component D_FF_long is
generic(

D_FF_length : integer range 1 to 8:=8
);

port(

clk : in std_logic;

D : in unsigned(D_FF_length-1 downto 0);
Q : out unsigned(D_FF_length-1 downto 0)

);

end component;

component Sync is

port(

clk_in : in std_logic;
clk_drive : in std_logic;
sync_out : out std_logic

);
end component;

component DE_FF_long is

generic(

D_FF_length : integer range 1 to 8:=8
)

port(

clk : in std_logic;

D : in unsigned(D_FF_length-1 downto 0);
e : in std_logic;

Q : out unsigned(D_FF_length-1 downto 0)

);
end component;

signal out_A_up, out_B_up, out_C_up, out_D_up : unsigned(7 downto 0);

signal out_A_down, out_B_down, out_C_down, out_D_down : unsigned(7 downto 0);
signal out_A_up2, out_B_up2, out_C_up2, out_D_up2 : unsigned(7 downto 0);
signal out_A_down2, out_B_down2, out_C_down2, out_D_down2 : unsigned(7 downto 0);
signal sync_A_up, sync_B_up, sync_C_up, sync_D_up : unsigned(7 downto 0);
signal sync_A_down, sync_B_down, sync_C_down, sync_D_down : unsigned(7 downto 0);
signal drive_A_up, drive_B_up, drive_C_up, drive_D_up : unsigned(7 downto 0);
signal drive_A_down, drive_B_down, drive_C_down, drive_D_down : unsigned(7 downto 0);
signal sum_up, sum_down : unsigned(7 downto 0);

signal enable_A, enable_B, enable_C, enable D : std_logic:='0";

signal output : signed(7 downto 0);

begin

Adder_A_up : TRC_adder port map(clk_A, A_up_in, out_A_up)
Adder_B_up : TRC_adder port map(clk_B, B_up_in, out_B_up)
Adder_C_up : TRC_adder port map(clk_C, C_up_in, out_C_up)
Adder_D_up : TRC_adder port map(clk_D, D_up_in, out_D_up)
Adder_A_down : TRC_adder port map(clk_A, A_down_in, out_A_down);
Adder_B_down : TRC_adder port map(clk_B, B_down_in, out_B_down);
Adder_C_down : TRC_adder port map(clk_C, C_down_in, out_C_down);
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Adder_D_down : TRC_adder port map(clk_D, D_down_in, out_D_down);
Flop_A_up: D_FF_long port map(clk_A, out_A_up, out_A_up2);
Flop_B_up: D_FF_long port map(clk_B, out_B_up, out_B_up2);
Flop_C_up: D_FF_long port map(clk_C, out_C_up, out_C_up2);
Flop_D_up: D_FF_long port map(clk_D, out_D_up, out_D_up2);
Flop_A_down: D_FF_long port map(clk_A, out_A_down, out_A_down2);
Flop_B_down: D_FF_long port map(clk_B, out_B_down, out_B_down2);
Flop_C_down: D_FF_long port map(clk_C, out_C_down, out_C_down2);
Flop_D_down: D_FF_long port map(clk_D, out_D_down, out_D_down2);

Sync_A: Sync port map(
Sync_B: Sync port map(
Sync_C: Sync port map(
Sync_D: Sync port map(

clk_sys, enable_A);
clk_sys, enable_B);
clk_sys, enable_C);
clk_sys, enable_D);

Flop2_A_up: DE_FF_long port map(clk_A, out_A_up2, enable_A, drive_A_up);
Flop2_B_up: DE_FF_long port map(clk_B, out_B_up2, enable_B, drive_B_up);
Flop2_C_up: DE_FF_long port map(clk_C, out_C_up2, enable_C, drive_C_up);
Flop2_D_up: DE_FF_long port map(clk_D, out_D_up2, enable_D, drive_D_up);
Flop2_A_down: DE_FF_long port map(clk_A, out_A_down2, enable_A, drive_A_down);
Flop2_B_down: DE_FF_long port map(clk_B, out_B_down2, enable_B, drive_B_down);
Flop2_C_down: DE_FF_long port map(clk_C, out_C_down2, enable_C, drive_C_down);
Flop2_D_down: DE_FF_long port map(clk_D, out_D_down2, enable_D, drive_D_down);

Flop3_A_up: D_FF_long port map(clk_sys, drive_A_up, sync_A_up);
Flop3_B_up: D_FF_long port map(clk_sys, drive_B_up, sync_B_up);
Flop3_C_up: D_FF_long port map(clk_sys, drive_C_up, sync_C_up);
Flop3_D_up: D_FF_long port map(clk_sys, drive_D_up, sync_D_up);

Flop3_A_down:
Flop3_B_down:
Flop3_C_down:
Flop3_D_down:

D_FF_long port map(clk_sys,
D_FF_long port map(clk_sys,
D_FF_long port map(clk_sys,
D_FF_long port map(clk_sys,

drive_A_down,
drive_B_down,
drive_C_down,
drive_D_down,

sync_A_down) ;
sync_B_down);
sync_C_down) ;
sync_D_down) ;

process(clk_sys)

begin

if rising_edge(clk_sys) then

sum_up <= resize(sync_A_up,error’length)+resize(sync_B_up,error’length)
+resize(sync_C_up,error’length)+resize(sync_D_up,error’length);

sum_down <= resize(sync_A _down,error’length)+resize(sync_B_down,error’length)
+resize(sync_C_down,error’length)+resize(sync_D_down,error’length);

end if;

if rising_edge(clk_sys) then
error<=signed(sum_up) - signed(sum_down);
end if;

end process;
end architecture;

Listing A.7: Source code of one synchronizer subfunction.

library ieee;

use ieee.std_logic_1164.all;
use ieee.numeric_std.all;

entity Sync is

port(

clk_in : in std_logic;
clk_drive : in std_logic;
sync_out : out std_logic
)

end entity;

architecture arch of Sync is
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component D_FF is

port(

clk : in std_logic;
D : in std_logic;
Q : out std_logic

);
end component;

signal outl, out2, out3, out4, out5s : std_logic:='0';
signal andout : std_logic:='0";

begin

Al : D_FF port map(clk_in,clk_drive,outl);
A2 : D_FF port map(clk_in,outl,out2);

A3 : D_FF port map(clk_in,out2,out3);

A4 : D_FF port map(clk_in,out3,out4);
andout <= out3 and not out4;

Aout: D_FF port map(clk_in,andout,sync_out);

end architecture;

Listing A.8: Source code of one synchronizer subfunction.

library ieee;

use ieee.std_logic_1164.all;
use ieee.numeric_std.all;

entity TRC_adder is

port(

clk_300 : in std_logic;

TRCBIN_in : in unsigned(3 downto 0);
TRCBIN_sum : out unsigned(7 downto 0)
);

end entity;

architecture arch of TRC_adder is
component D_FF_long is
generic(

D_FF_length : integer range 1 to 8:=8
)i

port(

clk : in std_logic;

D : in unsigned(D_FF_length-1 downto 0);
Q : out unsigned(D_FF_length-1 downto 0)

);
end component;

signal outl, out2, out3, out4 : unsigned(7 downto 0):= (others => '0');
signal TRCBIN_suml, TRCBIN_sum2 : unsigned(7 downto 0):= (others => '0')
signal TRCBIN : unsigned(7 downto 0):= (others => '0');

begin

TRCBIN <= resize(TRCBIN_in,8);

syncl: D_FF_long port map(clk_300, TRCBIN, outl);

sync2: D_FF_long port map(clk_300, outl, out2);

sync3: D_FF_long port map(clk_300, out2, out3);

sync4: D_FF_long port map(clk_300, out3, out4);

sync5: D_FF_long port map(clk_300, TRCBIN_suml, TRCBIN_sum2);

process(clk_300)
begin
if rising_edge(clk_300) then
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TRCBIN_suml <= outl + out2;
end if;

if rising_edge(clk_300) then
TRCBIN_sum <= TRCBIN_sum2 + out4;
TRCBIN_sum <= outl;

end if;

end process;

end architecture;

Listing A.9: Source code of the DE flip-flop with an adjustable bit length.

library ieee;

use ieee.std_logic_1164.all;
use ieee.numeric_std.all;

entity DE_FF_long is

generic(

D_FF_length : integer range 1 to 8:=4
)i

port(

clk : in std_logic;

D : in unsigned(D_FF_length-1 downto 0):= (others => '0’);
e : in std_logic;

Q : out unsigned(D_FF_length-1 downto 0)

)

end entity;

architecture arch of DE_FF_long is

begin
process(clk,e)

begin

if rising_edge(clk) then
if e="1" then

Q<=D;

end if;

end if;

end process;

end architecture;

Listing A.10: Source code of the D flip-flop with an adjustable bit length.

library ieee;

use ieee.std_logic_1164.all;
use ieee.numeric_std.all;

entity D_FF_long is

generic(

D_FF_length : integer range 1 to 8:=4
)

port(
clk : in std_logic;
D : in unsigned(D_FF_length-1 downto 0):= (others => '0’);

Q : out unsigned(D_FF_length-1 downto 0)
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);
end entity;

architecture arch of D_FF_long is
begin

process(clk)

begin

if rising_edge(clk) then
Q<=D;

end if;
end process;
end architecture;

A.3.6 PID

Listing A.11: Source code of the proportional integral derivative (PID) loop filter. The purpose of the
PID is to generate a control signal to stear the laser current. The filter recieves the synchronized
phase error from the synchronizer and generates a control signal for the current driver board via
an integral, a parallel and a derivative response. This code has 16 bit inputs for the PID amplifica-
tion gains so that they can be adjusted by the user.

library ieee;

use ieee.std_logic_1164.all;
use ieee.numeric_std.all;

entity PIID is

port(

clk : in std_logic;

Ist : in signed(7 downto 0):= (others => '0');
P_const : in signed(15 downto 0);

I_const : in signed(15 downto 0);

D_const : in signed(15 downto 0);

FastOut : out signed(14 downto 0);
Setpoint : out signed(15 downto 0)
);

end entity;

architecture arch of PIID is

signal error : signed(15 downto 0):=to_signed(0,16);

begin

process(clk)

variable preerror : signed(14 downto 0):=to_signed(0,15);
variable P : signed(15 downto 0):= (others => '0’');
variable D : signed(15 downto 0):= (others => '0’');
variable I : signed(31 downto 0):= (others => '0’');
variable I_shift : signed(17 downto 0):= (others => '0’');
variable I_resize : signed(16 downto 0):= (others => '0’');
variable P_product : signed(31 downto 0):= (others => '0’);
variable I_product : signed(31 downto 0):= (others => '0');
variable D_product : signed(31 downto 0):= (others => '0');
variable sngSetpoint : signed(14 downto 0):= (others => '0’');
variable sum : signed(14 downto 0):= (others => '0’');

subtype GIGASIGNED is signed(31 downto 0);
function saturate(

input : signed(31 downto 0):= (others => '0’);
min : signed(31 downto 0);
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max : signed(31 downto 0))
return GIGASIGNED is
begin

if input<min then return to_signed(to_integer(min), 32);
elsif input>max then return to_signed(to_integer(max), 32);
else return input;

end if;

end function;

subtype sngl5 is signed(14 downto 0);
function saturatel5(

input : signed(31 downto 0):= (others => '0");
min : signed(14 downto 0);

max : signed(14 downto 0))

return sngl5 is

begin

if resize(input,15)<min then return to_signed(to_integer(min), 15);
elsif resize(input,15)>max then return to_signed(to_integer(max), 15);
else return resize(input,15);

end if;

end function;

begin

if rising_edge(clk) then
sum:=saturatel5(P_product+I_product+D_product,to_signed(-8191,15),to_signed(8191,15));
end if;

if rising_edge(clk) then

P_product := (PxP_const);

I _product := (I_shiftxI_const(13 downto 0));
D_product := (D+*D_const);

end if;

if rising_edge(clk) then

P i=resize(-Ist,16);

D :=resize(resize(-Ist,16)-error,16);

I :=saturate(I-resize(-Ist,32),to_signed(-67108864,32),to_signed(67108863,32));
I_shift :=I(24 downto 7);

end if;

if rising_edge(clk) then

error <= resize(-Ist,16);

FastOut<= sum;

Setpoint <=shift_left(resize(-Ist,16),2);
end if;

end process;
end architecture;
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A.4 Control theory calculations

In this chapter, the intermediate steps for the calculation of the transfer function in the Laplace
domain as well as the damping coefficient and the natural radian frequency are displayed.

A.4.1 Laplace transfer function

o G(S) o KdKo/sF(S)
Hs) = 1+G(s) s+ KgKo/sF(s) (A-4)
 K4K,F(s)
<~ H(S) = m (AS)
<—>H(8) _ KdKo(Kp+KI/s+KD-S) (A.6)

S+KdKO(Kp+KI/s+KD 'S)
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o H(s) = s? - (K4K,Kp) + s - (KaKoKp) + (KgK,Kr) (A8)
s2. (1+ K4K,Kp)+s- (K4K,Kp) + (KqK,Kr) '

o H(s) 82 - KaKoKp /14 K KoKp + 8 - KaKoKp /14K KoK p + KalKoK1/14 K KoK p (A9)
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A.4.2 Damping coefficient and natural radian frequency

s2+ 2w +w; =14+G(s) =0 (A.10)
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A.5 The TBus standard

The TBus standard serves as an internal design guideline for PCBs specially crafted to meet the
requirements of laser-based experiments conducted in microgravity environments. Its primary
focus is on optimizing performance for compact, self-contained systems such as drop tower cap-
sules and sounding rockets. It was originally developed by Dr. Thijs Wendrich for the application
in the QUANTUS drop tower missions. Within the LASUS project, founded by the DLR, several
PCBs with integrated microelectronics for the use in atom optic experiments have been created.
In the context of this thesis, PCBs conforming to the TBus standard are commonly referred to
as "cards" or "boards." These cards can be physically stacked together and establish connections
through two board-to-board connectors—one for analog signals and the other for digital signals.
While these connectors share similarities with the PC104 standard, they differ in terms of pin ar-
rangement and placement, making them mechanically incompatible. Access to a stack of TBus
cards is facilitated through an interface card.

Address
(AT-A0)

Data (D7-D0) __
h ty

Read s
t t t

Write

Figure A.2: lllustration of a standard TBus read and write cycle with the times ¢; 5 3 for the write
operation andt, 5 ¢ 7 s for the read operation. A more detailed description can be found here [38].

The TBus offers several connectivity options, including USB, NI-FPGA, Ethernet, and POF. More-
over, a connection between the TBus and the PC104 bus can be established using an adapter
board. The laser frequency control board which was developed during this thesis is part of the
TBus standard as well as the electronic boards that were utilized in order to obtain the measure-
ments with the DPLL in chapter 6.

The TBus is an 8-bit bus system (8 data lines, 8
address lines, 2 command lines, 13 trigger lines
and one clock line). A typical read and write cy-
cle of the TBus is illustrated in figure A.2. The
— communication between the stacks uses a 3-
byte protocol. It can be clocked externally at
10 MHz or 24 MHz. Each card within a stack
obtains a specific address via a rotary encoder.
The configuration of 8 address lines theoreti-
cally permits up to 255 unique addresses for
each stack. To enable the addressing of multi-
ple registers on more complicated boards, the
address byte's uppermost 4 bits are employed
to designate a card, while the lower 4 bits are

3.5 mm

©0000000008080000000 808058008008
000000000800000000 0800008000008

3.5 mm

electronics on backplane

Possible connection to high power
Room for connectors

©000800000000080000e!
©0008000000000800008)

24.27 mm

* (Optional) Can be used as external clock input

Figure A.3: lllustration of a standard TBus board

layout. The exact pin configuration can be found Used to pinpoint registers on the given card.
here [30]. This setup theoretically permits addressing 16

cards, each equipped with 16 registers, for ev-
ery stack. The communication is enabled via the TBus Dynamic Link Library (DLL). In order to
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specify the address space of a TBus environment, two additional files are required. A stack.xml
file for every stack specifies the address as well as the interface and card type in a stack. A card.xml
for every card in a stack describes the register addresses of this card.

The mechanical design of TBus cards is a 100 mm x 100 mm PCB with the PC104 connectors on
the sides. The mechanical design is illustrated in figure A.3. The height of the PC104 connectors
of 16 mm and the PCB thickness of 1.6 mm lead to a height of 17.6 mm for a card in a stack.

The TBus was originally designed to have seven different supply voltages. However, seven volt-
ages were not practical for the application in the MAIUS-B apparatus, since every supply voltage
corresponds to a heavy battery pack. Therefore, the amount of supply voltages was reduced to
three. The system which was used to obtain the data for Raman double diffraction with the DPLL
used boards in the original TBus standard, whilst the characterization measurements of the phase-
lock were carried out with boards in the newer TBus standard. However, the relevant electronic
paths of the boards for the measurements with the DPLL stayed the same, which enabled a valid
comparison of the phaselock’s performance. A more detailed description of the TBus standard is
provided here [38].
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A.6 Schematics and block diagram

A.6. Schematics and block diagram

A.6.1

f

lons o

Schematic of the laser frequency control board. This sheet shows the connect

the board between the digital TBus and the FPGA as well as the power supply connection.

Figure A.4
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31/01/2023 15:39

FreqControlv4
Sheet: 2/4

Figure A.5: Schematic of the DDS modulation output and Spectroscopy input of the laser fre-
quency control board. This sheet shows the in- and output used to stabilize a laser to an atomic
transition through frequency modulation spectroscopy e.g. via a gas cell.
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Figure A.6: Schematic of one multipurpose input of the laser frequency control board. This sheet
shows the input which enables the readout of high frequency beat signals up to 2 GHz, RF power
and low frequency spectroscopy signals.
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Figure A.7: Schematic of the fast and slow outputs of the laser frequency control board to the
analog TBus. The fast output illustrated on this sheet is used for transmitting a control signal to

the current drivers, while the slow output transmits a control signal to the temperature controller
or piezo controller.
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Figure A.8: Illustration of the PCB layout of the laser frequency control board.
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m
1
Register map:
base+0: R: [0.Vollin, TempA,VoltA, CurrentA, TempB, VoltB, Currents]
base+0: W: [0,0,0,00.CS. MCP3001.CS_ADGx SCLK]
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Figure A.10: Schematic of the laser current driver board. This sheet shows the connections of the
board between the digital TBus and the FPGA.
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1000

SD_CURRENTREADALZ7

Full rangp = 2.5V/5.6 = 0,446V

Figure A.11: Schematic of the laser current driver board. This sheet shows one current output of
the board. Its solder options set the operating point for the laser current, converted from the low
noise 5 V power source. The output of the laser frequency control board is modulated onto the
operating current, which is also shown on this sheet.
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Figure A.12: lllustration of the PCB layout of the laser current driver board.
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A.7 Additional measurements

A.7.1 Experimental setups

- Freq to
|Osc4~
Volt 1
FSWP out in

4>| Frequency control |

Current driver

4——4Powersuppw|<4 HMP4040|

<4+iEthernet| |PC
FSWP

Figure A.13: Jumping setup with ECDLs developed in Berlin for the MAIUS-B experiment.

TBus

A.7.2 Spot noise

Table A.1: Spot noise measurement results for the VCO

Signal Spot Noise Frequency
VCO free running | —10.01dB¢/Hz | 100 Hz
—42.82 dBc/Hy 1kHz
—66.62 dBc/Hy 10kHz
—104.95dBc/H, | 100 kHz
—143.024dB¢/H, | 1 MHz
VCO phaselocked | —64.19dBc/ny, 100 Hz
—94.42 dBc/Hy 1kHz
—92.95 dBc/Hy 10kHz
—92.96 dBc/Hz | 100 kHz
—113.434dBc¢/H, | 1 MHz
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Table A.3: Spot noise measurement results for the reference oscillator, the QPort laser beats and

the NCO with active DPLL

Signal Spot Noise Frequency

Reference Oscillator —95.85 dBc/Hy 100 Hz
—131.164B¢/u, | 1kHz

—138.06 4B¢/Hz | 10kHz

—132.01dB¢/Hz | 100 kHz

—133.44dBe/i | 1 MHz

NCO with MO locked —73.18 dBc/Hy 100 Hz
—120.45dBe/u, | 1kHz

—123.96 dBc/Hy 10kHz

—124.17dBe/n, | 100 kHz

—125.07dBe/i; | 1 MHz

NCO with free running MO —72.85dBc/Hy 100 Hz
—109.71dBe/iz | 1kHz

—113.46 dB¢/Hz | 10kHz

—116.32dBc/nz | 100 kHz

—118.28 dBc/Hy 1 MHz

SL locked with locked MO —55.13 dBc/Hy 100 Hz
—57.07dBe/tz | 1kHz

—56.40dBe/i; | 10kHz

—66.99dB¢/Hz | 100 kHz

—83.85 dBc/Hy 1 MHz

SL locked with MO free running | —47.55 dBc/Hy 100 Hz
—60.15 dBe/Hy 1kHz

—64.46 dBc/Hy 10kHz

—61.24dBc/u, | 100kHz

—84.51dBe/i, | 1 MHz

Table A.2: Spot noise measurement results for the NCO and the reference oscillator

Signal Spot Noise Frequency
NCO —75.41 dBe/Hy 100 Hz
—121.37dBc/Hy 1kHz
—125.62dBc/H, | 10kHz
—126.51dB¢/Hz | 100 kHz
—125.65 dB¢/Hy 1 MHz
Reference oscillator | —95.85 dB¢/Hy 100 Hz
—131.16 @B¢/Hy 1kHz
—138.06 4B¢/Hz | 10kHz
—132.01dB¢/Hz | 100kHz
—133.44 dBc/Hy 1 MHz




106 Appendix A. Appendix

A.7.3 Frequency to Volt converter characterization

DDS frequency jump

Voltage [V]

Time [s] 1e-6

Figure A.14: lllustration of the change in frequency of a DDS in Volt as a function of time.

change in frequency happens in < 1 us

Jump measured with Frequency to volt converter Jump measured with Frequency to volt converter

0.08 0150
0125

S0
Py

oo Boos

Vol

0050

0025

0.00 0.000

~0.00005, 0.00000 0.00005 0.00010 0.00015 0.00020 ~0.00005, 0.00000 0.00005 0.00010 0.00015 0.00020

Time [s] Time [s]

(a) (b)

The

Figure A.15: lllustration of the change in frequency of a DDS in Volt as a function of time processed
by the frequency to volt converter. The curve is close to the measured curves for the laser beat and
the limit to how fast the converter reacts is around 35 s for both jumps over 80 MHz (illustrated

in figure A.15a) and 200 MHz (illustrated in figure A.15b).
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APPENDIX

List of abbreviations

NASA National Aeronautics and Space Administration
DPLL digital phase locked loop

MAIUS Materiewelleninterferometer unter Schwerelosigkeit
QUANTUS Quantengase unter Schwerelosigkeit
BECCAL Bose-Einstein Condensate and Cold Atom Laboratory
MOT magneto-optical trap

DFB distributed feedback

DLR Deutsches Zentrum fiir Luft und Raumfahrt

DKC Delta kick collimation

ECDL external cavity diode laser

AC alternating current

DC direct current

DAC digital analog converter

ADC analog digital converter

MOT magneto-optical trap

FPGA field programmable gate array

FFT fast Fourier transform

PID proportional integral derivative

AOM acousto-optic modulator

rms root mean square

FTW frequency tuning word

BEC Bose-Einstein-Condensate

ISS International Space Station

POF plastic optical fibre

LASUS Laser unter Schwerelosigkeit

DDS Direct Digital Synthesizer

PLL Phase Locked Loop

NCO Numeric Controlled Oscillator

VCO Voltage Controlled Oscillator

IC Integrated Circuit
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PFD Phase Frequency Detector

LVDS low volt differential signalling

Al atom interferometer

2D-MOT 2-dimensional magneto-optical trap
3D-MOT 3-dimensional magneto-optical trap
3D-chipMOT 3-dimensional chip magneto-optical trap
C-MOT Compression magneto-optical trap
EEP Einstein Equivalence Principle

UFF universality of the free fall

MSB most significant bit

ARP Adiabatic rapid passage

TRC Twisted Ring Counter

RF radio frequency

MZI Mach-Zehnder interferometer

PCB printed circuit board

IC integrated circuit

FWHM full width half maximum

RBW resolution bandwidth

MO master oscillator

SL slave oscillator
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