
A FPGA based laser DPLL for atom interferometry

Von der QUEST-Leibniz Forschungsschule derGottfried Wilhelm Leibniz Universität HannoverZur Erlangung des Grades

Doktor der Naturwissenschaften

- Dr. rer. nat. -

genehmigte Dissertation von

Alexandros Papakonstantinou, M.Sc.

2024



Referent: Prof. Dr. Ernst M. RaselInstitut für QuantenoptikLeibniz Universität Hannover
Korreferent: Prof. Dr. Silke OspelkausInstitut für QuantenoptikLeibniz Universität Hannover
Korreferent: Dr. Sven HerrmannZARMUniversität Bremen
Vorsitz der Promotionskommission: Prof. Dr. Luis SantosInstitut für Theoretische PhysikLeibniz Universität Hannover
Datum der Promotion: 02.11.2023
Alexandros Papakonstantinou: A FPGA based laser DPLL for atom interferometry,PhD Thesis, Leibniz Universität Hannover ©2024



Abstract

Atom interferometers have gained attention in both fundamental physics research and practicalapplications thanks to their high accuracy. Improving them is a widespread area of research andgenerating highly phase stabilized light fields is crucial for enhancing their accuracy, pushing therequirements to their hardware beyond state-of-the-art.Bose-Einstein condensates (BECs) are particularly advantageous as a probe in e.g. a classicalMach-Zehnder setup, since they enhance the interferometer’s sensitivity due to their long pos-sible observation times. These longer observation times, compared to thermal ensembles, allowfor more precise measurements of accelerations by detecting the quantum mechanical phase ofthe atomic ensembles after an interferometry sequence. The creation of a BEC is a complex pro-cess that requires coherent, frequency stabilized light of different wavelengths.Moving an AI which uses BECs into a microgravity environment allows for smaller apparatusesand longer interferometry sequences. However, the requirements in terms of accuracy for thehardware that drives the laser systems remain but their size, weight and power budget need tobe reduced for space-born apparatuses.One possible way to measure the quantum mechanical phase of an interferometer output is Ra-man double diffraction. For this purpose, a FPGA based digital phase locked loop (DPLL) wasdeveloped and evaluated for the usage in an atom interferometer with Raman double diffractionwithin the sounding rocket missions of MAIUS-B.For space applications a digital system is very favorable since parameters of the loop can be ad-justed without soldering and with communication from a distance. Furthermore, the digitallytunable Numeric Controlled Oscillator (NCO), implemented as the reference oscillator, enablestuning setpoints as high as the laser current range of the hardware. Additionally, the digital PhaseFrequency Detector (PFD) of the DPLL can read phase errors between the reference and laser beatsignals up to 2 GHz in combination with the developed hardware without external frequency di-viders. Hence, the capture range of the phaselock is only limited by the hardware.In the course of this thesis, the DPLL was successfully tested on multiple laser systems as wellas with an electronic Voltage Controlled Oscillator (VCO). A characterization of the phaselockwas achieved through evaluation of the conducted measurements at different laser system se-tups. A phase noise suppression to approximately −60 dBc/Hz for frequencies between 100 Hzand 1 MHz around the carrier was achieved. Highly optimized optical PLLs achieve phase noisesuppression to −120 dBc/Hz at the expense of size, cost and complexity compared to the DPLL.Jumping between frequency setpoints with ECDLs showed that the DPLL was able to realize farfrequency jumps up to 2 GHz in approximately 420µs.Ultimately, the DPLL was able to drive Rabi oscillations with 87Rb BECs and realize beam splitterand mirror pulses intended for Raman double diffraction with an efficiency of up to 97 % excitedatoms. Afterwards, the adjusted light pulses were used for interferometry sequences, where anintentional tilt of the apparatus was measured through the population difference of the atomicstates.Overall, a hardware setup time within one day was achieved for different laser systems and a suc-cessful adjustment of the DPLL’s parameters to achieve a phaselocked laser beat signal could beaccomplished within a few hours.
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Kurzfassung

Atominterferometer haben sowohl in der physikalischen Grundlagenforschung als auch in prakti-schen Anwendungen dank ihrer hohen Genauigkeit Aufmerksamkeit erhalten. Ihre Verbesserungist ein weit verbreitetes Forschungsgebiet und die Erzeugung phasenstabiler Lichtfelder ist ent-scheidend für die Erhöhung ihrer Genauigkeit. Die Anforderungen, um besagte Lichtfelder erzeu-gen zu können, fordern die Hardware über den Stand der Technik hinaus.Bose-Einstein-Kondensate (BEKs) sind aufgrund ihrer langen Verweildauer im Interferometer be-sonders vorteilhaft, da diese die Empfindlichkeit des Interferometers, beispielsweise im klassi-schen Mach-Zehnder-Aufbau, erhöhen. Die längere Verweildauer, verglichen mit thermischenAtomwolken, ermöglicht präziesere Messungen von Beschleunigungen durchMessung der quan-tenmechanischen Phase am Interferometerausgang. Die Erzeugung solcher BEKs ist ein komple-xer Prozess für den frequenzstabilisiertes, kohärentes Licht verschiedener Wellenlängen benötigtwird. Der Aufbau eines Interferometers mit BEKs in einer Mikrogravitationsumgebung ermöglichtaußerdem kleinere Apparate und längere Interferometriesequenzen. Die Anforderungen an dieGenauigkeit der Hardware, die die Lasersysteme antreibt, bleiben jedoch bestehen, aber ihre Grö-ße, ihr Gewicht und ihr Energiebudget müssen für weltraumtaugliche Geräte reduziert werden.EineMöglichkeit die quantenmechanische Phase eines Interferometerausgangs zumessen, ist dieRaman-Doppelbeugung. Zu diesem Zweck wurde im Rahmen des MAIUS-B-Projekts eine FPGA-basierte digitale Phasenregelschleife (DPLL) für den Einsatz in einem Atominterferometer mitRaman-Doppelbeugung für eine Mikrogravitationsumgebung entwickelt und evaluiert.FürWeltraumanwendungen ist ein digitales System sehr vorteilhaft, da die Parameter der Schleifeohne Löten undmit Kommunikation aus der Ferne eingestellt werden können. Außerdem ermög-licht der digital abstimmbare numerisch gesteuerte Oszillator (NCO), der als Referenzoszillator inder DPLL implementiert ist, Frequenzsollwerte, die so hoch sind wie der Laserstrombereich derHardware. Zusätzlich ermöglicht der digitale Phasen-Frequenzdetektor (PFD) der DPLL in Kombi-nation mit der entwickelten Hardware Phasenfehler zwischen Referenz- und Lasertaktsignal biszu 2 GHz auslesen, ohne Einsatz externer Frequenzteiler. Der Erfassungsbereich des Phasenlocksist somit nur durch die verwendete Hardware begrenzt.Im Rahmen dieser Arbeit wurde die DPLL sowohl an mehreren Lasersystemen als auch mit einemelektronischen spannungsgesteuerten Oszillator (VCO) erfolgreich getestet. Eine Charakterisie-rung des Phasenlockswurde durch Auswertung der durchgeführtenMessungen an verschiedenenLasersystemaufbauten erreicht. Es wurde eine Phasenrauschunterdrückung auf etwa−60 dBc/Hzfür Frequenzen zwischen 100 Hz und 1 MHz um den Träger herum gemessen. Hochoptimierteoptische PLLs erreichen eine Phasenrauschunterdrückung bis auf −120 dBc/Hz, steigern jedochGröße, Kosten und Komplexität im Vergleich zur DPLL. Das Springen zwischen Frequenzsollwer-ten mit ECDLs zeigte, dass die DPLL in der Lage war, weite Frequenzsprünge bis zu 2 GHz in etwa
420µs zu realisieren.Schlussendlich konnte die DPLL Rabi-Oszillationen mit 87Rb BEKs treiben und Strahlteiler- undSpiegelpulse für die Raman-Doppelbeugung mit einer Effizienz von bis zu 97 % angeregter Atomerealisieren. Anschließend wurden die angepassten Lichtpulse für Interferometrie-Sequenzen ver-wendet, bei denen eine absichtliche Verkippung der Apparatur über den Besetzungsunterschiedder Atomzustände gemessen wurde.Insgesamtwurde für das einrichten der Regelschleife für verschiedene Lasersysteme eine Zeit vonweniger als einem Tag benötigt und eine erfolgreiche Anpassung der DPLL-Parameter zur Erzie-lung eines phasengelockten Laser-Beat-Signals konnte innerhalb weniger Stunden erzielt werden.

Schlüsselwörter: digitale Phasenregelschleife, Raman-Doppelbeugung,Mikrogravitation





Περίληψη

Τα ατομικά συμβολόμετρα (atom interferometers) έχουν χρησιμοποιηθεί τόσο στη βασική έρευ-
να της φυσικής όσο και σε πρακτικές εφαρμογές λόγω της υψηλής τους ακρίβειας. Η βελτίωση

τους αποτελεί ένα μεγάλο διαδεδομένο πεδίο έρευνας και η δημιουργία εξαιρετικά σταθεροποι-

ημένων φωτεινών πεδίων είναι ζωτικής σημασίας για τη βελτίωση της ακρίβειας τους, γεγονός

που θέτει απαιτήσεις που υπερβαίνουν την υλική κατάσταση της τεχνολογίας.

΄Ενα Bose-Einstein-Condensate (BEC) είναι ιδιαίτερα χρήσιμο λόγω της μεγάλης διάρκειας ζωής
του, καθώς ενισχύει την ευαισθησία του συμβολόμετρου, π.χ. στην κλασική διάταξη Mach-Zehnder. Ο μεγαλύτερος χρόνος παραμονής, σε σύγκριση με θερμικά ατομικά σύνολα, ε-
πιτρέπει ακριβέστερες μετρήσεις της επιτάχυνσης μέσω της μέτρησης της κβαντομηχανικής

φάσης στην έξοδο του συμβολόμετρου. Η δημιουργία τέτοιων BEC είναι μια πολύπλοκη διαδι-
κασία που απαιτεί συνεκτικό, σταθεροποιημένο φως διαφορετικών μηκών κύματος. Επιπλέον,

η μετακίνηση ενός συμβολόμετρου που χρησιμοποιεί BECs σε περιβάλλον μικροβαρύτητας επι-
τρέπει μικρότερες συσκευές και μεγαλύτερες ακολουθίες. Ωστόσο, οι απαιτήσεις στην ακρίβεια

για την ηλεκτρονική συσκεύη του συστήματως λέιζερ παραμένουν, ενώ το μέγεθος, το βάρος

καθώς και η συνολική διαθέσιμη ενέργεια πρέπει να μειωθούν για διαστημικές συσκευές. ΄Ε-

νας τρόπος μέτρησης της κβαντομηχανικής φάσης της εξόδου ενός συμβολόμετρου είναι ηRaman double diffraction. Για τον σκοπό αυτό αναπτύχθηκε και αξιολογήθηκε ένας ψηφιακός
βρόχος κλειδώματος φάσης (DPLL) βασισμένος σε ενα FPGA μικροτσίπ για τη χρήση του σε
ένα ατομικό συμβολόμετρο με Raman double diffraction που προορίζεται για περιβάλλον μι-
κροβαρύτητας στα πλαίσια του προγράμματος του ερευνητικού πυραύλου MAIUS-B.
Για διαστημικές εφαρμογές ένα ψηφιακό σύστημα είναι πολύ ευνοϊκό, καθώς οι παράμετροι

του βρόχου μπορούν να ρυθμιστούν χωρίς συγκόλληση και με επικοινωνία από απόσταση.

Ο ψηφιακός ταλαντωτής (NCO), που υλοποιείται ως αναφορά, επιτρέπει τη ρύθμιση σημείων
συχνότητας τόσο υψηλών όσο το εύρος του ρεύματος λέιζερ της ηλεκτονικής συσκευής. Ε-

πιπλέον, ο ψηφιακός ανιχνευτής φάσης (PFD) του DPLL μπορεί να διαβάσει σφάλματα φάσης
μεταξύ των σημάτων αναφοράς και των σημάτων του λέιζερ έως και 2 GHz σε συνδυασμό με
την συσκευή που αναπτύχθηκε. Ως εκ τούτου, το εύρος σύλληψης του DPLL περιορίζεται μόνο
από την συσκευή.

Κατά τη διάρκεια αυτής της διατριβής, το DPLL δοκιμάστηκε με επιτυχία σε πολλαπλά συ-
στήματα λέιζερ καθώς και σε έναν ηλεκτρονικό ταλαντωτή VCO. Ο χαρακτηρισμός του DPLL
επιτεύχθηκε μέσω της αξιολόγησης των μετρήσεων που πραγματοποιήθηκαν σε διαφορετικές

διατάξεις συστημάτων λέιζερ. Η μείωση του θορύβου φάσης μετρήθηκε σε περίπου −60 dBc/Hz

για συχνότητες μεταξύ 100 Hz και 1 MHz γύρω απο την τιμή αναφοράς. Εξαιρετικά βελτι-
στοποιημένα οπτικά PLL επιτυγχάνουν απόρριψη θορύβου φάσης έως και −120 dBc/Hz, αλλά

αυξάνουν το μέγεθος, το κόστος και την πολυπλοκότητα σε σύγκριση με το DPLL. Οι μετρήσεις
άλματος μεταξύ των σημείων ρύθμισης της συχνότητας έδειξαν ότι το DPLL ήταν σε θέση να
πραγματοποιήσει μακριά άλματα έως και 2 GHz σε περίπου 420µs. Τελικά, το DPLL κατάφε-
ρε να εκτελέσει Rabi oscillations με ατομική συνολή του ισότοπο του Ρουβίδιου (87Rb) στην
ατομική κατάσταση BEC και να πραγματοποιήσει παλμούς διαχωρισμόυ δέσμης και καθρέφτη
που προορίζονται για Raman double diffraction με αποδοτικότητα έως και 97 %. Οι φωτεινοί
παλμοί χρησιμοποιήθηκαν στη συνέχεια για ακολουθίες συμβολόμετρου που μετρούσαν μια

σκόπιμη κλίση της συσκευής λόγω της διαφορετικής κατάληψης των ατομικών καταστάσεων.

Συνολικά, ο χρόνος εγκατάστασης της συσκευής επιτεύχθηκε μέσα σε μία ημέρα για δια-

φορετικά συστήματα λέιζερ και η προσαρμογή των παραμέτρων του DPLL για την επίτευξη
σταθεροποιημένου σήματος λέιζερ επιτεύχθηκε μέσα σε λίγες ώρες.

Βασικές λέξεις: digital phase-locked-loop, Raman double diffraction, μικροβαρύτητα
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CHAPTER1
Introduction

Atom interferometers (AIs) have become a vital tool in various areas of scientific research overthe last decades. By measuring the acceleration that acted on an atomic ensemble, AIs can beused in earth science exploration, navigation and fundamental research [6].For fundamental research, AIs are of special interest since they utilize the quantum nature of solidparticles and can thus be an alternative for classical acceleration sensors.

1.1 Atom interferometers

In the most simplistic description of an atom interferometer, the atomic ensemble at the inputof the interferometer is considered a two-level quantum system (|1⟩ , |2⟩). Depending on the ex-ecuted scheme, this two-level quantum system can experience Rabi oscillations after interactionwith a resonant light field. Assuming a quantum degenerate gas at rest, the atomic ensemble canbecome a three-level quantum system (|1⟩ ,± |2⟩), where a resonant light field will split the en-semble between the two momentum states− |2⟩ ,− |2⟩ by two counter propagating light fields,which is called double diffraction [7]. A typical interferometer geometry is the Mach-Zehnder in-terferometer (MZI) setup which is illustrated in figure 1.1 for a double diffraction setup. For AIsatomic ensembles with low expansion velocities are needed and quantum degenerated gassesare preferred.

Figure 1.1: Schematic picture of a matter wave Mach-Zehnder interferometer setup for an atomicensemble initially at rest with a momentum state |1⟩. The initial state (orange) is diffracted by alaser pulse at time t = 0 into two arms (blue and green) with separate momentum states ± |2⟩,mirrored at time t = T and recombined at time t = 2T . From the difference in the probability ofoccupancy of the outgoing states one can obtain the relative phase δΦ [8].
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Choosing the product of interference time and Rabi frequency to π/2 the atomic ensemble is splitinto a coherent superposition between two momentum states. After a free evolution time T themomentum states of the interferometer arms are inverted by a π-pulse. After the full free evolu-tion time 2T , the interferometer is closed by another π/2 pulse.Through detection of the population difference of the output states, a quantummechanical phasedifference δΦ can be obtained [5]. The phase difference can be described as a function of the ac-celeration a⃗ that acted on the ensemble during the free evolution time alongside the phaseΦlaser,that the light fields introduced to the atomic cloud during the interferometry sequence. They aredescribed through:

δΦ = Φacc + Φlaser (1.1)
Φacc = k⃗eff · a⃗ · T 2 (1.2)

Φlaser = Φ1 + 2Φ2 + Φ3 (1.3)

where Φ1,3 are the phases imprinted onto the atomic ensemble during the first and second π/2pulses and Φ2 the phase imprinted during the mirror pulse.It is clear from equation 1.2, that the sensitivity of such an AI scales with k⃗eff and the squareof the free evolution time T . The free evolution time is usually limited in a gravitational fieldby the size of the experimental chamber. An obvious way to increase the free evolution timeis to move the experiment into a microgravity environment or build a large baseline apparatus[9, 10]. Microgravity can be provided by drop towers [11, 12], sounding rockets [5, 13, 14] or orbitalplatforms [15–17] where usually a way to an orbital platform requires previous successful tests indrop towers and sounding rockets. The International Space Station (ISS) [18], micro satellites andfree fliers represent possible orbital platforms.By minimizing the phase Φlaser introduced by the light fields through equation 1.3, the influenceof the acceleration phase can be enhanced and therefore the interferometers sensitivity. Thiscan be achieved through optimization of the light fields [19] or interferometry techniques suchas double diffraction, which results in the laser phase being canceled out of the equation for thetotal phase [20].

1.2 The universality of the free fall

AIs are utilized for many different applications. Examples are magnetic field sensors, gravita-tional wave detection, atomic clocks, rotation sensors and other measurements of acceleratingforces [21–23]. One important application of atom interferometers in fundamental physics aretests of the universality of the free fall (UFF) which is also known as the Einstein Equivalence Prin-ciple (EEP) formulated by Einstein [24]. TheUFF states the equivalence of gravitational and inertialmass. The principle can be tested by comparing the free fall trajectories of different test masses.Possible violations of this equivalence can be expressed by the Eötvös factor η:
η = 2 |a1 − a2|

|a1 + a2|
, (1.4)

where a1 and a2 are the accelerations on the test masses.Non-vanishing results for measurements of the Eötvös factor would mean a violation of the EEP.The search for EEP violations is an important fundamental research since different approaches for
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the unification of relativity and quantummechanics predict violations on different levels [25,26].Early measurements of the Eötvös factor have been performed by Loránd Eötvös using a simpletorsion balance. Modern versions of this torsion balance measure the Eötvös factor to a precisionof η ≤ 10−13 using beryllium and titanium test masses [27]. Similar orbit based experiments withclassical test masses reach a precision of η ≤ 10−15 [28]. Another important measurement of ηwas performed with the Lunar-Laser-Ranging experiment, which compared the free fall of earthand moon and reached a precision of η ≤ 10−13 [29].The Eötvös factor can also be tested using an atom interferometer with quantummechanical testmasses by performing two acceleration measurements with different atomic species and obtain-ing the Eötvös factor from the results. Tests of this kind are of special interest because a classicalprinciple like the EEP can be tested using test objects associated with quantum mechanics.

1.3 Challenges in space applications

The "Quantengase unter Schwerelosigkeit (QUANTUS)" project was founded to research the de-velopment of sources for ultracold atoms and their application in atom interferometers for mi-crogravity environments. The goal of this project was to demonstrate the operation of an atominterferometer in microgravity to enable future missions in earth’s orbit.Alongside QUANTUS, the "Materiewelleninterferometer unter Schwerelosigkeit (MAIUS)" projectbegan with the intention of building an atom interferometer on a sounding rocket as the nextstep towards an orbital platform. Following the MAIUS project, the next planned successor oftheMAIUSmission is the collaboration project "Bose-Einstein Condensate and Cold Atom Labora-tory (BECCAL)" between "National Aeronautics and Space Administration (NASA)" and "DeutschesZentrum für Luft und Raumfahrt (DLR)", which intends to realize an atom interferometer on theISS.Extending the free evolution time T by moving an atom interferometry apparatus into a micro-gravity environment is a challenging venture. Commercial electronics that can drive these ap-paratuses are not optimized towards size, weight and power, which is very limited on soundingrockets, micro satellites or other orbital platforms like the ISS as well as in ground based exper-iments in drop towers. Furthermore, the requirements regarding robustness towards vibrationduring transportation introduce an additional challenge alongside communication, which needsto be achieved from a distance. Therefore, these projects demand custom build electronics inorder to be accomplished.Accordingly, electronic components for missions in such environments were and are currentlybeing developed within the "Laser unter Schwerelosigkeit (LASUS)" project to fulfill the require-ments ground and space born apparatuses pose [30].

1.4 Laser systems for interferometry

Laser stabilized light in atom interferometers has very stringent requirements towards phase noiseand stability. Depending on the interferometer and the used atomic transition, this can be realizedby constructing an optical Phase Locked Loop (PLL) to lock one laser to a set frequency setpointand improve its stability and natural linewidth through adjusting the control loop.Due to space limitations inside the QUANTUS family projects, lasers are used for multiple pur-poses in order to reduce their amount within the apparatus. Jumps between multiple frequencysetpoints are therefore an additional requirement towards the electronic component controllingthe laser system. A conventional analog optical PLL cannot hold up to these requirements, since
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the separate parts of analog and hybrid PLLs cannot provide a wide enough range to realize thefrequency jumps whilst simultaneously upholding the requirements towards phase noise and fre-quency stability without the need of changing loop parameters through soldering. Furthermore,utilizing such an optical PLL consumes an enourmous amount of time and high expertize in thefield of control theory. Therefore, within this thesis, an all-digital field programmable gate ar-ray (FPGA) based PLL for lasers was developed with the purpose of fulfilling the requirements,that atom interferometers in microgravity requests. Furthermore, the setup time for an interfer-ometry laser systemwould be enhanced by being fully digital and the setup of the PLL for existinglaser systems would be possible in a very short time frame. The digital phase locked loop (DPLL)will be tested on different laser systems to evaluate its performance, since an atom interferome-ter type experiment strongly relies on extremely narrow coherent light of different frequencies.Tests on atomic ensembles will also be carried out in order to evaluate the DPLL’s performanceduring interferometry sequences.

1.5 Scope of the thesis

Alongside the technical aspects of the experiment, a brief review of the necessary physics forlaser trapping and cooling followedby the physics of atom interferometrywill be given in chapter 2and 3 alongside its requirements to the experimental hardware. After an introduction into controltheory for PLLs in chapter 4, the technical aspects of the laser stabilization of the electronic controlsystem as well as the executed measurements with different laser systems and atomic ensemblesare discussed in chapter 5 and 6. The results of the measurements, comparison between thedifferent laser systems and the performance of the developed systemwill also be given in chapter6 followed by the overall conclusion and the proposed future development steps in chapter 7.



CHAPTER2
Laser cooling and magnetic trapping

An AI’s most valuable property is its high sensitivity towards accelerations. Therefore, a lot of re-search went into improving this aspect of the interferometer and one of the improvements is theusage of a Bose-Einstein-Condensate (BEC). A BEC is a state ofmatter, which is achieved by coolingdown a gas of bosons close to absolute zero, leading to most of the atoms occupying the lowestenergy state [31]. This leads to certain advantages. A BEC expands much slower than a thermalensemble, leading to a higher free evolution time T in the interferometer sequence. Additionally,it can also be described by a single wave function instead of multiple wave functions, called wavefunction interference, leading to quantum mechanical effects being observable macroscopically.Detailed descriptions of the advantages of BECs in AIs can be found here [32–35].Combining these advantages, one can create test masses with e.g. rubidium and potassium BECs,that can be described by two wave functions and expand very slowly [15–17]. This allows to elon-gate the free evolution time in the interferometer into the order of seconds and increases themeasured acceleration phase Φacc that the atomic ensemble experience during the AI sequencesaccording to equation 1.2.The following chapters will shortly explain the steps of creating a 87Rb BEC as it is performed inthe QUANTUS family experiments [5, 13, 18, 32, 36–38]. Ultimately, the state preparation for theusage in an atom interferometer will be described in this chapter, alongside their requirementsto the light fields.Even though the main focus of this thesis is not the creation of BECs, the sequences set require-ments to the laser system and are therefore necessary to be described shortly.

2.1 Cooling and trapping of neutral atoms

The magneto-optical trap (MOT) is an experimental configuration, which uses light and magneticfields to simultaneously trap and cool neutral atoms [9, 39–41]. Although the targeted atomicspecies is electrically neutral, it can still be trapped by leveraging the Zeeman Effect [41]. This isachieved via coil pairs, creating a quadrupole field inside a vacuum chamber, which leads to thetrapping of the atoms inside its minimum.Thermal atoms have far above room temperature when evaporated into the vacuum chamber.Therefore, in order to trap as much atoms as possible their kinetic energy and thus their tem-perature must be reduced. The light fields of the MOT are utilized for reducing the mean kineticenergy ⟨Ekin⟩ through laser cooling, since the thermodynamic temperature is a function of ⟨Ekin⟩and the Boltzmann constant kB described by:
Ttemp = 2 ⟨Ekin⟩

kB
(2.1)

In the following chapters, the MOT sequences will be explained.
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2.1.1 2D-MOT

The 2-dimensional magneto-optical trap (2D-MOT) is a type of MOT and the first stage to trapand cool atoms in the QUANTUS experiment series. A possible setup configuration is illustratedin figure 2.1. Connected to this MOT are heatable alkaline reservoirs, called ovens in the followingsection, which contain rubidium and potassium at room temperature, although the focus will lieon 87Rb. By heating these ovens, the metal evaporates into gases and diffuses into the vacuumchamber.

Figure 2.1: Illustration of theMAIUS-B 2D-MOT chamber. The coils are placed outside of the cham-ber in an Anti-Helmholtz configuration, generating a gradient magnetic field with a minimum inthe center of the chamber along the z-axis. Laser beams are fed through two sides of the cham-ber and reflected at the opposite side in order to reduce the amount of beams, as well as twofeedthroughs for pusher and retarder beams. Ovens with rubidium and potassium are connectedat the corners of the chamber.

In order to trap these atoms in the chamber’s center, two coil pairs with an Anti-Helmholtz config-uration are mounted around the chamber. These coils generate a gradient magnetic field whichcan be calculated via the Biot-Savart-law (equation 2.2) and have a minimum in the chamber’scenter along the z-axis. This magnetic field splits the degenerate hyperfine states of the atomsinto their magnetic angular momentum states. The energy states under the influence of an exter-nal magnetic field are shown in figure 2.2a and 2.2b.Additional to the magnetic field, laser beams are fed into the 2D-MOT chamber through win-dows to realize laser cooling through their overlapping optical field [41]. This field consists offour counter propagating laser beams, which are red detuned to the transition frequencies of theatoms between the |52S1/2, F = 2⟩ = |g⟩ state and the |52P3/2, F
′ = 3⟩ = |e⟩ state, labeled thecooling transition of 87Rb. The ground states 52S1/2 of 87Rb are labeled with an F and the exitedstates 52P3/2 of the D2 transition with an F ′. They are illustrated in figure A.1 [1] in the appendix.The atoms in the chamber absorb photons and undergo the transition between ground |g⟩ andexcited state |e⟩ whilst absorbing the photons energy and receiving its momentum (illustrated infigure 2.3a). Afterwards, the atoms emit a photon into a random direction and also get a randommomentum according to Newton’s third law, but as the direction is random, the average momen-tum due to the spontaneous emission is zero (illustrated in figure 2.3b). Effectively, the atom onlyabsorbs momentum in the direction of the light field.
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(a) (b)
Figure 2.2: Illustration of the hyperfine structure of 87Rb under the influence of an applied mag-netic field for the ground states (figure 2.2a) and excited states (figure 2.2b). The Zeeman splittingof the hyperfine structure depends on the magnitude of the magnetic field [1].

Since there is a non-zero probability, that the atoms are transferred to the |F ′ = 2⟩ and conducta transition to the |F = 1⟩ state, an additional light field is added to transfer the atoms from
|F = 1⟩ → |F ′ = 2⟩, called repumper. From there, they reenter the cooling cycle by sponta-neous emission from |F ′ = 2⟩ → |F = 2⟩.In order to use this effect for cooling purposes, the absorbed photon needs to give the atom amomentum in the opposite direction it moves to. This is realized by detuning the laser light to aslightly lower frequency than the desired atomic transition. This method uses the Doppler-Effectto its advantage, which changes the frequency observed by the atoms, depending on the direc-tion of their respective movement [42]. Therefore, atoms which have a momentum opposite tothe laser light see a higher frequency of the photon and atoms, which have the samemomentumdirection as the laser light, see a lower photon frequency. Accordingly, only counter propagatingatoms are probable to absorb the photon and its momentum. This is called Doppler-cooling andis a common procedure to cool down atomic ensembles.

(a) (b)
Figure 2.3: Illustration of atoms in a one dimensional, counter propagating light field. Due to thered detuning of the light fields, the absorption of photons happens against the atoms direction,shown in 2.3a, leading to a reduced momentum of the atom, since the emission happens to arandom direction, shown in 2.3b [2].

This cooling method considers a two-level atom regarding the energy state, which is a good ap-proximation for 87Rb due to the large energy splitting between the differentF ′ states [41,43]. Therequirements towards the laser system are therefore set by the natural linewidth of the transi-tion, which for the D2 transitions is Γc ≈ 6 MHz [1]. The light fields should ideally be narrower
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than 6 MHz for this experimental sequence in order to allow an accurate addressing of the atomicstate.Since the total momentum after the absorption and emission of the photon adds up in the op-posite direction of the atom’s movement, the atomic ensemble is effectively slowed down andcooled, since a lower average velocity means a cooler atomic ensemble.The gradient of the quadrupole field results in an increase of the Zeeman splitting of the atomictransition. Therefore, the amount of absorbed photons increases when moving out of the mag-netic minimum, resulting in a force which pushes the atoms towards the center of theMOT. Sincethis trap is two dimensional, the atoms are trapped along the z-axis in the chamber’s center.

Figure 2.4: Illustration of the MAIUS-B 2D-MOT and 3D-chipMOT. Atoms in the 2D-MOT aretrapped along the z-axis towards the 3D-MOT and pushed out via the pushing and retarding beam.Those two additional beams upgrade the regular 2D-MOT to a 2D+-MOT, leading to an additionalcooling effect in the chamber [43].

The last step of the 2D-MOT is pushing the cooled atoms as an atomic beam into the inter-ferometry chamber, where they will be trapped in a 3-dimensional chip magneto-optical trap(3D-chipMOT). Since the trap formed by the coils in the 2D-MOT is only two dimensional andthe pressure in the two chambers differs due to vapor pressure originating from the ovens, theatoms constantly diffuse into the 3D-chipMOT due to the pressure difference. A chip MOT useswires on a so called atom chip to generate a magnetic field by combining it with a field generatedby coils, which will be described in the next section.Often, the setup of the 2D-MOT is optimized and enhanced by additional beams called "pusher"and "retarder" beam (illustrated in figure 2.4), which leads to a cooler atomic beam and is furtherdescribed under the title of 2D+-MOT by other researchers [8, 33,44].

2.1.2 Magnetic trapping of neutral atoms

The Zeeman-Effect separates the degenerate states, which belong to certain angular momentumstatesmF , when an external magnetic field is applied. They are separated byµBgF ·B, whereµBis the Bohr magneton, gF the Landé g-factor and B the absolute value of the external magnetic



2.1. Cooling and trapping of neutral atoms 9

field affecting the atoms [42].The orbital angular momentum of a real atom couples to the total spin of the nucleus and theelectron.

Figure 2.5: Setup of a wire combined with a coil pair to form a magnetic field trap. Combiningthe generated fields of a current flowing through a wire, shown on the LHS, and the constantmangnetic field created by a coil pair in an Anti-Helmholtz configuration, shown in the centerrow, leads to a magnetic field trap, illustrated on the RHS. The field strength in the graphs are inarbitrary units. Picture adopted from [38].

Thus by applying a constant magnetic quantization field, neutral atoms can be trapped by clas-sical trapping methods. Atoms in a weak field seeking state can be trapped in a minimum of alocal magnetic field. Such a minimum can for example be generated by a combination of currentconducting wires on an atom chip coupled with a field generated by coils [45]. An easy example isthe situation, where a field of one straight current conducting wire is overlaid with a field of justtwo coils, illustrated in figure 2.5. In this situation the field of the conducting wire combined withthe field generated by the coils can be calculated by the Biot-Savart-law:
B⃗(r⃗) = µ0

4π

∫
V
j⃗(r⃗′)× r⃗ − r⃗′

|r⃗ − r⃗′|3
dr′ (2.2)

where j⃗ is the current density through the conductor at the position r⃗ and r⃗′ is the vector at agiven point in the area around the wire. V describes the volume over which the magnetic field isintegrated. The constant µ0 is the magnetic constant.The modulus of the resulting magnetic field has a minimum along the wire axis forming a two-dimensional trap called a guide [46]. Closing the trap at the end of the trapping region could beachieved by bending the conducting wires.The usage of a combination of coils and wires to form traps for neutral atoms is one of the basiccomponents for a 3-dimensional chip magneto-optical trap (3D-chipMOT) in which the atoms arecooled using several different techniques. The wires in this chipMOT are implemented by an atomchip, which is used for other sequences along the way. Creating and optimizing magnetic fields isa well researched field and is explained in detail by other researchers [3,45–47].
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2.1.3 3D-chipMOT

The beam of cooled atoms from the 2D-MOT is collimated close to the surface of the atom chip ofthe 3-dimensional chip magneto-optical trap (3D-chipMOT). This trap operates in the same wayas the 2D-MOT but in three dimensions. The 3D-chipMOT is a special type of 3D-MOT, that useswires on a board to create magnetic fields as described in the previous section [48]. Figure 2.6aillustrates one example of a setup of the 3D-chipMOT with coils and an atom chip, realized for theMAIUS-B apparatus [33,46].

(a) (b)
Figure 2.6: Illustration of the MAIUS-B 3D-chipMOT. Figure 2.6a shows two coil pairs on the out-side of the chamber together with the atom chip in the center create the magnetic field for trap-ping, the third is compensating disturbing fields from outside. The four laser beams are fed intothe chamber in order to creating the overlapping light field in the minimum of the magnetic field.Figure 2.6b illustrates the schematic of an exemplary 3D-chipMOT with a reflective atom chipsurface. Two beams hit the surface of the chip with opposite polarization σ+, σ−, providing thenecessary light fields at the minimum of the magnetic field. The two remaining light beams, par-allel to the atom chip surface, close the MOT and reduce the amount of beams from six to fourcompared to a conventional 3D-MOT [3].

Since a three dimensional MOT needs six laser beams (two for each spatial dimension) to achievecooling and trapping of an atomic ensemble, the chip was coated with a mirror to reflect laserbeams off of the surface leading to a reduced number of beams [48]. Figure 2.6b shows how thelaser beams are reflected in the MOT close to the chip’s surface.The reason for using a setup with two different MOT chambers is the lifetime of the atomic en-semble. It is also possible to trap atoms from the background inside of the 3D chamber andset aside the 2D chamber completely, but there are multiple advantages of splitting the coolingand trapping process into two chambers. Since the atomic beam coming from the 2D-MOT is al-ready cooled down, the time to reach the desired temperature in the interferometry chamber isdecreased and the amount of trapped atoms is increased. Additionally, loading the MOT from abackground gas of atomswould decrease the lifetime of the ensemble, since the vacuumpressureof the chamber would be higher due to the present gas in the background. Resulting collisionsbetween the cooled ensemble and the background gas would be the reason for the reduced life-time. Overall, splitting the MOT sequence into two chambers increases the lifetime of the cooled
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ensemble tremendously compared to a standalone 3D-MOT setup [8]. This second sequence ofcooling the atomic ensemble in the interferometry chamber reaches its minimum around a tem-perature in the mK regime.

2.1.4 C-MOT

The Compression magneto-optical trap (C-MOT) is an additional MOT sequence to further cooldown the atomic ensemble and to decrease the trap volume in order to trap the ensemble in apurely magnetic trap later on [49]. It starts by moving the atomic ensemble closer to the chipby adjusting the magnetic fields. After moving the ensemble, the 2D-MOT is turned off, whichdecreases the average kinetic energy in the ensemble since no faster atoms are added anymore.The C-MOT works with the same cooling principles as the previous MOT sequences and reachestemperatures close to the cooling limit of a MOT, which is called the Doppler-Limit or Doppler-Temperature [2].

2.1.5 The Doppler limit

The Doppler-limit is the minimum temperature of an atomic ensemble, that can be reached ina MOT. It is reached when the heating and cooling process of absorbing and emitting a photonreach an equilibrium. The Doppler-temperature TDoppler of the ensemble can be calculated by
TDoppler = ℏγ

2kB
(2.3)

with γ being the natural linewidth of the cooling transition. For 87Rb this temperature is about
140µK [1]. Since 87Rb is not a two-level system, Sub-Doppler cooling effects are already presentduring the MOT sequences, leading to measured temperatures below the Doppler-Temperature.Sub-Doppler cooling will be the subject in the following sections.With atomic ensembles at this temperature regime, a various number of experiments in atomphysics were and continue to be performed [9, 50–53]. This thermal ensemble expands ratherquickly. For the purpose of achieving long free evolution times T , as was mentioned in chapter1, the atomic ensemble needs to have a very low expansion rate when releasing it from the trap.This can be achieved by further cooling the atomic ensemble, eventually reaching the phase tran-sition to a Bose-Einstein-Condensate (BEC). The methods of achieving this phase transition willbe explained in the next sections.

2.2 Phase transition into a BEC

Atoms can be cooled down beyond the fundamental Doppler-Limit with a MOT. In order tocool atoms even further down and reach the phase transition to a BEC, the ensemble can becooled down further in an optical molasses [54, 55]. Molasses cooling falls into the category ofSub-Doppler cooling methods and can be achieved with different techniques, for example thePolarization-gradient-cooling [56], which will be explained shortly in the next section.The requirements regarding the laser systemduring the following steps are still the natural linewidthof the D2 transition mentioned before.Although defining a temperature is not appropriate for atoms in the ground state (as they are in aBEC), where they have a momentum of p⃗ = 0 → ⟨Ekin⟩ = 0 [41], it is nonetheless conveniently
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used and will be used in the following sections.

2.2.1 Sub-Doppler cooling in an optical molasses

The Sub-Doppler cooling sequence starts by turning off all magnetic fields of the MOT, except forthe compensation fields which shield the atomic ensemble from external electromagnetic noise.Considering that the optical fields still drive the state transitions of the atoms for cooling, theatoms still absorb and emit the photons of the light field. During this sequence, the atomic en-semble expands, since it is not trapped in amagnetic fieldminimum. Here, laser cooling is appliedon the expanding atomic ensemble. By adding up the electric fields of two counter propagatinglight beams in σ+/σ−-configuration, a polarization gradient is created in form of a helix (see fig-ure 2.7). In this field, the degenerate states of the ensemble are split according to the AC-Starkshift [57].The two counter propagating light fields create minima and maxima of σ+/σ− polarized light. Bymoving through the field, the atoms alternate between the AC-shifted light fields by absorbingand emitting photons, always seeking the state of the lowest energy. The energy lost by everyoccurring transition is the energy of the AC-Stark shift
∆E ≈ ℏΩ2

4δ (2.4)

with Ω being the Rabi frequency of the transition and δ the detuning of the light field.Effectively, the atom’s kinetic energy is carried away by the scattered light after the transitioninto the lower AC-Stark shifted energy levels. An example is shown in figure 2.7 for Polarization-gradient-cooling of 23Na which is explained in detail here [58].

Figure 2.7: Illustration of the gradient field with σ+, σ− polarization used for Sub-Doppler coolingof 23Na [58]. LHS: the σ+, σ− gradient creates a polarization gradient field in form of a helix. Thisleads to RHS: the population of the atomic species tends to transition to themost AC-Stark shiftedsub states. Shown are the coupling strengths, relative AC-Stark shifts and steady-state populationsof the variousmF sub-levels, adopted from [58] for the F = 2→ F ′ = 3 transition.

The light fields are red detuned towards the AC-Stark shifted transitions. During this sequence thefields’ detuning is increased whilst their power is reduced. By increasing the red detuning, onlythe faster atoms in the ensemble interact with the light field and the reduction of power reducesthe probability to re-excite atoms.This sequence is limited by the fundamental temperature limit of Sub-Doppler cooling which isthe recoil energy transferred to an atom by the momentum of a single cooling light photon witha wavelength of λ. The recoil temperature Tr can be calculated by:
Tr = h2

kBMλ2 (2.5)
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with h being Plank’s constant,M the atomic mass and kB the Boltzmann constant. For 87Rb, therecoil temperature is about Tr ≈ 360 nK [57].During this sequence the ensemble expands while being cooled. To minimize the expansion withan optimal cooling efficiency, the molasses sequence needs to have a well defined duration. Alsodue to photons being scattered on the atom chip surface [3], the recoil limit cannot be reachedin practice and the temperature after this cooling step is usually in the low µK regime.

2.2.2 Optical pumping and evaporative cooling

After opticalmolasses cooling, the atomic ensemble has been cooled down significantly, though inorder to transition into a BEC, it still needs to be cooled down further. This is achieved by removingthe fastest atoms from the ensemble via evaporative cooling in a magnetic field, after all atomsare transferred into the |F = 2,mF = +2⟩ state by optical pumping. With this technique, theatomic ensemble can reach a temperature in the area of a few nK and transition into a BEC [14].

Figure 2.8: Illustration of the level diagram for87Rbmicrowave evaporation. The plot shows thehyperfine structure of the |F = 1, 2⟩ states in amagnetic trap and the applied evaporation fre-quencies.

The energy state of the atoms, once the mo-lasses cooling sequence is completed, is ran-dom across all angular momentum states inthe ground state |F = 2⟩. Since the evapora-tive cooling method needs to have all atomsin a magnetically trappable state, the atomsneed to be transferred beforehand. A tran-sition to the |F = 2,mF = +2⟩ state can beguaranteed according to transition rules by us-ingσ+ polarized light froma single laser to cre-ate a quantization field resonant to theF ′ = 2transition.By applying this light field, the ensemble istransferred into the F = 2,mF = +2. Thissequence is called optical pumping [59].Like all sequences which were describedabove, this sequence also has a calculated du-ration, that was optimized in multiple experi-ments referring to probabilities of the D2 tran-sition [1].Applying an externalmagnetic field after turning of the light fieldwill split the degenerate |F = 2⟩states into their |mF ⟩ hyperfine structure and they will arrange themselves higher or lower de-pending on their kinetic energy. Atoms in this state are trappable in a purely magnetic trap, butthe atoms in the |F = 1,mF = 0,+1⟩ and |F = 2,mF = 0,−1,−2⟩ states are not (illustrated infigure 2.8), which can be used to remove atoms from themagnetic trap. Therefore by transferringthe faster atoms into the |F = 1⟩ states, the atomic ensemble effectively cools down, since thefaster atoms are removed from the ensemble. The transition to these states can be achieved bytransferring the atoms directly by applying RF fields in the MHz regime to achieve the transitionto the |F = 2,mF = 0,−1,−2⟩ states or by applying a microwave field to achieve the transitionto the |F = 1,mF = 0,+1⟩ states. This procedure is called evaporative cooling [60] and usesmicrowave frequencies from fstart ≈ 6.89 GHz down to fstop ≈ 6.84 GHz, to transition atomsinto the not magnetically trappable states step by step [11].The atomic ensemble during this cooling process reaches the phase transition to a Bose-Einstein-Condensate (BEC) [61, 62] which can be observed by measuring the phase space density of the
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atomic ensemble shown in figure 2.9.

Figure 2.9: Illustration of the phase transition of an atomic ensemble during Bose-Einstein con-densation. The blue curve in the background represents the amount of condensed atoms andthe red curve the amount of thermal atoms. The violet line illustrates the total amount of atoms.The phase space density increases during evaporation until the point of condensation [37] but thetotal amount of atoms is reduced during evaporative cooling. From left to right, the percentageof condensed atoms are 8 %, 20 % and 41 %.

2.3 State preparation for atom interferometry

Succeeding the phase transition to a BEC, the atomic ensemble needs to be transferred to aninternal state, which is best suited for the measured acceleration. For measurements of inertialforces, the preferred state is the magnetically insensitive |mF = 0⟩ state. The state transfer isexplained in the following sections as well as an additional cooling method called Delta kick colli-mation (DKC).
2.3.1 Trap transfer and release

After being brought to quantum degeneracy, the atomic ensemble is in the |F = 2,mF = +2⟩state and relatively close to the atom chip (about ≈ 200µm [3]). Since the center of the laserbeam, which will be used for the interferometry sequences, is about 1 mm away from the chip’ssurface, the atomic ensemble must be moved further away. Furthermore, surface area effectswith the chip would also disturb the experimental sequence which is also suppressed by increas-ing the distance to it [8].The atoms are moved away from the chip by ramping down the current of the bias field re-sponsible for reaching the desired room position. Simultaneously, the current going through theatom chip must be adjusted, so that the trap does not deform during the transfer process, whichwould lead to losses of atoms. The optimal timing and ramping of the currents, such that theloss of atoms during this step is minimal has been simulated and shown in detail by other re-searchers [3, 63].After the BEC reaches the desired destination, the magnetic trap is turned off and the ensemblestarts to expand in volume with a certain expansion velocity according to its temperature.

2.3.2 Delta kick collimation (DKC)

In order to increase the sensitivity of an atom interferometer, the expansion velocity of the en-semble should be minimized in order to achieve a long free evolution time T [64]. Since the
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velocity is already quite low compared to thermal ensembles, BECs are very beneficial for suchmeasurements from the get-go, but their properties can still be improved further.Therefore, research to achieve even lower temperatures has been carried out [65, 66].

Figure 2.10: Illustration of the deformation of aBEC after releasing it from the magnetic trap.The figures illustrate the initial momentum (a),after a free evolution time (b) and after the deltakick (c) in the momentum space diagram [67].

When looking at themomentum spread of theatoms after transferring and at the moment ofrelease, the mean kinetic energy of the BECwould translate to a temperature of around
330 nK [68]. After turning off the magneticfields, the atomic ensemble starts to expandand changes its shape. Looking at a simplified1D space momentum picture, the momentumdistribution transforms from a spherical to acigar shaped distribution which is illustrated infigure 2.10 for the z-dimension. The reason forthis deformation is, that the atoms move ac-cording to their momentum pz towards theirspatial dimension z and since the atoms withhigher momentum move faster than the oneswith lower momentum, the cigar shape is theresult.By applying a precisely timed and shapedmag-netic pulse, the momentum spread of the BECis reduced noticeably and the mean kineticenergy of the atoms would translate into the
pK regime [69, 70]. This technique of slow-ing down the expansion velocity is called Deltakick collimation (DKC) [67]. The sequence canbe further optimized and results of 34 pK were recently achieved [12].

2.3.3 Adiabatic rapid passage (ARP)

Figure 2.11: Illustration of the "dressed" states(colored lines) during ARP and the RF ramping(black arrow trajectory). Starting with a high de-tuning in the |mF = +2⟩ state, the detuning isramped down to 0 during which the atoms tran-sition into themF = 0 state [8].

The last preparation sequence prior to the AIsequences is the adiabatic rapid passage (ARP)[71] which is rapid in relation to the relaxationof the states and adiabatic enough so that thesystem can follow and a state transfer will beachieved [72]. After DKC the atoms are in themagnetically trappable |mF = +2⟩ state andtherefore react sensitive to residual magneticfields and are hence not well suited for preci-sion measurements of inertial forces. In orderto minimize the potential sources of outsidenoise, the ensemble has to be transferred intothe first order magnetically insensitive state
|mF = 0⟩.Starting with a strong external magnetic fieldgenerated by the coils, the energy states aresplit into their hyperfine structure (shown infigure 2.2b).
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Next up, a RF field is applied to the system, whose frequency is tuned down over the atomic res-onances. This can be illustrated in the "dressed-state picture" [73] (figure 2.11), which shows theeigenenergies of the atomic ensemble dressed with the applied RF and magnetic fields [74].These dressed states depend on the detuning∆ of the RF field with respect to the Zeeman energysplitting. Starting with a detuning in the ∆ = 100 kHz regime, the RF field is being ramped downto ∆ = 0 whilst simultaneously adjusting the magnetic field strength accordingly.This process is one method to transition the ensemble into the |mF = 0⟩ state [75], whilst an-other method would introduce an RF field to transition the atoms directly between their |mF ⟩sub states.After the sequence is completed, the applied fields are turned off and the atomic states are pro-jected to the "undressed" states, where the atomic ensemble stays in the |mF = 0⟩ state.After turning off the external fields, the BEC is now in a preferred energetic state for inertial sens-ing and is cooled down far enough to have a long free evolution time in the order of s. The en-semble can now be used for precise atom interferometry.
2.4 Performance requirements

As previously mentioned, in order to allow an accurate addressing of the atomic states of thecooling transitions during the MOT sequences, the line width of the laser light should ideally benarrower than Γc = 6 MHz for 87Rb. An improved accuracy by a phaselocked laser can henceimprove the cooling efficiency during the MOT sequences.The hyperfine splitting of other atomic species, such as e.g. 41K, are much closer together, whichare in the range of a few MHz [5], in comparison to 87Rb. Laser cooling of these species thereforehas more stringent requirements to the light field frequency in order to address the atomic statesaccurately. A PLL can be necessary in this case, if the natural line width of the laser system is toobroad.Since space applications are limited in regards to size, weight and power, it is desirable to keepthe amount of lasers as low as possible. Knowing the scattering rates and decay ratios of the
F, F ′ states of the D2 transition of 87Rb, it is possible to realize Doppler cooling with one laser byjumping between the cooling and repumping transition. The frequency jumps of the laser needto be within the order of µs between the different frequency setpoints [76] in order to reduce theamount of lasers by one during the MOT sequences.



CHAPTER3
Atom interferometry

Since the atom interferometer sets the requirements to the electronic system, this chapter willexplain the experimental sequences during interferometry, specifically the ones, where the per-formance of the all-digital phaselock will be crucial.This chapter starts with shortly explaining the fundamental principles of AIs, which find an appli-cation in many different fields of physics. Afterwards, a description of theMach-Zehnder interfer-ometer (MZI) configuration follows and an introduction to Rabi Oscillations, which are essentialwhen describing and realizing interferometers with atoms. Here, the performance requirementsto the DPLL will be exposed. Subsequently, the performance requirements will be explained indetail and summarized in the final section of the chapter including a description of phase noiseand the resulting effects on the laser light.

3.1 Fundamental principles of atom interferometry

First of all, the basic idea behind an atom interferometer (AI) doesn’t differ much from a regularinterferometer with light, since according to de Broglie, atoms in movement have a wavelengthas much as photons have momentum, which is stated by the matter-wave duality. Wavelength λand momentum p of particles can be calculated by [77]:
λ = h

p
(3.1)

This means, that interferometry can be realized with atoms as well as with photons, for examplein the traditional Mach-Zehnder interferometer setup [78] shown in figure 3.2 and explained laterin section 3.1.1. The difference between interferometry with light and atom interferometry are themirrors and beam splitters, which with photons are optical components and in AIs are timed lightpulses driving atomic transitions. Depending on the probability of atoms being excited, the lightpulses either work as beam splitters, where the atoms are in a superposition between groundand excited state, or mirrors, where the probability to find all atoms in the excited state is 1. Rabioscillations describe the population probability between ground and excited state. These oscilla-tions are displayed in figure 3.1 for different detunings and further explained in section 3.1.2.An atom interferometer which uses cold atoms can work in different ways. It can directly manip-ulate a cold atomic ensemble [79], or utilize a moving molasses to launch the cloud and create anatomic fountain [80]. Alternatively, it can operate on a naturally falling cloud after it has been re-leased. In all these cases, the ensembles of atoms lack coherence, meaning that individual atomsare independent of each other and their external wave functions are randomly phase shifted withrespect to each other.Similar to a light interferometerwith a regular source, each atom in this scenario interfereswith it-self. The interference pattern is gradually constructed as atoms are processed one by one, throughnumerous trials. This process generates a signal that is proportional to the squared wave func-
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tion, averaged over all unspecified experimental parameters, such as direction and momentum.

Figure 3.1: Illustration of different population probabilities depending on the effective Rabi fre-quency Ωeff in a two level system as a function of pulse duration τ in time steps of Ωeffπ. Thefrequency detuning towards the Rabi frequency Ω changes it to Ωeff explained in section 3.1.2.With no detuning, the population probability to find an atom in the excited state is 50% after atime τ = π/2 and 100% after τ = π (blue). For a detuning of 2Ωeff , the probability changes tothe red curve, which does not reach a population probability of 100% and is accelerated in re-gards to the blue line. A detuning, which increases with time leads to a damped Rabi oscillation,illustrated by the green line. Increasing the detuning as a function of time can occur e.g. due tospontaneous emission during the oscillation [81]. Another possible cause are shifting light fields,that drive the oscillation and therefore change Ωeff with time.

A different situation occurs when using BECs, as done within the QUANTUS family. In BECs, theatoms all occupy the lowest energy state of the trap, resulting in a fully coherent condensatewhichwould be the equivalent to a laser in light interferometry. By merging two initially separated con-densates in a double trap, interferences have been directly observed, indicating a defined phasedifference between them in this particular experiment. For more comprehensive and in-depthinformation about the functionality of AIs, there are numerous works available, including refer-ences provided here [82].Taking into account these concepts of quantum mechanics, AIs can therefore be realized in thepreviously mentioned experiments of the QUANTUS family.

3.1.1 Mach-Zehnder interferometer

Mach-Zehnder interferometers are one of the standard setups and are usually the first referencewhen explaining atom interferometer (AI)s [78]. The setup is illustrated in figure 3.2 for the sym-metrical and asymmetrical case. For the symmetricalMZI, both arms have the same free evolutiontime before and after the mirror, whereas the asymmetrical MZI adds a time difference to T .Considering a Mach-Zehnder setup, the technical implementation of the beam splitters and mir-rors depend on the manipulated particle. In case of photons, they are optical components madeof glass, that are used in regular setups with lasers and other light sources. When dealing withelectrons or other electrically charged particles, the beam splitters and mirrors are electric andmagnetic fields, that split the particles’ path in a similar way as the optical components [83,84].
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Figure 3.2: Illustration of the symmetrical and asymmetrical Mach-Zehnder setup for an atom in-terferometer. The interferometry sequence starts with a beam splitter pulse to split the ensembleinto two states, after a time T a mirror pulse is applied in order to merge the ensembles againafter a time 2T . At this time, another beam splitter pulse is applied in (a) in order to achieveinterference in the symmetrical setup. Here, the phase difference between the two arms decidesthe population of the two states. If an additional time difference δt is added, the interferometerbecomes asymmetrical (b), where the phase difference between the two arms is visible in a con-stant phase shift of the fringe patterns between the output ports [14].

The Mach-Zehnder interferometer can also be realized with solid components using pseudo par-ticles that describe for example the movement of momentum through a material. The beamsplitters and mirrors are then realized through specific designed structures in the material suchas microcavities or waveguides [85,86].For atomic ensembles, such as 87Rb BECs, the beam splitters and mirrors are realized by lightpulses with set frequencies and pulse duration. They drive a specific transition and lead to a cer-tain momentum transfer which can be calculated through Rabi oscillations, since they are directlyproportional to the interaction strength between laser light and the atomic cloud [87].
3.1.2 Rabi Oscillations

In the subsequent discussion about interferometry and Rabi Oscillations, the ground state |g⟩ andthe excited state |e⟩ are a combination of the internal state and the external momentum of the87Rb atoms, and are defined as:

|g⟩ = |52S1/2, F = 1, 2,mF = 0, p1⟩ (3.2)
|e⟩ = |52S1/2, F = 1, 2,mF = 0, p2⟩ (3.3)

Depending on the initial state of the atom, the external momenta p1, p2 change to 0 for the initialstate and 2ℏ|⃗keff | for the final state. The atoms are presumed to be in the magnetically insen-sitive state mF = 0 for both employed hyperfine states, thus describing an atomic ensemblewhose purpose is the usage in an interferometer for inertial sensing.
Rabi Oscillations are an important tool to understand the temporal evolution of the atomic stateduring the light pulses [88, 89]. The population probability Pe(δ, τ) is a function of the Rabi fre-quency Ω for a one photon transition between two states. Ω depends on the natural line width
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Figure 3.3: Illustration of a two photon transition between two states |g⟩ , |e⟩ over an intermediatestate |i⟩.

Γ of the two states, the intensity of the light field I and the saturation intensity ISat [5, 34]:
Ω = Γ

√
I

ISat
(3.4)

If the light field is detuned by a frequency δ to the resonance, Ω changes to the effective Rabifrequency Ωeff :
Ωeff =

√
|Ω|2 + δ2 (3.5)

leading to a different population probability Pe(δ, τ), which can be calculated by:
P (δ, τ) = 1

2

(
Ω

Ωeff

)2

(1− cos(Ωeff · τ)) (3.6)
with τ being the pulse duration of the light fields.For inertial AI, a high momentum transfer during the interaction with the light fields is advan-tageous. Furthermore, it is necessary to use atomic transitions that have long-living states toprevent spontaneous decay from destroying coherence. Therefore, the |F = 1⟩ ↔ |F = 2⟩ tran-sition is chosen for Raman interferometry, since it is forbidden according to transition rules. Fur-thermore, the frequency difference between the hyperfine states is only 6.8 GHz and the re-sulting momentum by the absorption of the photon is only about 10 −7m/s. Therefore, a two-photon transition is performed in order to increase the transferred momentum, illustrated in fig-ure 3.3. The atomic ensemble is transferred in this three level system over an intermediate state
|i⟩ through absorption and stimulated emission of two photons. The atoms are then resonant tothe two frequencies present in the light field and the effective Rabi frequency Ωeff changes. Itcan be calculated through:

Ωeff = Ωg · Ωe

2∆ =
√

I1/ISat · I2/ISat

4∆Γ (3.7)
Here Ωeff is a combination of the two Rabi frequencies Ωg,Ωe calculated for two one-photontransitions with equation 3.4. ∆ represents the detuning of the intermediate state |i⟩ to the next
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excited state of the D2 transition F ′.The total detuning δ between the light fields and the shifted transitions consists of multiple fac-tors, which are illustrated in figure 3.3 and can be calculated with:
δ = δ12 − δac = (ω1 − ω2)− ωeg + δac − δr − δDop (3.8)

with δac being the AC-Stark detuning, δDop the Doppler detuning, ωeg the frequency differencebetween the states in their hyperfine structure and ω1, ω2 as the frequencies of the light fields.
δ12 is the detuning without the AC-Stark shift.All these parameters depend on the performed atomic transition during interferometry, whichwill be subject of the next section.The population probability Pe(δ, τ) for the two photon process after a pulse duration τ can thenbe calculated. With a light pulse of a duration τBS = π/2 ·1/Ω, one can realize beam splitter pulsesand achieve a superposition of the atoms being in each state. Furthermore, light pulses with aduration of τM = π · 1/Ω diffract all atoms in the ensemble and are called mirror pulses [14].Assuming a MZI setup as previously described, the sequences consist of:

• An initial π/2 pulse with a laser phase Φ1

• a free evolution time T
• a mirror pulse π with a laser phase 2Φ2

• a second free evolution time T
• and a final π/2 pulse to close the interferometer with a laser phase Φ3.

These sequences can be described by matrices and a quantum mechanical wave function for theatomic state, which can been found here [4, 14, 52, 87]. The resulting probability of finding theatoms in the two states |g⟩ |e⟩ after the interferometry sequence PMZI and without a detuning
δ = 0 is:

PMZI(|g⟩) = 1− PMZI(|e⟩) = 1
2 −

1
2sin(δΦ) (3.9)

with δΦ as the total collected phase during the sequence from equation 1.2 from chapter 1, whichincludes the laser phases δΦ1,2,3.The beam splitter and mirror pulses can be realized in different ways. Either the Rabi oscillationoccurs between two different internal states, e.g |F = 1⟩ ↔ |i⟩ ↔ |F = 2⟩, or in between thesame internal state, e.g. |F = 1⟩ ↔ |i⟩ ↔ |F = 1⟩. If the atoms change their internal state,it is called Raman diffraction, if the oscillation occurs between the same state it is called Braggdiffraction.Since Bragg diffraction does not need a phaselocked laser to achieve the transition, it won’t befocused on further in this thesis. Nevertheless, Bragg transitions can occur during Raman transi-tions as losses, which needs to be taken into consideration. Therefore, a short introduction intoBragg diffraction is given in section A.2 in the appendix.

3.1.3 Raman diffraction

In Raman diffraction the atomic ensemble, besides changing itsmomentum state during the inter-ferometry sequence, is also transferred into different internal state [90]. For an atomic ensemble
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in the |F = 2⟩ state, the two photon Raman transition occurs into the |F = 1⟩ state via an inter-mediate state |i⟩ close to the F ′ excited states. This changes the description of the states fromequations 3.3 and 3.2 to:

|g⟩ = |F = 1, ℏk⃗eff ⟩ (3.10)
|e⟩ = |F = 2, 0⟩ (3.11)

The resulting wave vector of this transition is:
k⃗eff = k⃗1 ± k⃗2 (3.12)

Depending on the direction the photons of the transition are emitted and absorbed into, the effec-tive wave vector k⃗eff is either the difference or the sum of the absorbed and the emitted photon.Since a high momentum transfer is favorable for inertial sensing, the light fields must be orientedin order to add both photonmomenta to the atoms. This is achieved by counter propagating lightfields that drive the transitions [52] and result in a transferred momentum during each Ramantransition of |⃗keff | ≈ 2|⃗k1| = 2|⃗k|.The photon absorption causes a detuning due to the Doppler shift δDop:
δDop = p⃗ · k⃗eff

m
(3.13)

withm as the atom’s mass and p⃗ = m · v⃗ as the atom’s momentum. The recoil shift δr also influ-ences the detuning and is given by:
δr = ℏ2 |⃗keff |2

2m (3.14)
as well as the light fields themselves, which add an AC-Stark detuning δac,g, δac,e towards bothstates, which can be calculated by [52]:

δac,g = |Ωg|2

4∆ + |Ωe|2

4(∆− ωeg) (3.15)
δac,e = |Ωe|2

4∆ + |Ωg|2

4(∆ + ωeg) (3.16)

and results in a differential AC-Stark shift of [5]:
δac = δac,e − δac,g (3.17)

Through calculations, the total detuning can be set to δ = 0 for the Raman transitions and theprobability to find the atoms in a state after the interferometry sequence can be calculated usingequation 3.9. This is called Raman single diffraction [91, 92] and diffracts the atoms as illustratedin figure 3.4a.
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(a) (b)
Figure 3.4: Illustration of the atomic transition during Raman single and double diffraction in theenergy-momentum diagram. For Raman diffraction, the initial and final energy state are different,so the Raman pulses change the energy as well as the momentum state of the atom. In casethe initial momentum state is |0⟩ (figure 3.4b), the transition can happen into two momentumstates by counter propagating light fields. This is called Raman double diffraction. For Ramansingle diffraction (figure 3.4a), the initial momentum state can, but must not be non-zero e.g.
|+2ℏk⟩ [4].

Another method arises when the atomic cloud with an initial momentum |0⟩ is diffracted into twodifferent momentum states |±2ℏk⟩ simultaneously. A diffraction into two momentum states canbe achieved by applying the light fields in two counter propagating directions, illustrated in figure3.5.

Figure 3.5: Setup of the light fields in order to re-alize Raman single and double diffraction. Thesetup is achieved with a λ/4 plate and a mirror.For single diffraction the atom engages in inter-action with just one of the two counter propa-gating optical gratings due to the Doppler detun-ing of the other grating, depending on the initialmomentum |p0⟩ of the atom. Each grating com-prises two light fields with frequencies ωb and
ωr, accompanied bywave numbers kb and kr, re-spectively. An initial momentum of |p0⟩ = |0⟩in this setup would lead to the atom interactingwith both counter propagating gratings, leadingto a superposition of both excited states [4].

This technique is called double diffraction [20,93] (illustrated in figure 3.4b) and changes theprevious calculations for the detuning.Since the initial beam splitting pulse nowhas two momentum directions, the effec-tive wave vector of the light pulse changesto:

|⃗keff | ≈ 4|⃗k| (3.18)
Initially, the total phase δΦ imprinted on theatomic ensemble during a MZI sequence con-sists of the acceleration phase Φacc and thelaser phase Φlaser described by equation 1.2and 1.3 in chapter 1. The laser phase changesduring double diffraction, since it is now im-printed on the atoms of both diffracted states.This leads to a resulting total laser phaseof:

Φlaser = Φ1 − Φ1 + 2Φ2 − 2Φ2 + Φ3 − Φ3 = 0. (3.19)
This is an important statement, since the measured quantum mechanical phase δΦ now onlydepends on the acceleration phaseΦacc! This statement is true for this equation in the first order,
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since in the second order of the equation, the run time of the light fields reintroduces the laserphase [20,93].Depending on which diffraction type is implemented, the requirements to the applied light fieldschange and challenge the laser system in different ways. They are described in section 3.2.

3.2 Performance requirements

Following the basic description of atom interferometry in the previous sections, this section willfocus on the requirements AIs pose to the hardware and especially to the DPLL. Furthermore,laser phase noise is connected to frequency noise, which potentially influences the Rabi oscillationand must therefore be considered as well.
3.2.1 MOT and AI requirements

Starting with the MOT and cooling sequences in chapter 2, the requirements to the hardware areset by the limiting natural line width of the 87Rb D2 transitions.The line width of the cooling |F = 2⟩ → |F ′ = 3⟩ and the repumping transition |F = 1⟩ →
|F ′ = 2⟩ → |F = 2⟩ should ideally be below Γ = 6 MHz.Raman interferometry as performed in the QUANTUS family uses two light fields in order toachieve a two photon transition as previously described. The detuning δ for the Raman transi-tion |F = 2⟩ → |i⟩ → |F = 1⟩ as described in equation 3.8 depends on multiple factors andfrequencies. These are presented in the following table [1]:

Table 3.1: Constants, assumed values and calculated values for Raman diffraction
Name Constant Value

Wavelength λ 780.241 nmatomic mass m 1.443 · 10−25kgPlank’s (reduced) constant ℏ 1.054 · 10−34JsRaman transition frequencies ω1,2 384.230 THzDoppler Shift δDop 15.0838 kHz
Wave vector (D2 transition) |⃗k| 2π/λ = 8.055 · 1061/mRecoil velocity vr 5.885 mm/sEarth’s gravitational acceleration g 9.81 m/s2

(one photon) Recoil shift δr 15.0838 kHz
Name Variable ExampleDetuning of |i⟩ to D2 transition ∆ 1 GHzFree evolution time T 1 msDuration of Rabi pulses τBS,M 100µsBroadening of Rabi pulses γ(τBS,M ) 1/2πτ ≈ 1.60 kHz

The frequencies of the light fields ω1, ω2 for the transition depend on the detuning ∆ of the in-termediate state |i⟩ to the |F ′⟩ states. The intermediate state is usually chosen to be very closeto the F ′ states with a detuning around ∆ ≈ 1 GHz which leads to the light field frequencies be-ing very close to each other and can therefore both be described by the wavelength λ = 780 nm,which translates to a frequency ofω1, ω2 = 384 THz. The recoil shift and Doppler shift, which arealso part of the detuning δ, only depend on constants. Hence they can be calculated, as shown in
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the table and compensated through adjusting the light fields. The AC-Stark shift δac is a functionof the detuning ∆ of the intermediate state to the F ′ states, described through equations 3.15and 3.16. The light field intensity and the saturated intensity I, ISat are influencing the AC-Starkdetuning which can be calculated through equation 3.1. Since the light fields coupling to the en-ergy states is a function of the detuning ∆, the frequencies ω1,2 and their light field intensities
I1, I2, it can be compensated by adjusting the intensity proportion I1/I2 accordingly to achieve
δac,g = δac,e which is explained in detail here [94].In comparison, the line width broadening of the Rabi pulse γ is a function of the pulse duration
τBS,M . These durations are variables and are changed in order to obtain the correct proportionbetween light field intensity and pulse duration for beam splitters andmirrors. The broadening ofthe Rabi pulse’s line width sets the requirements for the phaselock’s accuracy. For a duration of
τBS,M = 100µs, the broadening is calculated to be γ ≈ 1.60 kHz. It is anti proportional to thepulse duration, hence the longer the pulse the smaller γ becomes and increases the requirementsto the phaselock.In case of double diffraction, the imprinted laser phase becomes 0 as shown in equation 3.19.Therefore, the line width broadening γ sets the most stringent requirements to the laser system,by demanding the transition frequency of |F = 2⟩ → |F = 1⟩ to be:

∆ω1,2 = 6.8347 GHz± γ (3.20)
for an exemplary pulse length of 100µs. The relative accuracy of the DPLL must therefore beabove ≈ 107 for the Raman transition in order to effectively drive the Rabi oscillation without adamping due to losses in laser power or a shifting laser frequency.
3.2.2 Phase and frequency noise

A laser does in general not provide a frequency signal without noise (also called fluctuation or de-viation), which is a result ofmany physical phenomena e.g. spontaneous emission of photons [95].For a reasonably stabilized oscillator, such as a locked laser, the measured frequency as a functionof time is assumed to deviate only slightly from the temporal mean frequency. The measured (orinstantaneous) frequency ω(t) can then be defined as [95]:
ω(t) = 2πν(t) = sin(2πν0t+ ϕ(t)) (3.21)

with ν0 as the carrier frequency of the oscillator and ϕ(t) as the noise of the phase as a functionof time t. For simplification reasons, the phase noise is normalized (x(t)):
x(t) = ϕ(t)

2πν0
(3.22)

from which the frequency deviation ∆ν(t) can be calculated with:
∆ν(t) = dx(t) · ν0

dt
. (3.23)

Phase and frequency noise of real oscillators contain power, which can be determined by inte-grating over the (one-sided) power spectral density Sν(f) of the measured frequency spectrumin the Fourier domain. The power spectral density can be measured with a spectrum analyzer.It can also be expressed by the phase noise spectral density Sϕ(f), which is a function of the fre-quency power spectral density:
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Sν(f) = f2 · Sϕ(f). (3.24)
The total power of the frequency noise σν can then be calculated with:

σ2
ν =

∫ ∞

0
Sν(f)df. (3.25)

In the laboratory, the total frequency noise’s power cannot be determined over the whole spec-trum between 0 and∞, since that would require an infinite amount of time. Therefore, the band-width over which frequencies the spectral density is integrated is set to the relevant bandwidth(BW) around the ideal frequency between f1 ↔ f2. A noise spectral density S(f) as a functionof the frequency f is illustrated in figure 3.6.

Figure 3.6: Illustration of the one-sided powerspectral density as a function of the frequency
f around the carrier of a stable oscillation (po-sitioned at the δ peak). The different regimesof the power spectral density are dominated bydifferent noise types, which change the calcula-tion of the phase and frequency noise in equa-tion 3.25 [95].

When calculating the influence of noise, itcan be categorized into different types, whichcan be reasonably well modeled by a super-position of five independent noise influences[96]. In a stabilized oscillator, of those fivetypes of noise, two types are dominating inthe frequency bandwidth which is of inter-est in this thesis. These are white noiseand 1/f-noise, of which the latter becomesmore dominant at low frequencies around thecarrier peak. In order to calculate the to-tal frequency noise from the spectral den-sity Sν(f), white noise behavior is assumedfor the bandwidth BW = f2 − f1. Of-ten in literature and datasheets, the frequencynoise ∆ν(f) is called root mean square (rms)noise ∆νrms(f), since it is calculated by[97]:
∆νrms(f) =

√∫ f2

f1
Sν(f)df. (3.26)

The rms noise can also be expressed as a function of the phase noise power spectral densitySϕ(f)using equation 3.24, which is helpful when using a measurement tool called a phase noise ana-lyzer. Another common value which is used in literature is the spectral purity L(f). It providesthe same information as the rms phase noise, but differ in the unit of angle. The spectral purityis defined through [95]:
L(f) = 1

2Sϕ(f). (3.27)
Choosing the frequency bandwidth to measure noise depends on the application. For the casethat dividers are included in the path, the one-sided phase noise spectral density changes to [98]:

Sϕ = 20 · log10(N) + Sϕ,div (3.28)
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with Sϕ,div being the one-sided phase noise spectral density after division andN being the totalamount of divisions between Sϕ,div and Sϕ. For the rms noise, the addition of dividers does notchange the calculated value, since it cancels out during the integration over the frequency band-widthBW = f2 − f1 according to equation 3.26 [99].Assuming a pulse duration of τBS,M = 100µs for a Raman transition as previously described,the line width broadening of the pulse is around γ = 1.60 kHz, meaning the frequency span
f1 ↔ f2 in which the noise is relevant is above f1 = 100 Hz. For longer pulse durations τBS,M ,the relevant lower frequency border f1 decreases. The contribution of noise, which is presentabove 1 MHz can be neglected, since PLLs use low pass filters, that reduce the noise contributionof frequencies above their control bandwidth drastically [100].Finally, the noise measured in the Fourier domain needs to be converted back to the time domainin order to obtain the phase noise ϕ(t), which also goes by the name jitter or phase time [19,98].The jitter is obtained by inverting the Fourier transformation of the measured phase noise∆ϕ(f)with F(∆ϕ(f)) = ∆ϕ(t) or with [95,99]:

∆ϕ(t) = ∆ϕ(f)
2πν0

(3.29)
which provides the phase noise in a suitable unit when dealing with tolerances described in thetime domain.After accumulating the requirements, Raman single and double diffraction pose to the laser sys-tem, an approach to achieve these requirements has been demonstrated by other researchersbefore [19,91,98,100]. The setup usually consists of two Raman lasers to achieve the two photontransition. The first Raman laser is frequency stabilized to a D2 transition of 87Rb throughmodula-tion transfer spectroscopy via a gas cell. The second Raman laser is locked by an optical PLL to thefirst Raman laser with a detuning of ωeg to the first laser. These two lasers are then overlapped tocreate a frequency beat signal, which is fed into the phaselock feedback path by passing througha photo diode. The beat signal is thenmixed or divided down to be processable by the electronicsand mixed with a stabilized reference oscillator creating a phase error signal. This error signal isthan fed into a loop filter which creates the control value for the second Raman laser’s currentand hereby closing the loop.These setups are highly optimized to achieve a very low laser rms phase noise and consume anenormous amount of time to set up. However, they are not optimized regarding space, powerconsumption and weight, which is a limiting factor in space missions as mentioned in chapter 1.Additionally, the components utilized for these optical PLLs are usually analog, whose advantagesand disadvantages will be described in chapter 4.The all-digital PLL developed and studied in course of this thesis will be evaluated according tothe requirements that Raman interferometry poses and in addition illustrates the advantages itposes by being a fully digital system, which accelerates the setup of the phaselocked laser drasti-cally and is advantageous for space missions, since through its usage the amount of lasers can bereduced.



CHAPTER4
The Phase Locked Loop (PLL)

A laser can be described as a controllable oscillator. In order to control the frequency and phaseof such an oscillator, a Phase Locked Loop (PLL) can be used to control its phase and frequency bylinking it to a reference oscillator. Through this connection, the controllable oscillator follows thereference. Adding a loop filter into the control loop, the phase noise and frequency drift of thecontrollable oscillator is reduced, which is necessary to achieve highly frequency stabilized laserlight. Furthermore, through the addition of frequency dividers andmultipliersmore complex linksbetween the controllable oscillator and the reference can be realized.The most basic setup of such a PLL can therefore be realized with the following components:
• Phase detector
• Loop filter
• Controllable oscillator

The task of each component in the phaselock is rudimentary shown in figure 4.1 and will be fur-ther explained in chapter 4.2.

Figure 4.1: Illustration of a basic Phase Locked Loop (PLL) setup with its components describedas transfer functions in the Laplace domain. X(s) represents the input signal, Y (s) the outputsignal andD(s), F (s), V (s) the transfer functions of the individual components described by thecomplex frequency s.

This chapter starts with an introduction into the theory of phase locked loops, learning about thefundamental principals, how phaselocks work, which different parts of PLLs exist and what com-ponents they consist of. After understanding the basic principles of control theory, the developedcode of the phaselock model for this thesis is presented and each component of it is explainedseparately. Consequently, the transfer function is determined in the Laplace domain and trans-formed into the discrete Z-domain for digital circuits. Hereby, the connection is obtained betweenthe requirements towards phase noise and jumping speed which originate from laser cooling andatom interferometry and the adjustable loop coefficients for the loop filter by the user. Ultimately,
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the DPLL’s performance is estimated by simulating it with Altera’s simulation programm Model-SIM®.

4.1 Phase Locked Loop (PLL) variants

Depending on the experimental setup, there are several types of PLLs available, each with advan-tages and disadvantages. They will be further explained in this chapter. Since every model hasadvantages and disadvantages, there is no universal choice of phaselock that works perfectly forevery application.

Analog

Figure 4.2: Illustration of an exemplary analog PLL. The phase detector is a mixer which combinesthe two input signals (the reference A and the feedback laser beat signal B) in order to obtainthe beat signal A · B between them. The loop filter is a low pass filter that creates the controlvalue for the VCO which in this example is one of the two lasers. The laser light of laser one iscombined with the light of laser two (illustrated by the red arrows) in a beam splitter and focusedonto a photo diode, creating the electrical feedback signal (illustrated through blue arrows) forthe mixer. The divider (1/N) is an optional element.

The most basic and oldest PLL setup in experiments, whose requirements demand very high ac-curacy at a rather narrow frequency span (in the range of several 10 MHz), are analog PLLs. Theirtheory is well known and there is a high variety of examples available on how the user can buildhis own hardware for their desired application [101, 102].Assuming a setup for an optical phase locked loop in a Raman laser system, the components ofthe PLL consist of an analog mixer as a phase detector and a loop filter which gets the signal of areference A and the beat signal B between laser one and laser two. The phase detector, whichcreates an error signal in the form of a frequency beat A · B, is then fed into the loop filter, forexample a PID filter. This creates a control signal, which can be fed back into the laser system tolock the laser to a certain frequency. A basic setup is illustrated in figure 4.2.The signals A,B can be written as [103]:

A = U1 · cos(ωt+ ϕ1) (4.1)
B = U2 · cos(ωt+ ϕ2) (4.2)
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which create a beat signal according to trigonometric function of the form:

A ·B = U1 · U2 · cos(ωt+ ϕ1) · cos(ωt+ ϕ2) (4.3)
= 1/2 · U1 · U2 · (cos(2ωt+ ϕ1 + ϕ2) + cos(ϕ1 − ϕ2)). (4.4)

Since the loop filter is in general a low-pass filter [101], the higher harmonic cos(2ωt+ ϕ1 + ϕ2)is suppressed and only the phase error cos(ϕ1 − ϕ2) remains. The loop filter uses this signal tocreate a control value for laser one, which changes its frequency accordingly. By optically mixingthe beams from laser one and two, the feedback signal that goes into the phase detector is cre-ated, which closes the loop.This setupworks very well, if the focus of the desired phaselock lies onminimizing the phase noiseof the feedback loop. The frequency range of the input is small [104] and related to the loop filterparameters, since mixer components tend to have small capture ranges.

Hybrid

Figure 4.3: Illustration of an exemplary hybrid PLL. The phase detector receives a digital referencesignal converted by an ADC and a digitalized feedback signal of the laser beat (digital signals areblack arrows and analog signals are blue arrows) in order to obtain the phase error signal betweenthem. The analog loop filer receives the error signal from the phase detector, which is convertedto an analog signal beforehand by a DAC. The loop filter is a low pass filter that creates the controlvalue for the controllable oscillator which in this example is one of the two lasers. The light of laserone is combined with the light of laser two (illustrated by the red arrows) in a beam splitter andfocused onto a photo diode, creating the electrical feedback signal. The divider (1/N) is an optionalelement.

Analog frequencymixers are able to work with frequencies of over 1 GHz, digital mixers can workwith frequencies around 100 MHz. Even though the analog mixer is superior when working withhigher frequencies, the capture range of such mixers is limited. If the requested capture range istoo high for an analog phase detector, the commonway to increase the readout span of the inputis to digitalize the phase detector and combine it with an analog loop filter [105, 106]. This givesthe user a broader input bandwidth for frequencies, since the phase detector of a digital circuithas a higher capture range but the loop filter needs to be tuned through soldering.A digital phase detector alongside the frequency mixer is the Phase Frequency Detector (PFD),which is further explained in chapter 4.5. The PFD surpasses the capture range of the mixer byfar, since its only limited by the reference oscillator. An example of a hybrid PLL setup is shown infigure 4.3.
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Fully digital

Lastly, if the user of the PLL wants a broad frequency band to work in without adjusting the loopfilter through soldering or other analog methods, the suitable way to implementing a phaselockis by digitalizing it completely [107, 108].A digital phase locked loop (DPLL) for laser systems is rarely realized [109,110]. On the other handthey are frequently used to create frequencies in domains up to a few GHz and their applica-tions extend to various domains where precise timing, synchronization, and frequency controlare essential. Commercial applications for DPLL’s are e.g. wireless communication systems, FMreceivers and audio and video processing [111–113]. A Direct Digital Synthesizer (DDS) is anothercommercial example, which creates stable frequencies up to 1 GHz and consists solely of digitalcomponents including a Numeric Controlled Oscillator (NCO), which is part of a DPLL.An example of a DPLL setup is illustrated in figure 4.4.

Figure 4.4: Illustration of an exemplary digital phase locked loop (DPLL) used as part of a receiver.The loop receives a digital reference signal converted by an ADC (digital signals are representedby black and analog signals by blue arrows). The phase detector receives the digitalized signaltogether with the feedback signal of the loop and outputs the phase error between them for thedigital loop filter. The loop filter outputs a control value, which is fed into a digital controlled os-cillator called a Numeric Controlled Oscillator (NCO). The NCO outputs a digital frequency signal,which is fed back to the phase detector. In order to receive the correct signal, the input frequencyof the loop must be known and the NCOmust be tuned accordingly so that the loop filter outputsthe right value to the DAC.

DPLLs have the advantage that they can be adjusted for their specific usage very fast comparedto analog and hybrid models. Their disadvantages lies in their discrete accuracy and resolution ofthe loop filter, which cannot compare to analog models that achieve continuous values as theircontrol output of the filter.

4.2 Control theory

The usage of a PLL to control a frequency signal is a well researched field and has found usage inmany different experiments and commercial applications. Thus, the control theory explained inthe next chapter will be focused on the components the phaselock is build with and used later onafter covering the basic principles of a DPLL.

4.2.1 Phase-Frequency detector

Phase detectors used in PLLs are usually one of two classes: multiplier (or mixer) and sequentialphase detectors [102]. Multipliers, which are typically XOR-gates or similar two-input gates, gen-erate their output as the average between the input signal waveform (the controllable signal) andthe waveform of the local oscillator (the reference). The mixed signal, as displayed in equation
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4.3 is called a beat signal. These phase detectors have no memory capabilities but have the ad-vantage of being tolerant to noisy input signals.Sequential phase detectors work with the time interval of the transition between the input signaland the local oscillator waveform which generates a very useful error output for loop filters. Theyalso don’t depend on other input parameters of the waveforms which simplifies the setup of adigital loop filter. In comparison, these phase detectors are more sensitive to noisy inputs thanmultipliers.The chosen phase detector for the digital phaselock presented in this thesis was a Phase Fre-quency Detector (PFD), which is a sequential phase detector [114,115]. It is widely used and there-fore described and implemented by many different researchers as well as companies [116].

Setup and functionality

The most basic form of a PFD starts with two D flip-flops, an AND gate and a feedback connectionto the D flip-flops. The schematic is shown in figure 4.5.

Figure 4.5: Illustration of a standard PFD setup with flip flops and an AND gate. The two inputsignals REF and LAS are processed into Up and Down signals, which show the phase relation be-tween the inputs. The delay element is caused by the sampling time of the digital components, ifthe PFD is realized as code.

Starting with the input side, the PFD receives two signals
• the reference signal REF
• the controllable signal LAS (short for laser)

which are then fed into the clock terminals (CLK) of the flip-flops. The outputs of the flip-flopsare:
• Up
• Down

and are both fed into the AND gate, which then gives out a signal to the asynchronous Clear ter-minals (CLR) of the flip-flops.An example for a possible input signal for REF and LAS is given in figure 4.6a as well as their re-spective Up and Down output waveforms. Figure 4.6a shows a REF signal which is initially fasterthan the LAS signal, resulting in a positive output signal at the Up output. Further on, the REF
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signal slows down and is at one point as fast as the LAS signal, resulting in a zero value output forUp and Down. Afterwards, the LAS signal surpasses the REF signal in speed and the Down signalhas a positive output.The output on the respective channels indicates the direction of a phase/frequency error signalthat represents if the signal at the LAS input is either slower or faster than the REF signal. Whenboth signals are outputting a non-zero value, the flip-flops are cleared to 0, since at that momentthe inputs are in phase. The length of the generated signals indicates the magnitude, how far thetwo input signals are apart. An additional illustration is the state machine of the PFD, that showsthe relation between positive input signals and the output values of the PFD. It is illustrated infigure 4.6b.Nomenclature dictates, that since the information of the phase error lies in the output pulsewidth, this PFD model is an analog configuration to measure the phase between two signals.

(a) (b)
Figure 4.6: Illustration of the different output forms of the Phase Frequency Detector (PFD) assignals (figure 4.6a) and in the state machine (figure 4.6b). Depending on the rising edges of thereference signal REF and VCO signal LAS, the output is positive for the Up output or the Downoutput. This information provides the relation of the phase difference between the two inputsignals.

Since this model can be easily implemented as code in DPLLs, one can argue if the nomenclatureis too strict in this case, since this model can be both an analog component or digital code [102].The effects of delay in the feedback to the Clear terminals set an upper limit to the input signalsof the PFD.In the Laplace domain, which is used in control theory to describe control circuits [117], the PFDcan be described through its two input phases θr, θo and the phase error output θe, assuming alinear approximation close to its lock frequency, by:
θe = θr − θo (4.5)

It is considered a proportional element.
Phase and frequency noise performance

As mentioned before, PFDs are less sensitive to noise in the input lines, since they only see zero-crossings. Therefore, they don’t see amplitude fluctuations which can be observed in the wave-form figure 4.6a where the input waveforms are always normalized to 1 or 0 beforehand. Incomparison, mixers see amplitude noise and their error value output will show the fluctuationswhich will be imprinted onto the output of the PLL.Phase and frequency fluctuations on the other hand can be seen by the PFD to which mixers areless sensitive to [101]. Therefore, the phase noise of the reference oscillator input and the laser
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input must be measured and taken into account. The capture range of the PFD is only limited bythe hardware and even large frequency differences between the two input signals still produce ausable error output. A mixer in comparison performs poorly when the two signals have a largefrequency difference but performs better when the two signals are almost locked. Since jumpsbetween frequency setpoints will be performed with the DPLL, a PFD is more suitable for the usewith a laser than the mixer.Improvements to make the PFD less sensitive to phase and frequency fluctuations will be intro-duced in the description of the developed PLL model in chapter 4.3.

4.2.2 Loop filter

The next component is the loop filter, which receives a phase error signal from the PFD. Thereare two commonly known filter types: active and passive filters. Passive filters consist solely ofpassive components like resistors and capacitors. Since the introduction of operational amplifiers,active filters have taken over in PLLs and are widely used [102]. These filters are usually realizedwith analog components where high precision and low phase noise is required and examples fordigital loop filters are uncommon. In this thesis, a proportional integral derivative (PID) filter wasimplemented in the digital control system [118].A PID filter consists of three different components:
• the proportional gain P
• the integral gain I
• the derivative gain D

which use an error signal to create a control value. The sum of the three gains is the output forthe controllable oscillator and will steer the phase error to 0 if not otherwise specified. Figure 4.7displays a basic setup of an arbitrary PID filter with its parts consisting of analog components.This filter is set up with very rudimentary components, which are well researched in control the-ory [119].

Figure 4.7: Illustration of the analog proportional integral derivative (PID) filter constellation. Fromtop to bottom, the proportional gain P, the integral gain I and the derivative gain D are obtainedthrough a circuit consisting of operational amplifiers, capacitors and resistors. The fourth circuitafter the summation amplifies the sum of the signal.
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Starting with the proportional gain P, the calculated control parameter solely depends on the dif-ference between the demanded setpoint and the process variable which is the error signal fromthe PFD. Since the desired difference is an error value of 0, it solely depends on the error signal.The P response is calculated momentarily and doesn’t take previous error values into account,hence the name proportional. An amplification factorKP is added to adjust the control param-eter and is multiplied with the calculated P response. The proportional response cannot achievea phase error value of 0 and creates a control error, which needs to be compensated with one ofthe following gains [119].Next in line is the integral gain I, which is calculated by adding up the error signal with time, calledan accumulator. This leads to the control signal increasing rapidly in value, even if the error signalis small. It reaches a steady state when the inputted error signal stays at 0 and the calculation ofthe integral response therefore depends on the steady state error, since it takes previous errorvalues into account. For this gain, another amplification factorKI is introduced, which is multi-plied with the calculated I response.The derivative gain D calculates its control value based on the rate of change of the error signal.It is the fastest reacting part of the loop filter and can only be used in combination with the gainsmentioned above, since it cannot create a control value to steer the error towards 0 but only re-acts to the rate of change. Therefore it won’t reach the setpoint by itself and has to be combinedwith a proportional or integral gain. The derivative response is also multiplied with an amplifica-tion factorKD after calculation for adjustment purposes [101, 102, 117, 119].The three separately calculated gain values are summed up after beingmultiplied by their respec-tive amplification factors and then fed into the controllable oscillator. An additional amplificationcircuit for the sum of the gains, as shown in figure 4.7, is optional. This output value can be de-scribed by the differential equation of the PID filter in the time domain through:
u(t) = KP · e(t) +KI ·

∫ t

0
e(τ) dt+KD ·

d

dt
e(t) (4.6)

where u(t) is the output value and e(t) is the input error [117].The process of obtaining the optimal amplification factors for the gains is called "tuning" and thereare different approaches to achieve optimal tuning. The "trial and error" and the "Ziegler-Nichols"method will be explained shortly, since they are the most frequently used methods of tuning PIDcontrollers [120].

Table 4.1: Factors for the calculation of P, I and D gains proposed by Ziegler and Nichols. Ti is therise time and Td is the derivative time needed to calculate the I and D gains.Kc is the critical gainfor P and Pc is the oscillation period of the critical gain.
Control KP Ti TdP 0.5 ·Kc − −PI 0.45 ·Kc Pc/1.2 −PID 0.6 ·Kc 0.5 · Pc Pc/8

In order to start the "trial and error" method, the I and D gains are set to 0 and the P gain is in-creased until the system starts to oscillate. Once oscillation is achieved and the system reacts todisturbances with the desired speed, the I gain is increased. By increasing the I gain, the oscilla-tion is reduced but at the same time the overshoot increases, since the I gain adds up the previous
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errors. The tuning of the I gain is set to achieve a minimal steady state error. Lastly the D gain istuned by increasing it until the system reacts fast enough to changes in the error signal which canbe tested by feeding noise signals into the loop.The "Ziegler-Nichols" method starts in the samemanner as the "trial and error" method by tuningthe P gain until the system oscillates. In this state, the critical gain Kc and the period of oscilla-tions Pc can be measured. Using these factors, the I and D gains are calculated as proposed byZiegler and Nichols shown in table 4.1 [121].In order to calculate the I and D gain from the integral time Ti and the derivative time Td, thefollowing equations can be used:

KI = KP

Ti
(4.7)

KD = KP · Td. (4.8)

Through measuring Kc, Pc the differential equation of the PID loop filter can be adjusted to aspecific system.

4.2.3 Reference oscillator

The reference oscillator creates the frequency reference the phaselock will lock the controllableoscillator onto.

Figure 4.8: Schematic of the Numeric ControlledOscillator (NCO) realized with a flip flop.

Since the imperfections of the reference willbe imprinted directly onto the control value,the demand to implement it with as much ac-curacy as possible is favorable.The requirements to the reference oscillatorcan differ, depending on the system, and canusually not all bemet simultaneously, but theyneed to be taken into account when determin-ing the quality of the phaselock [102]. The re-quirements for the reference oscillator usuallyfocus on:
• frequency accuracy
• wideband frequency modulation
• wide tuning range
• low phase noise
• small size
• low power consumption
• integration on a chip.

The reference for a DPLL will be digital as well, which makes the last three requirements easilyachieved.A digital oscillator controlled with numbers is called a Numeric Controlled Oscillator (NCO) and
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can be used for multiple purposes outside of a PLL. For example, the output of a NCO is a rectan-gular wave, but can be converted to a sine wave via a lookup table and generated through a digitalanalog converter (DAC). This creates an analog frequency signal which is controlled digitally andis called a Direct Digital Synthesizer (DDS) [122].The NCO consists of a register, that accumulates a frequency tuning word (FTW) uc[n] at everyclock cycle fclk and adds it to a phase e0[n]:
e0[n] = e0[n− 1] + uc[n− 1]. (4.9)

The frequency resolution of such an oscillator is fclk/2b with the amount of bits b and it can outputfrequencies of up to fclk/2 [102].In this thesis, the NCO outputs the most significant bit (MSB) as soon as the accumulator over-flows. The frequency of the generated signal is controlled by the frequency tuning word (FTW),which can be steered by the user. This signal is then fed into the PFD as the earlier mentioned REFsignal (see chapter 4.2.1). A setup of the NCO with a flip flop is illustrated in figure 4.8.

4.2.4 Controllable oscillator

The controllable oscillator of a PLL, often called a Voltage Controlled Oscillator (VCO), is the partof the phaselock which is controlled by the output value of the PID filter and outputs the signal atthe desired frequency. In order to have an active feedback loop, the signal is also fed back into thePFD to adjust the phase error signal θe continuously. Any sort of oscillator can be approximatedas a VCO if it is possible to be controlled through a modulated voltage [103]. Therefore, lasers canalso be approximated as a VCO, although they would technically be a current controlled oscillator.The general transfer function of a VCO, assuming linear behavior, would be defined through itsinput control signal vc(t), its gainKo and its phase output θo through:
∂θo

∂t
= Ko · vc(t) (4.10)

Linear behavior can be assumed, when the oscillator is in lock or close to it [101]. The specific typeof controllable oscillator is specified by the system it is used in, which will be described in chapter6.

4.3 The developed PLL model

In this section of the thesis, the phaselock model, which was developed for the experiments andmeasurements in chapter 6, is explained. It is based on a basic PLL model described in the previ-ous section and modified for the usage with a laser, whose current is steered via the generatedcontrol value. The DPLL is written in VHDL code and compiled by the Quartus®software from Al-tera for their FPGAs.The setup of the standalone and fully digital phaselock model without the laser is shown in figure4.9.
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Figure 4.9: Illustration of the developed DPLL model with its individual components. It consistsof the NCO which creates the reference frequency for the phaselock, the PFD which creates theerror signal between laser beat and NCO represented through Up and Down signals. This signal issplit up to 8 TRCs and decoders, running at the 300 MHz FPGA clock with different clock phases.The error signal is generated by a subtraction in the synchronizer, after the 8 signals from thedecoder output are synchronized to the 100 MHz clock. This error value is then fed to the digitalPID filter, creating the control value for the laser current driver by passing through a DAC.

The full VHDL code is attached to this thesis and shown in the appendix chapter A.3.
4.3.1 Numeric Controlled Oscillator (NCO)

Starting with the input side of the DPLL, the input setpoint is adjustable by the user through afrequency tuning word (FTW). This FTW needs to be translated into a reference oscillation for thePFD which is realized through a Numeric Controlled Oscillator (NCO) that creates a digital oscilla-tion as previously explained in chapter 4.2.3.The Nyquist limit sets a frequency limit at half the clock of the FPGA, which for the Intel®MAX10FPGA series is fNy = 1/2fF P GA ≈ 150 MHz. The FTW length is also limited to a bF T W = 32 bitsetpoint, although only 31 bits can be used, since the last bit is above the Nyquist limit. The res-olution limit of the NCO setpoint can be calculated to be ∆fNCO = 69.85 mHz:
∆fNCO = fF P GA ·N

2 · 2bF T W
= fNy ·N

2bF T W
= 150 MHz · 2

232 = 69.85 mHz (4.11)
External dividers are usually involved in the path between the photo diode readout of the laserbeat and the PFD input in order to increase the frequency range that electronic components canwork with. They reduce the high frequency signals from GHz to MHz. Consequently, they lowerthe NCOs resolution by the division factors, which is represented by the value N , whose lowestvalue in this setup isN = 2. This NCOwas developed in VHDL code and can be found in appendixchapter A.3.1.

4.3.2 Phase Frequency Detector (PFD)

After generating a tunable digital reference frequency, the DPLL continues with analyzing thephase difference between the two inputs, the NCO and the laser beat. Those inputs are fed intothe Phase Frequency Detector (PFD), whose theoretical functionality was described in chapter4.2.1 and outputs a signal which describes the phase relation between laser and NCO. Since theincoming signal of the laser must be digitalized so that the detector is capable of measuring itsfrequency, it has to be divided by external dividers on the board and in the software. Transformingthe analog laser beat signal is achieved by an effective 1-bit ADC, which is the logic input of theFPGA. The FPGA’s clock runs on a frequency of fF P GA = 300 MHz, so the maximum frequencyan input signal is allowed to have is the Nyquist limit which lies at fNy = 1/2fF P GA = 150 MHz.The aforementioned external dividers are necessary to achieve a readable laser beat frequency,
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which can vary from MHz to GHz.Laser frequencies used for 87Rb transitions lie in the range ofTHz, which are not processable forany electronic devices in the hardware. Therefore, the laser beam with a frequency f1 is mixedwith another beam with frequency f2 close to it, generating mixed frequencies at f1± f2, where
fBeat = f1 − f2 lies in the GHz range. This signal is called laser beat and is commonly used forlaser frequency locking [103] and is fed into the PFDs LAS input. Further information on the lasersystem setups and the electronics will be given in chapter 6. The VHDL code of the PFD is attachedin appendix chapter A.3.2.

4.3.3 Error calculation converting an analog pulse length to a digital phase error

The following section focuses on the error value calculation of the DPLL. In a traditional phaselocksetup it is simply realized by a single phase detector. In order to achieve a higher error resolution,a faster reaction time and higher control bandwidth, the error calculation in the developed PLLis improved by phase shifting the FPGA clock to have four readout points during one clock cycle,which effectively increases the sampling rate. These four phase shifted values need to be addedupto result in a higher resolution error value. This is achieved by four Twisted Ring Counter (TRC)s perPFD output channel, whilst simultaneously minimizing possible bit flips as noise sources throughcounting in Grey code. These counters need to be read out, decoded and synchronized afterwardsto acquire the error value.

Twisted Ring Counter

(a) (b)
Figure 4.10: Illustration of the 4 bit Twisted Ring Counter (TRC) realized with flip flops (figure4.10a) and the resulting lookup table (figure 4.10b). The inputs of the TRC are the Up or DownPFD output and one of the four FPGA phase shifted 300 MHz clocks.

Error signals generated from the PFD, as described earlier, have output values, which consist ofUp and Down signals or e(t) ∈ [−1, 0 − +1] when described by the state machine. In order toincrease the possible output values, a higher readout rate of the PFD would be necessary. ThePFD only sees rising and falling edges of the two input signals resulting in an asynchronous outputsignal to the FPGA clock. It is possible to exploit the asynchronous nature by reading out its output
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error faster than the FPGA clock by creating four phase shifted clocks and using them to read outthe error value at a higher repetition rate. This creates an effective readout rate of 1200 MHz forthe PFD and increases the value’s length to 4 bits. This leads to a higher output value for the errorin case the inputs are very far apart and thus a faster PLL. Furthermore, the Up and Down outputsignals of the PFD are counted separately, so the higher value length is doubled and enables aspectrum for the error output of 8 bits which translates to e(t) ∈ [−128, ..,+128].In order to get those higher values for the error signal, the initial two outputs needed to be addedup which was realized through Twisted Ring Counter (TRC)s driven by the phase shifted clocks.Since there are two PFD outputs and four phase shifted clocks, eight TRCs are needed to addup the two 1 bit signals of the PFD to an 8 bit error value. The counters give out their value inGrey code, which is less sensitive to bit flips, but needs to be decoded to binary code later onfor further processing. The schematic and resulting lookup table of the possible TRC values areshown in figure 4.10a and 4.10b. The VHDL code of the TRC is attached in appendix chapter A.3.3.
Decoder

Since the error signal generated from the TRCs is in Grey code, it needs to be converted to con-ventional code for further processing. A converter which translates these values at the clock rateof the FPGA was implemented for every TRC present in the code. After the converter sequence,the error signal is split into four phase shifted signals with a bit length of bDec = 3 for the Up andDown output of the PFD. The VHDL code of the converter is attached in appendix chapter A.3.4.

Synchronizer

Figure 4.11: Illustration of the synchronizer VHDL code realized as a block diagram by the Quartussoftware. The red/yellow square blocks accumulate the values of each TRC Up/Down output forthree 300 MHz clock cycles. The blue square blocks are flip flop structures to first synchronizethe phase shifted signals to each other and then to the 100 MHz clock. The following circles areadders which first create the accumulated Up and Down signal and afterwards the 8 bit erroroutput through subtraction. The input values have been decoded to conventional binary codefrom Grey code beforehand.

Assuming it would be possible to run the PID filter with fF P GA = 300 MHz, the next processingstep after the decoder is to synchronize the four phase shifted signals to one reference phase andperforming a subtraction, which could be realized with a few flip flops. Unfortunately, the PID cal-culation consists of multipliers larger than 18 bits which cannot run with 300 MHz but only with
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the lower 100 MHz clock of the FPGA. This limit is set by the speed grade of the multiplier ele-ments of the Intel®MAX10 FPGA [123]. This requires an additional setup of flip flops and addersto synchronize the phase shifted input values to each other and create the error output in theslower clock domain. The schematic of the designed synchronizer after it was compiled in Quar-tus is illustrated in figure 4.11Following the synchronization to the 100 MHz, the 8 bit error signal is calculated by a subtractionand fed into the loop filter. The synchronizer code is attached in appendix chapter A.3.5.

4.3.4 PID loop filter

Calculating the P, I and D gain with the provided error signal seems straight forward, since equa-tion 4.6 shows how the gains are calculated. In order to achieve a derivative and integral gain inVHDL code, a pipelining of the error value needed to be introduced. Pipelining in this casemeans,that the error value is on hold for one or more clock cycles and its values are saved in the FPGA’smemory. This enables the calculation of the derivative and integral gain, that are defined as thechange of the error value in time (D) and the steady state error (I). The proportional gain (P) is thecurrent error input.Special notice must be given in this code to the integral response, since it tends to increase exces-sively in a very short time frame. Therefore, it was defined as a very long bit string to not saturateimmediately. Additionally, all gains have a saturation cap to not overflow. The realization can bebest described through a block diagram of the FPGA code, which is illustrated in figure 4.12, whereevery flip flop in the chain introduces a pipelining in the calculation.Furthermore, themultiplication with the factorsKP ,KI ,KD needs to be pipelined as well, sincethe immediate multiplication with the constants would strain the FPGA over its capabilities, dueto the amplification factors being variables controlled by the user.An additional pipeline step is necessary for the summation of the gains which creates the outputvalue for the laser current control. This value also has a saturation cap, since it is turned into ananalog signal by a 16 bit DAC, setting the limit to the accuracy and resolution of the output value.The schematic of the designed PID filter after it was compiled is shown in figure 4.12 and the VHDLcode is attached in appendix chapter A.3.6. In this schematic, every flip flop, adder, multiplier andsaturation block adds a pipelining to the loop filter.

Figure 4.12: Illustration of the PID VHDL code realized with flip flops, multipliers and saturationblocks by the Quartus software. The black square blocks are flip flops and the yellow circles areadders. The blue circles in combination with the blue trapezes are the saturation function for theI gain and the green circles/trapezes combination are the saturation of the sum output. The redcircles are the three multipliers, which multiply the P,I and D gain with their amplification factors.

The output value of this loop filter is a 16 bit signed value, which is fed to a 16 bit DAC, generatingan analog voltage signal that is modulated onto the laser current.The FPGA’s resources which are required for the realization of the DPLL are illustrated in table 4.2.
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Table 4.2: FPGA resources used for the implementation of the DPLL.
DPLL component Logic cells Logic registers 18× 18 multipliers Clock domain

NCO 46 39 0 300 MHzPFD 3 2 0 NoneTRCs 133 128 0 300 MHzDecoders 112 0 0 300 MHzSynchronizer 158 156 0 300 MHz & 100 MHzPID 182 63 3 100 MHz

4.4 Transfer function

Following the description of the separate PLL components, the transfer function of the phase-lock can be obtained. This is necessary in order to compare the DPLL’s performance with thetheoretical performance this control loop would have. A transfer function is obtained by Laplacetransferring the transfer functions of the individual components and describing them with thecomplex frequency s. In the Laplace domain, the open loop and closed loop transfer function canbe obtained by simple multiplication of the components present in the loop. Later on, a trans-fer into the Z-domain is necessary, since digital components are described in control theory by aseries of Dirac pulses, which is realized through this transformation.
4.4.1 Description in the Laplace domain

The transfer function of a system can be calculated to be able to predict a rough dimension ofthe system’s performance. For PLLs, the transfer function can be calculated by dividing its com-ponents in fragments, transferring them into the Laplace domain and calculating the function forevery component and combining them in the end by multiplication. The closed loop and openloop transfer functions can be approximated by assuming a linear PLL model, since transfer func-tions can only be calculated for linear systems [117]. In the following calculations, a basic PLLmodel is used for the calculations and specified later on for the developed DPLL [102]. The basicPLL setup in figure 4.1 can be described by the open loop transfer function G(s) in the Laplacedomain using the complex frequency s = δ + iω through:
G(s) = Y (s)

X(s) = D(s) · F (s) · V (s) (4.12)
withX(s) being the input and Y (s) the output of the PLL after Laplace transformation. Startingwith equation 4.6 for the description of the PID controller, one can Laplace transform this equa-tion to get F (s):

F (s) = KP + KI

s
+KD · s (4.13)

Since the phase detector gets phases as inputs and outputs a phase as well (frequencies are de-fined as the derivative of phases [102]), shown through equation 4.5, it is proportional in the
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Laplace domain and its transfer function can be described by its gainKd:
D(s) = Kd (4.14)

The VCO can be described by the Laplace transfer of equation 4.10. Since its input is a linear valueand it outputs a frequency, it can be described as a componentwith integral behavior and gainKo:
V (s) = Ko

s
(4.15)

By combining equations 4.15, 4.14 and 4.12 the open loop transfer function G(s) for the PLL isobtained:
G(s) = Kd ·

Ko

s
· F (s) (4.16)

The closed loop transfer function H(s) relates the phase of the reference signal θr(s) with thephase of the VCO θo(s) in a closed loop:
θo(s) = H(s) · θr(s) (4.17)

with:
H(s) = G(s)

1 +G(s) = KdKoF (s)
s+KdKoF (s) (4.18)

H(s) also states the efficiency of transmitted phase to the VCO and therefore the phase noisesuppression of the oscillator.A measure of the transmitted phase noise is given by the error transfer function E(s), which de-scribes the relation of θe and θr:
θe = E(s) · θr (4.19)

and is calculated through:
E(s) = 1

1 +G(s) = 1−H(s) (4.20)
The denominator 1 + G(s) = 0 is known as the characteristic equation of a control loop, fromwhich the natural radian frequencyωn and the damping coefficient ζ can be calculated for secondorder PLLs. In case of a loop filter with a derivative gain, the equation tends to get complicated.Inserting equation 4.13 into 4.18 and after some simplifications, which are attached in appendixchapter A.4.1,H(s) can be described through:

H(s) = s2 · (KdKoKD) + s · (KdKoKP ) + (KdKoKI)
s2 · (1 +KdKoKD) + s · (KdKoKP ) + (KdKoKI) (4.21)

From the characteristic equation, one can obtain the damping coefficient ζ and the natural radianfrequency ωn of the loop through:
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1 +G(s) = 0 = s2 + 2ζωns+ ω2
n (4.22)

The factors ζ andωn can now be calculated using equation 4.21 (the intermediate calculations areattached in A.4.2):
ωn =

√
KdKoKI

1 +KdKoKD
(4.23)

ζ = KP

2

√
KdKo

(1 +KdKoKD)KI
(4.24)

4.4.2 Discrete description of the DPLL in the Z-domain

Figure 4.13: Setup of the digital PLL model developed in this thesis in the Z-domain with im-plemented delays. The individual components are described through their transfer functions inthe Z-domain. A possible feed back and feed forward delay is introduced through the factors
z−Dff , z−Dfb .

Digital control systems are discrete. Therefore, they are transferred into the Z-domain to be de-scribed more accurately as a series of Dirac pulses with a sampling period [119]. The bilineartransform maps the s-plane in the Laplace domain onto the z-plane in the Z-domain through thesubstitution [108, 124]:
s← 1

Ts

(
z

z − 1

)
(4.25)

with Ts = 1/fs being the sampling period. The discrete PLL model can be setup in the Z-domainin a similar matter as the basic model in the Laplace domain. The difference between the twomodels are the introduced delays in the system, which are illustrated in figure 4.13.Based on equation 4.18, the system transfer function for the continuousmodel can be transferredwith equation 4.25, resulting in:
H(z) = kdkoF (z) · z−(Dff +Dfb)

1
Ts

(
z

z−1

)
+ kdkoF (z) · z−(Dff +Dfb)

(4.26)

with the transferred gains kd, ko of the phase detector and controllable oscillator. The coefficients
z−Dff and z−Dfb present a possible feed forward and feed back delay in the loop. Assuming
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Dff = Dfb = 0, this leads to:
H(z) = kdkoF (z)

1
Ts

(
z

z−1

)
+ kdkoF (z)

(4.27)

The discrete transfer function of the PID filter can be obtained by using equation 4.13 and trans-forming s with equation 4.25 to z:
F (z) = kP + kI · Ts

(
z

z − 1

)
+ kD

Ts

(
z − 1
z

)
(4.28)

with kP , kI , kD as the PID’s respective transferred gains. After inserting equation 4.28 into 4.27,one can conclude through comparison, that the form of the discrete PLL model without any ad-ditional delays, is very close to the continuous model described in the previous chapter with theaddition of the sampling period Ts to each factor. Since there are three variables (KP ,KI ,KD)but only two factors to describe them as a function of (ζ, ωn), the amplification factors will alwaysbe codependent to each other. Therefore, the coefficients of the Ziegler-Nichols tuning methodin table 4.1 from chapter 4.2.2 are used to obtain the gain amplification coefficients and describethem with ζ, ωn with equations 4.23 and 4.24:

kP = KP

Ts
= 0.6 ·Kc

Ts
(4.29)

kI = KI

Ts
= KPωn

2ζTs
= 0.6 ·Kcωn

2ζTs
(4.30)

kD = KD

Ts
= KdKoKI − ω2

n

KoKd
=

0.6·KdKoKc

ωn
− ω2

n

KdKo
(4.31)

The trade off between maximal overshoot and settling time to steady state can be influenced by
ζ and is usually set, so the overshoot is minimized during a phase error. In praxis, a factor of
0.5 < ζ < 2 is a common range for the damping coefficient and ζ = 1/

√
2 ≈ 0.707 is usuallythe best compromise between overshoot and settling time [97, 102, 108, 119]. The natural radianfrequency ωn is determined through the requirements to the DPLL, since it can be calculatedthrough the desired minimum phase noise ∆ψmax and the required jumping speed between twosetpoints ∂∆ω/∂t. The necessary equations for the calculation are the following:

lim
s→0

2∂∆ω/∂t

s2 · 1
1 +G(s) = 2∂∆ω/∂t

KoKdKI
= 2∂∆ω/∂t

ω2
n,min

= ∆ψmax (4.32)
↔ ωn,min = 2πfn,min =

√
2∂∆ω/∂t

∆ψmax
(4.33)

The developed digital phase locked loop (DPLL) can now be customized to the laser systems toachieve the requirements for atom interferometry described in chapter 3.2, since they set thelimits for the phase noise ∆ψmax and jumping speed ∂∆ω/∂t from whomKP ,KI ,KD can be de-termined.
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4.5 Simulation of the DPLL

Since the implementation of the PID loop filter challenged the FPGA resources to its limit, theassumption in equation 4.27 which stated, that there are no delays in the feedback loop couldnot be realized and an analytical solution in the z-Domain was not possible. Therefore, the DPLLwas simulated with Altera ModelSIM®in order to achieve an estimation of the phaselock’s perfor-mance. In this simulation, the NCO was used as the controllable oscillator, which was locked to afixed frequency setpoint, generated by the simulation programm.

Figure 4.14: Simulation of the DPLL phaselocking a NCO to a fixed frequency setpoint. The NCO isused in this simulation as the controllable oscillator which is locked to a fixed frequency setpoint.The simulation was performed with Altera ModelSIM®.

Figure 4.14 illustrates the simulation of the phaselock, where the NCO is locked to the set fre-quency setpoint. The NCO is being adjusted to the frequency of the generated reference signalby the DPLL, which can be seen in the right zoom in 4.14 after the NCO had a different frequencyin the beginning of the simulation, which is shown in the left zoom. Therefore, the phaselock firstincreases the frequency of the NCO, since the phase error between the signals is large. When thefrequency of the NCO and the reference signal are the same, but the signals are out of phase, thephase locking starts, which is visible at about 310µs, where the phase error oscillates around 0.Around 470µs the signals are phaselocked, since the phase error is 0 from this moment on.The implementation of the loop filter’s I gain revealed to be challenging. The integral part showeditself to saturate very quickly in the simulation, even with the lowest multiplication valueKI = 1.Therefore, it was realized as a bit streamwith 32 bit in order to not saturate immediately and con-stantly output its maximum value. Since the implemented DAC on the developed hardware hasonly 16 bit, the bit stream needed to be reduced before being summed up with the proportionaland derivative gain (the description of the hardware will be subject in the following chapter). Sub-sequently, a cut of the integral gain was unavoidable. Simultaneously, the immediate saturationof the I gain needed to be considered and therefore the lower 10 bits of the calculated I gain werecut out. This increased the possible input values ofKI but at the same time reduced the accuracyof the PID filter, which is the aforementioned disadvantage in section 4.1 of a fully digital PLL.This loss of accuracy and the resulting loss of possible phase noise suppression needs to be con-sidered during the measurements in the following chapters, from which the phaselock’s perfor-mance will be evaluated.After successfully simulating a phaselocked controllable oscillator by the DPLL, it was ready formeasurements with the hardware.
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Hardware

This chapter presents an overview of the hardware used for the DPLL. In order to accomplish therequirements of laser based experiments in microgravity, the developed hardware is part of theTBus standard, which is optimized for compact and autonomous operating systems. It is shortlydescribed in the first section of this chapter for easier comprehension as well as the communica-tion and the power supply board. The hardware, which was developed during this thesis is thethird iteration of the laser frequency control board, which is described in detail afterwards. Thechapter closes with a short description of the laser current driver board, which completes thehardware setup to control a laser system with the DPLL.

5.1 Hardware setup

Figure 5.1: Picture of the hardware setup used for the DPLL measurements which consisted of alaser frequency control board (A), a laser current driver board (B), an Ethernet communicationboard (C) and a power supply board (D).

The DPLL hardware test setup consisted of the laser current driver board, the Ethernet communi-cation board, the power supply board, and the laser frequency control board illustrated in figure5.1. The frequency control board was developed during this thesis and is part of the TBus stan-
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dard, similar to all the boards mentioned before.TBus is an internal design standard for a printed circuit board (PCB) that was specifically created tomeet the requirements of laser based experiments conducted in microgravity environments. Thisstandard is designed to be optimal for compact, self-contained systems like drop tower capsulesand sounding rockets. Originally developed by Dr. Thijs Wendrich for the usage in the QUANTUSdrop tower missions, the TBus standard has been utilized in several PCBs with integrated micro-electronics for experiments in atom optics within the LASUS project, which was supported by theDLR [30].A stack of TBus cards can be accessed via an interface card, which in this setup was the Ethernetcommunication board. USB, PC104, NI-FPGA and plastic optical fibre (POF) are available as possi-ble communication for the TBus as well. The boards used in the testing environment were able tofunction without negative voltages, so a power supply board that supplies positive voltages wassufficient for the environment. As a graphical user interface, LabVIEW®was chosen in order tocontrol the testing environment. The communication protocol of the TBus standard has been de-scribed in detail here [38] and a short summary of the TBus standard is given in appendix chapterA.5.In order to obtain the measured data from the experimental setups, the following lab equipmentwas used in the succeeding sections:
• R&S FSWP Phasenoise Analyzer for obtaining residual phase noise and spectrum data setsin the frequency domain [125],
• R&S RTM3004 oscilloscope for measuring data in the time domain [126],
• R&S HMP4040 as a laboratory power supply connected to the TBus power supply [127].

5.2 Laser frequency control board

(a)
(b)

Figure 5.2: Illustration of the third iteration of the laser frequency control board. In figure 5.3a apicture of the developed frequency controller is shown and in figure 5.2b the functionality of thefrequency controller is illustrated via a block diagram.

First in line is the laser frequency controller, whose Intel®10M16DAF256C8G FPGA [123] includedthe DPLL software. The developed successor of the board’s second iteration is shown in figure5.2a and the schematic and board layout of the frequency controller are shown in the appendixchapter A.6.1.
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The board is capable of controlling up to four lasers simultaneously through one spectroscopylock and three phaselocks/offsetlocks. It consists of the following in- and outputs:
• 1 × Fast alternating current (AC) coupled input for any kind ofmodulation spectroscopywitha high resolution and a high sample rate (12 bit, 25 MSPS) analog digital converter (ADC),for stabilizing a laser on some atomic transition,
• 1 × DDS based sine wave output to enable frequency modulation spectroscopy,
• 3 × Multipurpose inputs which are connected to the FPGA as:

– AC coupled beat inputs, to measure a beat signal for frequency stabilization, up toabout 2 GHz,
– DC coupled inputs with an auxiliary, low speed ADC (12 bit100 kHz), for basic spec-troscopy without modulation to help with locating the frequency of the lasers thatuse other stabilization methods,
– DC coupled RF power detector for amplitude measurements of input signals up to

2 GHz,
• 4 × Fast outputs (14 bit, 25 MHz) for the current drivers, connected via the analog TBusconnector,
• 4 × Slow outputs (14 bit, 100 kHz) to control the temperature controllers or the piezo out-puts, also connected via the analog TBus connector.

The communication with the frequency controller’s FPGA happens through the digital TBus. Thefirst path in figure 5.2b is the spectroscopy path. Via the AC coupled spectroscopy input, themod-ulation transfer spectroscopy stabilization is realized. The input signal is mixed with an internaloscillator and after passing a filter, the resulting signal is fed into a slow PID. Its control value isused afterwards by the DDS chip on board to create a modulation sine wave. This output wave ismodulated onto a laser current to stabilize it to some atomic transition via a gas cell. An additionalphase shifting is also implemented in the path.On the input side, the beat signal is connected to the FPGA by three inputs with each includinga divider IC in their path from ON Semiconductor (MC12093) [128]. The available division valuesareN = 2, 4, 8 in addition to a divider in the FPGA with the possible valuesN = 1, 2. The combi-nation allows a maximum division ofN = 16, enabling a readout frequency limit of 2.2 GHz forbeat frequencies. The readout of the beat signal occurs through the FPGA’s low volt differentialsignalling (LVDS) inputs, which are less sensitive to high frequency noise. This signal can now beprocessed in two ways:
• either by a frequency counter to create a control value via the slow PID (which runs at

10 MHz)
• or by the DPLL to create a control value with its implemented fast PID (which was describedin section 4)

The digital output setpoint of both options is converted to an analog signal by a DAC from TexasInstruments (DAC5672) [129]. The output compliance range goes from 0 V to 3.3 V, which is con-verted to a current range on the laser current driver board, explained in the next section. Theaccuracy of the output signal was strongly dependent on the accuracy of the DAC. The convertedoutput signal goes from the DAC to the fast outputs into the analog TBus, from where it reachesthe laser current driver board.
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If the ECDL’s frequency is steered through its cavity length by a piezo element alongside its cur-rent, the control signal originates from a PID controller also implemented in this board’s FPGA.The control signal is given out through the slowoutputs of the frequency controller into the analogTBus connector by the analog signal output of the DAC.
5.3 Laser current driver board

(a) (b)

Figure 5.3: Illustration of the fourth iteration of the laser current driver board. A picture of thelaser current driver is shown in figure 5.3a and in figure 5.3b the functionality of the current driveris illustrated via a block diagram.

The laser current driver board, as the name suggests, controls the currents of the laser diodesby modulating the control value it receives from the frequency control board onto the current.The output of the DPLL that generates the control value drives one current output on this board.Figure 5.3a illustrates the fourth iteration of the current driver, which was developed by Dr. ThijsWendrich. It is based on a setup described by K. G. Libbrecht and J. L. Hall [130] andmodified withadditional features for remote operation and a more detailed description can be found here [30].The board contains two output ports for the laser current, the maximum amplitude of which isdetermined by two paths on the board:
• the slow input controlling the operating point, that is adjusted in order to convert 5 V to acurrent up to 140 mA, which is specified by the onboard soldering options and set by theuser via the FPGA,
• the fast input controlling the modulation, which is adjusted by the conversion of the 0 V−

3.3 V given out by the frequency control board to a current around 1 mA. This signal ismodulated onto the operating current and includes the control signal of the DPLL output.
The output of the frequency control board and the modulation path is illustrated in 5.3b. Theschematic and board layout is shown in the appendix chapter A.6.2, which includes the paths ofthe operating point and the modulation point. The resistors on the board were adjusted in orderto provide a maximum laser current of 110 mA for the measurements with the laser diode.
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Measurements

This section presents the characterization of the developed DPLL implemented into the new iter-ation of the frequency control board as well as the measurements carried out using this system.Using the hardware configuration described in the previous chapter, a characterization of thephaselock was performed with an electronic VCO, which served as a testing environment for sub-sequent measurements with different laser systems.For the measurements two lasers of the QPort project were utilized and phaselocked to charac-terize the DPLL’s performance. The ability to execute far frequency jumps is a fundamental traitof the DPLL, which is only limited by the current limit of the hardware. Therefore, a laser systemconsisting of ECDLs with a broader current range then the QPort lases was sought after. The lasersdeveloped by the group in the "Humbold Universität zu Berlin" turned out to be an excellent test-ing environment for far frequency jumps, especially since they will be used in the MAIUS-B flightmodel, alongside the DPLL.Ultimately, the phaselock’s performance regarding Raman double diffraction in a MZI setup wastested with 87Rb BECs, that were created in the MAIUS-B physics package [131] using their groundlaser system.

6.1 Preliminary characterization of the DPLL with a VCO

Figure 6.1: Illustration of the setup with a Voltage Controlled Oscillator (VCO) for a preliminaryDPLL characterization. The data for the power and phase noise spectral density of the VCO, theNumeric Controlled Oscillator (NCO) and the reference oscillator were obtained in loop by thePhasenoise Analyzer (FSWP).
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A laser, as explained in chapter 4.2.4, can be approximated as a VCO for the purposes of develop-ing the DPLL. Therefore, in preparation for the implementation with lasers, a testing environmentwith an electronic VCO was realized in order to achieve a phaselock with the DPLL, as illustratedin figure 6.1.A MiniCircuits®POS300+ VCO [132] was used for this setup with an accessible tuning range of
50 MHz between 130 MHz− 180 MHz for the 3.3 V voltage output range of the frequency con-trol card.This setup was assembled to achieve a preliminary characterization of the DPLL for later compar-ison with the performance on a laser system.

6.1.1 Characterization of the NCO and reference oscillator
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Figure 6.2: Results of the NCO measurements. In 6.2a, the power spectral density of the NCOand the reference clock of the TBus stack is illustrated. In 6.2b the one-sided phase noise spectraldensity of the reference clock and the NCO is illustrated. The reference clock ran at a frequencyof 10 MHz and the frequency setpoint of the NCO was set to 18.75 MHz.
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Prior to the measurements with a free running and locked VCO, the Numeric Controlled Oscilla-tor (NCO) needed to be characterized. Since the NCO of the PLL code imprinted its noise directlyonto the oscillator, its power and phase noise spectral density of its signal were measured at adebug pin on the frequency control board with the RTM3004 oscilloscope.The graphs 6.2a and 6.2b show the results of the measurements for the NCO at a carrier fre-quency of 18.75 MHz which translates to the VCO setpoint of 150 MHz. The power spectral den-sity showed a 3 Hz line width at FWHMwith a RBW of 1 Hz. The rms phase noise accumulated to
2 mrad over a bandwidth of 10 Hz− 1 MHz with a RBW of 10 %.The FPGA used the reference clock of the TBus system internally to create the clock frequency forthe NCO and the DPLL code and therefore imprinted its noise into the loop as well. Therefore, thephase noise of the reference clock was imprinted to the NCO and needed to be characterized aswell. The reference oscillator was an oven stabilized quartz oscillator from Abracon® [133] whichran at a stable frequency of 10 MHz± 10 ppb. Figure 6.2a and 6.2b show the results of the mea-surements for the reference oscillator next to the NCO. The power spectral density showed a linewidth of 3 Hz with a RBW of 1 Hz for the oscillator and the phase noise spectral density a rmsphase noise of 350µrad for a bandwidth of 10 Hz − 1 MHz. Spot noise measurements for theNCO and the reference clock are illustrated in table A.2 in the appendix.

6.1.2 Performance without the DPLL

Prior to the characterization of the phaselock in this experimental setup, measurements with aninactive DPLL were conducted. The power and phase noise spectral density of the VCO are il-lustrated in graphs 6.3 and 6.4. They show the power spectral density within a bandwidth of
1 MHz around the carrier peak and the one-sided phase noise spectral density for a bandwidthof 100 Hz − 1 MHz. The spectrum showed a line width of 3 kHz at FWHM with a RBW of 1 kHzand a rms phase noise of 3 rad over the bandwidth with an RBW of 10 %. The RBW for the phasenoise measurement of each FFT segment was based on a percentage of the segment start offsetby the instrument [125].
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Figure 6.3: Measurement results of the DPLL for the power spectral density of the free runningand phaselocked electronic VCO. The frequency setpoint for the phaselocked VCO was set to
150 MHz.
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6.1.3 Performance with the DPLL

Afterwards, the VCO was optimized to a setpoint frequency of 150 MHz where the power andphase noise spectral density plots were obtained. The parameters for these measurements were:
• proportional gain P = 674

• integral gain I = −3

• derivative gainD = 151

• internal dividerN = 8

• correlation factorXCorr = 10

The spectral density of the VCOwith an active DPLL software is illustrated in figure 6.3 and showeda line width of 23 Hz at FWHM. The phase noise spectral density of the locked oscillator is illus-trated in figure 6.4 and revealed a rms phase noise of 30 mrad for a bandwidth of 10 Hz−1 MHzwith a RBW of 10 %. Spot noise measurements for the free running and locked VCO are illustratedin table A.1 in the appendix.

102 103 104 105 106

Output frequency [Hz]

140

120

100

80

60

40

20

Ph
as

e 
no

is
e 

sp
ec

tra
l d

en
si

ty
 [d

Bc
/H

z]

Phase noise VCO (combined plot)
VCO free running
VCO locked
NCO
Ref. clock

Figure 6.4: One-sided phase noise spectral density of the VCO with (red) and without (blue) anactive DPLL. The frequency setpoint for the measurement with an active phaselock code was setto 150 MHz.

6.1.4 Discussion of DPLL results at the VCO

Starting with the characterization of the NCO, the line width at a setpoint of 18.75 MHz wasmeasured to be 3 Hz for an RBW of 1 Hz, which was the highest accuracy that the measurementtool provided for the power spectral density. The reference oscillator was measured to be at thesame line width. A difference could be seen when observing the one-sided phase noise spectraldensity. The NCO had a higher phase noise across the bandwidth from 100 Hz to 1 MHz com-pared to the reference oscillator. The spot noise measurements revealed, that the mean phasenoise of the NCOwas about 10 dBc/Hz higher compared to the reference oscillator between 1 kHzand 1 MHz to the carrier. The spot noise measured at 100 Hz to the carrier revealed to be about
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20 dBc/Hz higher than the reference oscillator. The origin of the noise could be found in the FPGA’sdatasheet [123], which showed, that it’s internal FPGAPLL adds this noise to theNCO. This resultedin the measured rms phase noise of the NCO at about 2 mrad, which was higher than the refer-ence oscillators phase noise of 350µrad.The performance for the electronic VCO showed very promising results by reducing the unlockedVCO’s initial line width from 3 kHz to 8 Hz at FWHM. The integrated phase noise spectral density
Sϕ was decreased from 7 dBc to−30 dBcwhich resulted in the rms phase noise decreasing fromabout 3 rad to 30 mrad for the bandwidth of 100 Hz to 1 MHz. The spot noise measurementalso illustrated very good noise suppression in comparison with the unlocked VCO. Obtained val-ues of spot noise were measured to be below −90 dBc/Hz above a frequency of 1 kHz and at
−64.19 dBc/Hz at 100 Hz to the carrier. Above 1 MHz to the carrier, the phase noise spectraldensity fell below −100 dBc/Hz, which showed the expected low pass filter behavior of a PLL.The control bandwidth was visible through distinguishing the characterizing control peak of a PLLwhich was positioned at roughly 350 kHz.Even though the DPLL showed a promising noise suppression inside its control bandwidth, themean phase noise spectral density of the VCO revealed itself to be about 20 dBc/Hz higher thanthe NCO, whose origin could not be the FPGA’s PLL. The reason for the additional noise was theresult of the way the I gain was generated, as explained in chapter 4. The rounding of the er-ror value in the code resulted in a rounding of small errors to 0 and that led to a reduced noisesuppression of the loop, which was visible in the phase noise spectral density and the rms phasenoise of the VCO. The calculated phase jitter for the bandwidth was measured to be 35 ps.The successful realization of a phaselocked VCO opened the way to test the DPLL with a laser sys-tem, since the noise suppression should be sufficient for an ECDL, which has common line widthsof about a few 100 kHz.

6.2 Characterization of the DPLL with ECDLs

Figure 6.5: Illustration of the laser system setup at the QPort experiment for the characterizationof the DPLL. The beat signal between laser 1 (SL) and laser 2 (MO) is read out by a photo diode (PD)and passed through a frequency divider (1/N) if needed. The output signal is then amplified (Ampl)and split multiple paths. In order to create a feedback loop, the signal is fed back to the frequencycontrol board, where it is processed by the DPLL to create a control value for the current driver sothat the laser can be phaselocked. The other signal path lead to the Phasenoise Analyzer (FSWP)to obtain the power and phase noise spectral density. A jumping sequence between frequencysetpoints is analyzed by a frequency to volt converter, which gives out a signal processable by theRTM3004 oscilloscope.
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The successful demonstration of the phaselock firmware with an electronic VCO opened the wayto the next stage, whichwas testing the phaselock in a laser systemenvironment. The chosen lasersystem is illustrated in figure 6.5 and was part of the neighboring QPort experiment [134, 135]. Afiber diode laser from NKT Photonics®’s laser system Koheras HARMONIK [136] and an ECDL [137]was optically mixed with each other. The resulting beat signal was fed into the input of the fre-quency control board after passing an ZFL-500NL+ amplifier [138] to obtain the necessaryminimalreadout amplitude of the board.The first measurements were conducted with a "free running" master laser, i.e. the laser was notlocked to an atomic transition throughmodulation transfer spectroscopy via a gas cell. Therefore,the frequency of the laser changed with time due to temperature shifts in the laboratory environ-ment. The output current was set to 102.3 mA with an available current tuning range of about
2 mA, which translated to 80 MHz for the DPLL.Since the master laser was not locked, the beat frequency could be tuned close to 350 MHz byadjusting the master laser’s current, thus achieving a testing environment without additional ex-ternal dividers. The internal division for the DPLL was set toN = 8.The data processing of the beat signal by the hardware and phaselock firmware is similar to theprevious testing environment up to the output point of the control value to the fast outputs. Here,the signal was fed from the analog TBus to the laser current driver board andmodulated onto theoutput current which steered the ECDL, as illustrated in figure 5.3b. This laser was therefore titledslave oscillator (SL) and the laser from NKT Photonics was titled the master oscillator (MO). In thefollowing measurements the beat signal was read out in-loop.

Table 6.1: Frequencies of the signals at different measurement points.
Measurement NCO output Beat input Laser/VCO

VCO 18.75 MHz 150 MHz 150 MHzLaser/MO locked 41.25 MHz 330 MHz 1.320 GHzLaser/MO free running 43.75 MHz 350 MHz 350 MHz

Subsequent to the characterizing measurements with a free running MO, the DPLL software wastested with a frequency lockedMO. The NKT laser was locked to the 85Rb cooling transition whichhas a detuning of 1.5 GHz to the 87Rb cooling transition. The beat between SL and MO resultedin a frequency around 1.3 GHz. Since the tuning range for the current amounted to 320 MHzaround the setpoint, the laser could not be locked to a setpoint around 350 MHz. Therefore, anadditional divider withN = 4was added to the path between the readout of the photo diode andthe beat input of the frequency controller. This resulted in a beat frequency close to 350 MHz.The current of the laser current driver was set to 100.8 mA with an available frequency tuningrange for the DPLL of about 320 MHz for the laser without division. An internal division ofN = 8was chosen in addition to the external divider. The measured frequencies in the testing environ-ment differ, depending where in the loop they are measured, since dividers are implemented inthe loop. The values at the NCO output, the frequency control board’s beat input and the actualfrequency at laser/VCO are displayed in table 6.1.
6.2.1 Performance without the DPLL

Prior to the characterization of the DPLL in this laser testing environment, measurements wereconducted using an inactive phaselock to serve as a basis for comparison later on. Figure 6.6a
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depicts the power spectral density of the laser beat with a free running and locked MO, respec-tively. The graph illustrates the frequency spectrum with a bandwidth of 10 MHz close to thecarrier peak and indicated a line width of 40 kHz for a locked and 90 kHz for a free running mas-ter laser at FWHM.Posterior to the measurements of the spectral density, measurements of the one-sided phasenoise spectral density were conducted with an inactive DPLL and a locked and free running mas-ter laser in order to be comparable, which the graph 6.6b displays.
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Figure 6.6: Illustration of the power spectral density 6.6a and the one-sided phase noise spectraldensity 6.6b of the QPort laser beats without the DPLL. The blue curves show the measureddensities with a locked MO and the red curves with a free running MO. The phase noise spectraldensity can only be obtained for a stable oscillation (explained in section 3.2). Therefore, thebandwidth for the measurement was set between 1 kHz and 1 MHz, since an unlocked lasertends to shift with time, which lead to values above 0 dBc/Hz below 1 kHz, i.e. values above thecarrier.
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6.2.2 Performance with the DPLL
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Figure 6.7: Illustration of power spectral densities. In 6.7a the NCO with frequency setpoints forthe locked (blue) and free running MO (red) are displayed. In 6.7b the power spectral density forthe laser beats with active DPLL are illustrated for a locked (red) and free running (blue) MO.

After conducting measurements using an inactive code, the slave ECDL was locked to a beat fre-quency of 350 MHz for a free running master laser. For the measurements with a locked masterlaser, a setpoint of 1.320 GHz was chosen, since the setpoint at 350 MHz couldn’t be reacheddue to mode hops of the laser.In order to evaluate the phase noise and spectral density of the laser beat later on, the NCO sig-nal created by the DPLL code was outputted through a debug pin on the frequency control board.Since the noise from the NCO is directly imprinted onto the oscillator, this allowed for an accuratemeasurement of the phaselock’s performance in the laser environment by subtracting the noiseof the reference.
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Figure 6.8: One-sided spectral density of the phase noise for the reference oscillator, the NCO andthe QPort laser beat (SL) for a locked and free running master oscillator (MO) with active DPLL.

The graph 6.7a show the results of the NCO measurement at a carrier frequency of 43.75 MHzfor the free running and 41.25 MHz for the locked master laser. The spectral density plot showeda 30 Hz line width for the NCO setpoint with the locked and 30 Hz for the NCO setpoint with thefree running master laser at FWHM. The graph 6.8 shows the one-sided phase noise spectraldensity from which the rms phase noise for the different setpoints of the NCO was calculated.The rms phase noise for the NCO setpoint for a free running laser was 3 mrad and for the lockedmaster laser 5 mrad integrated over a frequency bandwidth of 100 Hz− 1 MHz.
Table 6.2: Resulting measurement data at the QPort experiment for the reference oscillator, theNCO, the VCO and the laser beat between SL and MO. The bandwidth for obtaining these valueswas from 100 Hz to 1 MHz.

Signal Carrier Spectral density rms Phase noise Phase jitter
ν0 Sϕ ∆ϕ(f) ∆ϕ(t)

Reference oscillator 10 MHz −70 dBc 350µrad 5 psNCO for VCO 18.25 MHz −60 dBc 2 mrad 15 psNCO/MO locked 41.25 MHz −50 dBc 6 mrad 20 psNCO/MO free running 43.75 MHz −50 dBc 3 mrad 10 psVCO free running ≈ 150 MHz 7 dBc 3 rad 3 nsVCO with DPLL 150 MHz −30 dBc 30 mrad 35 psSL with DPLL/MO locked 1.320 GHz −10 dBc 490 mrad 230 psSL with DPLL/MO free running 350 MHz −5 dBc 800 mrad 360 psSL free running/MO locked ≈ 340 MHz 55 dBc 950 rad 350 nsSL free running/MO free running ≈ 430 MHz 40 dBc 110 rad 50 ns

Following the characterization of the NCO for the setpoint frequencies, the spectrum andphase noise of the laser beat, the spectral density of the laser beat with an active DPLL and alocked or free running master laser respectively, was obtained. The power spectral density of thelaser beat with an active DPLL software showed a line width of 50 Hz for a locked and 70 Hz for afree running master laser at FWHM.
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Interpreting the phase noise spectral density of the laser beat resulted in a rms phase noise of
800 mrad for a free running and 490 mrad for a locked master oscillator, integrated over a fre-quency span of 100 Hz − 1 MHz. The control bandwidth of the DPLL software could also be ob-tained from figure 6.8 through distinguishing the characterizing control peaks of a phase lockedloop which were positioned at roughly 350 kHz in the graph. Spot noise data were also obtainedduring these measurements and are displayed in table A.3 for the reference oscillator, the NCOand the laser beat for a free running and locked master oscillator (MO).From themeasured data for the phase noise, the imprinted phase jitter can be calculated throughequation 3.29 and is displayed for the conducted measurements in table 6.2.
6.2.3 Discussion of DPLL results at the laser system

The NCO’s performance played a critical role by limiting the best possible results to its own per-formance. Since the frequency setpoints for the laser were different to the setpoint for the char-acterization with the electronic VCO, its phase noise and power spectral density was measuredonce more. The measured power spectral density showed a line width of ≈ 3 Hz for all usedsetpoints. The obtained one-sided phase noise spectral density illustrated a noise level below
−110 dBc/Hz between 10 kHz and 1 MHz, between −90 dBc/Hz and −110 dBc/Hz for 1 kHz andaround −70 dBc/Hz for 100 Hz to the carrier. The rms phase noise between the NCO setpointsvary between 2 mrad and 5 mrad with a resulting phase jitter between 12.864 ps and 21.094 ps.The varying phase and spot noise between the different setpoints could be explained by the dig-ital nature of the NCO. Frequencies produced by the NCO as a reference signal for the PFD werecreated through FTWs as explained in section 4.2.3. Certain frequencies in the digital domaincould not be described exactly by a bit stream and were achieved only as a beat signal betweentwo close reference points. This mechanism resulted in worse rms phase noise values of the NCOfor different frequencies.The conducted measurements were carried out with a free running and locked MO to which theSL was phaselocked. This was carried out in order to compare the performance and find possibledifferences. Comparing the power and phase noise spectral densities of the laser beat betweena locked and free running MO revealed overall worse values for the locked MO. Since the onlydifference between the setups are the spectroscopy lock of the MO and the additional externaldivider, the spectroscopy lock could be the only source of additional noise to the system, sincethe divider should not affect the rms phase noise according to [99]. Another indicator that thespectroscopy lock was the origin of the additional phase noise was the fact that the characteriz-ing control peak of the spectroscopy lock was visible. It was positioned around 10 kHz and couldtherefore not be the control peak of the DPLL, meaning it was imprinted into the loop.The lasers performancewith an active DPLL showed a very promising improvement in comparisonwith an unlocked laser. The laser’s power spectral density values were, as expected, worse thenthe VCO’s, since a laser has a much higher initial line width. With an active DPLL the line width ofthe laser beat was reduced from 40 kHz to 50 Hz for a locked and from 90 kHz to 70 Hz for a freerunning MO. The spot noise showed an improvement with an active phaselock by revealing spotnoise values for both laser setups between −50 dBc/Hz and −70 dBc/Hz for frequencies between
100 Hz and 100 kHz and falling below −80 dBc/Hz for frequencies above 1 MHz to the carrier.Spot noise measurements revealed that most of the power of the laser beat was concentratedbelow 100 Hz to the peak, which was one of the requirements for successfully executing Rabipulses for Raman double diffraction assuming a pulse length of 1 ms.The rmsphase noise decreased from 100 rad to 490 mrad for a locked and from 950 rad to 800 mradfor a free running master laser, which resulted in a calculated phase jitter of 230 ps for a lockedand 360 ps for a free running MO.Despite demonstrating promising noise suppression within its control bandwidth, the DPLL ex-
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hibited a mean phase noise spectral density in the laser beat that was approximately 40 dBc/Hzhigher than that of the NCO. The additional noise originated from the implementation of the Igain, which was also present during the measurements with the electronic VCO. The roundingof the error value in the code resulted in the rounding of small errors to 0, thereby reducing thenoise suppression capabilities of the loop. This reduction is evident in both the phase noise spec-tral density and the rms phase noise. Compared to the characterization with the VCO, the meannoise suppression for the laser setupwas 20 dBc/Hzworse, which originated from the higher initialline width of the laser. Therefore, noise could not be as effectively suppressed by the DPLL for thelaser as for the VCO.

6.3 Jumping between frequency setpoints

Following the successful demonstration of the DPLL with a laser system at a fixed setpoint, afrequency jump between two setpoints was carried out. During this sequence, the jumping speedof the phaselockwas obtained andmeasured through a frequency to voltage converter, whichwasinserted in the setup between the external divider and the beat input of the frequency controlboard as an additional measurement point.
6.3.1 Frequency jumps with the QPort laser system
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Figure 6.9: Power and one-sided phase noise spectral density before and after the jumping se-quence.
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Figure 6.10: Frequency jump with the QPort laser system. The SL laser achieved a 280 MHz fre-quency jump from 1.320 GHz to 1.6 GHz in about 35µs.

The jumping sequences were measured with the frequency to voltage converter and an oscil-loscope at the QPort laser system illustrated in figure 6.5. The evaluation of this measurementshowed a jumping speed of 35µs for a frequency difference of 280 MHz for SL, which translatedto a voltage difference around 46 mV. The different frequencies were a result of the amount ofdividers for the separate elements of the loop, since the signal for the NCO was divided byN = 8and the laser beat for the hardware was divided by N = 4. A voltage difference of 40 mV wasmeasured by the frequency to voltage converter for the jump of the beat signals after a divisionbyN = 4. The jumping sequence is illustrated in figure 6.10.Following themeasurement of the jumping speed, the phaselocked laser beat wasmeasuredwithunchanged parameters for the PID filter. The obtained spectral density plots of the laser beat areillustrated in figure 6.9b. The power spectral density plot displayed a FWHM linewidth of< 50 Hzfor the carrier at 1.320 GHz and 90 Hz for the carrier at 1.6 GHz. For a more precise evaluationof the phaselock quality, the one-sided phase noise spectral density of the laser beat for the twofrequency setpoints was measured and illustrated in figure 6.9a. Calculating the rms phase noisefor the two setpoints resulted in a value of 490 mrad for 1.320 GHz and 2 rad for 1.6 GHz byintegrating over a bandwidth of 100 Hz− 1 MHz.
6.3.2 Frequency jumps with the Berlin laser system

According to the PLL theory in chapter 4, the DPLL with its digital PFD should be able to achievefrequency jumps as far as the current range of the hardware allows. Since the laser system ofthe QPort system used piezo elements to extend the cavity and had a rather small current tun-ing range, the jumping performance could not be evaluated for far frequency jumps. For thispurpose, a testing environment with ECDLs was required, which supported a wider laser currenttuning range. A suitable laser setup was available in the "Humbold Universität zu Berlin" withtheir developed ECDLs. Since these lasers were also going to be implemented in the MAIUS-B ap-paratus alongside the DPLL and the developed frequency control board, this testing environmentwas very suitable.Lasers in a space limited setup like sounding rockets servemultiple purposes and need to jump be-tween frequency setpoints in limited time frames, as described in chapter 2 and 3. Furthermore,the pulse length of the π/2 and π pulses during the interferometry sequence set the performance
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requirements to the light fields as described in chapter 3.2. Hence, a better characterization ofthe possible jumping speed of the DPLL as well as the performance quality between two setpointswas necessary.
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Figure 6.11: Spectral density of the laser beat with the ECDLs from Berlin in loop and after division(red) and out of loop before division (blue). The beat signals had their FWHM at a frequency of
8 kHz around the carrier in loop and 12 kHz out of loop with a resolution bandwidth of 1 kHz.The visible peaks around the carrier resulted from the NCO, which imprinted them onto the lasercurrent.

A hardware stack consisting of a laser current driver, the developed frequency control board,a power supply board and an Ethernet communication board was utilized to phaselock a slaveECDL [139] to a master ECDL [140, 141]. The precise measurement setup for the following mea-surement is illustrated in figure A.13 in the appendix.
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Figure 6.12: Illustration of the performed jumping sequenceover 200 MHz (2 GHzbefore division)as a function of time. From 6.12a, a settling time of 420µswas obtained. The frequency deviationis plotted in 6.12b, from which the settling time was also measured to be 420µs.

In this measurement, the beat signal between the two lasers was measured in loop (between thefrequency control beat input and the external divider) parallel to an out of loop measurement
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with an additional light path to a photo diode with an identical divider. Both external dividers hada factor ofN = 10. The power spectral density of the two beats with an active DPLL is illustratedin figure 6.11 and showed an almost identical beat signal with a line width of 8 kHz in loop andabout 12 kHz out of loop around the carrier peak with a resolution bandwidth of 1 kHz.Succeeding the adjustment of the phaselock parameters, a jumping sequence over 2 GHz wasinitiated, which translated to a 200 MHz jump after a division by N = 10 at the beat input ofthe frequency control board. The jumping sequence is illustrated in figure 6.12a. It showed themeasured signal starting to increase in value around 66.4 ms and settling to a constant value at
66.82 ms which resulted in a total time of 420µs to complete the jump. Additionally, the fre-quency deviation was plotted and is illustrated in figure 6.12b.
6.3.3 Discussion of DPLL results for frequency jumps

(a) (b)
Figure 6.13: Power spectral density of the Berlin laser before (6.13a) and after (6.13b) the jumpingsequence with a RBW of 100 kHz. It is visible that the beat signal of the phaselocked laser isnoisier after the jump.

Following the characterization of the DPLL with a laser system, the jumping speed between fre-quency setpoints of the phaselocked laser needed to be evaluated. The first jumping sequencewas carried out with the QPort laser system and revealed a settling time of 40µs for a 280 MHzjump. In order to evaluate if the frequency to voltage converter was limiting the measurement,an additional measurement was carried out with a DDS. It revealed, that the jumping time wascorrectly obtained, since the converter measured a jump of the DDS output (which could jumpbetween frequencies in ns) in under 35µs.Furthermore, it was visible that the performance got worse when changing the frequency set-point since the rms phase noise for the laser beat increased from 490 mrad before the jump toaround 1 rad after the jump was completed.The frequency of the ECDL slave laser in the QPort laser system was steered through its currentby the TBus hardware as well as through its cavity length by piezo elements through additionalcontrol hardware already present at the QPort experiment. Since the piezo element could not beadjusted to a compatible TBus board in order to control it simultaneously the jumping sequencewas limited by the laser current which translated to a frequency tuning range around 280 MHzwithout mode hops. Therefore, an environment was utilized in Berlin with lasers that had a widermode hop free tuning range accessible to the DPLL. Here it was shown that a 2 GHz jump couldbe achievedwith the phaselock in a time frame of about 420µs and that the linewidth of the laserbeat was very similar when measured in loop (about 8 kHz) and out of loop (around 12 kHz).
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Similar to the measurements at the QPort experiment for a jumping sequence, the data obtainedin this measurement setup displayed that the rms phase noise changed after the jumping se-quence to a different setpoint with identical PLL parameters. This could be observed through acomparison of the beat signals’ power spectral densities at the initial setpoint and the final set-point, illustrated in figures 6.13a and 6.13b for the measurement in Berlin and in figures 6.9b and6.9a for the QPort laser system.The calculation of the phase error in the code revealed the cause for the worse performance.Since the phase error was a value of the sampling time of the FPGA and the inputted beat andreference signal’s frequency, its sampling relation changed for different frequency inputs. There-fore, the PID amplification gains could only be optimized for one frequency setpoint and wouldlead to an oscillating loop for a lower detuned setpoint and a weak phaselock at a higher detunedsetpoint. This needs to be considered for double diffraction sequences, since the DPLL has to beoptimized for themost critical frequency, which is the frequency of the Raman transitionωeg witha tolarance of Γg as explained in section 3.2.
6.4 Raman double diffraction of a 87Rb BEC with the DPLL

Figure 6.14: Setup of the Raman lasers and electronics system utilized for the measurements attheMAIUS-B physics package using the ground laser system. Compared to the earlier setup at theQPort experiment (figure 6.5), the laser beat is mixed with a 6.35 GHz microwave signal to scaledown the frequency instead of using additional external dividers.

This section presents the realization of a Mach-Zehnder interferometer (MZI) with Raman doublediffraction using the DPLL. The Raman laser system was set up by controlling the beat signalbetween the cooling laser for the 2D-MOT (Raman laser 1) and the laser used for the repumpingtransition (Raman laser 2) (see chapter 2 for the transitions). Raman laser 2 was phaselocked bythe DPLL beforehand to the Raman transition frequency. The first Raman laser jumped to thefrequency of the |F = 2⟩ → |i⟩ → |F = 1⟩ transition after the ARP sequence, driven with a setdetuning of∆ ≈ 1 GHz. Subsequently, the second Raman laser needed to followwithin a limitedtime frame to set up the light field as well as achieving the accuracy described in section 3.2.The following measurements were carried out and are described in the next sections:
(i) optimization of the phaselock’s loop filter parameters for the frequency setpoints of theRaman transition in regards to jumping speed and rms phase noise
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(ii) tuning of the beam splitter and mirror pulses in their pulse length and intensity for Ramandouble diffraction of 87Rb
(iii) optimization for maximum diffraction efficiency of the BEC into the ± |2ℏk⟩ momentumstates from the initial state |0⟩ by scanning the Rabi oscillation of the Raman transition
(iv) combination to an interferometer with a free evolution time T , which was set to an oper-ating point beforehand
(v) intentional tilt of the apparatus in order to measure the tilt through the atoms populatingthe ground and excited states after the interferometry sequence, calculated by measuringthe population of the excited states as a function of the free evolution time T

The measurements were accomplished using the second generation of the laser frequency con-troller and third generation of the laser current driver in the MAIUS-B ground laser system. Theflight physics package for MAIUS-B was used as a source for BECs. A detailed description of thesystems can be found in [38, 131, 137].
6.4.1 Experimental setup

(a) (b)
Figure 6.15: Illustration of the light fields used for Raman double diffraction in the following mea-surements. The light fields were set up so that they were co-propagating which is shown by thepairs (ω1, k1), (ω2,−k2) and (ω2, k2), (ω1,−k1) in 6.15a. They enabled the atoms in the initialmomentum state |0⟩ to be transferred into both momentum states± |2ℏk⟩ (shown in 6.15b) andabsorb the momentum k1 + k2 of the light field, so that they were inertial sensitive, which wasdescribed in section 3.1.3 [4, 5].

The lasers of theMAIUS-B ground systemwere ECDLs whose frequencies were controlled throughtheir laser current as well as through their cavity length by a piezo controller. The implementedelectronic boards are part of the TBus standard, although they belonged to an older iteration.Since the newer iteration of the boards used for the previous measurements included designchanges, which were not relevant for these measurements, the results were comparable. Fol-lowing these measurements, the DPLL code was updated as well. However, the results can be
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compared too, since the latest version of the phaselock used in earlier sections for the character-ization showed an improved performance regarding rms phase noise and noise suppression.The light fields created by the lasers were fed into optical fibers in a crossed polarization forma-tion, which translated to a σ+σ− overlapping light field in the interferometry chamber. This lightbeam setup represented an alternative beam setup to the Lin||Lin configuration, which is ex-plained in detail here [142]. Furthermore, the light fields were setup in order to transfer a highmomentum of k1 + k2 to the atoms, making them inertial sensitive, as described in section 3.1.3.The light fields are illustrated in figure 6.15a.Showing the possibility of Raman double diffraction with the DPLL was one of the goals of thisthesis. The lasers used for the interferometry sequences were the cooling laser for the 2D-MOT(MO, Raman laser 1) and the laser responsible for the repumping transition (SL, Raman laser 2).The Raman transition |F = 2⟩ → |i⟩ → |F = 1⟩ was carried out with a detuning ∆ ≈ 1 GHzbetween |i⟩ andF ′ as described in chapter 3.1.3 and ωeg = 6.8347 GHz for the Raman transition.The MO jumped to ωeg after the ARP was completed (described in chapter 2) and the SL, whichwas phaselocked by the DPLL needed to follow in a limited time frame of≤ 1 ms. The Rabi pulsesneeded to be optimized towards diffraction efficiency into the excited states.The electronic system setup is illustrated in figure 6.14 and was different to the previous setupat the QPort experiment. The addition of the 6.35 GHz mixing signal achieved laser beat fre-quencies processable for the frequency control board without the addition of external dividers.Furthermore, the piezo element was also steered simultaneously by an additional digital PID inthe frequency control board during these sequences to achieve far frequency jumps.The line width of the ground state Γg, which depended on the pulse duration τBS,M of the beamsplitter and mirror (as described in section 3.2), was the crucial parameter during this sequence.The pulse lengths were set to τBS = 20µs, τM = 40µs during these sequences and the freeevolution time was set to T = 1 ms.

6.4.2 Optimization of the DPLL for the interferometry sequences

Earlier described measurements of frequency jumps had shown that the loop filter parametersfor the gains would need an adjustment to the different frequency setpoints during the inter-ferometry sequences (see section 6.3). Since on-the-flight changing of PID parameters was notachievable with the DPLL, the optimization focus for the parameters was the transition frequencyafter external division. The DPLL setpoint for the beat signal between Raman laser 1 & 2 lied at
ωeg = 484.03 MHz following a jump from a starting frequency of ωpre = 218.03 MHz, whichwas the frequency of the beat signal for the two lasers during laser cooling. These frequency set-points were the result of the mixed signal between the laser beat and the 6.35 GHz microwavereference. The cooling and the repump frequency of 87Rb are 266 MHz apart. By mixing ωeg =
6.834 GHz with the 6.35 GHz signal, the resulting frequency for cooling sequences is ωpre andthe frequency for the Raman transition is ωeg. The beat frequencies for the sequences are shownin table 6.3.The one-sided phase noise spectral density measurements of the phaselocked laser beat at ωegand ωpre is illustrated in figure 6.16 which resulted in a rms phase noise of 710 mrad for ωeg and
900 mrad for ωpre integrated over a bandwidth of 10 Hz− 10 MHz.
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Figure 6.16: One-sided phase noise spectral density of the laser beat between Raman laser 1 andRaman laser 2 with a bandwidth of 10 Hz − 10 MHz. Raman laser 2 was phaselocked to a beatfrequency ofωpre = 218.03 MHzduring laser cooling prior to the interferometry sequence (blue).Laser 1 jumped to the Raman transition and laser 2 needed to follow in≤ 1 ms to set up the lightfields. The loop filter parameters were therefore optimized for a fast frequency jump to reach
ωeg = 484.03 MHz (red). The rms phase noise was optimized for ωeg to 710 mrad close to thecritical gain. 900 mrad was the rms phase noise of ωpre.

The population probability of Ramandouble diffraction depends on the light field intensity and thepulse duration, which was shown through equation 3.7 in chapter 3. Since Raman laser 2 neededto follow Raman laser 1 in order to setup the light fields for the sequence in≤ 1 ms, the phaselockneeded to be adjusted accordingly whilst maintaining a low rms phase noise to drive the Rabi os-cillation as efficient as possible. Therefore, the jumping speed between the frequency setpointsneeded to be as fast as possible without surpassing the critical gain of the DPLL and creating os-cillations of the loop. Hence, the phaselock’s loop filter parameters were set to achieve a jumping
Table 6.3: Beat frequencies before and during the in-terferometry sequence of the lasers used for the Ra-man transition. After being mixed with the 6.35 GHzmicrowave signal, the laser beat signal had the valueof the mixed frequency, which was read out by thelaser frequency control board after amplification.

Beat Value Frequency DPLL setpointbetween in GHz in MHz

Cooler &Repumper ωpre 6.568 218.03Raman 1 &Raman 2 ωeg 6.835 484.03

time of ≤ 1 ms. Additional to the lasercurrent, the PID controller for the piezowas set to a high P and I gain in order toachieve the far frequency jumpwithin thetime limit of ≤ 1 ms, since the laser cur-rent tuning range was insufficient for thefrequency jump of this sequence. The PIDparameters were set to:
• proportional gain P = 410

• integral gain I = 18

• derivative gainD = −70

• internal dividerN = 16

Succeeding the adjustment of the phase-lock parameters for the Raman transition,the setup of the MZI began.
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6.4.3 Tuning of beam splitter and mirror pulses

(a) (b)
Figure 6.17: Light beam intensity in arbitrary units for the beam splitter 6.17a and the mirror pulse6.17b as a function of the normalized population of the ground and excited states. The blue curveillustrates the population of the ground state, the orange and green curve illustrate the populationof the two excited states. The pulse duration for the beam splitter was 20µs and for the mirror
40µs. The intensities for the pulses were found at the red lines, which represent the light beamintensity steered through the current of the AOMs in the path.

AMZIwith a free evolution time ofT = 1 mswas aimed at during thesemeasurement sequences.

Figure 6.18: Graphic illustration of the definitionof PreTof. The interferometry light fields of Ra-man laser 1 & 2 had a Gaussian intensity profile.PreTof was defined as the time before the en-semble fell out of the interferometry light fields("pre time of flight"). During the interferome-try measurements, the mirror (Mir) was aimedto be timed at the middle of the PreTof, whichlied at the intensity maximum of the light fields.This moment in time was chosen in order to en-able the longest possible free fall times T1,2 andthe beam splitters (BS1,2) were adjusted accord-ingly.

The beam splitter and mirror pulses were alsoset to a fixed pulse duration of τBS = 20µsand τM = 40µs. In order to achieve thosepulses with an optimal diffraction efficiency,the beam splitter and mirror pulses requiredto be scanned as a function of the light field in-tensity. The light field intensity was controlledwith an acousto-opticmodulator (AOM)whichsteered the intensity as a function of the in-putted RF signal amplitude, that was createdby the TBus DDS card [30]. The arbitrary unitsin the graph represented the values, whichcould be entered as the amplitude of the RFsignal and created an amplitudemodulation inthe AOM.The light power of the light fields in the in-terferometry fiber amounted to 0.7 mW forthe SL and 1 mW for the MO with a devia-tion of±0.05 mW. The ratio between the twolight fields was slave/master = 1.7 in order tocompensate the AC-Stark shift of the transi-tion states, which is explained in section 3.2.Starting with the first beam splitter, the lightfield intensity was scanned and is illustrated ingraph 6.17a. The purpose of scanning the Rabioscillation over the light beam intensity was tofind the value where the most atoms wherediffracted into the two excited states, prior to
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being transferred back. The scan began at a time 5 ms PreToF, which was defined as the time priorto the ensemble falling out of the light fields of Raman laser 1 & 2. The definition of PreTof is illus-trated graphically in figure 6.18. The results showed a maximum diffraction for a DDS amplitudeof 0.077 arb, where an efficiency of 97 % was measured.Following the intensity scan of the first beam splitter pulse, the intensity for the mirror pulse andthe second beam splitter pulse was carried out. During this measurement, the Doppler shift δDopof the atoms towards the light field due to the momentum absorption of the first pulse and thegravity acceleration needed to be compensated by adjusting the DDS frequency.The intensity scan for the mirror pulse is illustrated in graph 6.17b. For a pulse duration of 40µs,the DDS amplitude of 0.08 arb showed where most of the atoms went through half a Rabi os-cillation period, thus indicating the intensity value of the light fields for the mirror pulse with anefficiency of 79 %.A similar procedure was carried out for the second beam splitter pulse. In comparison to the firstpulse, the Doppler shift δDop needed to be compensated. The optimal intensity for the secondbeam splitter pulse was at an amplitude of 0.071 arb with a diffraction efficiency of 93 %.
6.4.4 Interferometry sequence

(a) (b)
Figure 6.19: Interferometry sequence with a fit for a sine wave with an increasing frequency forthe ground state (red) and the excited states (red). During these measurements, the apparatuswas once tilted by an angle ϕ = 0.29 ◦ (figure 6.19a) and later by an angle ϕ = 0.84 ◦ (figure6.19b). In order to obtain the tilt angle by measuring the population of the excited states, the freeevolution time T was scanned from 0.5 s to 1.5 s by changing the timing of the beam splittersillustrated in figure 6.18. Illustrating the population as a function of T was an accelerated sinewave, which equation 6.1 showed.

Using the pulse settings obtained from the intensity scans of the beam splitters and the mirror inaddition to the tuning of the loop filter parameters of the phaselock for jumping speed, accuracyand rms phase noise, a MZI setup with Double Raman diffraction was tested. A free evolutiontime of 1 ms was chosen. T1 between the first beam splitter and mirror pulse and T2 betweenthe mirror and second beam splitter pulse were set equal T1 = T2 = T . The complete sequenceconsisted therefore of:
• beam splitter pulse with a duration of 20µs and a light field intensity of 0.077 arb resultingin a diffraction efficiency of 97 %

• 1 ms of free evolution time T1

• mirror pulse with a duration of 40µs and a light field intensity of 0.08 arb and an efficiencyof 79 %
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• 1 ms of free evolution time T2

• beam splitter pulse with a duration of 20µs and a light field intensity of 0.071 arb resultingin a diffraction efficiency of 93 % and closing the interferometer.
The acceleration due to the earths gravitation Φacc,g would not add a phase difference to thediffracted atomic ensembles, if the laser beams were aligned perpendicular to the earths acceler-ation. Therefore, the physics package was tilted intentionally, in order to measure the tilt by thepopulation difference between the states. It is illustrated by the tilt of the atom chip towards g⃗ infigure 6.20.

Figure 6.20: Illustration of the angle ϕ, by which the apparatus was tilted intentionally so that itwas measurable through the MZI sequence. The atom chip in the 3D-chipMOT chamber repre-sents the whole physics package in this figure, which was described in chapter 2.

Since the acceleration phase 1.2 is defined as a function of T 2, the probability to find an atom inthe ground state changed from equation 3.9 to:
P (|±1⟩) = sin(sin( ϕ

360◦ · 2π) · |g| · T 2). (6.1)
Outlining the population of the states (equation 3.6) as a function of the free evolution time there-fore led to an accelerated sinewave. The results of theMZI sequence are illustrated in figure 6.19afor a tilt of ϕ = 0.84 ◦ and in figure 6.19b for a tilt of ϕ = 0.29 ◦ with the blue curve representingthe atoms in the ground state |g⟩ and the red curve the atoms in the excited states ± |e⟩. Thisconfirmed the successful realization of Raman double diffraction and a MZI with the DPLL.

6.4.5 Subsequent adjustments

Through evaluation of the population of the ±1st order states at different free fall times for thePreToF, the diffraction into the two excited states revealed to be asymmetrical, which can be seenin graph 6.21a and 6.21b with the intentional tilt of the apparatus being 0. The graphs illustratethe population of the states as a function of the detuning of the Raman laser 2 frequency aroundthe carrier ωeg. This led to the conclusion, that an additional tilt of the apparatus towards a dif-ferent spatial direction introduced an acceleration to the atomic ensemble. An angle of ̸= 0 ledto a detuning difference between the two interferometer arms and therefore a different popula-tion probability of the states. The unintentional acceleration was corrected by comparison of the
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population of the excited states at PreTof 2 ms and 10 ms whilst tilting the apparatus until bothscans where symmetrical.

(a) (b)
Figure 6.21: Frequency scan of population around Ramandetuning for Pretof 2 ms 6.21a and 10 ms6.21b before adjusting the apparatus tilt and DKC.

Furthermore, the scans showed a different frequency detuning for the maximum diffraction ofthe two states which suggested an initial non-zero velocity of the atoms towards the light beams’direction, which led to different detunings to reach the twomomentum states. The reason for theleftover velocity of the atomic ensemble suggested, that the DKC required optimization, since itwas the final sequence prior to the interferometry sequence. Following the adjustment for DKC,the PreTof scans for 2 ms and 10 ms as a function of the detuning were repeated and showed thesymmetrical diffraction into the two states illustrated in graphs 6.22a and 6.22b.

(a) (b)
Figure 6.22: Frequency scan of population around the Raman detuning for Pretof 2 ms 6.22a and
10 ms after an adjusted apparatus tilt and DKC.

Ultimately, a measurement was carried out to observe Rabi oscillations for a longer pulse dura-tion of 60µs and higher light beam intensity. The measurement is illustrated in figure 6.23. TheRabi oscillation for longer durations and a higher light beam intensity revealed a higher dampingof the oscillation.
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Figure 6.23: Illustration of the Rabi oscillation with a longer pulse duration of 60µs and higherlight beam intensity. A second Rabi cycle is visible but with damping.

6.4.6 Discussion of DPLL results for interferometry with Raman double diffraction

The measurements in this section presented the successful realization of a MZI with Raman dou-ble diffraction using the DPLL. The chosen experiment was the ground laser system and flightphysics package of the neighboring MAIUS-B experiment. Since the ground laser system was al-ready using the TBus standardized hardware (with older iterations of the laser frequency controlboard and laser current driver), the setup of the phaselock was achieved in less than a day. Thefirst Raman laser was locked to the 87Rb D2 transition with a detuning of ∆ = 1 GHz to the F ′

states, hence the intermediate state |i⟩. The second Raman laser was phaselocked by the DPLLto the first laser with a frequency difference of ωeg to achieve the |F = 2⟩ → |i⟩ → |F = 1⟩transition. The detuning δ consisting of the Doppler detuning δDop, recoil shift δr and AC-Starkshift δac were calculated beforehand by the experimental staff and compensated by the frequencysetpoint of the laser beat and laser intensity relation between the two Raman lasers.The chosen setpoint for the second Raman laser was at a beat frequency of ωeg = 484.03 MHzbetween Raman laser 1 & 2, mixed with the 6.35 GHz microwave reference. The DPLL neededto achieve the jumping sequence to ωeg from a previous setpoint of ωpre = 218.03 MHz duringlaser cooling within a time frame of≤ 1 ms. ωeg set the requirements to the phaselock as well asthe pulse duration. Since it was chosen to be τBS = 20µs, τM = 40µs, the requirements to thephaselock were set by the line broadening of the pulse duration. The line width of the laser beathad to be below Γg = 1 kHz around the carrier for the chosen pulse durations τBS,M . The DPLLwas therefore optimized to the setpoint ωeg, which resulted in an oscillation of the PLL at ωpre,which was neither relevant for the interferometry sequence nor for the laser cooling sequences.Subsequent to the setup of the PLL to the setpoints, intensity scans of the Raman transition wereconducted to find the optimal intensity for τBS were the atoms of the ensemble were in a super-position between the two momentum states± |2ℏk⟩ and the initial state |0⟩ was almost unpop-ulated. Afterwards, the same measurement was carried out to find the intensity for the mirrorpulse τM . During these measurements, the DDS frequency controlling the AOMs was adjusted tocompensate the Doppler shift. Lastly, the second beam splitter pulse was examined in a similarway as the first two intensity scans. The measurements showed a diffraction efficiency of≈ 97 %for the first beam splitter pulse, ≈ 79 % for the mirror pulse and ≈ 93 % for the second beamsplitter pulse with an optimized DPLL to ωeg.
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Ultimately, a MZI setup was conducted with the previously obtained intensity scans and PLL opti-mization. Since the AI, without adding an intentional phase difference, would show a total phasedifference of δΦ = 0 through detection of the state population, an intentional apparatus tilt wasintroduced for two angle settings. The tilt of the apparatus was measured to be ϕ = 0.84 ◦ in thefirst and ϕ = 0.29 ◦ in the second measurement. Those angles were calculated by the populationof the excited states after the interferometry sequence.The diffraction into the two momentum states turned out to be asymmetric, whose cause was aleftover momentum of the atoms due to the prior DKC sequence. The damping visible in the in-terferometry sequence and the additional measurement of the Rabi oscillation for a longer pulseduration of 60µs and a higher light beam intensity was either the result of the chosen setpointfor Raman laser 2, which was not exactly at the transition frequency ωeg or it was the result of therms phase noise of the laser.Since the laser phase noise in double diffraction does not have an impact to the interferome-try sequence according to theory in the first order, it can only affect the beam splitter or mirrorpulses by losing enough power during the light pulses. Since the beam splitters had an efficiencyof over 90 % and the mirror pulse an efficiency around 80 %, the more probable cause wouldbe a slightly wrong frequency setpoint for the interferometry sequence. Since the mirror haddouble the pulse length of the beam splitters, the line width broadening of the pulse was halfcompared to the beam splitters. If the setpoint frequency was sufficiently close, so that mostof the laser power was within the relevant frequency span for the transition during the beamsplitters, it might have been slightly wrong for the mirror. For an identical light field intensity thiswould result in a reduced diffraction efficiency of the mirror pulse, which was measured, sincethe efficiency dropped by more than 10 % compared to the beam splitters. Unfortunately, thiscould not be investigated further, since the laser system failed shortly after these measurementswere conducted. Nevertheless, a successful demonstration of Raman double diffraction with thedeveloped DPLL was performed during this thesis.



CHAPTER7
Outlook

This thesis presents the realization of a digital phase locked loop (DPLL) for the usage in atom in-terferometry. The phaselock was integrated into the current version of the TBus Laser Frequencycontroller, which was developed during this work.As amain advantage, the DPLL can be employed fast to enable double Raman processes for differ-ent laser systems. In this thesis two standard lasers could be phaselocked to each other by simplyconnecting them to a TBus stack consisting of the laser frequency controller, current driver, powersupply and communication board. After a fast adjustment of the laser current and the PID param-eters, the laser beat could be phaselocked at the desired frequency setpoint.The performance of the DPLL was evaluated by its phase noise suppression. The rms phase noisefor the laser systems was measured between 400 mrad and 800 mrad for a frequency span from
100 Hz to 1 MHz in addition to spot noise measurements at every decade. They revealed risingphase noise values of≈ 20 dBc/Hz between 100 Hz and 1 kHz of the NCO reference, whose originwas the 10 MHz reference oscillator from the TBus stack. The spot noise difference of≈ 20 dBc/Hzbetween the reference oscillator, the NCO and the phaselocked laser beat observable at 100 Hzwas added by the internal FPGA PLL [123], since the reference oscillator passed one FPGA beforethe measurement and the NCO and laser beat passed a second FPGA before being measured.The phase noise difference of≈ 40 dBc/Hz between the NCO signal and the laser beat was a resultof the integral gain realization in the PID code, which could be observed by comparing the phasenoise plots between the signals in figure 6.8. Since the successful implementation demanded areduction of the error signal for the I gain calculation, the integral part of the PID rounded downthe phase error values between the laser beat and the NCO for the calculation. As a result, smallerror values were rounded to 0 for the integral gain and the phase noise suppression was reducedin the process.Fast frequency jumps between different setpoints were also a requirement to the DPLL, sincethey enable the reduction of lasers needed for different experimental sequences. The phaselockachieved a jumping time of 420µs for a frequency jump of 2 GHz and 35µs for 280 MHz. Thisjumping time was sufficiently short in order to use the laser addressing the repumping transitionalso to drive the Raman transitions. The PID parameters needed to be adjusted to fixed valuescorresponding to a specific setpoint, since they change for different setpoints when they are farapart.
The realization of an atom interferometer started by tuning the light field intensity for the beamsplitter and mirror pulses. Following the calculation of the laser frequencies by including the de-tuning from the Doppler shift, the recoil shift and the AC-Stark shift, the DPLL was locked to thecalculated setpoint. Since the lasers addressing the 87Rb repumping transition where also used todrive the Raman transition, theDPLLwas optimized for a low jumping timebetween the frequencysetpoints. Performing a frequency jump there is always a trade off between shortening the timeof the jump and keeping a narrow linewidth with low phase noise. Since double diffraction tech-niques are not affected by the phase noise in the first order a low jumping time was preferred.
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Therefore the DPLL parameters were chosen to favor a fast frequency jump. The frequency jumpis performed between the setpoint for laser cooling ωpre = 218.03 MHz and the setpoint for theRaman transitionωeg = 484.03 MHz. A low jumping time for the laserwas achieved by increasingthe I gain as high as possible at the frequency setpoint which drove the Raman transition. Sincethe length of the beam splitters and mirror pulses set the requirements to the linewidth of thelasers, the loop filter parameters were optimized for ω2. This led to a phaselocked laser close tothe critical gain, which resulted in an oscillating loop at ω1. As explained earlier the requirementsfor laser cooling where less critical than for Raman double diffraction, which was the reason forthe optimization to the setpoint at ω2.This thesis successfully demonstrated coherent splitting and reflection of a BECwith the describedlaser system. Whilst measuring longer pulses for the Rabi oscillation, a damping was measured.This damping was visible in the mirror pulse already, were the efficiency went down more than
10 % compared to beam splitter pulses. This damping could be explained either by the rms phasenoise of the phaselock or by a slightly wrong frequency setpoint of the light fields. Since phasenoise does eventually lead to frequency noise which can produce a damped Rabi oscillation, thefrequency fluctuations should have already influenced the beam splitter pulses visibly. Therefore,the more probable explanation was a slightly wrong frequency setpoint of the light fields. How-ever, with a laser phase noise of 400 mrad to 800 mrad, double diffraction was still achieved.Lastly, an interferometry sequence with the adjusted mirror and beam splitter pulses was exe-cuted, to measure an intentional tilt of the MAIUS-B apparatus, which demonstrated that an AIwas realized with the developed DPLL.Comparing the developed phaselock model with state of the art optical PLLs shows, that theperformance cannot hold up against highly optimized systems [100, 143, 144]. Interferometers,which use double diffraction techniques as well, have shown Rabi oscillations with less damp-ing [20, 145]. Established Raman laser systems with analog or hybrid PLLs reach a suppression ofphase noise spectral densities inside their control bandwidth down to a level of ≈ −110 dBc/Hzwith a control bandwidth around 3.5 MHz [146]. Using ECDLs whose initial natural linewidth iseven narrower, between 10 kHz and 20 kHz [147], also increases the performance of the Ramansystem. All these systems require a high amount of work and time to be optimized, but are supe-rior to the developed DPLL.Nevertheless, the setup time of the DPLL to a laser system and the fast optimization to differentfrequency setpoints due to its digital nature introduces other advantages. For small space appli-cations, e.g. micro satellites, a digital system is very favorable, since parameters of the loop canbe adjusted without soldering and with a communication from far away. Furthermore, the digi-tally tunable NCO reference, even though it is inferior to other reference signals, enables tuningsetpoints as high as the laser current tuning range accessible by the DPLL code which can be from
100 MHz up to 2 GHz, without counting in external dividers. Additionally, already existing lasersystems can use the developed phaselock to increase their performance with little effort. For highprecision space applications, the DPLL needs further improvement in regards to phase noise sup-pression and control bandwidth to compete with other systems. Due to its digital nature, it wouldsurpass analog or hybrid PLLs in space applications once the improvements are realized.
Atom interferometers have grown in importance during the last decades in various fields of re-search. Especially orbit based inertial sensors are a goal for earth science exploration and fun-damental physical research. In order to realize drop tower and sounding rocket based experi-ments like the missions of the QUANTUS family to achieve longer free evolution times, smaller,lighter andmore efficient control electronics are indispensable. The DPLL developed in this thesispresents a great leap towards this goal. It not only reduces the amount of electronics necessary forlaser locks, so that smaller apparatuses that will be needed for orbital missions can soon become
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feasible, it also greatly improves the workflow in the laboratory, by dramatically easing down theintegration of a new laser into the test system. It also allows a more dynamic use of a singlelaser, that can easily be applied and locked to a new target frequency without replacing analogcomponents. Beyond the planned application of this phaselock during the MAIUS-B mission ona sounding rocket and the BECCAL mission on the ISS it represents a level of miniaturization andefficiency that can potentially be applied in micro satellite or free flying missions.There are several ways of improving the current DPLL model. The first logical step would be im-proving the DPLL can be achieved by the implementation of a higher order loop filter. Such a filtercan potentially surpass the phase noise suppression and the control bandwidth of the existing fil-ter. Such a higher order loop filter is challenging with the current FPGA compiler. Since this thesisrepresents the first iteration of the phaselock working with atomic ensembles, this feature wasout of scope.Another way to increase the phaselock performance can potentially be realized based on thedata this thesis provides by optimizing the loop parameters to the results. Furthermore, otherphaselock optimizing techniques which are already realized and characterized in analog phase-locks [97, 102] can be realized digitally and can potentially enhance the performance of the DPLLfurther.It was noticed during this thesis that the parameters for the loop filter did not fit perfectly dur-ing a jumping sequence between two far off frequency setpoints. An enhancement in order tobypass the adjustment of the PID parameters manually, a second internal loop could be imple-mented to adjust the setpoints automatically. This can be realized by including a direct phasenoise measurement in the phaselock program, which the second loop would use as a referencefor optimizing the loop filter parameters. The optimal values for the PID could then be saved inan internal storage for multiple setpoints chosen by the user. For dynamic frequency jumps orsweeps, controlling the parameters could be realized by using more advanced algorithms, whichcould surpass common laser phaselocks in regards to their flexibility for frequency setpoints andtuning range.
Due to the digital nature the DPLL does not consume additional space in a hardware setup and isalso more efficient compared to analog or hybrid PLLs since it is implemented on a FPGA. Withthese characteristics and the aforementioned improvements, the shown DPLL can potentially en-able DFB diode lasers to be used for atom interferometry which can potentially make them fea-sible on micro satellites. With two lasers, the presented DPLL could enable the realization of aninterferometer, which is capable of achieving Raman diffraction with cold atoms in a highly spacelimited environment such as a CubeSat. By realizing such a small AI in regards to space, efficiency,weight and cost, a new thresholdwould be set for the realization of atom interferometers in space.This thesis presents the very first all digital phaselock designed for atom interferometry that is ofan efficiency level to be used in future orbital missions. The system was successfully tested withECDL lasers from Berlin, at the QPort laser system and at the MAIUS-B system. The data gath-ered during these tests lays the foundation for further improvements for this technique whichcan potentially enable interferometry on micro satellites.
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Appendix

A.1 87Rb D2 line data

Figure A.1: 87Rb D2 line data [1]



80 Appendix A. Appendix

A.2 Bragg diffraction

Bragg diffraction [50] is another possible interferometry type. Here, the atomic ensemble ex-periences light pulses, that transfer it to an intermediate state |i⟩ and back, similar to Ramandiffraction, but the transition is between the same internal energy states [92]. Assuming a Braggtransition |F = 1,mF = 0⟩ → |i⟩ → |F = 1,mF = 0⟩, the wave functions in equation 3.2 and3.3 change to:

|g⟩ = |F = 1, 0⟩ (A.1)
|e⟩ = |F = 1, ℏk⃗eff ⟩ (A.2)

simplifying equation 3.8 for the detuning to:
δ = δDop − δr (A.3)

An atomic ensemble with initial momentum |0⟩ can be utilized for single and double diffractionwith Bragg transitions as well [81, 89, 148]. Since the detuning between initial and final state ismuch smaller than for Raman transitions, Bragg diffraction can be realized through a combinationof a laser and two AOMs with a frequency difference of the detuning δ [81]. The disadvantageof Bragg diffraction is that the atomic ensemble, after the interferometry sequence, only differin their spacial position and not their internal states. Hence, the detection following the inter-ferometry sequence is more challenging with an expanding atomic cloud compared to Ramandiffraction.



A.3. VHDL code 81

A.3 VHDL code

A.3.1 Numeric Controlled Oscillator (NCO)

A.3.2 Phase Frequency Detector (PFD)

Listing A.1: Source code of the phase error calculation. The PFD measures the phase differencebetween the beat and the reference signal and gives out two signals, Up and Down. These signalsare then processed by the TRC in Grey code and converted back to binary by a decoder for furtherprocessing. After decoding, 8 phase shifted, 1 bit Up and Down signals reflect the phase error.
12 library ieee;34 use ieee.std_logic_1164.all;5 use ieee.numeric_std.all;67 entity PhaseErrorConverter is8 port (9 clk_A, clk_B, clk_C, clk_D : in std_logic; -- 300+ MHz10 clk_sys : in std_logic; -- 100 MHz11 REF : in std_logic; -- roughly 25 MHz12 LAS : in std_logic; -- roughly 25 MHz13 A_up_out, B_up_out, C_up_out, D_up_out : out unsigned(3 downto 0);14 A_down_out, B_down_out, C_down_out, D_down_out : out unsigned(3 downto 0)15 );16 end entity;1718 architecture arch of PhaseErrorConverter is19 constant TRC_len : integer := 4;20 constant BIN_len : integer := 4;2122 component PhaseFrequencyDetector is23 port(24 RF : in std_logic;25 LO : in std_logic;26 Up : out std_logic;27 Down : out std_logic28 );29 end component;3031 component D_FF is32 port(33 clk : in std_logic;34 D : in std_logic;35 Q : out std_logic36 );37 end component;3839 component TwistedRingCounter is40 generic(41 N : integer range 1 to 20 := 4;42 Saturation : string := "off" -- "on" or "off"43 );44 port(45 clk : in std_logic;46 reset : in std_logic;47 cnt : out std_logic_vector(N-1 downto 0); -- unregistered output48 reg : out std_logic_vector(N-1 downto 0) -- registerered output (falling edge)49 );50 end component;5152 component TRC2BIN is53 generic(54 TRC_len : integer := 4;55 BIN_len : integer := 456 );57 port(
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58 TRC : in std_logic_vector(TRC_len-1 downto 0);59 BIN : out unsigned(BIN_len-1 downto 0)60 );61 end component;6263 signal up, up_A, up_B, up_C, up_D : std_logic:=’0’;64 signal down, down_A, down_B, down_C, down_D : std_logic:=’0’;65 signal TRC_A_up, TRC_B_up : std_logic_vector(TRC_len-1 downto 0);66 signal TRC_C_up, TRC_D_up : std_logic_vector(TRC_len-1 downto 0);67 signal TRC_A_down, TRC_B_down : std_logic_vector(TRC_len-1 downto 0);68 signal TRC_C_down, TRC_D_down : std_logic_vector(TRC_len-1 downto 0);69 signal BIN_A_up, BIN_B_up : unsigned(BIN_len-1 downto 0);70 signal BIN_C_up, BIN_D_up : unsigned(BIN_len-1 downto 0);71 signal BIN_A_down, BIN_B_down : unsigned(BIN_len-1 downto 0);72 signal BIN_C_down, BIN_D_down : unsigned(BIN_len-1 downto 0);7374 begin75 PFD: PhaseFrequencyDetector port map (LAS, REF, up, down);76 Sync_up_A: D_FF port map(clk_A,up,up_A);77 Sync_up_B: D_FF port map(clk_B,up,up_B);78 Sync_up_C: D_FF port map(clk_C,up,up_C);79 Sync_up_D: D_FF port map(clk_D,up,up_D);80 Sync_down_A:D_FF port map(clk_A,down,down_A);81 Sync_down_B:D_FF port map(clk_B,down,down_B);82 Sync_down_C:D_FF port map(clk_C,down,down_C);83 Sync_down_D:D_FF port map(clk_D,down,down_D);84 TRC_A_u: TwistedRingCounter port map(clk_A,up_A,TRC_A_up,open);85 TRC_B_u: TwistedRingCounter port map(clk_B,up_B,TRC_B_up,open);86 TRC_C_u: TwistedRingCounter port map(clk_C,up_C,TRC_C_up,open);87 TRC_D_u: TwistedRingCounter port map(clk_D,up_D,TRC_D_up,open);88 TRC_A_d: TwistedRingCounter port map(clk_A,down_A,TRC_A_down,open);89 TRC_B_d: TwistedRingCounter port map(clk_B,down_B,TRC_B_down,open);90 TRC_C_d: TwistedRingCounter port map(clk_C,down_C,TRC_C_down,open);91 TRC_D_d: TwistedRingCounter port map(clk_D,down_D,TRC_D_down,open);92 BIN_A_u: TRC2BIN port map(TRC_A_up,BIN_A_up);93 BIN_B_u: TRC2BIN port map(TRC_B_up,BIN_B_up);94 BIN_C_u: TRC2BIN port map(TRC_C_up,BIN_C_up);95 BIN_D_u: TRC2BIN port map(TRC_D_up,BIN_D_up);96 BIN_A_d: TRC2BIN port map(TRC_A_down,BIN_A_down);97 BIN_B_d: TRC2BIN port map(TRC_B_down,BIN_B_down);98 BIN_C_d: TRC2BIN port map(TRC_C_down,BIN_C_down);99 BIN_D_d: TRC2BIN port map(TRC_D_down,BIN_D_down);100101 A_up_out <= BIN_A_up;102 B_up_out <= BIN_B_up;103 C_up_out <= BIN_C_up;104 D_up_out <= BIN_D_up;105 A_down_out <= BIN_A_down;106 B_down_out <= BIN_B_down;107 C_down_out <= BIN_C_down;108 D_down_out <= BIN_D_down;109110 end architecture;111112

Listing A.2: Source code of the PFD. The phase and frequency difference between the beat (RF)and reference signal (LO) is measured by this part of the code. The PFD outputs an Up and a Downsignal.
12 library ieee;34 use ieee.std_logic_1164.all;5 use ieee.numeric_std.all;67 entity PhaseFrequencyDetector is8 port(9 RF : in std_logic;
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10 LO : in std_logic;11 Up : out std_logic;12 Down : out std_logic13 );14 end entity;1516 architecture arch of PhaseFrequencyDetector is17 signal U,D : std_logic;18 begin19 Up<=U;20 Down<=D;21 process (RF,LO,U,D)22 begin23 if U=’1’ and D=’1’ then24 D<=’0’;25 U<=’0’;26 else27 if rising_edge(RF) then28 D<=’1’;29 end if;30 if rising_edge(LO) then31 U<=’1’;32 end if;33 end if;34 end process;3536 end architecture;3738

Listing A.3: Source code of the 1 bit D flip-flop.
12 library ieee;34 use ieee.std_logic_1164.all;5 use ieee.numeric_std.all;67 entity D_FF is8 port(9 clk : in std_logic;10 D : in std_logic:=’0’;11 Q : out std_logic12 );13 end entity;1415 architecture arch of D_FF is161718 begin19 process(clk)202122 begin2324 if rising_edge(clk) then25 Q<=D;2627 end if;28 end process;29 end architecture;

A.3.3 Twisted Ring Counter (TRC)

Listing A.4: Source code of the Twisted Ring Counter (TRC). This part of the phaselock code con-verts the Up and Down signal from binary code to Grey code.
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12 library ieee;34 use ieee.std_logic_1164.all;5 use ieee.numeric_std.all;67 entity TwistedRingCounter is8 generic(9 N : integer range 1 to 20 := 4;10 Saturation : string := "off" -- "on" or "off"11 );12 port(13 clk : in std_logic;14 reset : in std_logic;15 cnt : out std_logic_vector(N-1 downto 0); -- unregistered output16 reg : out std_logic_vector(N-1 downto 0) -- registerered output (falling edge)17 );18 end entity;1920 architecture arch of TwistedRingCounter is21 signal Q : std_logic_vector(N-1 downto 0):=(others=>’0’);22 begin23 cnt<=Q;24 process (clk, reset)25 begin26 if reset=’0’ then27 Q<=(others=>’0’);28 else29 if rising_edge(clk) then30 Q(N-1)<=not Q(0);31 if Saturation="on" then32 if Q(0)=’1’ and Q(1)=’0’ then33 for I in 0 to N-2 loop34 Q(I)<=Q(I); -- saturated35 end loop;36 else37 for I in 0 to N-2 loop38 Q(I)<=Q(I+1); -- normal counting39 end loop;40 end if;41 else42 -- no saturation43 for I in 0 to N-2 loop44 Q(I)<=Q(I+1);45 end loop;46 end if;47 end if;48 end if;49 end process;5051 process (reset)52 begin53 if falling_edge(reset) then54 reg<=Q;55 end if;56 end process;575859 end architecture;6061

A.3.4 Decoder

Listing A.5: Source code of the decoder. This decoder has the purpose of decoding the Up andDown signal from Grey code to binary code.
1
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2 library ieee;34 use ieee.std_logic_1164.all;5 use ieee.numeric_std.all;67 entity TRC2BIN is8 generic(9 TRC_len : integer := 4;10 BIN_len : integer := 411 );12 port(13 TRC : in std_logic_vector(TRC_len-1 downto 0);14 BIN : out unsigned(BIN_len-1 downto 0)15 );16 end entity;17181920 architecture arch of TRC2BIN is21 function CountLeft(X : std_logic_vector; C : std_logic) return integer is22 variable i : integer;23 begin24 i:=X’left;25 while ((i>=0) and (X(i)=C)) loop26 i:=i-1;27 end loop;28 return (X’left-i);29 end function;30 begin31 assert (2**BIN_len>=2*TRC_len) report "TRC2BIN: length of output does not fit to input.";32 process (TRC)33 begin34 -- number of valid TRC states: 2 * TRC_len35 -- number of BIN states: 2^BIN_len36 if TRC=(TRC’range=>’0’) then37 BIN<=to_unsigned(0,BIN’length);38 else39 if TRC(TRC’left)=’1’ then40 BIN <= to_unsigned(CountLeft(TRC,’1’),BIN’length);41 -- count number of ones on the left side of TRC42 else43 BIN<= TRC_LEN + to_unsigned(CountLeft(TRC,’0’),BIN’length);44 -- count number of zeros on the left side of TRC45 end if;46 end if;47 end process;48 end architecture;4950

A.3.5 Synchronizer

Listing A.6: Source code of the Synchronizer consisting of several subcomponents. The code syn-chronizes the phase shifted Up and Down signals from the 4 300 MHz clocks to the 100 MHzclock and calculates the error signal via subtraction.
12 library ieee;34 use ieee.std_logic_1164.all;5 use ieee.numeric_std.all;67 entity Sync_total is8 port(9 clk_A, clk_B, clk_C, clk_D : in std_logic;10 clk_sys : in std_logic;11 A_up_in, B_up_in, C_up_in, D_up_in : in unsigned(3 downto 0);
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12 A_down_in, B_down_in, C_down_in, D_down_in : in unsigned(3 downto 0);13 error : out signed(7 downto 0)14 );15 end entity;1617 architecture arch of Sync_total is1819 component TRC_adder is20 port(21 clk_300 : in std_logic;22 TRCBIN_in : in unsigned(3 downto 0);23 TRCBIN_sum : out unsigned(7 downto 0)24 );25 end component;2627 component D_FF_long is2829 generic(30 D_FF_length : integer range 1 to 8:=831 );32 port(33 clk : in std_logic;34 D : in unsigned(D_FF_length-1 downto 0);35 Q : out unsigned(D_FF_length-1 downto 0)36 );37 end component;3839 component Sync is40 port(41 clk_in : in std_logic;42 clk_drive : in std_logic;43 sync_out : out std_logic44 );45 end component;4647 component DE_FF_long is48 generic(49 D_FF_length : integer range 1 to 8:=850 );51 port(52 clk : in std_logic;53 D : in unsigned(D_FF_length-1 downto 0);54 e : in std_logic;55 Q : out unsigned(D_FF_length-1 downto 0)56 );57 end component;585960 signal out_A_up, out_B_up, out_C_up, out_D_up : unsigned(7 downto 0);61 signal out_A_down, out_B_down, out_C_down, out_D_down : unsigned(7 downto 0);62 signal out_A_up2, out_B_up2, out_C_up2, out_D_up2 : unsigned(7 downto 0);63 signal out_A_down2, out_B_down2, out_C_down2, out_D_down2 : unsigned(7 downto 0);64 signal sync_A_up, sync_B_up, sync_C_up, sync_D_up : unsigned(7 downto 0);65 signal sync_A_down, sync_B_down, sync_C_down, sync_D_down : unsigned(7 downto 0);66 signal drive_A_up, drive_B_up, drive_C_up, drive_D_up : unsigned(7 downto 0);67 signal drive_A_down, drive_B_down, drive_C_down, drive_D_down : unsigned(7 downto 0);68 signal sum_up, sum_down : unsigned(7 downto 0);69 signal enable_A, enable_B, enable_C, enable_D : std_logic:=’0’;70 signal output : signed(7 downto 0);7172 begin7374 -- Addding of 4 Bit counter inputs for 3x 300 MHz clock cycles75 Adder_A_up : TRC_adder port map(clk_A, A_up_in, out_A_up);76 Adder_B_up : TRC_adder port map(clk_B, B_up_in, out_B_up);77 Adder_C_up : TRC_adder port map(clk_C, C_up_in, out_C_up);78 Adder_D_up : TRC_adder port map(clk_D, D_up_in, out_D_up);79 Adder_A_down : TRC_adder port map(clk_A, A_down_in, out_A_down);80 Adder_B_down : TRC_adder port map(clk_B, B_down_in, out_B_down);81 Adder_C_down : TRC_adder port map(clk_C, C_down_in, out_C_down);
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82 Adder_D_down : TRC_adder port map(clk_D, D_down_in, out_D_down);83 -- Synchronizing added inputs to 300 MHz shifted clocks (Safety measure)84 Flop_A_up: D_FF_long port map(clk_A, out_A_up, out_A_up2);85 Flop_B_up: D_FF_long port map(clk_B, out_B_up, out_B_up2);86 Flop_C_up: D_FF_long port map(clk_C, out_C_up, out_C_up2);87 Flop_D_up: D_FF_long port map(clk_D, out_D_up, out_D_up2);88 Flop_A_down: D_FF_long port map(clk_A, out_A_down, out_A_down2);89 Flop_B_down: D_FF_long port map(clk_B, out_B_down, out_B_down2);90 Flop_C_down: D_FF_long port map(clk_C, out_C_down, out_C_down2);91 Flop_D_down: D_FF_long port map(clk_D, out_D_down, out_D_down2);92 -- Synchronizing the 4x300 MHz clocks with phase shifts to the 1x100 MHz clock93 -- to generate synchronized enable signals94 Sync_A: Sync port map(clk_A, clk_sys, enable_A);95 Sync_B: Sync port map(clk_B, clk_sys, enable_B);96 Sync_C: Sync port map(clk_C, clk_sys, enable_C);97 Sync_D: Sync port map(clk_D, clk_sys, enable_D);98 -- Synchronizing the inputs to the enable signals at 300 MHz99 -- (gives out signal every 3 clock cycles), which is readable100 -- for the 100 MHz clk flip flop101 Flop2_A_up: DE_FF_long port map(clk_A, out_A_up2, enable_A, drive_A_up);102 Flop2_B_up: DE_FF_long port map(clk_B, out_B_up2, enable_B, drive_B_up);103 Flop2_C_up: DE_FF_long port map(clk_C, out_C_up2, enable_C, drive_C_up);104 Flop2_D_up: DE_FF_long port map(clk_D, out_D_up2, enable_D, drive_D_up);105 Flop2_A_down: DE_FF_long port map(clk_A, out_A_down2, enable_A, drive_A_down);106 Flop2_B_down: DE_FF_long port map(clk_B, out_B_down2, enable_B, drive_B_down);107 Flop2_C_down: DE_FF_long port map(clk_C, out_C_down2, enable_C, drive_C_down);108 Flop2_D_down: DE_FF_long port map(clk_D, out_D_down2, enable_D, drive_D_down);109 -- Synchronizing the inputs to the 100 MHz clock110 Flop3_A_up: D_FF_long port map(clk_sys, drive_A_up, sync_A_up);111 Flop3_B_up: D_FF_long port map(clk_sys, drive_B_up, sync_B_up);112 Flop3_C_up: D_FF_long port map(clk_sys, drive_C_up, sync_C_up);113 Flop3_D_up: D_FF_long port map(clk_sys, drive_D_up, sync_D_up);114 Flop3_A_down: D_FF_long port map(clk_sys, drive_A_down, sync_A_down);115 Flop3_B_down: D_FF_long port map(clk_sys, drive_B_down, sync_B_down);116 Flop3_C_down: D_FF_long port map(clk_sys, drive_C_down, sync_C_down);117 Flop3_D_down: D_FF_long port map(clk_sys, drive_D_down, sync_D_down);118119 process(clk_sys)120 begin121 if rising_edge(clk_sys) then122 sum_up <= resize(sync_A_up,error’length)+resize(sync_B_up,error’length)123 +resize(sync_C_up,error’length)+resize(sync_D_up,error’length);124 sum_down <= resize(sync_A_down,error’length)+resize(sync_B_down,error’length)125 +resize(sync_C_down,error’length)+resize(sync_D_down,error’length);126 end if;127128 if rising_edge(clk_sys) then129 error<=signed(sum_up) - signed(sum_down);130 end if;131132 end process;133 end architecture;

Listing A.7: Source code of one synchronizer subfunction.
12 library ieee;34 use ieee.std_logic_1164.all;5 use ieee.numeric_std.all;67 entity Sync is8 port(9 clk_in : in std_logic;10 clk_drive : in std_logic;11 sync_out : out std_logic12 );13 end entity;1415 architecture arch of Sync is
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1617 component D_FF is18 port(19 clk : in std_logic;20 D : in std_logic;21 Q : out std_logic22 );23 end component;2425 signal out1, out2, out3, out4, out5 : std_logic:=’0’;26 signal andout : std_logic:=’0’;2728 begin29 A1 : D_FF port map(clk_in,clk_drive,out1);30 A2 : D_FF port map(clk_in,out1,out2);31 A3 : D_FF port map(clk_in,out2,out3);32 A4 : D_FF port map(clk_in,out3,out4);3334 andout <= out3 and not out4;3536 Aout: D_FF port map(clk_in,andout,sync_out);3738 end architecture;

Listing A.8: Source code of one synchronizer subfunction.
12 library ieee;34 use ieee.std_logic_1164.all;5 use ieee.numeric_std.all;67 entity TRC_adder is8 port(9 clk_300 : in std_logic;10 TRCBIN_in : in unsigned(3 downto 0);11 TRCBIN_sum : out unsigned(7 downto 0)12 );13 end entity;1415 architecture arch of TRC_adder is1617 component D_FF_long is1819 generic(20 D_FF_length : integer range 1 to 8:=821 );2223 port(24 clk : in std_logic;25 D : in unsigned(D_FF_length-1 downto 0);26 Q : out unsigned(D_FF_length-1 downto 0)27 );28 end component;2930 signal out1, out2, out3, out4 : unsigned(7 downto 0):= (others => ’0’);31 signal TRCBIN_sum1, TRCBIN_sum2 : unsigned(7 downto 0):= (others => ’0’);32 signal TRCBIN : unsigned(7 downto 0):= (others => ’0’);3334 begin35 TRCBIN <= resize(TRCBIN_in,8);36 sync1: D_FF_long port map(clk_300, TRCBIN, out1);37 sync2: D_FF_long port map(clk_300, out1, out2);38 sync3: D_FF_long port map(clk_300, out2, out3);39 sync4: D_FF_long port map(clk_300, out3, out4);40 sync5: D_FF_long port map(clk_300, TRCBIN_sum1, TRCBIN_sum2);4142 process(clk_300)43 begin44 if rising_edge(clk_300) then
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45 TRCBIN_sum1 <= out1 + out2;46 end if;4748 if rising_edge(clk_300) then49 TRCBIN_sum <= TRCBIN_sum2 + out4;50 TRCBIN_sum <= out1;51 end if;52 end process;5354 end architecture;55565758

Listing A.9: Source code of the DE flip-flop with an adjustable bit length.
12 library ieee;34 use ieee.std_logic_1164.all;5 use ieee.numeric_std.all;67 entity DE_FF_long is8 generic(9 D_FF_length : integer range 1 to 8:=410 );11 port(12 clk : in std_logic;13 D : in unsigned(D_FF_length-1 downto 0):= (others => ’0’);14 e : in std_logic;15 Q : out unsigned(D_FF_length-1 downto 0)16 );17 end entity;1819 architecture arch of DE_FF_long is202122 begin23 process(clk,e)242526 begin2728 if rising_edge(clk) then29 if e=’1’ then30 Q<=D;31 end if;32 end if;33 end process;34 end architecture;3536

Listing A.10: Source code of the D flip-flop with an adjustable bit length.
12 library ieee;34 use ieee.std_logic_1164.all;5 use ieee.numeric_std.all;67 entity D_FF_long is8 generic(9 D_FF_length : integer range 1 to 8:=410 );11 port(12 clk : in std_logic;13 D : in unsigned(D_FF_length-1 downto 0):= (others => ’0’);14 Q : out unsigned(D_FF_length-1 downto 0)



90 Appendix A. Appendix

15 );16 end entity;1718 architecture arch of D_FF_long is192021 begin22 process(clk)232425 begin2627 if rising_edge(clk) then28 Q<=D;2930 end if;31 end process;32 end architecture;

A.3.6 PID

Listing A.11: Source code of the proportional integral derivative (PID) loop filter. The purpose of thePID is to generate a control signal to stear the laser current. The filter recieves the synchronizedphase error from the synchronizer and generates a control signal for the current driver board viaan integral, a parallel and a derivative response. This code has 16 bit inputs for the PID amplifica-tion gains so that they can be adjusted by the user.
1 library ieee;23 use ieee.std_logic_1164.all;4 use ieee.numeric_std.all;56 entity PIID is7 port(8 clk : in std_logic;9 Ist : in signed(7 downto 0):= (others => ’0’);10 P_const : in signed(15 downto 0);11 I_const : in signed(15 downto 0);12 D_const : in signed(15 downto 0);13 FastOut : out signed(14 downto 0);14 Setpoint : out signed(15 downto 0)15 );16 end entity;1718 architecture arch of PIID is1920 signal error : signed(15 downto 0):=to_signed(0,16);2122 begin23 process(clk)24 variable preerror : signed(14 downto 0):=to_signed(0,15);25 variable P : signed(15 downto 0):= (others => ’0’);26 variable D : signed(15 downto 0):= (others => ’0’);27 variable I : signed(31 downto 0):= (others => ’0’);28 variable I_shift : signed(17 downto 0):= (others => ’0’);29 variable I_resize : signed(16 downto 0):= (others => ’0’);30 variable P_product : signed(31 downto 0):= (others => ’0’);31 variable I_product : signed(31 downto 0):= (others => ’0’);32 variable D_product : signed(31 downto 0):= (others => ’0’);33 variable sngSetpoint : signed(14 downto 0):= (others => ’0’);34 variable sum : signed(14 downto 0):= (others => ’0’);3536 subtype GIGASIGNED is signed(31 downto 0);37 function saturate(38 input : signed(31 downto 0):= (others => ’0’);39 min : signed(31 downto 0);
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40 max : signed(31 downto 0))41 return GIGASIGNED is42 begin43 if input<min then return to_signed(to_integer(min), 32);44 elsif input>max then return to_signed(to_integer(max), 32);45 else return input;46 end if;47 end function;4849 subtype sng15 is signed(14 downto 0);50 function saturate15(51 input : signed(31 downto 0):= (others => ’0’);52 min : signed(14 downto 0);53 max : signed(14 downto 0))54 return sng15 is55 begin56 if resize(input,15)<min then return to_signed(to_integer(min), 15);57 elsif resize(input,15)>max then return to_signed(to_integer(max), 15);58 else return resize(input,15);59 end if;60 end function;616263 begin64 if rising_edge(clk) then65 sum:=saturate15(P_product+I_product+D_product,to_signed(-8191,15),to_signed(8191,15));66 end if;6768 if rising_edge(clk) then6970 P_product := (P*P_const);71 I_product := (I_shift*I_const(13 downto 0));72 D_product := (D*D_const);7374 end if;7576 if rising_edge(clk) then7778 P :=resize(-Ist,16);79 D :=resize(resize(-Ist,16)-error,16);80 I :=saturate(I-resize(-Ist,32),to_signed(-67108864,32),to_signed(67108863,32));81 I_shift :=I(24 downto 7);82 end if;8384 if rising_edge(clk) then85 error <= resize(-Ist,16);86 FastOut<= sum;87 Setpoint <=shift_left(resize(-Ist,16),2);88 end if;8990 end process;91 end architecture;9293
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A.4 Control theory calculations

In this chapter, the intermediate steps for the calculation of the transfer function in the Laplacedomain as well as the damping coefficient and the natural radian frequency are displayed.
A.4.1 Laplace transfer function

H(s) = G(s)
1 +G(s) = KdKo/sF (s)

s+KdKo/sF (s) (A.4)
↔ H(s) = KdKoF (s)

s+KdKoF (s) (A.5)
↔ H(s) = KdKo(KP + KI/s +KD · s)

s+KdKo(KP + KI/s +KD · s)
(A.6)

↔ H(s) = KdKo(KP + KI/s +KD · s)
s+KdKo(KP + KI/s +KD · s)

· s
s

(A.7)
↔ H(s) = s2 · (KdKoKD) + s · (KdKoKP ) + (KdKoKI)

s2 · (1 +KdKoKD) + s · (KdKoKP ) + (KdKoKI) (A.8)
↔ H(s) = s2 · KdKoKD/1+KdKoKD + s · KdKoKP/1+KdKoKD + KdKoKI/1+KdKoKD

s2 + s · KdKoKP/1+KdKoKD + KdKoKI/1+KdKoKD

(A.9)

A.4.2 Damping coefficient and natural radian frequency

s2 + 2ζωn + ω2
n = 1 +G(s) = 0 (A.10)

↔ s2 + 2ζωn + ω2
n

!= s2 + s · KdKoKP/1+KdKoKD + KdKoKI/1+KdKoKD (A.11)
→ ωn =

√
KdKoKI

1 +KdKoKD
(A.12)

→ 2ζωn = 2ζ
√

KdKoKI

1 +KdKoKD

!= KdKoKP

1 +KdKoKD
(A.13)

↔ ζ =
KdKoKP/2(1+KdKoKD)√

KdKoKI/1+KdKoKD

(A.14)
↔ ζ = (KdKoKP )

√
1 +KdKoKD

2(1 +KdKoKD)
√
KdKoKI

(A.15)
ζ = KP

2

√
KdKo

(1 +KdKoKD)KI
= KP

2KI
ωn (A.16)



A.5. The TBus standard 93

A.5 The TBus standard

The TBus standard serves as an internal design guideline for PCBs specially crafted to meet therequirements of laser-based experiments conducted in microgravity environments. Its primaryfocus is on optimizing performance for compact, self-contained systems such as drop tower cap-sules and sounding rockets. It was originally developed by Dr. Thijs Wendrich for the applicationin the QUANTUS drop tower missions. Within the LASUS project, founded by the DLR, severalPCBs with integrated microelectronics for the use in atom optic experiments have been created.In the context of this thesis, PCBs conforming to the TBus standard are commonly referred toas "cards" or "boards." These cards can be physically stacked together and establish connectionsthrough two board-to-board connectors—one for analog signals and the other for digital signals.While these connectors share similarities with the PC104 standard, they differ in terms of pin ar-rangement and placement, making them mechanically incompatible. Access to a stack of TBuscards is facilitated through an interface card.

Figure A.2: Illustration of a standard TBus read and write cycle with the times t1,2,3 for the writeoperation and t4,5,6,7,8 for the read operation. Amore detailed description can be found here [38].

The TBus offers several connectivity options, including USB, NI-FPGA, Ethernet, and POF. More-over, a connection between the TBus and the PC104 bus can be established using an adapterboard. The laser frequency control board which was developed during this thesis is part of theTBus standard as well as the electronic boards that were utilized in order to obtain the measure-ments with the DPLL in chapter 6.
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Figure A.3: Illustration of a standard TBus boardlayout. The exact pin configuration can be foundhere [30].

The TBus is an 8-bit bus system (8 data lines, 8address lines, 2 command lines, 13 trigger linesand one clock line). A typical read andwrite cy-cle of the TBus is illustrated in figure A.2. Thecommunication between the stacks uses a 3-byte protocol. It can be clocked externally at
10 MHz or 24 MHz. Each card within a stackobtains a specific address via a rotary encoder.The configuration of 8 address lines theoreti-cally permits up to 255 unique addresses foreach stack. To enable the addressing of multi-ple registers on more complicated boards, theaddress byte’s uppermost 4 bits are employedto designate a card, while the lower 4 bits areused to pinpoint registers on the given card.This setup theoretically permits addressing 16cards, each equipped with 16 registers, for ev-ery stack. The communication is enabled via the TBus Dynamic Link Library (DLL). In order to
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specify the address space of a TBus environment, two additional files are required. A stack.xmlfile for every stack specifies the address aswell as the interface and card type in a stack. A card.xmlfor every card in a stack describes the register addresses of this card.The mechanical design of TBus cards is a 100 mm × 100 mm PCB with the PC104 connectors onthe sides. The mechanical design is illustrated in figure A.3. The height of the PC104 connectorsof 16 mm and the PCB thickness of 1.6 mm lead to a height of 17.6 mm for a card in a stack.The TBus was originally designed to have seven different supply voltages. However, seven volt-ages were not practical for the application in the MAIUS-B apparatus, since every supply voltagecorresponds to a heavy battery pack. Therefore, the amount of supply voltages was reduced tothree. The system which was used to obtain the data for Raman double diffraction with the DPLLused boards in the original TBus standard, whilst the characterizationmeasurements of the phase-lock were carried out with boards in the newer TBus standard. However, the relevant electronicpaths of the boards for the measurements with the DPLL stayed the same, which enabled a validcomparison of the phaselock’s performance. A more detailed description of the TBus standard isprovided here [38].
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A.6 Schematics and block diagram

A.6.1 Laser frequency control board

Figure A.4: Schematic of the laser frequency control board. This sheet shows the connections ofthe board between the digital TBus and the FPGA as well as the power supply connection.
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Figure A.5: Schematic of the DDS modulation output and Spectroscopy input of the laser fre-quency control board. This sheet shows the in- and output used to stabilize a laser to an atomictransition through frequency modulation spectroscopy e.g. via a gas cell.
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Figure A.6: Schematic of one multipurpose input of the laser frequency control board. This sheetshows the input which enables the readout of high frequency beat signals up to 2 GHz, RF powerand low frequency spectroscopy signals.
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Figure A.7: Schematic of the fast and slow outputs of the laser frequency control board to theanalog TBus. The fast output illustrated on this sheet is used for transmitting a control signal tothe current drivers, while the slow output transmits a control signal to the temperature controlleror piezo controller.
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Figure A.8: Illustration of the PCB layout of the laser frequency control board.
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A.6.2 Laser current driver

Figure A.9: Schematic of the laser current driver board. This sheet shows the connections ofthe board between the analog TBus as well as the power supply connection and the electroniccomponents which create a low noise power source for the laser current.
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Figure A.10: Schematic of the laser current driver board. This sheet shows the connections of theboard between the digital TBus and the FPGA.



102 Appendix A. Appendix

Figure A.11: Schematic of the laser current driver board. This sheet shows one current output ofthe board. Its solder options set the operating point for the laser current, converted from the lownoise 5 V power source. The output of the laser frequency control board is modulated onto theoperating current, which is also shown on this sheet.
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Figure A.12: Illustration of the PCB layout of the laser current driver board.
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A.7 Additional measurements

A.7.1 Experimental setups

Figure A.13: Jumping setup with ECDLs developed in Berlin for the MAIUS-B experiment.

A.7.2 Spot noise

Table A.1: Spot noise measurement results for the VCO
Signal Spot Noise Frequency

VCO free running −10.01 dBc/Hz 100 Hz
−42.82 dBc/Hz 1 kHz
−66.62 dBc/Hz 10 kHz
−104.95 dBc/Hz 100 kHz
−143.02 dBc/Hz 1 MHz

VCO phaselocked −64.19 dBc/Hz 100 Hz
−94.42 dBc/Hz 1 kHz
−92.95 dBc/Hz 10 kHz
−92.96 dBc/Hz 100 kHz
−113.43 dBc/Hz 1 MHz
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Table A.3: Spot noise measurement results for the reference oscillator, the QPort laser beats andthe NCO with active DPLL
Signal Spot Noise FrequencyReference Oscillator −95.85 dBc/Hz 100 Hz

−131.16 dBc/Hz 1 kHz
−138.06 dBc/Hz 10 kHz
−132.01 dBc/Hz 100 kHz
−133.44 dBc/Hz 1 MHzNCO with MO locked −73.18 dBc/Hz 100 Hz
−120.45 dBc/Hz 1 kHz
−123.96 dBc/Hz 10 kHz
−124.17 dBc/Hz 100 kHz
−125.07 dBc/Hz 1 MHzNCO with free running MO −72.85 dBc/Hz 100 Hz
−109.71 dBc/Hz 1 kHz
−113.46 dBc/Hz 10 kHz
−116.32 dBc/Hz 100 kHz
−118.28 dBc/Hz 1 MHzSL locked with locked MO −55.13 dBc/Hz 100 Hz
−57.07 dBc/Hz 1 kHz
−56.40 dBc/Hz 10 kHz
−66.99 dBc/Hz 100 kHz
−83.85 dBc/Hz 1 MHzSL locked with MO free running −47.55 dBc/Hz 100 Hz
−60.15 dBc/Hz 1 kHz
−64.46 dBc/Hz 10 kHz
−61.24 dBc/Hz 100 kHz
−84.51 dBc/Hz 1 MHz

Table A.2: Spot noise measurement results for the NCO and the reference oscillator
Signal Spot Noise Frequency
NCO −75.41 dBc/Hz 100 Hz

−121.37 dBc/Hz 1 kHz
−125.62 dBc/Hz 10 kHz
−126.51 dBc/Hz 100 kHz
−125.65 dBc/Hz 1 MHz

Reference oscillator −95.85 dBc/Hz 100 Hz
−131.16 dBc/Hz 1 kHz
−138.06 dBc/Hz 10 kHz
−132.01 dBc/Hz 100 kHz
−133.44 dBc/Hz 1 MHz
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A.7.3 Frequency to Volt converter characterization
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Figure A.14: Illustration of the change in frequency of a DDS in Volt as a function of time. Thechange in frequency happens in< 1µs
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Figure A.15: Illustration of the change in frequency of a DDS in Volt as a function of time processedby the frequency to volt converter. The curve is close to themeasured curves for the laser beat andthe limit to how fast the converter reacts is around 35µs for both jumps over 80 MHz (illustratedin figure A.15a) and 200 MHz (illustrated in figure A.15b).
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List of abbreviations

NASA National Aeronautics and Space Administration
DPLL digital phase locked loop
MAIUS Materiewelleninterferometer unter Schwerelosigkeit
QUANTUS Quantengase unter Schwerelosigkeit
BECCAL Bose-Einstein Condensate and Cold Atom Laboratory
MOT magneto-optical trap
DFB distributed feedback
DLR Deutsches Zentrum für Luft und Raumfahrt
DKC Delta kick collimation
ECDL external cavity diode laser
AC alternating current
DC direct current
DAC digital analog converter
ADC analog digital converter
MOT magneto-optical trap
FPGA field programmable gate array
FFT fast Fourier transform
PID proportional integral derivative
AOM acousto-optic modulator
rms root mean square
FTW frequency tuning word
BEC Bose-Einstein-Condensate
ISS International Space Station
POF plastic optical fibre
LASUS Laser unter Schwerelosigkeit
DDS Direct Digital Synthesizer
PLL Phase Locked Loop
NCO Numeric Controlled Oscillator
VCO Voltage Controlled Oscillator
IC Integrated Circuit
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PFD Phase Frequency Detector
LVDS low volt differential signalling
AI atom interferometer
2D-MOT 2-dimensional magneto-optical trap
3D-MOT 3-dimensional magneto-optical trap
3D-chipMOT 3-dimensional chip magneto-optical trap
C-MOT Compression magneto-optical trap
EEP Einstein Equivalence Principle
UFF universality of the free fall
MSB most significant bit
ARP Adiabatic rapid passage
TRC Twisted Ring Counter
RF radio frequency
MZI Mach-Zehnder interferometer
PCB printed circuit board
IC integrated circuit
FWHM full width half maximum
RBW resolution bandwidth
MO master oscillator
SL slave oscillator
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