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Abstract Arlequin coupling coefficient is essential for

concurrent FE-MD models with overlapping domains,

but the calculation of its value is quite difficult when the

geometry of the coupling region is complicated. In this

work, we introduce a general procedure for the prepro-

cessing of a concurrent FE-MD model, given that the

mesh and atoms have already been created. The pro-

cedure is independent of the geometry of the coupling

region and can be used for both 2D and 3D problems.

The procedure includes steps of determining the rel-

ative positions of atoms inside the FE elements in the

coupling region, as well as computing the Arlequin cou-

pling coefficient for an arbitrary point inside the cou-

pling region or on its boundary. Two approaches are

provided for determining the coefficient: the direct ap-

proach and the temperature approach.

Keywords Concurrent FE-MD Coupling · Arlequin

Method · Coupling Coefficient · Weak-Coupling ·
Bridging Domain Method

1 Introduction

Concurrent FE-MD coupling models have found their

applications for mesoscale problems which contain spe-

cial regions where explicit atomistic model is desired

[7, 8], while the size of the entire region is too large to

be fully modeled by atoms. Typical approaches include:
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the bridging domain method [15], the weak coupling

method [1–3, 6]and the Quasicontinuum (QC) method

[13]. In order to keep the energy and momentum con-

sistency in the coupling region, interpolation of energy

is required for the overlapping part of the atomistic and

continuum models. A commonly used interpolation ap-

proach is the Arlequin method [2–5, 15], where the en-

ergy in the coupling region takes the form of

Π = αΠFE + (1− α)ΠMD, (1)

Despite its simple concept, the implementation for com-

puting the coupling coefficient α by the Arlequin method

for general 2D and 3D problems are quite involved. To

the best of the author’s knowledge, no systematic ap-

proach has been presented in literature yet. In this con-

tribution, we would like to introduce a relatively simple
but robust approach for such task.

This contribution is structured in the following way:

the general form of equations of motion for the concur-

rent FE-MD approaches is first reviewed, so that the

difficulty of the implementation can be clearly identi-

fied. The main challenge of obtaining the Arlequin cou-

pling coefficient lies in two-fold: determining the rela-

tive position of the atoms inside the FE elements and

calculating the coefficient at desired positions, e.g. the

Gaussian points of FE elements and atoms in the cou-

pling region. The procedure for both tasks will detailed

in two sections afterwards. Two approaches will be in-

troduced for computing the coupling coefficient: the di-

rect approach and the temperature approach. At the

end, the influence of the coupling coefficient on the dy-

namic behavior of a FE-MD model is investigated by

simulating the propagation of a Gaussian wave in a

2D linear FE-MD model. The behavior of the model

with the coupling coefficient computed from different
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approaches are compared with each other, as well as to

the cases when no scaling and constant coupling coeffi-

cient is used.

2 Equations of Motions

Since our focus in this work is not the material model-

ing, without loss of generality, we will use linear models

as the template for the equations of motion. Moreover,

in the following discussion, we only consider the formu-

lation in the coupling region.

The mechanical energy of the coupling region can

be written as

Π = K + U
K = KFE +KMD

U = UFE + UMD

(2)

where K denotes the kinetic energy and U denotes the

potential energy. The kinetic energy of the FE model

and the MD model can be written as

KFE =
1

2
˙̂uT

(∫
Ωcp

α(X)NT
uNu dV

)
˙̂u =

1

2
˙̂uTM̃u

˙̂u

KMD =
1

2

∑
i

q̇Ti (1− αi)miq̇i =
1

2
˙̂qTM̃ q

˙̂q

(3)

where ˙̂u is the global vector that contains all nodal ve-

locities of the FE model and ˙̂q contains the velocities

of atoms of the MD model. Nu is the shape function

matrix of FE model and mi is the mass of atom i. The

mass matrices M̃u and M̃ q are scaled from the orig-

inal ones by the coupling coefficient α, which has the

boundary values:

α(x) =

{
0, on the MD side

1, on the FE side
(4)

Similarly, the potential energies, for linear models, can

be written in quadratic forms with the scaled stiffness

matrices K̃u and K̃q, as

UFE =
1

2
ûT
(∫

Ωcp

α(x)BTCB dV

)
û =

1

2
ûT K̃uû

UMD =
∑
i

∑
j

qTi
(2− αi − αj)

2
KMD
ij qj =

1

2
q̂T K̃qq̂

(5)

where B is the strain-displacement matrix [14], C is

the consistent elastic tensor [11] and KMD
ij represents

the 2nd order derivative of the potential between atom

i and j at the equilibrium configuration [11], assum-

ing pair potential is used. Vector û contains the nodal

displacements of the FE model and q̂ the atomic dis-

placements of the MD model.

For the weak-coupling method (WCM), the atomic

displacements of the MD model are first interpolated

by a continuous function and then mapped to the FE

model adopting L2 projection [6]. We have

g(u, q,λ) =

∫
Ωcp

λT (u(X)− q(x)) dV = 0

=⇒

(∫
Ωcp

NT
uNu dV

)
û =

(∫
Ωcp

NT
uφq dV

)
q̂

(6)

where the φq is the shape function matrix that inter-

polates the discrete atomistic displacements q̂ into a

continuous representation q(x) and we in addition as-

sume that the Lagrangian multiplier λ is descretized by

the same shape function matrix as the FE displacement

u(x). In such case, the MD solution is decomposed into

two orthogonal parts: its projection to the FE model

and an error part [12]. For the bridging domain method

(BDM), the MD displacements are considered to be

the interpolation of FE nodal displacements [15]. The

Lagrangian multiplier term and the displacement con-

straint can be written as

g(u, q,λ) = λ̂
T

(q̂ − Nû) = 0

=⇒ q̂ = Nû
(7)

where N is a matrix with components of the FE shape
functions evaluated at atomic positions [12].

By observing the above results, the displacement

constraints can be written in a common form as

W uû = W qq̂, (8)

with

W u =

{∫
Ωcp

NT
uNu dV for WCM

N for BDM

W q =

{∫
Ωcp

NT
uφq dV for WCM

I for BDM

(9)

where I denotes the identity matrix. As both matrices

W u and W q are time-independent, the velocity and

acceleration obeys the same constraint,

W u
˙̂u = W q

˙̂q and W u
¨̂u = W q

¨̂q. (10)



Computing Arlequin coupling coefficient for concurrent FE-MD approaches 3

With the above definitions, the equations of motion

for the coupling region can be written as

M̃u
¨̂u = −K̃uû−W T

u λ̂

M̃ q
¨̂q = −K̃qq̂ +W T

q λ̂

W u
˙̂u = W q

˙̂q.

(11)

For details of the derivation, it is referred to [12]. The-

oretically, it is equivalent to apply the constraint on û,
˙̂u or ¨̂u, but due to numerical reasons, the constraint is

usually applied to velocities [15].

After defining the equations of motion, the imple-

mentation difficulties can now be clearly identified. In

Eqn.(9), for the BDM, the coupling matrix W u is the

shape function matrix of the FE model evaluated at the

positions of atoms in the coupling region. On the other

hand, for the WCM, the coupling matrix W q is the in-

tegration of the product of the FE shape function ma-

trix Nu and the MD interpolation function matrix φq.

Nu is defined in the FE model while φq defined in the

MD model. Delaunay triangulation can be used to con-

nect atoms in the coupling region, creating a MD mesh

for the integration. NT
uφq is then evaluated at Gaus-

sian quadrature points in the MD mesh. To evaluate

Nu at the MD quadrature points, the iso-parametric

coordinates of the MD quadrature points within corre-

sponding FE element must be determined. This can be

accomplished by interpolating the iso-parametric coor-

dinates of the nodes, which are the atoms, of the MD

mesh within the corresponding FE element. Therefore,

we need to find out the relative positions of atoms in-

side the FE model in the coupling region. Moreover, the

evaluation of the mass matrices and stiffness matrices

in Eqn.(11) requires the value of the Arlequin coupling

coefficient α. Two approaches for calculating α for an

arbitrary point in the coupling region will be introduced

in Sec. 4.

3 Atomic Positions in FE Models

The calculation of the relative positions of atoms within

the FE elements within the coupling region is not only

essential for evaluating the coupling matrices W u and

W q, but also necessary for identifying the coupling re-

gion and for determining the coupling coefficient. The

coupling region can be defined as the union of FE el-

ements which contain atoms. In this contribution, the

relative positions of atoms in the FE elements are their

iso-parametric coordinates. The detailed procedures for

computing the iso-parametric coordinates of atoms in-

side a given element are detailed in the appendix of

this work. Once the iso-parametric coordinates of atoms

have been determined, the coupling coefficient at atomic

positions can be interpolated from the nodal coordi-

nates of the FE elements.

The procedure for computing the iso-parametric co-

ordinates of a point in an element is called the in-

verse iso-parametric mapping in this work. Whether

this point is inside or outside the element can be de-

termined from values of the obtained iso-parametric

coordinates. Such status will be called in/out status.

In a brute-force approach, we need to check the iso-

parametric coordinates for all atoms of the MD model

with respect to all FE elements. The computational cost

of such procedure is linear to the product of the num-

ber of atoms and the number of FE elements. If no

assumption is made on the geometry of the coupling

region, it is the only universal approach to identify FE

elements that contain atoms. On the other hand, the in-

verse iso-parametric mapping is an expensive operation

by itself. Therefore, in order to improve the efficiency,

it is better to localize the search area so that the inverse

iso-parametric mapping of an given atom needs to be

carried out with respect to only few elements, instead

of the entire FE model.

The localization approach used by us is similar to

the neighbor-list search algorithm [10] for MD simula-

tions. It can be summarized into the following steps:

1. Divide the simulation region into uniform cells. The

minimum size of the cell should be larger than the

size of the largest FE element. Such constraint is

designed for avoiding having cells with no FE nodes

inside.
2. Calculate the cell coordinates xc of all atoms and

FE nodes by:

{xc}i =

⌊
xi

{lc}−1i

⌋
, i ∈ {1, 2, 3} (12)

where lci is the length of the cell in the i-th direction.

3. Go through each FE element and perform the in-

verse iso-parametric mapping only on atoms with

the same cell coordinates as any of its nodes. To

further improve the efficiency, all atoms found to be

within the element shall be marked as ”unavailable”

for future search.

In the first step described above, a lower bound on the

size of the search cell is used to make sure that each cell

contains at least one FE node. This is because, dur-

ing the search, the inverse iso-parametric mapping is

performed to each atom with respect to FE elements

containing at least one node which shares the same cell

coordinates as the atom. Therefore, any cell contains
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atoms but no FE node would be problematic. One ex-

ample of detecting the overlapping domain of an irreg-

ular shape is shown in Fig. 1.

Fig. 1 FE elements containing atoms of the MD model, iden-
tified as the overlapping domain.

4 Arlequin Coupling Coefficient

The Arlequin coupling coefficient interpolates the ener-

gies of different models in the overlapping domain. It

should be 1 on one side of the coupling boundary and 0

on the other side. In this work, it is always denoted by

α, and, without loss of generality, we consider it reaches

identity on the FE side of the coupling boundary and

vanishes at the MD side, as defined in Eqn.(4).

From definitions of the kinetic energies, Eqn.(3),

and the definitions of the potential energies, Eqn.(5),

in the coupling region, the evaluation of the Arlequin

coupling coefficient is required at each integration point

(Gaussian quadrature points in this work) in the FE el-

ements and at each atomic position in the overlapping

region. Such evaluation is quite straightforward for 1D

case, or for the case where the shapes of the MD region

and the coupling region are highly symmetric, such as

square, cube, circle and sphere. But once the shape of

MD domain becomes irregular, the calculation of the

Arlequin coupling coefficient for an arbitrary point be-

comes quite involved. In this section, we introduce two

robust approaches for such situations.

Two common steps for both approaches are first:

coupling boundary search and boundary ray-tracing.

4.1 Coupling Boundary Search

The goal of the coupling boundary search is to find the

FE nodes on the boundary of the coupling region. We

also assume that the boundary can be divided into two

distinct sides: the inner side - the side connected to the

pure MD region; and the outer side - the side connected

to the pure FE region.

Searching for the coupling boundary is equivalent to

searching for the outer boundary of the coupling region

formed by FE elements containing atoms. The basic

idea used in this work is simple: looking for the surface

elements on the boundary of the coupling boundary.

More specifically, they are:

– Nodes, for 1D models;

– Edges, for 2D models;

– Faces (Triangles or quadrilaterals), for 3D models.

When we break each element into a list of objects: for

example, a triangle with nodes [p1, p2, p3] into 3 edges:

[p1, p2], [p2, p3] and [p3, p1], a tetrahedron [p1, p2, p3, p4]

into four triangles [p1, p2, p3], [p1, p2, p4], [p2, p3, p4] and

[p3, p1, p4], a hexahedron element into 6 quadrilateral

elements, so on so forth; If we save all the objects into

a list after sorting the nodal indices in each object in

a fixed order, either ascending or descending. Then we

can determine the number of FE elements an object is

shared by, by counting its repetitions in the list. Since

a surface element is only shared by one FE element, all

the surface elements will appear only once in the list.

They can be identified by searching for the unique en-

tries in the list: the first time taking the indices of the

entries which are the first of their repetitions, while the

2nd time taking the indices of the last of their repeti-

tions. The common indices from these two searches are

then the indices of the unique entries in the list, as it

is only possible for a unique entry to have the index

whose first occurrence in the list equals its last. Two

examples of the identified boundary of the coupling re-

gion are shown in Fig. 2

4.2 Boundary Ray-Tracing

Considering linear Arlequin coupling coefficient [15], for

1D problems it can be computed by:

α(x) =
|x− x0|
|x1 − x0|

, α ∈ [0, 1] (13)

where x is coordinate of a point in the coupling region,

x0 is the coordinate of boundary of the coupling region

on the MD side and x1 is the coordinate on the FE side,
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(a) 2D (b) 3D

Fig. 2 FE elements in the coupling region (yellow) and the
boundary (green). The rest of the model and atoms are not
plotted

Fig. 3 Linear Arlequin coupling coefficients for the FE model
(black) and for the MD model (red): x0 is the coupling bound-
ary on the FE side and x1 is that on the MD side.

as shown in Fig. 3.

The coefficient for the 2D and 3D problems can be

defined in the same way, as

α(x) =
‖x− x0‖
‖x1 − x0‖

, α ∈ [0, 1] . (14)

However, unlike the 1D case, all the positions used in

above equation are vectors instead of scalars. Moreover,

the choices of the boundary points x0 and x1 are not

unique anymore. So the first thing we need to do is

to find a way to define them. From now on, without

special notification, x0 and x1 will always denote the

boundary points mentioned above.

To determine x0 and x1 for a given point x in the

coupling region, we need a line that passes through x,

then its intersection with the inner (MD side) bound-

ary of coupling region is x0 and its intersection with

the outer (FE side) boundary is x1. To define this line,

we need a second point inside the MD region. It is given

the name anchor point in this work, denoted by xa

Once the anchor point is given, we can define a ray

starting from the anchor point and pointing in the di-

rection of x. All we need to do is to find the inter-

sections of this ray with the boundary of the coupling

region. In section 4.1, we introduced the approach of

identifying the boundary of the coupling region by iden-

tifying surface elements of the FE elements containing

atoms. For 2D and 3D problems, we have three types of

boundary elements: bar element for 2D models and tri-

angle and quadrilateral elements for 3D problems. Fur-

thermore, we can always divide a quadrilateral element

with nodes [p1, p2, p3, p4] into two triangles [p1, p2, p3]

and [p1, p3, p4]. Therefore, we only need algorithms for

finding interaction points a) between the ray and the

a 2D line segment and b) between the ray and a tri-

angle. Both approaches are quite standard. They are

just briefly summarized here for the convenience of the

reader. First, the ray can be defined as

x(t) = xa + t (x− xa) . (15)

For 2D problems, a point on the line segments [p1,p2]

can be written as

x(u) = p1 + u (p2 − p1) . (16)

At the intersection point, we have x(t) = x(u), which

yields

xa + t (x− xa) = p1 + u (p2 − p1) (17)

or in the matrix form

[x− xa, p1 − p2]

[
t

u

]
= p1 − xa, (18)

which can be used for solving the parameter t and u.
All variables in bold symbols in the above equation are

2D vectors. If the intersection point is inside the line

segment, then parameter u must satisfy

0 ≤ u ≤ 1. (19)

The condition of t for determine x0 and x1 with be dis-

cussed later.

For 3D problems, a point on a surface triangle ele-

ments [p1,p2,p3] can be written as

x(u, v) = p1 + u (p2 − p1) + v (p3 − p1) . (20)

At the intersection point, x(t) = x(u, v), therefore

xa + t (x− xa) = p1 + u (p2 − p1) + v (p3 − p1) , (21)

yielding

[x− xa, p1 − p2, p1 − p3]

 tu
v

 = p1 − xa, (22)
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and for a point inside the triangle, the parameters (u, v)

must satisfy

0 ≤ u ≤ 1, 0 ≤ v ≤ 1 and u+ v ≤ 1. (23)

When u+v = 1, the point is on the edge [p2,p3]. All the

bolded symbols are 3D vectors. The schematics for the

ray-segment intersection and ray-triangle intersection

are shown in Fig. 4.

(a) 2D (b) 3D

Fig. 4 Intersection of the ray connecting the anchor point
xa and a point in the coupling region x, with element on the
boundary of the coupling region for 2D case (left) and 3D
case (right).

4.3 Determine the Intersection Points

In the first part of the section, we introduced the method

to determine the elements on the boundary of the cou-
pling region. The basic surface elements for 2D prob-

lems are linear bars and for 3D problems are triangles

and quadrilaterals, while the quadrilaterals can be di-

vided into two triangles. In the second part of the sec-

tion, we introduced the algorithms to determine the in-

tersection points between the ray, from an anchor point

in the MD region to an arbitrary point in the coupling

region, and either a segment or a triangle. Now we have

the essential tools for determining the boundary points

x0 and x1 for calculating the Arlequin coupling coeffi-

cient in Eqn.(14).

Depending on the shape of the coupling region, ei-

ther one or multiple anchor points can be used, but the

algorithms for determining x0 and x1, as well as for

calculating the Arlequin coupling coefficient, stay the

same. For simplicity, we use FE-MD models with sim-

ple MD regions, so that one anchor point is necessary,

for the introduction of our algorithms.

To find x0 and x1 for an arbitrary point in the

coupling region, we need to search for the intersection

points between the ray, from the anchor point to the

arbitrary point, and all surface elements on the cou-

pling boundary. For regular cases, only two points of

intersection are found, corresponding to two values of

the parameter t in Eqn.(15). By observing the equa-

tion, we can conclude the first two conditions for t: 1)

t > 0, otherwise the point is not on the ray and 2) a

point with smaller t is closer to the anchor point, i.e.

closer to the MD region. Therefore, if only two points

of intersection are found, then the one with smaller t is

x0 and the other is x1.

Besides regular cases, there can be three types of

irregular cases, as shown in Fig. 5. Assuming x1, x2

and x3 are three points in the coupling region, corre-

sponding to the three types of special cases. x1 is inside

the coupling region, but its ray has multiple points of

intersection with the coupling boundary. x2 is on the

FE side of the coupling boundary and x3 is the on the

MD side of the coupling boundary. Both x2 and x3 are

boundary points themselves. Therefore, from Eqn.(15),

we have t > 1 or t < 1 for all the intersection points

corresponding to x1, while t = 1 for x2 and x3. For x1,

by observation, we can see that the proper choice for its

x0 is the one with the largest value of t in those with

t < 1 (t3 in Fig. 5), while the proper choice for x1 is

the one with the smallest value of t in those t > 1 (t4
in Fig. 5). For x2, it is x1 by itself, and we only need

to apply the above criteria to find x0. For x3, it is x0

by itself, only the criteria for finding x1 is needed.

The procedure for finding the boundary points x0

and x1 for an arbitrary point inside the coupling re-

gion or on the boundary of the coupling region can be

summarized as:

1. Identify the surface elements on the coupling bound-

ary based on the mesh of the FE model. If the sur-

face elements are quadrilaterals, break them into tri-

angles;

2. Choose a proper anchor point inside the MD region;

3. Find all the points of intersection between the ray

defined by Eqn.(15) and the surface elements on the

coupling boundary. The value of t for all valid candi-

dates must be positive, denoted by {ti}, with ti > 0;

4. Denote the value of t for x0 as T0 and that for x1

as T1; Initialize T0 by 0 and T1 by a large number,

denoted by T init1 ; Then

T0 = max {ti|ti < 1}
T1 = min {ti|ti > 1} .

(24)
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If T0 = 0, then it means the point inside the coupling

region is on the MD side of the coupling boundary.

If T1 = T init1 , then it means it is on the FE side.

Therefore

T0 = 1.0 If T0 = 0 by Eqn.(24).

T1 = 1.0 If T1 = tinit1 by Eqn.(24).
(25)

5. Compute the boundary points x0 and x1 from T0
and T1 by Eqn.(15).

Fig. 5 Different cases of the intersection points on the
boundary of the coupling region, where xa is the anchor
point, x1, x2 and x3 are some points in or on the coupling
region, corresponding to the three types of special cases men-
tioned in Sec. 4.3. t1 to t6 are the values solved from Eqn.(17)
as the candidates of x0 and x1 for x1.

4.4 Calculating the Coupling Coefficient

After finding the boundary points x0 and x1, we can

then compute the Arlequin coupling coefficient for a

point inside the coupling region by Eqn.(14). For calcu-

lating the scaled mass matrix in Eqn.(3) and the scaled

stiffness matrix in Eqn.(5) of the FE model, we need

to calculate the coefficient for all Gaussian points. For

the MD model, the coefficient at the each atomic posi-

tion in the coupling region need to evaluated. Without

adaptivity, such operation needs to be performed only

once. Otherwise, this operation needs to be carried out

whenever the coupling region changes. In this subsec-

tion, we introduce two approaches: the direct approach

and the temperature approach.

For the direct approach, the boundary points x0

and x1 are found for every Gaussian points in FE ele-

ments and MD atoms in the coupling region, then the

Arlequin coupling coefficient is computed by Eqn.(14).

The direct approach can be quite expensive because

the number of atoms and Gaussian points in the cou-

pling region can be quite large, and the procedure for

searching the boundary points needs to be carried out

for each of them. The computational cost is propor-

tional to (Nmd +Ngp)N
surf
el , where Nmd is the number

of atoms in the coupling region, Ngp is the number of

Gaussian points and Nsurf
el is the number of surface el-

ements on the coupling boundary.

Here we introduce a more efficient approach: the

temperature approach. For this approach, we consider

the Arlequin coupling coefficient as temperature, as both

of them are positive scalars. Since the coefficient is zero

on the MD side of the coupling boundary and one on

the FE side. We can use them as the boundary condi-

tions. Then the coefficient for all the FE nodes inside

the coupling region can be computed by solving a linear

thermal conduction problem, i.e.

Kθα̂ =

(∫
Ωcp

BT
θ καBθ dV

)
α̂ = 0

α0 = 0 and α1 = 1,

(26)

whereBθ is the temperature-gradient matrix [14], κα is

the conductivity matrix which can be simply set to the

identity matrix. α̂ is the vector containing the values

of the coefficient at FE nodes in the coupling region,

α0 means the value of the coefficient at the MD side of

the coupling boundary and α1 the value at the FE side

of the coupling boundary. After solving for the nodal

values, its value at the Gaussian points in the FE ele-

ments can be interpolated by the shape functions. On

the other hand, the iso-parametric coordinates of all the

atoms in the coupling region are obtained by the inverse

iso-parametric mappings described in Sec. 6. Therefore,

the Arlequin coupling coefficient for the atoms can be

also interpolated from the nodal values by the FE shape

functions. However, the coefficient obtained by the tem-

perature approach is slightly nonlinear. 2D and 3D ex-

amples of the coupling coefficient obtained by these two

approaches are given in Fig. 6 and Fig. 7.

After generating the mesh for the FE model and

creating atoms for the MD model, the remaining steps

of the preprocessing for a concurrent FE-MD model can

be summarized as

1. Perform the inverse iso-parametric mapping intro-

duced in Sec. 6 on all the atoms, with respect to the

FE elements; This step not only identifies the cou-

pling region, but also determines the iso-parametric

coordinates of the atoms in the coupling region in-

side the FE elements, which will be used later;
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(a) Direct Approach

(b) Temperature Approach

Fig. 6 Examples of the computed Arlequin coupling coeffi-
cient for 2D problems by the direct approach (top) and by
the temperature approach (button), where the MD region is
in the middle and the coupling boundary is highlighted by
green. The coefficient α is used as the scaling factor for the
energies of FE model in the coupling region, while 1 − α as
the scaling factor for the MD model.

2. Identify the surface elements on the coupling bound-

ary by the procedure introduced in Sec. 4.1;

3. Calculate the Arlequin coupling coefficient α for all

the FE nodes in the coupling region:

– Choose proper anchor point inside the MD re-
gion, according to its geometry;

– If the direct approach is chosen, then search for

the boundary points x0 and x1 for all FE nodes

in the coupling region by the procedure intro-

duced in this section and compute α according

to Eqn.(14);

– If the temperature approach is chosen, it is only

necessary to identify the FE nodes on the bound-

ary of the coupling region, by using the bound-

ary ray-tracing algorithm. Then, the nodal val-

ues of α inside the coupling region can be deter-

mined by the thermal conduction analogy, Eqn.(26).

4. Determine the values of α at all the Gaussian points

in the FE elements in the coupling region by inter-

polating the nodal values;

5. Determine the values of α at all atomic positions in

the coupling region also by interpolating the nodal

values of the FE elements containing them. In this

step, the iso-parametric coordinates obtained at the

first step are necessary. Once the values of α is

(a) Direct Approach, MD

(b) Direct Approach, FE

(c) Temperature Approach, MD

(d) Temperature Approach, FE

Fig. 7 Examples of the computed Arlequin coupling coeffi-
cient for 3D problems from the direct approach, (a) and (b),
and from the temperature approach, (c) and (d), where the
MD region is inside the middle and the coupling boundary
is highlighted by green. The color represents the value of the
scaling factor, α for the FE model and 1 − α for the MD
model.
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known, the scaling factor used for the MD model

is 1− α, as shown in Fig. 6 and Fig. 7.

5 Numerical Examples

In this section, we use a 2D example to demonstrate

the importance of Arlequin coupling coefficient. The

initial configuration of the model is shown in Fig. 8.

A Lennard-Jones type of potential is used

φ(r) = ε
[( n
m

)(r0
r

)m
−
(r0
r

)n]
, (27)

where r0 is the equilibrium distance. Since the actual

physical units are of no importance in this work, the

following parameters are used:

ε = 1, n = 6, m = 12 and r0 = 1.2405.

The MD model is a 2D lattice with lattice vectors:

a1 = r0

[√
2

2
,−
√

2

2

]T
and a2 = r0

[√
2

2
,

√
2

2

]T
.

The FE model has uniform mesh with linear quadrilat-

eral elements. The length of the edge of each element

is 5.2632. There are 336 elements in the FE model and

1458 atoms in the MD model. Among them, 56 ele-

ments and 1008 elements are identified in the coupling

region. In this numerical example, only linear calcula-

tion is performed. The coupled model is shown in Fig. 8.

Fig. 8 Initial configuration of the 2D example.

The unscaled tangent matrix for the MD model is

Kq = AssembKkm,

where AssembKkm means assembling the local tangent

matrices Kkm into the global one Kq. k and m are

indices of atoms. Kkm is the 2nd order derivative of the

MD potential energy at the initial configuration with

respect to the displacements of atom k and atom m,

i.e.

Kkm =
∂2UMD

∂qk∂qm

∣∣∣∣
q̂=0

=
1

2

∑
i

∑
n∈N (i)

[(
φ′′in

1

R2
in

− φ′in
1

R3
in

)
Rin ⊗Rin + ...

+φ′in
1

Rin
I

]
(δnk − δik) (δnm − δim)

where Rin is the distance vector from atom i to atom

n in the initial configuration and Rin is its magnitude.

N (i) denotes the set formed by the interaction neigh-

bors of atom i. φ′ and φ′′ are the first and the second

order derivatives of the potential evaluated at Rin. δ...
is the Kronecker-delta. For detailed derivation, one can

refer to [11]. The elastic tensor for the FE model can

be derived as [11]:

C =
1

2Va

4∑
j=1

(
φ′′j
R2
j

− φ′

R3
j

)
Rj ⊗Rj ⊗Rj ⊗Rj

where Rj are the lattice vectors in the representative

lattice:

R1 = r0√
2

[−1,−1]
T
, R2 = r0√

2
[ 1,−1]

T

R3 = r0√
2

[ 1, 1]
T
, R4 = r0√

2
[−1, 1]

T

and Va = r20/2 is the volume of the Wigner-Seitz cell

of the lattice. The representative lattice is plotted in

Fig. 9. More details about the representative lattice can

be found in [11].

Fig. 9 Representative lattice for the 2D FE model in Sec. 5,
for the calculation of the elastic tensor. Shaded area is the
Wigner-Seitz cell of the lattice.

The focus of this work is on the calculation of the

coupling coefficient. We perform only linear calculation

on the model. Therefore, the tangent matrices are only

computed once at the initial configuration. To make

sure that the system is at equilibrium at the initial

configuration, only the nearest neighbor for the atomic

interaction is considered. This is also the reason that
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the representative lattice for the FE model is so simple,

as shown in Fig. 9.

Fig. 10 Y-component of the displacement field at the initial
step.

The weak coupling method is used for this example,

and the equations of motion Eqn.(11) for the model are

integrated explicitly, by the central difference method

[14] with a time step size of 0.04. The y-component

of the displacement field are initialized as a Gaussian

function, as shown in Fig. 10. The x-component of the

displacement field, velocity and acceleration are also

set to zero at the initial step. A full-scale MD model

with same material and geometry parameters are also

created. The propagation of densities of the kinetic en-

ergy, potential energy of the coupled FE-MD model is

then compared with these of the full MD model. To

investigate the importance of the Arlequin coupling co-

efficient, we compared the results obtained from:

1. FE-MD model with energies of different models in

the coupling region scaled by the Arlequin coupling

coefficient obtained by the direct approach;

2. FE-MD model with energies of different models in

the coupling region scaled by the Arlequin coupling

coefficient obtained by the temperature approach;

3. FE-MD model with energies of different models in

the coupling region not scaled at all;

4. FE-MD model with energies of different models in

the coupling region scaled by a constant (0.5), so

that Eqn.(1) becomes:

Πcp = 0.5ΠFE
cp + 0.5ΠMD

cp . (28)

Snapshots of the propagation of the kinetic energy den-

sity for the above four types of model are plotted in

Fig. 11 and Fig. 12. The former is captured at the

120th step and the later at 220th step. From Fig. 11,

we can observe that when the Arlequin coupling coeffi-

cient α is not used, significant amount of kinetic energy

is reflected back into the MD region from the coupling

region, despite that all models are initialized by low-

frequency motions, which implies that artificial wave

impedance will be introduced in the coupling region,

even for low-frequency motion which CAN be passed

into the FE model from the MD model. On the other

hand, the difference between the behavior of the model

with α obtained from the direct approach and from

the temperature approach is much less insignificant.

Both models match the full-MD model quite well. From

Fig. 12, we can see that all kinetic energy can be trans-

ferred into the FE model for the models when the Ar-

lequin coupling coefficient is used. The artificial reflec-

tion of energy due to improper choice of the scaling fac-

tors can be more clearly observed, as the reflected part

of the energy in Fig. 11 appears to be trapped inside

the MD region in Fig. 12. In this figure, one can also ob-

serve that the inconsistency between the FE-MD mod-

els and the full-MD model is significant at the corners.

This is due to the modeling error in the computation

of the FE elastic tensor, which uses potential energy

density of an internal atom while the full-MD model

uses open boundary, instead of periodic boundary con-

ditions. Since the focus of this work is the computation

of the coupling coefficient for the Arlequin approach,

we do not use special treatment for the FE elements on

the open boundary, in order to simplify the implemen-

tation. For the treatment of the FE elements on the

open boundary, pleaser refer to our previous work [11].

The curves of the kinetic energy, potential energy

and total energy for FE-MD models are also plotted in

comparison with those for the full-MD model. Fig. 13

and Fig. 14 show the energy curves for the FE-MD

model with the coupling coefficient obtained by the di-

rect approach and the temperature approach, accord-

ingly. Both shows very good consistency between the

FE-MD model and full-MD model when the coefficient

is used, as well as no artificial wave impedance for the

transferring of low-frequency motion. Together with the

observations from the snapshots discussed previously,

we can conclude with good confidence that the Arlequin

coupling coefficient computed from the temperature ap-

proach works as well as that computed from the direct

approach. The advantage of the temperature approach

is that it is computationally more efficient because the

expensive search algorithm for the boundary points is

only performed on the FE nodes on the coupling bound-

ary. Moreover, the result obtained from the tempera-

ture approach is completely independent of the geom-

etry of the coupling region, while the result from the

direct approach can be slightly different if one chooses

the anchor points in a different way. For the tempera-

ture approach, we only need the values of the coefficient

for the FE nodes on the boundary of the coupling re-

gion. No matter how we choose the anchor points, those
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nodes on the MD side of the coupling boundary would

have the value 0 and the value 1 on the FE side, while

the values inside is determined by the linear thermal

conduction law, independent of the choices of the an-

chor points.

On the other hand, if the energies are not scaled

in the coupling region, not only the total energy is over

counted in the coupling region, but the overall dynamic

behavior of the FE-MD model deviates from the full-

MD model significantly, which can be observed in dif-

ferent energy curves plotted in Fig. 15. Due to the sig-

nificant difference in the overall dynamic behavior, the

calculation of the total energy cannot be corrected by

simply subtracting the duplicated part, either the FE

part or the MD part, in the coupling region. Same prob-

lems exist, even if the energies in the coupling region are

scaled by constant scaling factors Eqn.(28), as shown

in Fig. 16. The constant scaling factor can reduce the

amount of double-counted energy in the coupling region

by certain amount in comparison to the unscaled case,

but the effect is limited. More importantly, constant

scaling factors cannot improve the overall dynamic be-

havior of the system. It can be observed from the energy

curves that their deviations from the full-MD curves are

at the same level as the unscaled case. Therefore, the

scaling factors from the Arlequin coupling coefficient

cannot be replaced by constant ones.

6 Conclusion

In this work, we introduced a relatively universal pro-

cedure to compute the Arlequin coupling coefficient for

2D and 3D problems where the concurrent FE-MD model

is preferred. The applicability of the procedure should

be independent of the geometry of the coupling re-

gion, especially when the temperature approach is cho-

sen. For preprocessing, there are two key steps, which

are also the most computationally expensive steps. The

first one is the calculation of the iso-parametric coor-

dinates of atoms within corresponding FE elements in

the coupling region. The second one is the determina-

tion of the boundary points x0 and x1 in Eqn.(14) for

calculating the Arlequin coupling coefficient. The direct

approach can be quite inefficient because the bound-

ary ray-tracing must be performed on each FE nodes

against all surface elements on the coupling boundary.

Since we made no assumption on the geometry of the

coupling region, it is difficult to localize the searching

algorithm. Moreover, the geometry of the coupling re-

gion can be very irregular when adaptivity is used, e.g.

to trace the propagation of a crack. In such case, ad-

ditional algorithm is needed to determine proper an-

chor points inside the MD region. For example, one can

choose the points in the central axis of the MD region as

anchor points and a point inside the coupling region will

be connected to the closest anchor point to construct

the ray, or one can divide an irregular region into several

sub-regions where one anchor point is sufficient. An-

other possible drawback on the direct approach would

be that the results are dependent on the choice of the

anchor point. However, such variation is not significant.

On the other hand, the temperature approach is much

more efficient and stable, since we only need to use the

direct approach to determine the coupling coefficients

on the boundary of the coupling region, and the values

for the points on the MD side would always be 0 and

those on the FE side would always be one, no mat-

ter where the anchor point(s) is. Therefore, the results

obtained from the temperature approach are unique.

Moreover, if the FE nodes on the coupling boundary

can be easily identified for whether they are on the MD

side or the FE side, the search for the boundary points

(boundary ray-tracing) can be avoided completely. The

Arlequin coupling coefficient by the direct approach is

linear, same as that for 1D problems. The results by

the temperature approach is slightly nonlinear at sharp

corners of coupling region. Such nonlinearity will be re-

duced, if the FE mesh is more refined at those places.

However, from the numerical example, we observe very

small difference between the behaviors of the FE-MD

models using different approaches. What really matters

is that the coupling coefficient can gradually decrease

from 1 to 0 from one side to another. In our numerical

example, we found that not double counting the energy

is not enough for obtaining consistent behavior to the

full-MD model, as the behavior of the FE-MD model

with constant scaling factors behaves significantly dif-

ferent from the full-MD model. It is also necessary to

smoothly reduce the influence of one model when it is

getting further and further away to the side of the other

model in the coupling region, and such influence should

vanish at the other side. The existence of the Arlequin

coupling coefficient means more than energy interpola-

tion, but also represents a gradual transition from one

type of model to the other. Such phenomenon might be

not limited to FE-MD model, but exists in all types of

concurrently coupled models by overlapping domains.

Preprocessing and implementation for the concurrent

FE-MD model are much more complicated than single

models, and can be quite an obstacle for researchers in

this field. We hope our work can be of some help for

such tasks.
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(a) Direct Arlequin

(b) Temperature Arlequin

(c) No Scaling

(d) Constant Scaling

Fig. 11 Snapshot at the 120th step for the propagation of
kinetic energy density for FE-MD models with different
energy scaling approaches in the coupling region. The result of
the full MD model is plotted as a green transparent membrane
overlaid on the result of the FE-MD model.
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(a) Direct Arlequin

(b) Temperature Arlequin

(c) No Scaling

(d) Constant Scaling

Fig. 12 Snapshot at the 220th step for the propagation of
kinetic energy density for FE-MD models with different
energy scaling approaches in the coupling region. The result of
the full MD model is plotted as a green transparent membrane
overlaid on the result of the FE-MD model.

(a) Kinetic Energy

(b) Potential Energy

(c) Total Energy

Fig. 13 Energy curves obtained by FE-MD model with Ar-
lequin coupling coefficient obtained by the direct approach.
The energy of the entire model (black), which is the summa-
tion of the energy of the FE model (blue) and that of the MD
model (red), is compared with the energy of a full-MD model
(green).
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(a) Kinetic Energy

(b) Potential Energy

(c) Total Energy

Fig. 14 Energy curves obtained by FE-MD model with Ar-
lequin coupling coefficient obtained by the temperature ap-
proach. The energy of the entire model (black), which is the
summation of the energy of the FE model (blue) and that
of the MD model (red), is compared with the energy of a
full-MD model (green).

(a) Kinetic Energy

(b) Potential Energy

(c) Total Energy

Fig. 15 Energy curves obtained by FE-MD model with no
scaling applied to the energies in the coupling region. The
energy of the entire model (black), which is the summation
of the energy of the FE model (blue) and that of the MD
model (red), is compared with the energy of a full-MD model
(green).
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(a) Kinetic Energy

(b) Potential Energy

(c) Total Energy

Fig. 16 Energy curves obtained by FE-MD model with con-
stant coupling coefficients: 0.5 for the MD model and 0.5 for
the FE model. The energy of the entire model (black), which
is the summation of the energy of the FE model (blue) and
that of the MD model (red), is compared with the energy of
a full-MD model (green)

Appendix: Inverse Iso-Parametric Mappings

To the best of the authors’ knowledge, there is no uni-

versal approach to perform the inverse iso-parametric

mapping. Different approaches must be used for differ-

ent type of elements. In this subsection, we summarizes

the inverse iso-parametric mapping formulas for 5 dif-

ferent types of elements, including 1D bar elements, 2D

triangle elements, 2D quadrilateral elements, 3D tetra-

hedron elements and 3D hexahedron elements. An ex-

ample of the inverse iso-parametric mapping is demon-

strated in Fig. 17.

Fig. 17 Inverse iso-parametric mapping of a 2D linear
quadrilateral element.

6.0.1 1D Case

For 1D problems, we only need to determine the iso-

parametric coordinates of atoms inside a bar element.

Taking an arbitrary element, with nodal coordinates X1

and X2, the iso-parametric coordinate ξ of an atom can

be computed by

ξ =
2x− (X1 +X2)

|X2 −X − 1|
. (29)

where x is the Cartesian coordinate of the point. Based

on the value of ξ, the in/out status of the atom can be

determined by

ξ ⇒
{
−1 ≤ ξ ≤ 1 in

otherwise out
(30)

6.0.2 2D Case

For 2D problems, we consider triangular elements and

convex quadrilateral elements.

For a triangular element, with the nodal coordi-

nates

X1 = [X1, Y1] , X2 = [X2, Y2] ,X3 = [X3, Y3] , (31)
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the iso-parametric coordinates [ξ, η, γ] of an atom with

coordinates [x, y] can be determined by

ξ =
(x−X3) (Y2 − Y3) + (y − Y3) (X3 −X2)

(Y2 − Y3) (X1 −X3)− (Y3 − Y1) (X3 −X2)

η =
(x−X3) (Y3 − Y1) + (y − Y3) (X1 −X3)

(Y2 − Y3) (X1 −X3)− (Y3 − Y1) (X3 −X2)

γ = 1− (ξ + η) ,

(32)

and the in/out status of the atom can be determined

by

[ξ, η, γ]⇒
{

0 ≤ ξ ≤ 1 & 0 ≤ η ≤ 1 & 0 ≤ γ ≤ 1 in

otherwise out

(33)

where & denotes the logical AND operation. The ge-

ometrical positions of nodes {1, 2, 3} can be in either

clockwise or counter-clockwise direction, while the ex-

act assignment of nodal coordinates does not matter.

For a quadrilateral element, the general formula

for the inverse iso-parametric mapping is much more

involved. Here, we use the formulas derived by Hua [9].

The detailed derivation is quite complicated and inter-

ested readers are referred to Hua’s original work. Here

we summarize the results in a way that can be readily

coded.

Considering an element, with nodal indices arranged in

Fig. 18 Arrangement of nodes of a quadrilateral element for
applying the inverse iso-parametric mapping.

the way shown in Fig. 18 and an atom with coordinates

[x, y] and iso-parametric coordinates [ξ, η], if the atom

is inside the element, then the position of the atom can

be obtained by

x =

4∑
i=1

1

4
(1 + ξiξ) (1 + ηiη)Xi

y =

4∑
i=1

1

4
(1 + ξiξ) (1 + ηiη)Yi.

(34)

Unlike the triangular case, the iso-parametric coordi-

nates can not be obtained in one step. There are several

cases need to be considered. First, we need to define the

following constants

a1 = X1 −X2 +X3 −X4

a2 = Y1 − Y2 + Y3 − Y4
b1 = X1 −X2 −X3 +X4

b2 = Y1 − Y2 − Y3 + Y4

c1 = X1 +X2 −X3 −X4

c2 = Y1 + Y2 − Y3 − Y4

(35)

At certain point of the derivation, one of the above co-

efficients will be used as denominator, and therefore we

need to consider the cases when they are zero and when

they are not zero. In addition, we define the following

two constants:

d1 = 4x− (X1 +X2 +X3 +X4)

d2 = 4y − (Y1 + Y2 + Y3 + Y4) .
(36)

Now, the solutions for [ξ, η] can be derived as:

1. When a1 = 0 and a2 = 0, then

ξ =
d1c2 − d2c1
b1c1 − b2c2

and η =
b1d2 − b2d1
b1c1 − b2c2

. (37)

2. When a1 = 0, a2 6= 0 and c1 = 0, then

ξ =
d1
b1

and η =
b1d2 − b2d1
a2d1 + b1c2

. (38)

3. When a1 = 0, a2 6= 0 and c1 6= 0, then

α1ξ
2 + α2ξ + α3 = 0

η =
d1 − b1ξ

c1
,

(39)

where the coefficients for the quadratic equation are

defined as

α1 = a2b1

α2 = c2b1 − a2d1 − b2c1
α3 = d2c1 − c2d1.

(40)

There will be two solutions for the quadratic equation.

Therefore, one need to choose the one with real value

and is within the range of [−1, 1]. If no solution satis-

fies the above conditions, it simply means the atom is

outside the element. The same criteria applies to all the

other cases which involve solving quadratic equations.

4. When a1 6= 0, a2 = 0 and b2 = 0, then

ξ =
d1c2 − c1d2
a1b2 + b1c2

and η =
d2
c2
. (41)
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5. When a1 6= 0, a2 = 0 and b2 6= 0, then

α1ξ
2 + α2ξ + α3 = 0

η =
d2 − b2ξ

c2

(42)

where the coefficients for the quadratic equation are

defined as

α1 = a1b2

α2 = c1b2 − a1d2 − b1c2
α3 = d1c2 − c1d2.

(43)

For the rest of the cases, we define the following addi-

tional constants:

ab = a2b1 − a1b2
ac = a2c1 − a1c2
ad = a2d1 − a1d2.

(44)

6. When a1 6= 0, a2 6= 0 and ab = 0, then

ξ =
d2ac − c1ad
b2ac + a2ad

and η =
ad
ac
. (45)

7. When a1 6= 0, a2 6= 0, ab 6= 0 and ac = 0, then

ξ =
ad
ab

and η =
d2ab − b2ad
c2ab + a2ad

. (46)

8. When a1 6= 0, a2 6= 0, ab 6= 0 and ac 6= 0, then

α1ξ
2 + α2ξ + α3 = 0

η =
ad − abξ

ac

(47)

and the coefficients for the quadratic equation are de-

fined as

α1 = a2ab

α2 = c2ab − a2ad − b2ac
α3 = d2ac − c2ad.

(48)

From the iso-parametric coordinates [ξ, η], the in/out

status of the atom with respect to the element can be

determined by

[ξ, η]⇒
{

0 ≤ ξ ≤ 1 & 0 ≤ η ≤ 1 in

otherwise out.
(49)

At the end, we need to emphasize again that, to apply

the above formulas, the arrangement of the four nodes

{1, 2, 3, 4}must be the same as what is shown in Fig. 18,

i.e. the correspondence between the coordinates of the

4 corners in the iso-parametric space and those in the

reference configuration must match.

6.0.3 3D Case

For 3D problems, the tetrahedron elements and hexa-

hedron elements are considered. The ideas behind the

derivation are similar to those for 2D cases, but details

are more complicated, especially for the hexahedron el-

ements.

For a tetrahedron element, with the nodal coor-

dinates

X1 = [X1, Y1, Z1] , X2 = [X2, Y2, Z2]

X3 = [X3, Y3, Z3] , X4 = [X4, Y4, Z4] ,
(50)

the iso-parametric coordinates [ξ, η, γ, ζ] of an atom

with the Cartesian coordinates [x, y, z] can be obtained

by

ξ =
detA1

detA
, η =

detA2

detA
, γ =

detA3

detA

ζ = 1− (ξ + η + γ)
(51)

where det • denotes the determinant operator for ma-

trices Ai and A which are defined as

A1 =


x y z 1

X2 Y2 Z2 1

X3 Y3 Z3 1

X4 Y4 Z4 1

 , A2 =


X1 Y1 Z1 1

x y z 1

X3 Y3 Z3 1

X4 Y4 Z4 1



A3 =


X1 Y1 Z1 1

X2 Y2 Z2 1

x y z 1

X4 Y4 Z4 1

 , A =


X1 Y1 Z1 1

X2 Y2 Z2 1

X3 Y3 Z3 1

X4 Y4 Z4 1

 .
(52)

The in/out status of the atom is determined by

[ξ, η, γ, ζ]⇒
{

0 ≤ {ξ, η, γ, ζ} ≤ 1 in

otherwise out.
(53)

The inverse iso-parametric mapping for an atom

with respect to a hexahedron element is much more

complicated than that for a tetrahedron element. In our

work, we use the formula derived by Yuan, et. al. [16].

As for the quadrilateral element, we only summarize

the results here, in a way that can be coded directly in

computer. For details about the derivation, one is re-

ferred to [16].

For the formulas introduced here to be valid, the

correspondence between the coordinates of the 8 nodes

in the iso-parametric space and the those in the refer-

ence configuration must match what is shown in Fig. 19.
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Fig. 19 Arrangement of nodes of a hexahedron element for
applying the inverse iso-parametric mapping.

First, we define the following vectors that contain the

iso-parametric coordinates of the eight nodes as

ξ = [ξ1, ξ2, ξ3, ξ4, ξ5, ξ6, ξ7, ξ8]

= [−1, 1, 1,−1,−1, 1, 1,−1] ;

η = [η1, η2, η3, η4, η5, η6, η7, η8]

= [−1,−1, 1, 1,−1,−1, 1, 1] ;

ζ = [ζ1, ζ2, ζ3, ζ4, ζ5, ζ6, ζ7, ζ8]

= [−1,−1,−1,−1, 1, 1, 1, 1] ,

(54)

as well as the following vectors, ez, xz, xe and xez,

with components

{ez}i = ηiζi, {xz}i = ξiζi;

{xe}i = ξiηi, {xez}i = {xe}iζi.
(55)

Then, we define the following constants

a1 = 1
8

∑8
i=1Xiξi, a2 = 1

8

∑8
i=1Xiηi,

a3 = 1
8

∑8
i=1Xiζi, a4 = 1

8

∑8
i=1Xi{ez}i,

a5 = 1
8

∑8
i=1Xi{xz}i, a6 = 1

8

∑8
i=1Xi{xe}i,

a7 = 1
8

∑8
i=1Xi{xez}i,

(56)

b1 = 1
8

∑8
i=1 Yiξi, b2 = 1

8

∑8
i=1 Yiηi,

b3 = 1
8

∑8
i=1 Yiζi, b4 = 1

8

∑8
i=1 Yi{ez}i,

b5 = 1
8

∑8
i=1 Yi{xz}i, b6 = 1

8

∑8
i=1 Yi{xe}i,

b7 = 1
8

∑8
i=1 Yi{xez}i

(57)

and

c1 = 1
8

∑8
i=1 Ziξi, c2 = 1

8

∑8
i=1 Ziηi,

c3 = 1
8

∑8
i=1 Ziζi, c4 = 1

8

∑8
i=1 Zi{ez}i,

c5 = 1
8

∑8
i=1 Zi{xz}i, c6 = 1

8

∑8
i=1 Zi{xe}i,

c7 = 1
8

∑8
i=1 Zi{xez}i.

(58)

In addition, we need to define the set of vectors {ei} as

ei = [ai, bi, ci]
T i ∈ {1, 2, 3, 4, 5, 6, 7} (59)

the scalar

e123 = e1 · (e2 × e3) , (60)

where · denotes the inner product and × denotes the

cross-product; a 3rd order tensor P with components

Pijk =
ei · (ej × ek)

e123
, i, j, k ∈ {1, 2, 3, 4, 5, 6, 7} (61)

and the matrix

J =

a1 a2 a3b1 b2 b3
c1 c2 c3

 . (62)

Then, we shift the origin of the atom to the center of

the element and the transferred coordinates of the atom

x′ = [x′, y′, z′]
T

are

x′ = x− 1

8

8∑
i=1

Xi

y′ = y − 1

8

8∑
i=1

Yi

z′ = z − 1

8

8∑
i=1

Zi.

(63)

In addition, we define the vector

ξ̄ =
[
ξ̄1, ξ̄2, ξ̄3

]T
= J−1x′. (64)

At the end, another 3 by 3 by 3 third order tensor G1

with nonzero components

G1
112 = P623, G

1
113 = P523, G

1
123 = P423

G1
212 = P163, G

1
213 = P153, G

1
223 = P143

G1
312 = P126, G

1
313 = P125, G

1
323 = P623

(65)

and a 3 by 3 by 3 by 3 fourth order tensor G2 with

nonzero components

G2
1123 = P723 − [(P623P143 + P523P124) + (P623P523

+P423P125) + (P523P623 + P423P163)]

G2
2123 = P173 − [(P163P143 + P153P124) + (P163P523

+P143P125) + (P153P623 + P143P163)]

G2
3123 = P127 − [(P126P143 + P125P124) + (P126P523

+P124P125) + (P125P623 + P124P163)] ,

(66)

G2
1112 = −2 (P623P163 + P523P126)

G2
1113 = −2 (P623P153 + P523P125)

G2
1221 = −2 (P623P623 + P423P126)

G2
1223 = −2 (P623P423 + P423P124)

G2
1331 = −2 (P523P523 + P423P153)

G2
1332 = −2 (P523P423 + P423P143) ,

(67)
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G2
2112 = −2 (P163P163 + P153P126)

G2
2113 = −2 (P163P153 + P153P125)

G2
2221 = −2 (P163P623 + P143P126)

G2
2223 = −2 (P163P423 + P143P143)

G2
2331 = −2 (P153P523 + P143P153)

G2
2332 = −2 (P153P423 + P143P143)

(68)

and

G2
3112 = −2 (P125P126 + P126P163)

G2
3113 = −2 (P153P126 + P125P125)

G2
3221 = −2 (P124P126 + P126P623)

G2
3223 = −2 (P423P126 + P124P124)

G2
3331 = −2 (P523P125 + P124P153)

G2
3332 = −2 (P423P125 + P124P143) ,

(69)

are defined. With all the variables defined above, the

iso-parametric coordinates of the atom can be finally

computed as

ξ = ξ̄1 −
1

2

3∑
i,j=1

G1
1ij ξ̄iξ̄j −

1

6

3∑
i,j,k=1

G2
1ijk ξ̄iξ̄j ξ̄k

η = ξ̄2 −
1

2

3∑
i,j=1

G1
2ij ξ̄iξ̄j −

1

6

3∑
i,j,k=1

G2
2ijk ξ̄iξ̄j ξ̄k

ζ = ξ̄3 −
1

2

3∑
i,j=1

G1
3ij ξ̄iξ̄j −

1

6

3∑
i,j,k=1

G2
3ijk ξ̄iξ̄j ξ̄k

(70)

with the in/out status determined by

[ξ, η, ζ]⇒
{
−1 ≤ {ξ, η, ζ} ≤ 1 in

otherwise out.
(71)
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