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Abstract

Optical clocks are the most precise frequency measurement devices, with a system-
atic fractional frequency uncertainty as low as 10−18. While these clocks are typically
operated in stationary laboratories, there is a growing interest in implementing trans-
portable optical clocks. As part of this thesis, a transportable 40Ca+/27Al+ quantum
logic clock is being developed. For spectroscopy of the 27Al+ clock transition from
1S0 to 3P0, a highly stable UV laser system is required. This thesis focuses on the
evaluation of a transportable and highly frequency stable UV laser system built for
the 40Ca+/27Al+ clock. The laser system includes a highly frequency stable cavity de-
signed for stabilizing the seed laser frequency and a system for quadrupling the laser
frequency without introducing phase disturbances. The cavity consists of a Fabry-Pérot
resonator, consisting of a 20 cm long spacer made from ultra-low expansion glass (ULE)
with Al0.92Ga0.08As/GaAs mirror coatings on fused silica substrates, optically bonded
to the spacer. The calculated thermal noise floor limit is approximately 7-8 × 10−16.
The laser is locked to the resonance frequency of the cavity using the Pound Drever-
Hall locking technique. A residual amplitude modulation (RAM) stabilization scheme
is employed, and the fractional frequency instability limit due to RAM is evaluated.
Optical properties such as finesse, linewidth, and birefringence line splitting of the cav-
ity are measured. Additionally, the main sources of relative length change in the cavity
are assessed, including vibration noise, photo-thermal noise, and photo-birefringence
noise. These noise sources, including RAM, are found to be at or below the thermal
noise limit. The cavity is temperature-stabilized using two passive and one active heat
shield and is further isolated against temperature fluctuations. The remaining length
changes of the cavity due to thermal expansion of the cavity spacer and thermal stress
inside the heat shields is evaluated to be dominant over longer timescales. The fre-
quency stability of the cavity is measured by phase comparison with a more stable
reference cavity using an optical frequency comb. A fractional frequency instability,
represented by the modified Allen deviation, of 2 × 10−16 is achieved. The seed laser
frequency is quadrupled using a transportable and compact setup consisting of two
single-pass second harmonic generation stages. The single-pass configuration enables
phase stabilization of the seed light and UV light throughout the entire setup. The
performance of the system is evaluated, demonstrating negligible phase distribution
and sufficient UV output power for operating an optical 27Al+ clock. Furthermore,
the current status of transportable 40Ca+/27Al+ ion clock is presented, including the
physics package with the ion trap in a vacuum chamber, magnets and coils for magnetic
field generation, optical paths for ion integration, and the imaging system all mounted
on a breadboard.

Key Words: Transportable 27Al+ ion clock, ultra-stable optical cavity, SHG for
frequency quadrupling
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1 Introduction

In our everyday life, time is an essential concept that guides our daily activities and
facilitates the synchronization of various technological systems. Time is also used to
describe any physical process and is measured with clocks. Clocks rely on oscillations
with well-defined frequencies, which serve as a standard for comparison with the pro-
cess of interest. Over time, the precision of measuring time has improved through the
development of new technologies. Nowadays, optical atomic clocks provide a system-
atic fractional frequency uncertainty in the low 10−18 regime [1–9]. The unit second
has the smallest uncertainty in relative value of all quantities of the in the international
system of units (SI) [10], while it is still defined as 9,192,631,770 oscillation periods
of the clock transition of 133Cs [11–14]. Optical clocks outperform the caesium foun-
tain clocks by two orders of magnitude in terms of systematic and statistical fractional
frequency uncertainty. Therefore these optical clocks are strong candidates for the re-
definition of the second [15–18].

Various types of optical clocks based on different clock atoms or ions have been
reported or proposed. Examples include optical clocks using 171Yb [5, 19], 174Yb [20],
87Sr [7, 8], and 199Hg [21] as clock atoms. Single-ion optical clocks have been reported
using ion species such as 27Al+ [22], 115In+ [23], 199Hg+ [24], 40Ba+ [25], 88Sr+ [26],40Ca+

[27] 176Lu+ [28] and 171Yb+ [29]. Additionally, multi-ion optical clocks based on 115In+

[23, 30, 31] and 40Ca+ [32] have been developed, while multi-ion clocks with other ions
have also been investigated [31–36]. Moreover, optical ion clocks using highly charged
40Ar13+ ions have been developed [37–39]. Another category of optical clocks are nu-
clear clocks that utilize a laser-accessible transition between two states of the nucleus
instead of an electric transition. 229Th is a promising candidates in this category [40–
42].

Due to their high accuracy, optical clocks have applications beyond timekeeping.
They are used for tests of fundamental physics, such as the search for variations of
fundamental constants [24, 43–47], detection of violations of Lorentz invariance [4,
48], exploration of dark matter [49–54], and testing Einstein’s theories of special and
general relativity [4, 55]. The frequency shift of a clock is influenced by the gravita-
tional potential, as predicted by general relativity. This effect can be used in reverse to
measure the height relative to the geoid with an optical clock [56–59] or detect time-
variable components of the gravity potential field [60]. This technique is particularly
useful for height difference measurements between locations without a direct line of
sight. To conduct height measurements at a specific point of interest, a transportable
optical clock is required. The frequency of this clock is compared to a reference clock
at a reference point either via a fibre link [61–65] or via a satellite link [66]. Differ-
ent groups have developed transportable optical clocks [7, 67–73], and measurement
campaigns for height measurements have been reported [5, 9, 27, 74–76]. The most
accurate transportable clocks have a frequency uncertainty in the mid 10−18 regime
[7, 9], but they have not yet reached the equivalent frequency uncertainty of the best
laboratory-based optical clocks. Achieving a height resolution of 1 cm in satellite-based
geoid measurements is already possible, although the lateral spatial resolution of this
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method is limited [77, 78]. To achieve height measurements with the same resolution,
an optical clock with a 10−18 uncertainty is required.

A promising candidate for a transportable optical clock with a 10−18 uncertainty
is the 27Al+ ion clock. This is due to the 27Al+ ion’s resilience against external per-
turbations. Laboratory-based 27Al+ ion clocks with an uncertainty of approximately
10−18 have already been developed [3, 79–81]. However, one limitation of 27Al+ is the
absence of a suitable transition for laser cooling and state readout. To overcome this
limitation, a co-trapped ion of a different species, for example 40Ca+, is employed for
sympathetic cooling, and quantum logic spectroscopy [82] is used for probing the clock
transition of 27Al+. The work presented in this thesis is part of our effort in developing
such a transportable 40Ca+/27Al+ quantum logic clock for measurements of geopoten-
tial height difference.

Optical clocks demand stringent phase stability requirements to effectively probe
narrow clock transitions, enabling long interrogation times and reducing statistical un-
certainties [83]. This is especially crucial for single or few-ion optical clocks, as their
limited signal-to-noise ratio requires lifetime-limited interrogation times to achieve com-
petitive statistical uncertainties [84–87]. Achieving long coherence times for clock in-
terrogation light can be accomplished by stabilizing the laser frequency to ultra-stable
cavities [88–107], which can provide coherence times exceeding 11 seconds [108]. Fur-
thermore, several schemes have been devised to extend the coherence time of clock
interrogation light even further by employing multiple ensembles of clocks [109–115].

However, many optical clock transitions fall within the ultraviolet (UV) spectral
range. For instance, the 27Al+ ion quantum logic optical clock operates at a clock
transition wavelength of 267 nm [3, 24, 55, 116–120], the 199Hg+ ion clock at 282 nm
[24, 121, 122], the 115In+ ion clock at 237 nm [123–125], and the neutral atom mer-
cury lattice clock at 266 nm [21, 126–128]. Unfortunately, ultra-stable cavities are not
available in the UV regime due to significant UV light absorption in mirrors, which
hampers cavity performance. As an alternative, ultra-stable cavities can be employed
to stabilize an infrared (IR) seed laser. Subsequently, UV laser light is typically gen-
erated through fourth harmonic generation (FHG) of the IR laser. A commonly used
method for FHG involves twofold second harmonic generation (SHG) in non-linear
media, often employing pump-beam power enhancement within a cavity to maximize
efficiency [129–144]. However, effective phase stabilization is required before, after, and
between the SHG units, including active elements like power amplifiers. These addi-
tional elements significantly increase the complexity of the experimental setup [145].
A novel approach demonstrated here offers a twofold single-pass SHG method with a
comprehensive phase stabilization scheme across the entire optical path [146]. This
approach provides phase-stable UV light and substantially reduces the complexity of
the system.

This thesis focuses on the development of a highly stable UV clock laser system for
a transportable optical 40Ca+/27Al+ quantum logic clock. The system comprises a seed
laser operating in the infrared (IR) range, which is frequency stabilized using a highly
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stable cavity. Additionally, an optical setup is employed for frequency quadrupling
while preserving the phase relationship of the laser light.

The structure of this thesis is organized as follows:

Chapter 2 provides an explanation of the fundamental principle of an optical clock.
A theoretical concept for describing the statistical uncertainty of frequency measure-
ments is introduced. The chapter also discusses systematic effects that can cause
frequency shifts of the clock transition. A comparison of the systematic uncertainties
of different optical clocks is presented, along with a motivation for using 27Al+ as a
clock ion. The level diagrams of the 27Al+ clock ion and 40Ca+ as the co-trapped logic
ion are shown, and an explanation of quantum logic spectroscopy is provided.

Chapter 3 begins with a theoretical description of optical cavities, followed by an
explanation of the Pound Drever Hall locking technique. Residual amplitude modula-
tion as a source of noise that limits the frequency stability of a laser locked to the cavity
resonance frequency is discussed. An interferometric optical path length stabilization
scheme is presented to prevent phase distribution of the laser light in the optical setups.
The chapter includes a comparison method of the laser frequency to a second reference
cavity using an optical frequency comb. An overview of the cavity design and the opti-
cal setup is given, including breadboards for light distribution and optical path length
stabilization, Pound Drever Hall locking, and optical intensity stabilization. The setup
is designed for transportability and is integrated into a standard 19-inch rack. Mea-
surements are performed to characterize the finesse, cavity linewidth, birefringence,
and vibration sensitivity of the cavity. Various sources of frequency noise for a highly
stable optical cavity are discussed , including photon noise, electronic noise, vibration
noise, thermal noise, photo-thermal noise, pressure fluctuations, photo-birefringence
noise, and frequency drifts due to temperature changes and spacer aging. Finally, the
frequency instability of the stabilized laser is evaluated through a frequency compari-
son measurement with a second reference cavity using an optical frequency comb.

Chapter 4 presents an optical setup for frequency quadrupling an infrared (IR) laser
to the ultraviolet (UV) regime. The setup consists of two single-pass frequency dou-
bling stages that use second harmonic generation in nonlinear crystals. The concept
of second harmonic generation and the selection of appropriate crystals are discussed.
The chapter covers the characterization of the UV light output power and the insta-
bility of the phase relationship between the fundamental light and the generated UV
light. Similar to the stabilization cavity setup described earlier, the frequency qua-
drupling system is also integrated into the same standard 19-inch rack, along with the
laser source and all necessary electric parts, to create a transportable standalone UV
clock laser system for a transportable optical 27Al+ ion clock.

Chapter 5 describes the setup of a transportable optical 27Al+ clock. It includes
the vacuum system, ion trap, magnetic field generation using permanent magnets and
compensation coils, and a target for ablation of Ca and Al atoms. These components
are placed on an aluminum breadboard inside a standard 19-inch rack. The breadboard
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also contains the optical setup for guiding all necessary laser beams for ionizing the Ca
and Al atoms, laser cooling the 40Ca+ ions, and manipulation and interrogation of the
electronic states of 40Ca+ and 27Al+. Additionally, the chapter covers the installation
of an imaging system for state detection on the bottom of the breadboard.

In Chapter 6 the thesis concludes with a discussion and conclusion of the presented
results. It provides a brief outlook on the next steps required to complete the clock
setup.
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2 Optical clocks

In this chapter, the basic concept of optical clocks is presented. Additionally, the
statistical and systematic frequency uncertainties of optical clocks is discussed. As a
conclusion to this discussion, a motivation for the development of a highly frequency
stable clock laser system is provided. Due to its high clock frequency and low sensitivity
to external perturbations, 27Al+ is especially well suited for an optical clock. However,
there is no accessible transition for detecting the state of the ion and for cooling the
27Al+ ion. To address this limitation, 40Ca+ is used as a co-trapped ion, which can
be laser cooled and used for sympathetic cooling of the 27Al+ ion. Quantum logic
spectroscopy can be employed for the readout of the 27Al+ state, transferring the
information to the 40Ca+ ion, where efficient detection is accomplished.

2.1 Concept of optical ion clocks

The principle of every clock is based on counting the number of oscillations in a physical
system. These oscillations can be derived from various sources, such as astronomical
events like the rotation around the sun (year) or the rotation of the Earth (day), the
swinging of a pendulum in a mechanical clock (second), or the electric oscillation of
a quartz crystal (microseconds). Another method involves utilizing atomic references,
where the transition between two precisely defined atomic energy levels is measured.
This is the case for 133Cs fountain clocks, which currently define the SI second as con-
sisting of 9,192,631,770 oscillation periods. As the oscillation frequency increases, the
systematic uncertainty of clocks typically decreases. The most advanced 133Cs fountain
clocks achieve a systematic uncertainty in the range of 10−16 [11–14]. Optical clocks,
similar to other atomic clocks, operate by examining the transition frequency between
two well-defined energy levels of an atom. However, in optical clocks, this transition is
probed using light instead of an RF (radio frequency) field, resulting in an oscillation
frequency several orders of magnitude higher and thus allow lower statistical and sys-
tematical uncertainties of the measured fractional frequency.

Figure 2.1 illustrates the fundamental concept of an optical clock [83, 147]. In
neutral atom lattice clocks [7, 8, 45, 67, 148], typically tens or hundreds of thousands
of atoms are trapped using the potential created by an optical lattice. In optical ion
clocks [1, 3, 22–27, 29, 46, 48, 123, 149, 150], one or more ions are trapped using an
ion trap, such as a quadrupole trap. Laser cooling [151–155] is employed to cool the
atoms or ions, to ensure effective trapping and to suppress the atoms or ions motion
and hence the Doppler shift. The narrow clock transition is probed using a frequency-
stabilized laser, and an external stabilization cavity is typically utilized for frequency
stabilization [90, 156–158]. Any deviation of the laser frequency from the reference
frequency provided by the clock transition is corrected through a feedback loop and
frequency shifter integrated into the optical path of the laser beam. Since the oscil-
lations of optical frequencies are too rapid for electronic devices to count, an optical
frequency comb [159, 160] is employed to convert the optical oscillation into an RF
signal, which can be used as a clock signal and can be compered to other clocks [74].
Furthermore, the optical comb allows for the direct comparison of two optical clocks

5



Frequency correc�on

RF signal

E
hν

|↓

|↑

Clock laser

Frequency reference

Clock

Traped atom or ion

 

Op�cal comb

w 

Stabiliza�on cavity
Frequency
measurement

Figure 2.1: Concept of an optical clock. The clock laser serves the purpose of proping
the internal state of a trapped atom or ion. The measurement feedback obtained from
this interrogation is used to adjust the frequency of the clock laser. Stabilization of
the clock laser with an ultra-stable cavity is necessary to enable long coherence times
for interrogation approaching the lifetime limit. The frequency of the laser light can
be translated into an RF frequency using an optical comb. Adapted from [79].

with different wavelengths of the clock laser [24, 29, 120, 127].

2.2 Characterisation of frequency stability

Typically, the frequency stability is the most important value for a local resonator.
This is also true for optical clocks in terms of statistical uncertainty of the measured
frequency. The Allan deviation or modified Allan deviation serves as a useful tool
for describing frequency stability. Furthermore, it is crucial to assess the systematic
uncertainties of each optical clock in order to provide an accurate estimation of the
clock’s measurement accuracy. A more comprehensive explanation of the theory behind
frequency standards and clocks can be found in Riehle et al. [161].

2.2.1 Allan deviation

When assessing the statistical uncertainty of a measurement, the standard deviation is
commonly employed. However, when evaluating the stability of a local resonator, the
standard deviation is not the ideal measure because consecutive frequency samples,
denoted as vi and vi+1, are generally not independent of each other. The standard
deviation for N measurements is mathematically defined as:
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σstd,v =

√√√√ 1

N − 1

N∑
i=1

(vi − v̄)2, (1)

where v̄ represents the mean frequency. However, in cases where the noise in the
frequency samples vi follows a power spectral density (PSD) scaling of fa, with a ≤ −1,
the standard deviation does not approach a specific value. In resonators, including
optical clocks, flicker frequency noise characterized by a scaling of fa with a = −1 is
a common source of noise. In such scenarios, an alternative definition is required to
characterize the stability of the local oscillator. This can be achieved by employing the
M-sample variance, which is defined as follows:

σ2
y(M,T, τ) =

1

M − 1


M−1∑
i=0

v̄2i −
1

M

[
M−1∑
i=0

v̄i

]2 , (2)

while v̄i is given by the average frequency a frequency sample within the average
time τ :

v̄i =
1

τ

∫ ti+τ

ti

v(t)dt (3)

The M-sample variance with M=2 and without dead time T = τ is called Allan
variance σ2

v(τ) [162] and can be written as the expectation value of the difference
between two consecutive frequency samples:

σ2
v(τ) =

1

2

〈
(v̄n+1 − v̄n)2

〉
, (4)

The Allan deviation σv(τ) =
√

σ2
v(τ) can be calculated from N measured frequency

samples by:

σv(τ) =

√√√√ 1

2(N − 1)

N∑
i=1

(v̄i − v̄i+1)2. (5)

The Allan deviation is a good choice to describe the frequency stability of an oscil-
lator, as it converges to the expectation value with increasing sample number.

The same method can be applied to the fractional frequency y = v
v0

, where v0 is
the frequency of the local oscillator:

σy =
σv

v0
. (6)

Also the PSD can be normalized by:

Sy(f) =
1

v20
Sv(f) (7)

The PSD can be classified by known noise models that are functions of the Fourier
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Table 2.1: Power-law scaling of different noise sources (PN= phase noise;
FN=frequency noise).

Noise Type/
Analyse Method

White PN Flicker PN White FN Flicker FN
Random
walk FN

Sy(f) h2f
2 h1f

1 h0f
0 h−1f

−1 h−2f
−2

σ2
y(τ) K2h2τ

−2 K1h1τ
−2 K0h0τ

−1 K−1h−11τ
0 K−2h−2τ

1

modσ2
y(τ) Km2h2τ

−3 Km1h1τ
−2 Km0h0τ

−1 Km−1h−11τ
0 Km−2h−2τ

1

frequency to the power of an integer a and coefficients ha:

Sy(f) =
a=2∑
a=−2

haf
a. (8)

Similar to the PSD also the Allan variance can be used to identify the dominant
noise source of the system. Table 2.1 shows the power law scaling of Sy(f), σ2

y(τ), and
the modified Allan variance modσ2

y(τ) with coefficients K and Km. However, it can not
be differentiated between flicker phase noise and white phase noise by the behaviour
of the Allan variance. Therefore, typically the modified Allan variance modσ2

v(τ) is
used, where a weighting function for averaging of the frequency samples is applied

modσ2
y(τ) =

1

2

〈[
1

n

n∑
i=1

(
1

n

n∑
k=1

ȳi+k+n −
1

n

n∑
k=1

ȳi+k

)]2〉
. (9)

For a measurement with N frequency samples the modified Allen deviation can be
calculated by:

modσy(τ) =

√√√√ 1

2m4(N − 3m + 2)

N−3m+2∑
j=1

[
j+m−1∑
i=j

(
i+m−1∑
k=i

[ȳk+m − ȳk]

)]2
. (10)

For the modified Allan variance flicker phase noise shows a τ−2 behaviour and white
phase noise shows a τ−3 behaviour. In Table the behavior of the PSD, the Allan vari-
ance, and the modified Allan variance for different noise sources is shown.

The conversion between PSD and Allan variance and between PSD and modified
Allan variance is given by [163]:

σ2
y(τ) = 2

∫ ∞

0

Sy(f)
(sinπτf)4

(πτf)4
df (11)

and

modσ2
y(τ) = 2

∫ ∞

0

Sy(f)
(sinπτf)6

(πnτf)2(sinπτ0f)2
df. (12)

The confidence interval of the estimated Allan variance EAV and the estimated
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modified Allan variance EMAV does not only depend on the number of taken sample,
it also depends on the dominant frequency noise source [164–166]. As the noise source
is often not known, the confidence interval of the Allan variance calculated by m
independent frequency samples is often approximated by:

σ(EAV) =
1

2

√
EAV

m
(13)

σ(EMAV) =
1

2

√
3 EMAV

m
(14)

The use of an overlapping Allan deviation and modified Allan deviation calculation
method can further improve the confidence factor. In the following an overlapping
Allan deviation calculation method is used. For the confidence interval either the
approximation in equation 14 is chosen or the calculation methods of [167] is used.

2.2.2 Statistical and systematic uncertainties of optical clocks

The Allan deviation is a useful tool for assessing the statistical uncertainty in frequency
measurements. In the case of optical clocks, the frequency of the clock laser is measured
when it is stabilized on the spectroscopy signal of the clock transition. However, each
individual interrogation of the atomic state provides only one bit of information by
projecting the probability distribution onto one of the two eigenstates. This statistical
uncertainty is known as quantum projection noise (QPN) and it limits the statistical
frequency stability of an optical clock. For N uncorrelated atoms, the Allan deviation
of the QPN is given by the following equation [161]:

σ(τ) =
1

K

1

2πtintν0

√
tcy
Nτ

, (15)

here ν0 represents the transition frequency. The QPN depends on the interrogation
time tint of the transition and the cycle time tcy = tint + tdead, which includes the
interrogation time and the dead time between measurements. The factor K ≲ 1
is dependent on the atom interrogation method used. For Rabi interrogation, K =
0.60386, while for Ramsey interrogation with a long dark time, K ≈ 1 [168–170]. This
indicates that Ramsey interrogation is more favorable than Rabi interrogation in terms
of achieving lower QPN. Furthermore, the QPN scales down as

√
tint. In particular,

for single ion clocks, a long interrogation time is necessary to achieve a sufficiently low
QPN and reduce the required average time to reach the systematic uncertainty limit.
However, the interrogation time is often limited by the coherence time tcoh of the clock
laser system, defined as [84, 108, 171, 172]:

1rad

2πtcoh

!
= σy,Laser(tcoh). (16)

In conclusion, frequency stabilization of the clock laser to an ultra-stable cavity is
essential to enable long interrogation times and reducing the QPN.

9



Table 2.2: Systematic uncertainty budget of different optical clocks. Fractional fre-
quency shifts δν

ν0
and corresponding systematic uncertainty σ

(
δν
ν0

)
in 10−18. (BBR=black

body radiation, BGC=background gas collision).

87Sr 171Yb 171Yr+ 27Al+

Reference [8] [5] [4] [3]

shift δν
ν0

σ
(
δν
ν0

)
δν
ν0

σ
(
δν
ν0

)
δν
ν0

σ
(
δν
ν0

)
δν
ν0

σ
(
δν
ν0

)
BBR environment

(atomic)
-4974
(0)

0.2
(1.5)

-2361 0.9 -70.5 1.8 -3.05 0.42

BGC -3.7 0.4 -5.5 0.5 0.5 0.5 -0.06 0.24
2nd-order
Zeeman

-176.9 0.2 -118 0.2 -10.4 0.2 -924.2 0.37

AC-Stark shift
(lattice laser)

0
(-21.3)

< 0.1
(1.2)

0.02
-(1.5)

0.01
(0.8)

0 0.8 0 0.2

DC Stark shift 0 0.3 0 < 0.07 -0.8 0.6
Servo 0 0.2 0.03 0.05 0 0.2

AOM chirp 0 < 0.1 0 < 0.1 0 < 0.1
cold collision -12.3 0.4 -0.21 0.07

1st-order Doppler 0 0.22
2nd-order

Doppler (EMM)
0 < 0.1 0) < 0.02 -2.3 1.5

-1.73
(-4.58)

0.29
(0.59)

Total -5188 2 -2487 1.4 -90.2 2.7 -933.6 0.94

Moreover, the clock transition has a finite lifetime determined by the linewidth of
the clock transition, denoted as δν. This introduces a fundamental limitation on the
interrogation time and consequently imposes the quantum projection noise limit:

σ(τ) =
1

K

δν

ν0

√
tcy
Nτ

. (17)

Another source of noise is directly associated with the dead time tdead, between clock
interrogations. During this period, the clock laser operates without feedback from the
atom, allowing for potential frequency drift. This effect is known as the Dick-effect
[168, 169, 173]. For effective stabilization of the clock laser to the the atomic resonance
several interrogation cycles of the clock transition are necessary. To enable this and to
mitigate the influence of the Dick effect the stability of the ultra-stable cavity needs to
hold over multiple interrogation cycles

After a sufficiently long measuring time the uncertainty of an optical clock is given
by the systematic uncertainties. In Table 2.2 the occurring drifts and the systematic
uncertainties budget of some of the best optical clock are shown. The small black body
radiation shift of 27Al+ and the low total systematic uncertainty gives a motivation for
building an 27Al+ ion clock. To stay in focus of the topic of this work the following
brief discussion of the shift are concentrating on optical ion clocks and should motivate
the later design of the clock setup
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• Stark shift: Electric fields interact with the electric moment of the atoms or ions
introducing an frequency shift called stark shift. This frequency shift between
two energy levels is given by [174]:

∆νStark = − 1

2h
(∆αDCE

2
0 + ∆αAC(Ω)⟨E2

0(Ω)⟩), (18)

where h is the Planck constant. It can be differentiated between the DC-Stark
effect with the term ∆αDCE

2
0 depending on the differential polarizabilities αDC

and the static electric field E0, and the AC-Stark effect, which is given by:

∆νACStark = − 1

2h
∆αAC(Ω)⟨E2

0(Ω)⟩. (19)

The differential polarizabilities αDC(Ω) in the AC-Stark shift depends on the os-
cillation frequency Ω of the electric field E(Ω).

For optical clocks static electric fields can be induced external electric field or by
electric charge accumulations in dielectric materials close to the atoms or ions
[69]. Electric fields oscillating with RF frequencies are introduced by the ion trap
[81]. For most of the typically used species the AC Stark shift introduced by the
alternating electric field of the probe laser is small [55]. For optical lattice clocks
the lattice laser typically introduces a strong AC-Stark shift [174, 175], which
needs to be taken into account. Additionally, Black body radiation consists of
electromagnetic radiation and leads to an AC-Stark shift.

• Black body radiation (BBR) shift: Every object at finite temperature emits ther-
mal electromagnetic radiation. The spectrum can be described by Planck’s law
of black-body radiation:

Bν(T ) =
2hν3

c2
1

ehν/kT − 1
. (20)

The energy levels involved in the frequency measurement of the optical clock
couple similarly to the AC Stark shift differently to electromagnetic field and
therefore the clock transition experiences a differential energy shift [176–179].
This shift depends on the temperature of the surrounding material, their emis-
sivity and the polarizability of the energy levels. Typically, the temperature is
measured at different positions around the ions and atoms and simulations of the
influence of BBR on the ion or atoms are performed to evaluate the frequency
shift. For ion clocks the high RF power of the ion trap heats the trap and the
surrounding materials which needs to be taken into account. If the clock species
is susceptible to BBR often a cryogenic system [45, 174] is used which adds sig-
nificant complicity to the system. For a transportable clock typically operates at
room temperature, clock species with small BBR shifts are favourable.

• Background gas collision (BGC): Remaining gas inside the vacuum chamber leads
to collisions of these particles with the trapped atoms or ions. Such a collision
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can lead to a momentum transfer and hence motional heating of the clock atoms
or ions [180]. Additionally, some atom and ion species are chemically reactive
with the background gas, which hinders clock operation. For examples 27Al+ can
react with hydrogen from the background gas forming aluminiumhydrid.

However, the main contribution of BGC to a systematic frequency uncertainty
is given by a phase change of the atomic superposition between ground and
excited state of the clock transition due to interaction of the atom or ion with
the background gas particle [69, 180–182]. The phase change classically occurs
due to different interaction potentials of ground and excited state. Additionally,
polarization of the colliding molecule results in an electric field that generates an
AC Stark shift. Therefore the phase change depends on the polarizability of the
clock ion. In general the frequency shift due to BGC depends on the collision rate
and hence on the remaining vacuum pressure inside the vacuum camber. This
makes ultra-high vacuum necessary in those experiments.

• Zeeman shifts: Magnetic fields induce an shift of the energy levels of the atom
due to the magnetic momentum of the atom. This effect is called Zeeman effect.
The coupling to the magnetic field B depends on the projections of the angular
momenta on the magnetic field quantization axis |mf⟩ and introduce a frequency
splitting of the magnetic hyperfine sub levels of

∆ν = C1B + C2B
2 + C3B

3... (21)

Here, C1 is the linear and C2 the quadratic Zeeman coefficient, while higher
order terms can often be neglected. The linear Zeeman coefficient is given by

C1 =
µBgFmF

h
, where gF is the g-factor of each hyperfine state and h is the

Planck constant. Two approaches can be used to sufficiently reduce the first
order Zeeman shift. The first one is given by using transitions between lower
states |F,mF = 0⟩ and upper states |F ′,mF ′ = 0⟩ if possible. The second is
given by averaging the frequency shift to zero by probing at least two Zeeman
transitions with opposite mF sign [6, 67, 183]. In an 27Al+ clock for example the
|1S0,F = 5/2,mF = −5/2⟩ to |3P0,F = 5/2,mF = −5/2⟩ is alternately probed
with the |1S0,F = 5/2,mF = 5/2⟩ to |3P0,F = 5/2,mF = −5/2⟩ transition [184].
The quadratic Zeeman term still remains and introduces a frequency shift. The
strength of the magnetic field needs to be measured to compensate for the fre-
quency drift. The measurement of the magnetic field can be achieved by probing
the Zeeman shift of a suitable optical transition. In the case of an optical clock
using 40Ca+ and 27Al+ ions, it is advantageous to employ calcium transitions for
precise magnetic field measurements due to aluminum’s insensitivity to magnetic
fields [81].

• Time dilation due to ion motion: For ion clocks which are using one or only a
few typically motionally coupled ions, thermal motion leads to a frequency shift
due to the second order Doppler effect, which is a direct consequence of special
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relativity. Relative motion between the laser beam in the laboratory frame and

the ion introduces a Doppler shift
∆ν

ν
=

νlab − ν

ν
[83]:

∆ν

ν
=

⟨v∥⟩
c

− ⟨v2⟩
2c2

+
⟨v2∥⟩
c2

+ O(
1

c3
), (22)

v∥ is the ion’s velocity in the direction of the probe beam and v the total velocity
of the ion. The first term in Equation 22 is the 1st-order Doppler shift. The
average motion ⟨v∥⟩ of the ion in the harmonic trap potential is zero over the
probe duration. However, due to thermal drifts or buildup of electric charges [3]
during clock probing, the relative position of the ion can change over time and
leads to a systematic shift of the clock frequency. By probing the clock transition
from both sides this effect can be canceled. The next two terms in Equation 22,
referred to as 2nd-order Doppler shifts, are a form of time dilation shifts [83]. In
an ion trap different types of motion contribute to the trajectory of the ion given
by secular motion and intrinsic and excess micromotion (EMM) [79, 185, 186].
The motion of the ion can be suppressed by cooling and ensuring low heating
rates [79, 81, 187]. However, even a ground state cooled ion in a quatrupol trap
has a finite velocity due to the zero point energy of the corresponding harmonic
oscillator modes.

• Tunnel effect and cold collisions: In optical lattice clocks the atoms are trapped
relatively weakly in the electromagnetic field of the optical lattice. The potential
barrier introduced by the lattice is relative small and atoms can tunnel through
the barrier. The effect is especially relevant for shallow lattices. The extended
wave function of the atoms connected with high atomic densities leads to collisions
between the atoms itself, and hence to an additional collision shift [5, 175, 188,
189].

• Other systematic effects: Technical effects, can be a relevant systematic effects
for individual measurement setups. Optical path length changes in the clock
laser setup can lead to a change of laser phase. During interrogation this effects
can affect the excitation probability of the atoms or ion, resulting in a frequency
shift. Optical path length changes in the connection between the experiment
and the optical comb can also lead to frequency changes. Therefore those optical
paths needs to be length stabilized. Phase shift induced by the rise time of the
AOM when probing the clock transition [5, 8, 55] can also induce additional
systematic uncertainty. Optical path length changes in the clock laser setup
can lead to a change of laser phase. During interrogation this effects can affect
the excitation probability of the atoms or ion, resulting in a frequency shift.
Optical path length changes in the connection between the experiment and the
optical comb can also lead to frequency changes. Therefore those optical paths
needs to be length stabilized. The clock laser is stabilized by an ultra stable
reference cavity, which typically shows frequency drifts due to spacer aging and
temperature changes. While linear drifts are typically compensated for during
clock interrogation, remaining frequency second order drifts lead to an offset
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inducing a clock servo error [69]. Furthermore the gravitational red shift between
two clocks at different positions need to be considered [56–58, 60].

Optical clocks using 27Al+ ions exhibit an exceptionally low total shift. When com-
pared to other optical clocks, the total systematic uncertainty for 27Al+ optical clocks
is the lowest recorded thus far, around 1 × 10−18 [3, 81]. Particularly noteworthy is
the significantly reduced BBR shift for 27Al+ compared to other clock species. The
insensitivity of 27Al+ to BBR makes it an excellent choice as a clock ion, as BBR of-
ten constitutes the dominant systematic uncertainty in optical clocks using different
clock species. To further suppress the BBR associated systematic uncertainty, it is
crucial to obtain a better understanding of the temperature distribution around the
ions or atoms, which can be challenging when heat-inducing elements like ion traps
are involved. Measurement of the trap temperature and the carrier board holding the
trap is necessary, and the trap itself should have good heat conduction to a heat sink.
For design of the carrier board and its mounting, presented in Section 5.2, takes these
aspects into account.

By achieving higher vacuum levels in the experimental setup, the remaining sys-
tematic uncertainty resulting from BBR can be further mitigated. With the vacuum
system presented in Section 5.1 we aim for a pressure below 10−11 mbar to suppress
black body radiation and chemical reactions between 40Ca+ ions and hydrogen atoms
in the background gas.

The uncertainty associated with the Zeeman shift in 27Al+ clocks arises from sev-
eral factors, including the limited accuracy of magnetic field probing using co-trapped
40Ca+ ions, uncertainty in the quadratic Zeeman coefficient C2, and fluctuations in
the magnetic field [81]. The uncertainty of the Zeeman shift can be reduce by a more
accurate measurement of C2. Fluctuations in the magnetic field can be minimized by
stabilizing the magnetic field or utilizing permanent magnets, as well as employing a
mu-metal shield for isolation from external magnetic fields. The magnetic field can
be measured using a magnetic field sensor, and feed-forward or feedback stabilization
schemes can be implemented to maintain its stability [190]. For the setup described
here, a different approach is chosen. The design presented in Section 5.3 utilizes per-
manent magnets and a mu-metal shield, along with compensation coils. The mu-metal
shield serves to isolate the experiment from environmental magnetic field fluctuations.
The magnetic field produced by the magnetic field coils is susceptible to higher fre-
quency noise, including 50 Hz noise, whereas permanent magnets do not exhibit such
noise. By combining permanent magnets with compensation coils, it becomes possible
to adjust the magnetic field at the ions’ position. The contribution of the magnetic
field from the coils is small, resulting in low magnetic noise.

Optical lattice clocks like the 87Sr or 171Yb lattice clock are using many atoms
simultaneously to measure the transition frequency. According to equation 15 the
QPN scales down with 1/

√
N with the atom number. Ion clocks like the 27Al+ clock

typically are using one ion. Consequently, they are limited by QPN and it takes a long
measurement time for ion clocks to reach the systematic uncertainty limit. Therefore,
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Figure 2.2: Reduced level diagram of 27Al+ with the clock transition 1S0 to 3P0 and
the logic transition 1S0 to 3P1. The 1S0 to 1P1 transition is in the deep UV and cannot
be used for cooling and detection. Taken from [80].

it is important for optical ion clocks to enable long probe times to reduces the QPN.
To enable long probe times, an ultra-stable laser system is required. The focus of this
thesis is the development of an ultra-stable, transportable clock laser system for an
27Al+ clock.

2.3 An optical 40Ca+/27Al+ clock using quantum logic spec-
troscopy

In the preceding section, the systematic uncertainty budgets of various optical clocks,
including an 27Al+ ion clock, are discussed. However, it should be noted that 27Al+ ions
do not possess an available transition suitable for efficient cooling and state detection of
the ion. The level diagram for 27Al+ is depicted in Figure 2.2. The transition from 1S0

to 1P1 cannot be utilized for state detection and laser cooling due to the unavailability
of stable laser systems at this particular wavelength, despite ongoing efforts to develop
lasers in the deep ultraviolet range [191–193]. Furthermore, the clock transition from
1S0 to 3P0 at 267.4 nm and the logic transition from 1S0 to 3P1 at 267 nm are shown
in the diagram. The logic transition can also be utilized for state preparation of the
Zeeman sublevels of the 1S0 ground state.

To cool the 27Al+ ion, it is trapped alongside one or more 40Ca+ ions. The level di-
agram for 40Ca+ is presented in Figure 2.3. Direct laser cooling of 40Ca+ ions is feasible
[194]. The 27Al+ ion is sympathetically cooled through its Coulomb interaction with
the 40Ca+ ion [195–199]. For cooling the 40Ca+ ion, the transition from 2S1/2 to 2P1/2

at 397 nm can be employed, and various cooling techniques such as Doppler cooling and
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Figure 2.3: Reduced level diagram of 40Ca+. The 2S1/2 to 2P1/2 transition can be
used for cooling and state detection. To avoid population trapping a repumper laser
at 866 nm is used to drive the 2P1/2 to 2D3/2 transition. For sideband cooling and
quantum logic spectroscopy the narrow 2S1/2 to 2D5/2 transition can be used and the
2D5/2 level and the quickly decaying 2P3/2 level can be used for state clear out. Taken
from [80].

electromagnetically induced transparency (EIT) cooling can be implemented [200, 201].
The 2S1/2 level decays to the metastable 2D3/2 level [202]. A repumper laser operating
at 866 nm is necessary to prevent population trapping. Sideband cooling techniques
[79, 81, 186, 194] can be applied using the narrow transition between the 2S1/2 and
2D5/2 states at 729 nm. The transition between the 2D5/2 level and the rapidly decay-
ing 2P3/2 level can be utilized to effectively clear the 2D5/2 level and facilitate efficient
sideband cooling and micromotion determination.

The choice of 40Ca+ as the logic and cooling ion in 27Al+-based systems is attributed
to several factors. Firstly, the mass ratio of 1.48 between 40Ca+ and 27Al+ enables ef-
ficient sympathetic cooling [197]. Additionally, the cooling transition at 397 nm for
40Ca+ is easily accessible. Moreover, 40Ca+ is used in various experiments, and its
cooling, state detection, and manipulation have been well-studied [22, 68, 203–209].
Commercial laser systems specifically designed for 40Ca+ applications are readily avail-
able, facilitating experimental setups and implementation. Alternatively, other ion
species such as Mg+ [3] or Be+ [82, 119] have been demonstrated as logic ions for
27Al+ quantum logic clocks. The mass ratio of Mg+/27Al+ is more favorable than the
40Ca+/27Al+ mass ratio. But the mass ratio of Be+/27Al+ provides only insufficient
sympathetic cooling capabilities. However, both of these species require deep UV light
to address the cooling transition, which necessitates the use of custom-made optical
fibers and complex laser systems.
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Figure 2.4: Quantum logic spectroscopy protocol. 1. Probing the clock transition 1S0 to
3P0. If it is exited follow the upper line, if excitation failed follow the lower line. 2. Blue
sideband (BSB) pulse of the 27Al+ logic laser is used to excite 27Al+ to the |3P0,1⟩ state
with one motional quantum, which is only successfully if the clock transition failed.
Due to the motional coupling 40Ca+ is also in the first motional state |1⟩. 3. Red
sideband (RSB) pulse with 40Ca+ quantum logic laser excites 40Ca+ to the 2D5/2 if it is
in the |1⟩ state. 4. Detection of the 40Ca+ state, bright fluorescence is obtained if the
40Ca+ ion is still in the ground state otherwise no fluorescence is obtained. Following
the quantum logic scheme, information on wether the clock excitation was successfully
or not is gained.

To address the absence of an accessible detection transition in 27Al+, quantum logic
spectroscopy (QLS) can be employed to probe the 27Al+ clock transition. Figure 2.4
illustrates the quantum logic scheme for using 27Al+ as the clock ion and 40Ca+ as
the logic ion. Prior to the QLS protocol, the ions are cooled to their motional ground
state. The 27Al+ ion is prepared in the desired Zeeman sublevel of the ground state,
typically |1S0, m = −5

2
⟩ or |1S0, m = 5

2
⟩, using a circularly polarized 27Al+ logic

laser. The clock laser is then utilized to interrogate the 27Al+ clock transition from 1S0

to 3P0. Depending on the interrogation scheme and the laser frequency detuning, the
ground state 1S0 and the upper 3P0 state are excited with a certain probability. If the
excitation fails, the 27Al+ ion remains in the ground state 1S0 (lower lane in Figure 2.4).

To read out the clock transition, a blue sideband pulse (BSB) of the logic laser
is applied to excite the 27Al+ ion to the 3P1 state. Due to the blue detuning of the
logic laser, one motional quantum is added, resulting in the 27Al+ ion being in the first
motional state |3P1, 1⟩. Due to the motional coupling between the 40Ca+ and 27Al+

ions, the 40Ca+ ion is also driven to the first motional state |2S1/2, 1⟩. However, if the
excitation of the clock transition is successful, the 27Al+ ion remains in the upper state
3P0, and the logic laser has no influence on the 27Al+ state (upper lane in Figure 2.4).
Both ions remain in the motional ground state |0⟩. A red sideband pulse (RSB) of
the 40Ca+ quantum logic laser at 729 nm is then employed to drive the 2S1/2 to 2D5/2

transition. Due to the red detuning of the laser, one motional quantum is removed.
If the 40Ca+ ion was initially in the motional ground state (clock transition excited),
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the excitation to the 2D5/2 state fails, and the 40Ca+ ion remains in the ground state.
In contrast, if the 40Ca+ ion is in the 2D5/2 state (clock transition not excited), the
interrogation of the 2S1/2 to 2P1/2 transition is dark. The readout process can be
repeated, which allows for quantum non-demolition measurements and, enables a high
fidelity. In summary, the excitation probability of the 1S0 to 3P0 transition is measured
by transferring the information to the 40Ca+ ion via their motional states and detecting
the 40Ca+ state.
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3 A transportable ultra-stable reference cavity

In this chapter, a transportable ultra-stable stabilization cavity is presented. Firstly,
the theoretical foundation of optical cavities is discussed, including the examination
of major noise sources that affect the frequency stability of the laser. Secondly, the
setup of the optical cavity is outlined, including the optical setup for locking the laser
frequency to the resonance frequency of the cavity. The entire setup is integrated into
a rack. The main focus of this chapter is the characterization of the frequency stability
of the optical cavity. As the major noise sources vibration noise, photo-thermal noise,
RAM and the temperature stability are investigated.

3.1 Theoretical description

The theoretical consideration of optical cavities begins with the general concept of an
optical resonator. Furthermore, the Pound-Drever Hall (PDH) locking technique is
explained. Residual amplitude modulation (RAM) is described, and an active stabi-
lization scheme for RAM is presented. Additionally, a stabilization scheme for optical
path length changes is discussed. Finally, the main contributions of noise that affect
the frequency stability of the laser are presented.

3.1.1 Theory of optical cavities

A detailed discussion of the theory of optical resonators can be found in various liter-
ature, for example, by Saleh and Teich [210]. Here, the basic theoretical concepts are
reproduced.

Considering a laser beam with an electric field Ein = E0e
iνt assuming a plane

wave, where ν represents the frequency. When this laser beam is directed into an
optical resonator, a fraction t1Ein passes through the first mirror. The beam is then
reflected by the second mirror and, after completing a full round trip, it is reflected
once again by the first mirror. The resulting beam r1r2t1Ein interferes with the laser
beam transmitted by the first mirror. This process repeats for numerous circulations of
light within the cavity, while a portion of the light leaks out through the second mirror.
Perfect coupling is indeed achieved by ensuring perfect destructive interference between
the input light reflected off the first mirror and the light from the cavity transmitted
through it. This interference results in optimal coupling efficiency, maximizing the
transmission of light into and through the cavity. This resonance condition is met
when nλ = 2l0, where n is an integer, λ is the wavelength of light, and l0 is the length
of the optical resonator. In the frequency domain, a transmission peak appears for
each axial mode, with the frequency separation between these modes referred to as the
free spectral range νFSR, which is fully determined by the resonance condition. The
free spectral range can be calculated using the equation:

νFSR =
c

λ
=

c

2l0
(23)

In a broader perspective, the circulating light accumulates a phase change of ∆ϕ =
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exp
(
−iν · 2l0

c

)
with each circulation within the optical resonator. In the case of a

perfect cavity without losses, the electric field coupled into the cavity Ec, can be
calculated by summing up the round trips of the field:

Ec = t1Ein

∞∑
n=0

(r1r2 exp(−i
ν

νFSR
))n = E0

t1

1 − r1r2 exp(−iδν
νFSR

)
. (24)

The transmission is given by:

Et = exp(−i
ν

νFSR
)Ėc = Ein

t1t2 exp(−i ν
νFSR

)

1 − r1r2 exp(−i ν
νFSR

)
(25)

and the reflection is given by:

Er = −rEin + Ein

t21r2 exp(−i ν
νFSR

)

1 − r1r2 exp(−i ν
νFSR

)
(26)

The reflection coefficient is defined as the ratio between the incident beam Ein and
the reflected beam Eref. For a lossless optical resonator with identical mirrors, the
reflection coefficient can be calculated using the equation:

R(ν) =
Er

Ein

= r
1 − exp (i ν

νFSR
) − 1

1 − r2 exp (i ν
νFSR

)
(27)

The full width at half maximum of the light intensity transmitted by the cavity
represents the linewidth δν of the cavity and can be calculated as:

δν =
c

2L

1 − r1r2√
πr1r2

(28)

The finesse of the cavity is defined as:

F =
νFSR
δν

=

√
πr1r2

1 − r1r2
(29)

The description provided above applies to a cavity with two planar mirrors. How-
ever, in practice, a high-finesse cavity with planar mirrors is highly sensitive to mis-
alignment, making it difficult to successfully confine the field between the mirrors.
For stable operation, at least one of the mirrors should have curvature. In an optical
resonator with two curved mirrors with radii Ri, stability parameters gi = l0

Ri
can be

defined. In such an optical resonator, the stability condition

0 ≤ g1g2 ≤ 1 (30)

must be fulfilled to form stable optical modes. As a consequence of this geometry,
higher-order transverse modes appear in the cavity. The phase of such modes inside
the cavity is modified by the Gouy phase shift. Therefore, the resonance conditions of
these modes change to:

νqnm = (1 + q)νFSR + (n + m)∆νqnm, (31)
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where

∆νqnm =
c

2l0

(arccos
√
g1g2

π

)
. (32)

The integer q represents the longitudinal mode number, while the integers n and
m represent the transverse mode numbers. When constructing an optical cavity, it is
essential to ensure that the desired mode and other modes are not degenerate, and
that the spacing between them is sufficient to prevent a reduction in laser stability.

The stability of the resonance frequency f0 of an optical cavity is directly related
to the stability of its length. This can be expressed by the equation:

δf

f0
= −δl

l0
, (33)

where δf
f0

represents the fractional frequency instability and δl
l0

denotes the relative
length change of the cavity.

The same conversion can be applied for the power spectral density (PSD) of dis-
placement Sx to the PSD of fractional frequency noise Sy given by:

Sy =
Sx

l20
. (34)

It is essential to minimize the length fluctuations caused by various noise sources in
order to achieve a highly frequency-stable optical cavity. Furthermore, it is necessary to
implement frequency locking between the laser source and the optical cavity to ensure
that the stable resonance frequency of the cavity is accurately transferred to the laser
frequency.

3.1.2 Pound Drever Hall stabilization locking scheme

To stabilize the frequency of laser light to an external reference cavity, the Pound-
Drever-Hall (PDH) locking scheme [211–213] can be employed. The PDH locking
scheme is illustrated in Figure 3.1. In this setup, a fiber laser is used, and its frequency
can be adjusted by applying voltage to a built-in piezo actuator. However the response
of laser frequency is to slow to suppress high frequency noise. To achieve faster fre-
quency control, an acousto-optical modulator (AOM) is included. An electro-optical
modulator (EOM) is used to introduce additional sidebands to the laser light. The
frequency of the sidebands is determined by the laser frequency plus or minus the fre-
quency of the modulation signal generated by a local oscillator.

The laser beam undergoes polarization cleaning by a polarizing beamsplitter (PBS)
and then passes through a quarter-wave plate. Close to resonance, a laser light with
the carrier frequency is partially coupled into the reference cavity and partially re-
flected, while the sidebands are fully reflected. The reflected light then passes through
the quarter-wave plate again and is reflected by the PBS. The interfering light, con-
sisting of the carrier and sideband, is detected by a photodetector. The measured
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signal is demodulated using an rf mixer, utilizing the phase-matched sideband modu-
lation signal from the local oscillator. By applying low-pass filtering, a typical error
signal denoted as ϵ (depicted on the right side of Figure 3.1) is generated. The error
signal is fed to a PID controller, which is used to control the frequency of the laser light.

The difference between the carrier frequency and the resonance frequency of the
cavity leads to a phase shift of the reflected light with the carrier frequency. This
phase shift of the carrier, relative to the two sidebands, results in the detected error
signal.A brief mathematical derivation of the error signal and the demodulation process
is given considering phase modulation by the EOM,

Ein = E0e
i(νt+β sinΩt). (35)

This can be approximated using the Bessel functions J0 by

Ein ≈ E0[J0(β)eiνt + J1(β)ei(ν+Ω)t − J1(β)ei(ν−Ω)t] (36)

Taking the response function R(ν) of the cavity into account, the reflected light can
be written as:

Er = E0[R(ν)J0(β)eiνt + R(ν + Ω)J1(β)ei(ν+Ω)t −R(ν − Ω)J1(β)ei(ν−Ω)t]. (37)

The optical power detected by the PDH photodiode Pr is given by

Pr = |Er|2

=Pc |R(ν)|2 + Ps

(
|R(ν + Ω)|2 + |R(ν + Ω)|2

)
+ 2
√

PcPs Re [R(ν)R∗(ν + Ω) −R∗(ν)R(ν − Ω)] cos(Ωt)

+ 2
√

PcPs Im [R(ν)R∗(ν + Ω) −R∗(ν)R(ν − Ω)] sin(Ωt)

+ (O[2Ω]).

(38)

Here, Pc and Ps represent the optical power of the carrier and the optical power of
one sideband, respectively. The frequency mixing with frequency Ω is mathematically
expressed by multiplying with a sin(Ωt) term. After frequency mixing and applying a
low-pass filter, the following error signal arises

ϵ = 2
√

PcPs Im [R(ν)R∗(ν + Ω) −R∗(ν)R(ν − Ω)] (39)

If the frequency difference ∆ν = ν0−ν between the laser frequency ν and resonance
frequency of the cavity ν0 is small, R(ν) can be approximated as

Im [R(ν)] ≈ 1

π

∆ν

δν
. (40)

The error signal is given by:

ϵ = −4
√
PcPs

πδν
∆ν (41)
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Figure 3.1: Schematic drawing of the PDH locking technique. The laser beam is mod-
ulated with sidebands in frequency space using the EOM (electro-optical modulator).
The light reflected from the cavity is measured by a photodetector, and this signal is
used to generate the error signal ϵ. A detailed description of the PDH locking technique
is provided in the text.

By using this error signal and enforcing ϵ = 0, the frequency of the laser is locked
to the cavity resonance frequency ∆ν = 0. In the optimal case, the error function ϵ
is asymmetry around the resonant frequency of the cavity. This means that the error
signal is zero when the laser light is in resonance with the cavity. This point represents
the optimal locking point because amplification of the PDH error signal have no effect
on the frequency of the laser.

3.1.3 Residual amplitude modulation and stabilization

The frequency sidebands for the PDH locking scheme are produced by phase modula-
tion with an EOM. In practice, residual amplitude modulation (RAM) at the modu-
lation frequency is unavoidable in such a process [214, 215]. The presence of RAM is
detected by the PDH photodiode and leads to an offset in the PDH signal due to the
demodulation scheme. As a consequence, this offset in the PDH error signal causes a
shift in the laser frequency. A change in the magnitude of the error signal results in
a corresponding shift of the laser frequency. For a more detailed description of RAM,
one can refer to various sources, such as Shen et al. [216].

In the case of RAM is induced by the birefringence of the EOM, the following
explanation can be provided: The phase modulation of the EOM is generated by mod-
ulating the length of the crystal by applying a electric field. Due to the birefringent
nature of the EOM crystal, when linearly polarized light at an angle with respect to
the extraordinary axis enters the EOM, the birefringence and length modulation of
the crystal cause different phase shifts for light polarized along the extraordinary and
ordinary axes. Consequently, the polarization of the combined light wave after passing
through the EOM is also modulated. This polarization modulation is then converted
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into intensity amplitude modulation when it undergoes polarization analysis. The fre-
quency of this modulation corresponds to the PDH sideband modulation frequency,
resulting in RAM.

Fluctuations in the polarization angle of the incident light, light power, EOM mod-
ulation power, or the birefringence of the EOM can introduce fluctuations in the locking
point, leading to a degradation of laser stability. Therefore, it becomes necessary to
stabilize these physical quantities. To minimize RAM caused by the birefringence of
the EOM, one approach is to select an EOM with a low temperature dependency of
the birefringence [217]. Careful alignment of the polarization axis of the incident light,
the crystal axis, and the polarization analyzer axis is also important. It is worth noting
that birefringent materials like optical fibers can cause polarization changes. Hence, it
is recommended to place a polarizer in close proximity to the EOM, both before and
after it. Additionally, temperature stabilization of the EOM is crucial to prevent RAM
fluctuations arising from the temperature dependence of the EOM’s birefringence.

To stabilize RAM, an active control approach [214, 218–221] can be implemented.
Figure 3.2 illustrates a RAM stabilization scheme, which operates alongside the PDH
setup. In this scheme, an additional PBS is incorporated as a polarization analyzer
to convert any polarization modulation into intensity modulation. A beamsplitter is
utilized to direct a portion of the light to the RAM stabilization diode. The demodu-
lation of the signal measured on the RAM stabilization diode follows a similar process
to the demodulation of the PDH error signal. The measured signal is mixed with the
phase-matched PDH sideband modulation signal and then filtered using a low-pass
filter. The demodulated signal is employed to control the optical length of the EOM
through a PID controller and the application of a near dc electric field using a bias
tee. The signal changes the crystal’s length, which stabilizes the phase shifts for light
with different polarizations. This signal acts as a countermeasure to the RAM signal,
effectively nullifying the measured RAM and suppressing RAM caused by the birefrin-
gence of the EOM.

Another effect contributing to RAM is the presence of etalons. To gain a deeper in-
sight into this phenomenon, it is helpful to examine the PDH modulation from a Fourier
space perspective. The EOM introduces modulation to the laser light by generating
two symmetrical sidebands with opposite phases: one at the laser frequency plus the
modulation frequency and the other at the laser frequency minus the modulation fre-
quency, as shown in Equation 37. In this context, RAM occurs when the sidebands
have unequal amplitudes or phases that are not exactly opposite. The etalons in the
optical setup apply differently to light with different frequencies. The frequency differ-
ence between the two sidebands can cause an asymmetric reduction in their amplitudes
and induce a phase shift, which was previously described as RAM. Fluctuations in the
conditions of the etalons within the optical setup, such as temperature variations, lead
to additional fluctuations in the RAM offset. Therefore, it is crucial to strictly avoid
the presence of etalons in the optical setup. This can be achieved by tilting potentially
parallel surfaces or adding optical isolators to avoid reflected light to propagate back
and forth to form an etalon.
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Figure 3.2: Schematic drawing of the PDH locking technique from Figure 3.1 (light
components) updated by the RAM stabilization scheme (saturated components). The
RAM stabilization scheme consists of an additional polarisation beamsplitter (PBS)
and a beamsplitter (BS) used to reflect part of the light to the RAM photodiode (PD).
The RAM signal is electrically demodulated and used to cancel RAM by controlling
the phase shift induced by the EOM. A detailed description is given in the text.

However, for RAM induced by etalons, effective suppression can only be achieved
if the etalon is positioned between two surfaces that are both part of the RAM stabi-
lization path and the optical path of the PDH locking scheme [216]. Ideally, optical
isolators should be inserted into all optical paths that are not shared by both the RAM
stabilization scheme and the PDH locking scheme. Shen et al. [216] provide a compre-
hensive discussion on the influence of etalons on RAM, considering their position and
the RAM stabilization scheme.

3.1.4 Interferometric optical path length stabilization

In an optical setup, variations in temperature, pressure, and mechanical alignment can
lead to changes in the optical path length. These changes affect the phase of the laser
light and limit the frequency stability. To stabilize the length of all optical paths,
particularly in the case of optical fibers, a phase stabilization technique is employed.

Phase stabilization is typically achieved through a strongly asymmetric Michelson
interferometer, where the light in a short reference arm interferes with light traveling
back and forth in a long arm. In this configuration, the frequency of the frequency-
shifted light at a distant position at the end of the main path of the setup is compared
with the frequency of the light at the reference point [222, 223].

In Figure 3.3 such a interferometric setup for phase stabilization is depicted. In
this setup, a portion of the laser light is directed towards a mirror and back reflected,
interfering with the back reflected light from the main path. The majority of the laser
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Figure 3.3: Schematic drawing of an interferometric optical path length stabilization
schema. The incident light is divided into two paths using a beamsplitter (BS): the
main path and a reference path. In the main path, the light undergoes a frequency
shift by passing through an acousto-optic modulator (AOM), and at the end of this
path, a portion of the light is partially reflected back by another beamsplitter (BS). In
the reference path, the light is directly reflected back by a mirror. The back reflected
light from both paths interferes on a photodiode (PD), resulting in the generation of a
beat signal. This beat signal is utilized within a phase-locked loop (PLL) to stabilize
the phase of the light via a phase shift created by the AOM.

light continues along the main path. Close to the desired point where phase-stabilized
light is required, another beamsplitter is placed, which reflects a small fraction of
the light. Additionally, an AOM is inserted in the main path. The AOM induces a
frequency shift in the laser light within the main path, and the back reflected light
undergoes a second frequency shift. The back reflected light partially reflects off the
first beamsplitter and interferes with the light from the reference arm. The resulting
interference is detected by a photodiode, generating a beat signal due to the frequency
difference of the two light beams. Any changes in the optical length of the main path
cause a frequeny variation in the beat signal. This electric signal is compared to a
reference signal with a stable radio frequency (rf) by a phase-locked loop (PLL). The
corrected RF signal is then used to drive the AOM, compensating the frequency shift
and ensuring that the phase of the laser light at the second beamsplitter is referenced
to the phase at the first beamsplitter. It is important to minimize additional reflections
from other optical components that can interfere with the reference beam and disrupt
the electronic phase stabilization. Alternatively, the AOM can be placed behind the
reflection, providing a frequency marker for the desired reflection. In this setup, the
laser light that requires stabilization traverses the main path twice, experiencing the
same phase variation and frequency correction by another AOM twice. Alternative
phase stabilization schemes are also possible. For example, if the main path forms a
loop where the distance between the starting point and endpoint of the laser light is
small, direct interferometric phase stabilization can be achieved by measuring the beat
between the laser light at the start point and the endpoint.

3.1.5 Frequency comparison via optical comb

To accurately measure the frequency stability of the cavity, a second reference cavity
with higher stability is required. The laser light stabilized by the first cavity is combined
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Figure 3.4: Schematic drawing of a frequency comparison between two lasers with
different wavelength via an optical frequency comb. Both lasers are stabilized using
a PDH locking scheme on respective cavities. In this setup, the laser light from each
cavity is split using a beamsplitter (BS). One portion of the laser light is combined
with a tooth of the optical comb, and the interference beat between them is detected
by a photodiode (PD). The optical comb itself is stabilized to the laser light that is
stabilized by the reference cavity. The second photodiode (PD) measures the frequency
difference between the two lasers.
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with the laser light stabilized by the reference cavity. The frequency difference between
these two overlapping laser beams is measured using a photodiode, which detects the
beat signal resulting from their interference. In order to achieve precise frequency
comparison, it is essential to implement optical path length stabilization for all optical
paths, as discussed in Section 3.1.4. We have only access to, a highly stable reference
cavity for laser light at a wavelength of 1542 nm. To bridge the frequency gap between
the reference cavity at 1542 nm and the stabilization cavity at 1069.6 nm, an optical
frequency comb [159, 160] is employed. An optical frequency comb provides light with
sharp peaks in the frequency domain with a constant spacing fr between each tooth of
the optical frequency comb.

fn = f0 + n fr. (42)

For on optimal optical frequency comb, the carrier offset frequency f0 is smaller
than fr, both frequency are constant and in the rf regime. fr is also known as the
repetition rate, referencing to mode-locked lasers. A schematic diagram of the setup
is provided in Figure 3.4. Both cavities are utilized to stabilize a single laser using the
PDH technique. A portion of the light stabilized by the reference cavity is overlapped
with the light from the optical frequency comb. The beat signal resulting from the
interference between the laser light and the nearest frequency tooth of the optical
comb is detected by a photodiode. This signal is then fed back to the optical comb to
stabilize it to the reference laser. The light from the stabilized optical comb is combined
with the light stabilized by the stabilization cavity. The beat signal arising from the
interference between the laser light and another frequency tooth of the comb, which
is close to the laser frequency, is measured using a second photodiode. The frequency
spacing between each tooth of the optical comb is equal and stable. Therefore, the
measured signal provides information about the frequency stability of the stabilization
cavity. For the direct measurement of the resonance frequency of the cavity in this
thesis, the described method is used. A tracking oscillator and an frequency counter1

is used to record the frequency of the beat note measurement on the photodiode.

3.1.6 Frequency noise sources

The following discussion focuses on the most common noise sources that can limit the
frequency stability of a highly stable stabilization cavity. Figure 3.5 presents a general
overview of these noise sources and their relevant timescales.

Photon shot noise and electronic noise: On small timescales, the dominant noise
sources that limit the performance of highly stable optical cavities are photon shot noise
and electrical noise. Photon noise arises from the quantum nature of light and follows
a Poisson distribution, therefore it is often referred to as shot noise. The PDH signal
is produced by the interference signal of the carrier and the sidebands on the PDH
photodiode. On resonance, the reflected carrier will vanish, and only the sidebands
is reflected to the photodiode. Photo noise of the light detected by the photodiode

1K+K Messtechnik, FXE Phase + Frequency Meter
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affects the error signal in the PDH locking scheme, setting a fundamental limit on
the frequency instability of the cavity. The noise power spectral density (PSD) of the
fractional frequency instability Sy,SN caused by shot noise is given by the expression
[213]:

Sy,SN =
hc2

82F 2ν0Pc

(43)

This fractional frequency noise PSD remains constant across all frequencies where
shot noise is present. As a result, shot noise can be characterized as white frequency
noise, exhibiting a τ−

1
2 behavior in the Allan deviation.

In addition to photon shot noise, electronic noise is also present in the electronic
components of the PDH locking scheme. The main electronic noise sources of im-
portance are thermal noise, electric shot noise, and flicker noise. As such noise in
the error signal is indistinguishable from noise in the laser’s frequency, the PDH feed-
back loop modulates the in-loop noise on the laser frequency similar to any controller
with disturbed error signal. The first two types of electronic noise exhibit frequency-
independent behavior and are only relevant on smaller timescales. Thermal noise is
generated due to the random thermal motion of electrons within an electrical con-
ductor. Similar to photo shot noise, electronic shot noise originates from the discrete
nature of electric charge. Flicker noise follows a 1

f
behavior, consequently it is often

referred to as 1
f

noise. In practical applications, electronic noise and photon noise are
often amplified by electrical amplifiers. However, for reasonable optical power coupled
into the stabilization cavity, these noise sources can be neglected in terms of the cavity’s
performance. For high-finesse cavities with finesse on the order of 105, optical powers
in the range of 10−5 Watt are commonly used, resulting in a fractional frequency noise
PSD caused by photon shot noise Sy,SN on the order of 10−38 Hz−1. At frequencies
around 1 Hz, this noise level is several orders of magnitude smaller than the frequency
stability achieved by the best-known cavities to date [157]. Typically, the same holds
true for electronic noise when a strong PDH signal is detected by the PDH diode, and
adequate electronic devices are employed.

Limits of optical path length stabilization: Temperature and pressure fluctu-
ations, as well as vibrations and distortion of optical components in a non-stabilized
optical path, can introduce a significant amount of phase noise into the system. To
mitigate these effects, phase stabilization, as discussed in Section 3.1.4, needs to be
implemented. Nevertheless, unstabilized optical paths may persist, and disturbances
in the reference path can also introduce phase noise through the stabilization feedback
loop. Photon noise and electrical noise can also impact the accuracy of phase measure-
ments through optical beats, and electrical noise in the phase-locked loop (PLL) can
introduce additional phase noise to the laser. The latter can be assessed by analyzing
the beat signal on the photodetector, which serves as an in-loop signal for phase sta-
bilization. These noise sources are particularly pronounced on smaller timescales.
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Figure 3.5: Noise sources reducing the frequency stability of highly stable optical cavi-
ties and their timescales. The identified noise sources include photon shot noise, electric
shot noise, other electrical noise, seismic noise, thermal noise, RAM (Residual Ampli-
tude Modulation), photo-thermal noise, temperature drift, and spacer aging. Each of
these noise sources will be explained in detail in the text.

When employing a frequency comparison between two optical cavities via an optical
comb, as explained in Section 3.1.5, these noise sources also affect the optical path of
the reference cavity. Moreover, fluctuations in the carrier frequency and the repetition
rate of the optical comb can introduce additional noise to the measurement and require
stabilization. In such scenarios, the frequency noise induced by the optical path and
the optical frequency comb may limit the measured fractional frequency instability,
even if the laser frequency under investigation is more stable.

Vibration noise: Another noise source that can limit the frequency stability of the
stabilization cavity is due to acceleration of the cavity. Acceleration introduces me-
chanical stress on the cavity, leading to displacement and misalignment of the two
cavity mirrors. This results in an effective change in the optical length of the cavity
and, therefore, in a shift in its resonance frequency. The acceleration, typically in the
form of vibrations, is often caused by seismic activity, or mechanical devices with mov-
ing parts. Seismic noise often increase at frequencies higher than 1 Hz. Depending on
the magnitude of vibrations, the effectiveness of vibration isolation of the cavity, and
the frequency distribution, the frequency noise due to vibrations may compete with
or exceed photon and electrical noise at timescales between 0.01 s and 1 s. To make
the optical length of the cavity insensitive to vibrations, a special cavity mounting,
along with vibration isolation platforms, is employed. Such mountings are reported for
spherical [91, 224], cubical [97, 225], cylindrical [104, 107, 226–229] and double tetra-
hedral [104] cavities. Additionally, vibration isolation platforms are used to suppress
the magnitude of the vibrations acting on the cavity.
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Thermal noise: Another lower limit for the laser frequency instability is imposed
by thermal noise. Thermal fluctuations in different parts of the cavity result in length
variations, consequently leading to fluctuations in the cavity’s resonance frequency.
Thermal noise, along with its corresponding length changes, depends solely on the
materials and geometry of the cavity. Therefore, it represents a fundamental limit spe-
cific to each cavity and cannot be technically mitigated like most other noise sources.
Thermal noise encompasses various types of noise sources, such as Brownian noise,
thermorefractive (TR) noise, and thermo-elastic (TE) noise, each affecting different
components of the cavity.

Following fluctuation-dissipation theorem [230, 231], Brownian noise arises from the
Brownian motion of particles within the cavity materials. The power spectral density
(PSD) of the displacement Sx can be calculated using [232]:

Sx,B =
4kBT

2πf
Im[H(f)] (44)

Here, T represents the temperature, and Im[H(f)] is the transfer function relating the
applied force to the resulting displacement. Im[H(f)] is proportional to the system’s
loss, which includes the mechanical loss factor Φ representing energy damping in the
material, as well as the elastic properties of the cavity material such as Young’s mod-
ulus Y and Poisson’s ratio σ [233]. For practical applications with complex cavity
geometries, a finite element method is often utilized to calculate Im[H(f)] [234] . More
detailed distributions of Sy,B can be found in various literature sources [232, 235–238].
As Brownian noise occurs in all cavity components, the total Brownian noise Sx,B is

the sum of contributions from the spacer S
(sp)
x,B , the two mirror substrates S

(sb)
x,B , and the

two mirror coatings S
(ct)
x,B :

Sx,B = S
(sp)
x,B + S

(sb)
x,B + S

(ct)
x,B . (45)

Analytical expressions for each component have been derived [234]:

S
(sp)
x,B =

4kBT

2πf

l0
AY

Φsp, (46)

S
(sb)
x,B =

4kBT

2πf

1 − σ2

πY

Φsp

ω
, (47)

S
(ct)
x,B =

4kBT

2πf

2(1 + σ)(1 − 2σ)

πY

d

ω2
Φsp. (48)

ω represents the beam radius, d denotes the coating thickness, and A corresponds
to the end face area of the cylindrical spacer. For a cylinder with a hole, the area
is given by A = π(r2out − r2in). Notably, improvements have been proposed by Harry
et al. [235] to account for different elastic properties between the substrate and the
coating. The calculation of Brownian noise in this work follows the method described
by Herbers et al. [156, 239].
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Taking the conversion Sx to Sy (Equation 34), Sy,B decreases for all three compo-
nents with an increase in spacer length l0. Furthermore, it can be shown that both
S
(sp)
x,B and S

(ct)
x,B also decrease with a larger beam waist ω, which is associated with a

longer spacer length l0. The fractional frequency noise Sy,B resulting from Brownian
noise exhibits a typical 1/f behavior, commonly referred to as flicker frequency noise.
In the time domain the fractional frequency instability of the cavity, calculated using
the modified Allan deviation, remains constant for flicker noise, as demonstrated in
Section 3.1.6. Since Brownian noise is influenced by the mechanical loss factor Φ, Pois-
son’s ratio σ, and Young’s modulus Y , the choice of suitable materials can help reduce
Brownian noise. Specifically, low-mechanical-loss materials are commonly utilized to
minimize the effects of Brownian noise. A comprehensive discussion on appropriate
materials for cavity construction can be found in [156, 233].

Additionally, thermal dissipation results in temperature fluctuations in the cavity
components [240]. Thermal expansion of these components leads to fluctuations in the
cavity length and, hence, in frequency. This noise is known as thermo-elastic (TE)
noise. Temperature fluctuations also affect the refractive index of the mirror coating,
resulting in a change of the optical length of the cavity and leading to frequency noise.
This noise is known as thermo-reflective (TR) noise. Collectively, TE and TR noise
are referred to as thermo-optic (TO) noise.

In the case of TE noise, the thermal expansion of all cavity components induces
deformation and strain, impacting the length of the cavity between the two mirrors.
However, for TR noise, only the components traversed by the laser beam contribute to
the total TO noise of the cavity. Since the light passes through the mirror substrate
only twice when entering or leaving the cavity, TE noise from the substrate can be
neglected compared to TE noise. As the light penetrates the coating during each round
trip, TO noise in the coating strongly affects the effective cavity length experienced by
the laser beam. Due to the opposite effects of TE and TR noise in the coating, careful
selection of cavity coatings can lead to a partial cancellation of TO noise [241–243].
The resulting fractional frequency power spectral density (PSD) due to TO noise can
be calculated by summing its individual components:

Sy,TO = S
(sp)
y,TE + 2S

(sb)
y,TE + 2S

(ct)
y,TO. (49)

Thermal noise of each component is discussed in various literature sources [232,
234, 235, 237, 238, 240, 241, 243–251]. In this work, the same method as presented
by Herbers et al. [156, 239] is employed to calculate the thermal noise.The cavity
examined in this study consists of an ultra-low expansion (ULE) glass spacer, fused
silica mirror substrates, and single crystal GaAs/AlGaAs coatings. The PSD fractional
frequency instability resulting from thermal noise and its components for this cavity are
calculated and shown in Figure 3.6 (right). As Brownian noise is the main contributor,
the thermal noise exhibits a frequency-dependent flicker noise behavior with a 1/f power
spectral density. The corresponding modified Allan deviation, depicted in Figure 3.6
(left), remains nearly constant. When all other noise sources are sufficiently suppressed,
thermal noise becomes the limiting factor for the frequency stability of the cavity.
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Figure 3.6: Calculation of cavity frequency instability resulting from thermal noise.
Right: Power spectral density (PSD) of the fractional frequency instability for various
thermal noise components. These include the Brownian noise of the coating Sct

y,B (blue
dashed line), Brownian noise of the substrate Ssb

y,B (orange dashed line), Brownian noise
of the spacer Ssp

y,B (green dashed line), thermal-optic noise of the coating Sct
y,TO (blue

dotted line), and thermo-elastic noise of the spacer Ssb
y,TE (orange dotted line). The

overall thermal noise of the cavity Sy is shown by the brown line. Left: Modified Allan
deviation of the fractional frequency instability caused by thermal noise.

This is typical the cause on medium timescales, approximately between 1× 10−1 s and
1 × 102 s, as shown in Figure 3.5 (left). For a given cavity, thermal noise represents a
fundamental lower limit for the frequency stability. In this work, all other noise sources
are compared to this thermal noise limit for evaluation purposes.

Photo-thermal noise: The physical nature of photo-thermal (PT) noise is the same
as that of thermo-optic noise. However, photo-thermal noise is not driven by intrinsic
heat dissipation. Instead, it arises due to fluctuations in the optical power inside the
cavity, leading to variations in the heat absorbed by the mirrors. When the optical
power remains constant, the fundamental limit is determined by the shot noise of the
absorbed radiation [240]. However, any change in the optical power of the laser beam
coupled into the cavity leads to a variation in the cavity’s optical length following
the same mechanisms as thermal-optic noise. Similar to TO, PT noise can be further
categorized into photon-thermo-elastic noise (PTE), which arises from the thermal
expansion of the material, and photo-thermal-refractive noise (PTR), which results
from the thermal effect on the material’s refractive index. Since light absorption occurs
only in the two mirror coatings and substrates, the fractional frequency power spectral
density (PSD) attributed to photo-thermal noise is expressed as follows:

Sy,PT = 2S
(sb)
y,PTE + 2S

(ct)
y,PTE + 2S

(ct)
y,PTR. (50)

In a steady-state cavity, the absorbed optical power Pab at one mirror is proportional
to the intracavity power Pcav, which in turn is proportional to the coupling power Pin.
This relationship can be calculated as follows:
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Pab = aPcav =
aF

π
Pin. (51)

Here, a represents the absorption coefficient of one mirror. The total losses L
of the cavity consist of the sum of the losses l of each mirror and the transition T
at each mirror. The loss at each mirror l includes both the absorption coefficient
a and the scattering coefficient s. Mathematically, we can express the total losses
as L = l1 + l2 + T1 + T2. For a cavity with two similar mirrors, this simplifies to
L = 2l + 2T . The finesse of the cavity, denoted as F , can be calculated as F = 2π

L
.

The losses of the mirror can be directly measured before constructing the cavity, or
they can be calculated if the finesse, transmitted cavity power Pt, and coupled power
Pin are known, using the following formula [252]:

Pt

Pin − Pt

=
T 2 F

π

2

1 − l2 F
π

2 . (52)

The transmitted power Pt can be measured behind the cavity, while the power
difference Pin − Pt = Pinc − Pr can be obtained by measuring the incoming light
power Pinc and the reflected light power Pr before the cavity. However, the scattering
coefficient s and the absorption coefficient a are often not precisely known. It is worth
noting that for fluctuations of the coupling power δPin with frequencies lower than the
cutoff frequency of the cavity, Equation 51 still holds. However, for higher frequencies,
the cavity behaves as a low-pass filter for optical power fluctuations δPab:

δPab(f) =
aF

π

δPin

1 + if
fcav
c

. (53)

The cut off frequency of the cavity f cav
c = δν

2
is given by the FHWM linewidth δν.

For a high finesse cavity this is usually on the order of kHz. An additional low-pass
effect arises due to the delayed thermal response of the mirror to changes in absorbed
optical power. The heating response time of the mirror is determined by the material’s
heat conductivity k and thermal capacity C. The corresponding cutoff frequency can
be estimated as follows:

fc =
k

2πω2ρC
, (54)

where k represents the heat conductivity and C represents the thermal capacity.
The cutoff frequency fc depends on the material properties and the beam waist ω.
Typically, the cutoff frequency fc is smaller than the cavity cutoff frequency f cav

c of the
cavity and the latter can be neglected. The photo-thermo-elastic noise Sy,PTE can be
calculated using the following equation:

Sy,PTE =

√
2α(1 + σ)

πl2
δPab(f)

(ρCπω2)if
. (55)

In this equation, α represents the thermal expansion coefficient, σ represents Pois-
son’s ratio, l is the length of the cavity, δPab(f) denotes the fluctuations in absorbed
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power, ρ is the density, C is the heat capacity, ω represents the beam waist, and f
denotes the frequency. Theoretical models and a comprehensive description of photo-
thermal noise can be found in various literature sources [241, 250, 253, 254]. The
transfer function χPT scales with 1/f for higher frequencies and becomes constant for
lower frequencies. This characteristic helps in suppressing the effect of fluctuations in
the absorbed optical power δPab(f) on the optical length fluctuation of the cavity for
higher fluctuation frequencies. However, fluctuations or drifts in the coupled optical
power δPab(f) usually occur at longer timescales. Therefore, photo-thermal noise be-
comes a significant noise source at longer timescales, as illustrated in Figure 3.5. To
achieve high stability in a cavity, it is essential to mitigate photo-thermal noise through
power stabilization techniques. This can be accomplished by ensuring that the optical
power within the cavity remains stable.

RAM: An explanation of RAM and a RAM stabilization scheme is presented in
Section 3.1.3. RAM is frequently caused indirectly by temperature-related processes in
the optical components involved. Consequently, the timescale of RAM is comparable
to the timescale of temperature fluctuations. As a result, unstabilized RAM usually
imposes limitations on laser frequency stability at longer timescales, similar to photo-
thermal noise. To mitigate RAM, temperature stabilization of the EOM and shielding
of optical elements against temperature fluctuations can be employed.

Temperature drift: Temperature drifts can impose limitations on the frequency
stability of the cavity. The coefficient of thermal expansion (CTE) of the cavity, pri-
marily determined by the thermal expansion of the spacer, plays a crucial role in the
influence of temperature fluctuations and drift. Therefore, materials with low thermal
expansion coefficients are utilized. Ultra-low expansion (ULE) glass is commonly used
for the spacer, as it exhibits a low CTE and even reaches zero at the CTE zero crossing
temperature. To suppress frequency variations caused by temperature changes, it is
beneficial to employ multiple passive heat shields to shield the cavity. These shields
act as low-pass filters for temperature changes. Additionally, the temperature should
be actively stabilized using an active heat shield set at the zero crossing temperature.
The remaining frequency variations due to temperature changes are typically small but
typically become relevant for longer averaging times of more than 100 s, as depicted in
Figure 3.5.

Spacer aging: In addition to temperature drift, frequency drifts resulting from the
aging of the cavity spacer made of ULE glass have been observed. These aging effects
lead to a continuous drift of the resonance frequency of the cavity over time. On time
scales of several years the drift decays exponentially and is attributed to the ongoing
crystallization of the glass [255, 256]. For a similar cavity, a drift of 23 mHz s−1 has
been observed [156]. Although the drift is relatively small, the effect becomes most
significant for long averaging times, similar to temperature drift, as shown in Figure 3.5.
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Pressure fluctuations: The optical length of the cavity depend on the refractive
index n of the material located between the two mirrors. A change in the refractive
index δn results in a change in the optical cavity length δl = l0δn. This, in turn, leads
to a change in the fractional frequency δf/f0 = −δn. The refractive index of air is
influenced by pressure and temperature and can be described by the Edlén equation
[257]. For light at a wavelength of 1070 nm and under standard conditions, the equation
is given by:

n− 1 = [2.81 × 10−9 Pa] · p, (56)

which results in a fractional frequency fluctuation of:

δf/f0 ≈ [2.81 × 10−9 Pa] · δp. (57)

To achieve a fractional frequency stability below 10−16, pressure fluctuations need
to be suppressed to δp < 3.5× 10−8 Pa. This can be achieved by evacuating the cavity.
With modern pumps, vacuum pressures in the 10−7 Pa range can be easily achieved, and
pressure fluctuations between the two mirrors are expected to be well below 10−8 Pa.

Birefringence and photo-birefringence noise: For some materials the refractive
index depends on the polarization of the light, this effect is known as birefringence.
Crystalline mirror coatings, in particular, demonstrate a significant birefringence effect
due to the orientation of their crystal structure relative to the polarization of the
incident light. During circulation inside the cavity light penetrate the mirror coating,
while the effective penetration length depends on the refractive index of the mirror
coating. As a result, the optical length of the cavity depends on the polarization of
the light inside the cavity. Hence, two degenerate polarization modes of the cavity,
separated by the birefringence line splitting exist. Standard theory considers the line
splitting to be constant and independent of external influences like the power of the
coupled light. However, changes in the birefringence line splitting depending on the
optical power in the cavity have been observed for crystalline AlGaAs/GaAs coating
[258, 259]. This effect is known as photo-birefringence noise. Furthermore, intrinsic
birefringence noise, independent of optical power fluctuations, has also been observed
[258, 259]. The physical reason behind this process is not yet known.

3.2 Setup of the reference cavity

The cavity is specifically designed for a wavelength of 1070 nm. The cavity was built
by Sofia Herbers and its design closely follows the design of another cavity operating
at 1397 nm as presented in the work by Herbers et al. [156, 239]. In this section, a
brief overview of the mechanical design of the cavity and the optical setup is provided.
The stabilization cavity is intended for use in a portable optical clock, and the entire
setup is integrated into a 19-inch rack configuration.

3.2.1 Design of the stabilization cavity

The cavity primarily consists of a cylindrical cavity spacer made of ULE glass, measur-
ing 20 cm in length, shown in Figure 3.7 (top left). Two coated mirrors are optically
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Figure 3.7: Image of the optical cavity. Top left: Cavity spacer with fused silica mirrors
with crystalline AlGaAs/GaAs coating and ULE compensation rings. Top left: The
cavity is inside the vacuum camber placed on a passive vibration isolation table. The
vacuum system comprises a valve and a combination of a NEG and an ion pump2

to facilitate the pumping down process and maintain the desired vacuum within the
chamber. Bottom left: PDH breadboard and cavity system from the front side. Bottom
right: Power stabilization breadboard and cavity system from the back side. A detailed
description is given in the text. Images are provided by Sofia Herbers [156].
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Figure 3.8: Active and passive heat shields of the cavity. The Vacuum chamber and
the shield (active heat shield) are temperature stabilized with Peltier elements. Images
are provided by Sofia Herbers [156].

contacted to the spacer using ULE glass compensation rings [260]. The mirror sub-
strate is made of fused silica, and a high reflectivity coating (AlGaAs/GaAs single
crystalline) [248, 261–263] is applied. The cavity is housed within two passive heat
shields, which are further enclosed within an active heat shield. This entire assembly
is placed inside a vacuum chamber, as depicted in Figure 3.7 (top right). To ensure
proper mechanical stability and vibration isolation, the cavity spacer is attached to the
inner passive heat shield using a flexible spring suspension. This allows transporta-
tion of the cavity without risk of damaging the optical alignment and provides a good
vibration isolation of the cavity. The mounting concept uses the optimal suspension
points to minimize optical displacement of the mirrors under acceleration, providing
additional vibration insensitivity [101, 107, 156].

NTC5K temperature sensors are strategically placed within the passive heat shields,
near the cavity, and at various positions on the active heat shields. The active heat
shield is heated or cooled using four Peltier elements positioned between the active
heat shield and the vacuum chamber. The vacuum chamber itself is also temperature
stabilized using Peltier elements positioned between the chamber and a breadboard
that holds the vacuum chamber. All shields, including the passive and active heat
shields, are made of aluminum for efficient thermal conductivity. Glass spheres are
used to separate the shields, ensuring good thermal isolation. The vacuum chamber,
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also made of aluminum, is equipped with a valve to connect it to a turbo pump.
Initially, the turbo pump is used to evacuate the vacuum chamber, but it is disconnected
afterwards. Additionally, a combination of a non-evaporable getter (NEG) and an ion
pump3 is installed on the vacuum chamber (see Figure 3.7, top right). This pump
continuously operates to maintain the vacuum at a level of 10−7 Pa. The advantage of
using the NEG and ion pump combination over a turbo pump is the minimal mechanical
vibration noise. As the mechanical vibrations of a turbo pump can significantly affect
the frequency stability of the cavity.

3.2.2 Optical setup

The optical setup for laser frequency stabilization is constructed on four separate bread-
boards, namely the double-pass AOM setup, the distribution board, the PDH locking
board, and the optical power stabilization board. The distribution board was designed
and set up by Eileen Klocke as part of her master thesis [264]. The PDH locking board,
and the optical power stabilization board was build by Dewni Pathegama as part of a
student project. A schematic representation of the optical path can be seen in Figure
3.10.

Double-pass AOM board: A fiber laser with an instantaneous linewidth of 10 kHz
serves as the light source, and its output is amplified by a fiber amplifier. To compensate
for slow frequency drifts of the laser, the PDH scheme employs direct control of the
laser frequency. In addition to the PDH slow control, a double-pass AOM setup is
utilized to lock the frequency of the fiber laser to the resonance frequency of the cavity
using the fast control of the PDH locking technique. The double-pass AOM setup is
constructed on a dedicated breadboard, with the input and output being fiber coupled.
Since the laser power can reach up to 5 W, a free-space setup is chosen. However, there
are plans to change to a commercial fiber-coupled AOM setup if feasible.

Distribution board: The distribution board, shown in Figure 3.9, is a standalone
breadboard designed to be integrated into a standard 19-inch rack configuration. To
maintain a compact setup, half-inch optics are utilized. The board itself is constructed
from aluminum and features individually drilled threads for each optical component. It
is designed to be robust and incorporates support structures at the bottom to strike a
balance between mechanical stability and weight. The board is enclosed by walls made
of aluminum sheeting, with a flexible plastic lid. It is connected to the bracket using
three vibration-isolated connectors, which ensures secure mounting. The bracket, in
turn, is connected to the 19-inch rack using rails, enabling the board to be easily slid
out for improved accessibility to the optical setup.

The optical setup on the board is connected with other optical setups via optical
fibers. The light from the double-pass AOM setup is coupled onto the distribution
board through an input fiber using a beam collimator. A Faraday isolator is employed
to prevent any detrimental back-reflections from reaching the laser system. The light is

3SAES, Nextorr Z200
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Figure 3.9: Optical distribution breadboard. The light is divided and directed to
multiple fiber ports. Each optical path on the breadboard is equipped with an optical
path length stabilization mechanism. The breadboard itself is designed in a robust
manner and seamlessly integrated into a rack for convenient use and stability. Image
was provided by Sofia Herbers [156].

divided into four paths using a waveplate and a polarized beamsplitter (PBS) for each
path. Each path features an interferometric optical path length stabilization scheme,
similar to the one discussed in Section 3.1.4, with the reference points closely together
on the distribution board. For specific details on the setup of each path, refer to the
optical setup outlined in the gray area in Figure 3.10. In the first path, a double-pass
AOM setup is employed to shift the laser frequency to nearly half of the cavity’s free
spectral range, if necessary. Each output port is equipped with a collimator to couple
the laser beam into an optical fiber. The first port is connected to the PDH breadboard
via a fiber-coupled waveguide EOM, supplying light to the cavity. Here, the optical
path length can not be directly stabilized, as a back reflection mirror before the cavity
would affect the PDH locking. The second port is linked to the power stabilization
breadboard positioned behind the cavity. The back reflection mirror for the optical
length stabilisation scheme is on the power stabilization breadboard. This connection
is crucial for the phase stabilization scheme implemented in this setup. The third port
is connected to a frequency comb, which can be used for clock operation or for compar-
ison measurements with a second reference cavity or another optical clock. Here, the
back reflection mirror is positioned in the optical set up of the frequency comb. The
fourth port is connected to the ion spectroscopy experiment via a frequency quadru-
pling stage, which will be discussed in the second part of this work. The back reflection
mirror, for phase stabilization, is placed behind the frequency quadrupling system as
close to the ions as possible.
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Figure 3.10: Schematic drawing of the locking setup of the reference cavity. The
distribution board (grey area) houses four optical paths, each equipped with optical
path length stabilization. These paths are connected to the PDH breadboard (green
area) located on the front side of the cavity, as well as the power stabilization bread-
board (orange area) through optical fibers connected to port 1 and port 2, respectively.
Port 3 serves as a connection to an optical frequency comb, while port 4 is linked to
a frequency quadrupling system and an associated experiment. The reference point
(ref.) for phase stabilization and the remaining unstabilized (unstab.) optical paths
are marked. 41



The limit of the phase stabilization is measured using a beat measurement with
a common laser source. This involves overlapping the light from two different ports
using a 50:50 beamsplitter after it leaves the optical fiber. A partially transparent
mirror is placed behind the beamsplitter to create the necessary reflection for optical
path length stabilization. A photodiode is positioned after the mirror to measure the
beat frequency resulting from the interference of the laser beams from the two ports.
It is important to note that the frequency shift is different for each port. Port 3 is
designated as a link to the frequency comb. Beat measurements are carried out for
each port against port 3. In addition to measuring the out-of-loop beat signal, the
in-loop control signal is actively phase stabilized and recorded [264]. The results are
presented in Figure 3.11, showing the fractional frequency instability of the different
optical paths. The fractional frequency instability is calculated using the modified
Allan deviation. The in-loop signal of port 3 and the compared port are limited by
electronic noise in the optical path stabilization electronics. This noise also limits the
phase stability of the out-of-loop measurement between the two ports. The reason for
this is given by electronic noise in the PLL. The fundamental limit is given by the
phase different accumulated during the delay time of the phase measurement signal.
This delay time is fundamentally given by delay time of the light running through
the optical setup twice, and the delay time of the electric signal. Moreover, non-
compensated phase noise in the optical path contributes additional frequency noise
to the out-of-loop measurement. To stabilize the laser frequency on the resonance
frequency of the cavity, a fractional frequency instability below 1 × 10−17 is required.
The measured fractional frequency instability for all optical paths is more than one
magnitude lower than this value on the relevant timescales. Furthermore, the required
fractional frequency instability of 1× 10−18 for clock operation is achieved for all ports
when longer averaging times are considered.

PDH breadboard: The PDH breadboard houses the optics necessary for the PDH
locking scheme, as explained in Section 3.1.2. It also includes the RAM stabilization
scheme described in Section 3.1.3. The breadboard is directly connected to the front
side of the cavity using four robust connectors, as depicted in Figure 3.7 (bottom left).
The PDH breadboard incorporates the PDH photodiode and the RAM photodiode. To
prevent the formation of etalons, several Faraday isolators are implemented within the
setup. The laser beam is coupled into the cavity through a hole in the breadboard. The
breadboard itself is constructed from aluminum, and support structures are employed
to enhance its mechanical stability. It is enclosed by walls made of aluminum sheeting,
with a flexible plastic lid. It is important to note that the optical path length of the first
port cannot be directly interferometrically stabilized, as this would disrupt the PDH
locking scheme. However, a phase stabilization of the laser to the light transmitted by
the cavity is implemented on the power stabilization breadboard behind the cavity.

Power stabilization breadboard: The power stabilization breadboard is posi-
tioned at the backside of the cavity, following a similar configuration as the PDH
breadboard. The setup of the power stabilization breadboard is depicted in Figure
3.7 (bottom right). The light transmitted through the cavity is divided by a 90:10
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Figure 3.11: Modified Allan deviation of the fractional frequency instability of the
different optical paths on the distribution board. Top left: Measurement of the out
of loop frequency instability of port 1 compared to port 3 (red line). Also shown the
in-loop signal of the active optical path length stabilization of port 1 (black) and of
port 3 (blue). Top right: Measurement of the frequency instability of port 2 compared
to port 3 (same color coding). Bottom left: Measurement of the frequency instability
of port 4 compared to port 3 (same color coding).

43



beamsplitter, with 10% of the light directed outside the breadboard. This allows for
positioning a camera to monitor the stimulated mode of the cavity. The majority
of the light is directed to a photodiode, which measures the intensity of the optical
light transmitted through the cavity. The signal from the photodiode is then used to
stabilize the optical power within the cavity. To achieve power stabilization, a PID
controller is employed to regulate the power of the RF amplifier for the double-pass
AOM located before the cavity. The power stabilization breadboard is connected to
port 2 via an optical fiber. The optical length of the light path at port 2 is stabilized
using a reflective beamsplitter located on the PDH breadboard. By interfering the light
from port 2 with the light transmitted by the cavity, any phase shift between these
two beams can be measured. This is achieved by superimposing the two beams and
detecting the resulting beat signal on a photodiode. The beat signal detected by the
photodiode is used for phase stabilization of the light that is coupled into the cavity.

3.2.3 Integration into a standard 19-inch rack

The stabilization cavity and the distribution board are both integrated into a standard
19-inch rack. The distribution board is mounted on a construction with retractable
rails, allowing it to be slid out of the rack for easy access and modification of the optical
alignment. Similarly, the stabilization cavity is placed on an aluminium breadboard,
which is also mounted on rails to facilitate sliding out of the rack if needed. The active
vibration isolation table is positioned on top of the breadboard. Another breadboard is
placed on top of the vibration isolation table, serving as the platform for the stabiliza-
tion cavity. The cavity is secured to this breadboard using flexible clamps. Four Peltier
elements are installed between the stabilization cavity and the breadboard, enabling
temperature stabilization of the outer shield of the cavity. Two PT1000 temperature
sensors are also placed on the outer shield to monitor and control the temperature.
This temperature stabilization helps to minimize temperature fluctuations within the
various heat shields, resulting in lower temperature instability of the cavity itself and
reduced temperature-induced mechanical stress on the heat shields and vacuum shield.
To further protect the system from temperature fluctuations and vibrations in the en-
vironment, the cavity is isolated and the entire setup is enclosed within an isolated
wooden box. Placing the construction on the bottom of the rack helps to minimize
temperature fluctuations and vibrations as well.

During transportation, all the rails, including those for the distribution board and
the stabilization cavity, are secured to prevent sliding or movement. In addition, in-
flatable passive vibration isolation mounts are installed between the first and second
breadboards. To protect the active vibration isolation table during transport, these
mounts are inflated during transportation, effectively supporting the weight of the
cavity and providing vibration isolation. Once the rack reaches its destination and
before the measurements begin, the inflatable mounts are vented, allowing the stabi-
lization cavity breadboard to be fully supported by the active vibration isolation table.
This setup provides optimal vibration isolation and stability for the cavity during the
measurement process.
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3.3 Characterisation of the stabilization cavity

In the following section the stabilization cavity is characterized. First the finesse of
the cavity and the separation frequency of modes with different polarization due to
birefringence of the crystalline mirrors are measured. Afterwards the most important
frequency noise sources as explained in Section 3.1.6 are characterized. This includes
frequency noise due to vibration, photo-thermal noise, temperature drifts and RAM.
Finally the frequency instability of the stabilized laser is measured against a more
stable optical reference and compared to the characterized frequency noise limits.

3.3.1 Finesse, cavity linewidth and birefringence

The finesse of a cavity can be determined using the ring-down method. When the
laser light directed into the cavity is abruptly switched off, the electric field inside the
cavity decreases. This decay process takes time due to the finite speed of light and
the multiple reflections between the two mirrors. The decay of the electric field inside
the cavity follows an exponential decay, characterized by e−t/td . The decay time td is
related to the losses of the cavity and is proportional to the finesse. Therefore, the
finesse can be calculated using the equation:

F = 2πνFSRtd (58)

The free spectral range of the cavity, denoted as νFSR, can be determined from its
length, which is l = 200 mm resulting in νFSR = 750 MHz. To observe the decay of
the transmitted light, a photodiode is used. Figure 3.12 displays the results of one of
the measurements (black line). The data is fitted with a double exponential function
(orange line), taking into account the decay time of the photodiode, which is approxi-
mately 20 µs. From the measured decay time td = (43± 1) µs of the TM00 mode of the
cavity, the finesse F = 202000± 5000 is calculated. The linewidth of the cavity can be
determined as δν = νFSR/F = (3.7 ± 0.1) kHz.

The birefringence of crystalline mirrors ∆nbi = nslow −nfast results in a splitting of
the frequency of the cavity modes corresponding to the two different polarization. The
birefringence frequency splitting ∆νbi between the fast and slow polarization modes is
given by

∆νbi = 2f0∆nbi
lpen
l0

. (59)

The penetration depth lpen of the light into the coating can be expressed by the
delay time tdelay and the average refractive index of the coating nct.

lpen =
ctdelay
2nct

. (60)

For a coating with alternating layers with reflective index nH and nL, the delay
time is approximately given by [265]:
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Figure 3.12: Ring down measurement of the finesse of the cavity (black line). A double
exponential function is used to fit the measurement data with taking a delay time of
the photodiode of 20 µs into account (orange line).

tdelay =
1

2f0(nH − nL)
, (61)

assuming a first layer with high refractive index NH . The frequency splitting of the
cavity is measured to be 345 kHz. This frequency splitting is attributed to a birefrin-
gence value of ∆nbi = 7.6 × 10−4, for the given mirror coatings. It is noteworthy that
the measured birefringence frequency splitting is significantly larger than the linewidth
of the cavity, which is δν = (3.7 ± 0.1) kHz. Consequently, a clear separation between
the two polarization modes is given.

3.3.2 Vibration sensitivity and vibration noise limit

Vibrations and seismic noise can limit the performance of a stabilization cavity, as dis-
cussed in Section 3.1.6. Since the cavity is designed as a transportable system, special
attention must be given to ensuring effective vibration isolation. The spring mount-
ing design of the cavity incorporates optimized suspension points to minimize cavity
deformation and reduce sensitivity to vibrations. The flexible suspension is shown in
Figure. 3.13. Additionally, a vibration isolation platform is employed to mitigate the
frequency instability caused by vibrations.

In the following sections, the vibration sensitivity of the cavity is being measured.
For this measurement, the cavity on the passive table is accelerated, and the frequency
response is recorded. Afterward, the remaining seismic noise on both the active and
the passive table is measured, and the resulting frequency noise is calculated. The
active table is chosen for the later setup; therefore, the remaining vibration noise on
the active table inside the rack is also measured.

To assess the vibration sensitivity of the cavity, the cavity is placed on the passive
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Figure 3.13: Image of the flexible suspension of the cavity. The flexible provides
vibration isolation and ensures transportability of the cavity. Images are provided by
Sofia Herbers [156].

vibration isolation table. The table is deliberately excited, while the velocity of the
vibrations is measured using a seismometer4. Concurrently, the change in optical reso-
nance frequency of the stabilization cavity is determined, using the method detailed in
Section 3.1.5. The measurements are conducted using the passive vibration isolation
table, which can only be manually excited. Its resonance frequency is approximately
2 Hz.

The results of these measurements are presented in Figure 3.14, providing an ex-
emplary illustration. Due to the manual acceleration of the passive vibration isolation
table, it is not possible to stimulate a single direction nor a well-defined frequency.
However, by conducting multiple measurements, it is possible to estimate the sensi-
tivity of the cavity to vibrations at the resonance frequency of the passive vibration
isolation table. The vibration sensitivity Sv = f

f0
1
a

for each axis is determined to be as

followed: along the optical axis (x-direction), Sv,x = 1(1) × 10−11 1/g; horizontal and
perpendicular to the optical axis (y-direction), Sv,y = 4(2) × 10−11 1/g; and vertical
(z-direction), Sv,z = 3(2) × 10−11 1/g. In Table 3.1, these vibration sensitivity results
are compared with those of other cavities, including an identical cavity. The measured
vibration sensitivities in this study agree with the previous measurements of the iden-
tical cavity, within the uncertainty range. The active vibration table can be used for
automatic vibration modulation with different frequencies. If the frequency response
of the cavity is measured simultaneously, the transfer function between vibrations and
cavity frequency can be calculated for all modulation frequencies. This measurement
has not yet been carried out. As the vibration eigenfrequency of the spacer is expected
in the kHz regime [156], a constant vibration sensitivity can be assumed for much lower
modulation frequencies.

4Nanometrics, Trillium compact 120s
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Figure 3.14: Measurement of vibration sensitivity of the cavity for excitation of the pas-
sive vibration isolation table in different directions. On the left side the PSD is shown
while on the right side the fractional frequency instability calculated by the modified
Allan deviation is shown. Top: direct measurement of the resonance frequency (black
line) of the cavity during acceleration of the cavity in x direction (red line), (left).
Residual acceleration in z direction (blue line) and in y direction (green line) is also
shown. Center: measurement of the resonance frequency of the cavity during accelera-
tion of the cavity in y direction. Bottom: Measurement of the resonance frequency of
the cavity during acceleration of the cavity in z direction. The orientation of the xyz
direction in respect to the cavity as shown in Figure 3.13 is the following: The x axis
is horizontal and parallel to the optical axis of the cavity. The y axis is horizontal and
orthogonal to the optical axis of the cavity. The z axis is orientated vertically.
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Table 3.1: Vibration sensitivity of different cavities.

Cavity design This work Identical cavity Cylindrical Cubic
Length 20 cm 20 cm 21 cm 12 cm 10 cm 10 cm 5 cm

Reference [156, 239] [90] [107] [226] [225] [97]

Sv,x in 10−11 1/g 1(1) 3(1) 5.5 23 8 9 2.5

Sv,y in 10−11 1/g 4(2) 2(1) 6.7 7 1.7 20 0.2

Sv,z in 10−11 1/g 3(2) 3(3) 8.4 123 39 20 0.01

For evaluation of the frequency instability of the cavity the residual Vibrations
noise floor is measured on the passive and active vibration isolation table. For this
measurement, the seismometer is placed on the vibration isolation table next to the
cavity. The fractional frequency instability caused by vibration noise is calculated,
assuming a constant vibration sensitivity for the relevant Fourier frequencies. The re-
sults for the passive vibration isolation table are displayed in Figure 3.15, while the
results for the active vibration isolation table are presented in Figure 3.16. It can be
observed that the fractional frequency instability due to vibration on both the pas-
sive and non-activated active vibration isolation tables exceeds the thermal noise limit
for average times shorter than 0.2 s. However, the active vibration isolation table ef-
fectively suppresses the vibration noise at these timescales, resulting in a fractional
frequency instability below 7 × 10−17 for average times ranging from 0.01 s to 100 s.
As a result, the active table is chosen for vibration isolation in the subsequent clock
laser system. It is important to note that the active vibration isolation table exhibits
an increase in vibration noise for frequencies lower than 1 Hz. These oscillations are
caused by the table itself during active vibration isolation.

The vibration noise floor of the cavity, while placed on the active vibration isolation
table inside the rack, is measured. The power spectral density (PSD) and modified Al-
lan deviation for the fractional frequency instability caused by vibrations are calculated
and are presented in Figure 3.17. For comparison, the calculated PSD and modified
Allan deviation of the active vibration isolation table with the cavity placed on a lab
table as shown in Figure 3.16 can be used. The increase of the vibration noise floor,
when the vibration isolation table and the cavity is inside the rack is not significant.
The frequency instability of the cavity due vibrations is in the some order of the ther-
mal noise limit or below for average times longer than 0.02 s considering all three axis.
Further improvements could be achieved by correction of the low frequency oscillation
of the actively controlled vibration isolation table by using an external seismometer.

3.3.3 Photo-thermal and photo-birefringence noise

As explained in Section 3.1.6, the absorption of light at the two mirrors of the cavity
leads to the heating of the mirrors. This temperature change causes a variation in the
optical path length within the cavity, subsequently altering the resonance frequency of
the cavity. Fluctuations in the optical power and the consequent frequency noise of the
laser are referred to as photo-thermal noise. To determine the relationship between op-
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Figure 3.15: Fractional frequency instability of the cavity on the passive vibration
isolation table, resulting from vibration noise. Right: Modified Allan deviation of
the fractional frequency instability due to vibration noise in x direction (red line),
in y direction (green line) and in z direction (black line). Coordinates and cavity
orientation are shown in Figure 3.13. Left: Power spectral density of the fractional
frequency instability due to vibration noise (same color coding).

tical power modulation and frequency modulation, the optical light power coupled into
the cavity is modulated while measuring the frequency response. A conversion factor
for this optical power modulation and frequency modulation is derived and compared
to theoretical values. The observed results indicate the presence of photo-birefringence
noise within the cavity.The optimization of the optical power setting of the cavity is
performed. In order to investigate the limitation of the frequency stability of the cav-
ity due to photo-thermal noise, optical power fluctuations are measured both with and
without optical power stabilization.

In order to measure the displacement factor and the photo-thermal noise of the
cavity, a modulation signal is applied to the RF amplifier of the AOM before the cav-
ity. This induces an oscillation of the coupled optical power to the cavity at a chosen
frequency. The transmitted light behind the cavity is detected by a photodiode, which
can also be used for power stabilization. Another photodiode is placed behind the
cavity for out-of-loop measurements. Simultaneously, the resonance frequency of the
cavity is measured. Figure 3.18 (left) shows the typical results of such a measurement
with a modulation frequency of 0.5 Hz. A strong correlation between the voltage of
the photodiode and the resonance frequency of the cavity is observed, from which a
conversion factor can be calculated. Alternatively, the conversion factor can also be
determined using the PSD of the two signals, as shown in Figure 3.18 (right).

The measured voltage of the photodiode is proportional to the non-reflected optical
power Pin − Pt with a factor of 16.7 µW V−1 for the in-loop diode and 7.1 µW V−1 for
the out-of-loop diode. The measured transmission power of the cavity is approximately
Pt = 2.4 µW at a non-reflected optical power of Pin − Pt = 11 µW. Using Equation 52
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Figure 3.16: Fractional frequency instability of the cavity on the active vibration iso-
lation table, resulting from vibration noise. Top: Measurement of the vibration noise
with the active table turned off. Bottom: Measurement of the vibration noise with the
active table turned on. Right: modified Allan deviation of the fractional frequency in-
stability due to vibration noise. Left: Power spectral density of the fractional frequency
instability due to vibration noise.
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Figure 3.17: Fractional frequency instability of the cavity on the active vibration isola-
tion table placed inside the 19-inch rack, resulting from vibration noise. Right: Modi-
fied Allan deviation of the fractional frequency instability due to vibration noise. Left:
Power spectral density of the fractional frequency instability due to vibration noise.
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Figure 3.18: Sensitivity of the cavity resonance frequency to optical power modulation.
Left: The measured resonance frequency of the cavity (black line) is compared to the
modulation of the coupled optical power (blue line) measured by the photodiode. Right:
Power spectral density of the the resonance frequency (black line) and the optical power
(blue line) during modulation of the optical power with 0.5 Hz. The ratio between the
resonance frequency and the optical power modulation signal gives the displacement
factor.
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Figure 3.19: Measurement of the displacement factor of the cavity as a function of
modulation frequency of the optical power coupled to the cavity for different average
optical power and polarization modes. For the fast polarisation mode the displacement
factor is shown for an average optical power of 0.8 µW (green dots), 1.6 µW (blue dots),
and 4.2 µW (orange dots). For the fast polarisation mode the displacement factor is
shown for an average aborbed optical power of 0.8 µW (red dots). Additionally, the the-
oretical results for photo-thermal noise (brown line) and for the individual components;
photo-thermal noise of the substrate (green line), photo-thermal noise of the coating
(blue line), photo-elastic noise of the coating (blue dashed line) and photo-reflective
noise of the coating (blue dotted line) are shown. Deviations of the measurement from
the theoretical expectations indicates an additional noise source.

and the finesse of the cavity F = 202, 000, the losses and transmission of one mirror can
be calculated, resulting in l = 9.6(5) ppm and T = 6.1(5) ppm. These values deviate
from the information on the data sheet, which states l = 8.3 ppm and T = 7 ppm for
these mirrors. The discrepancy may be attributed to measurement uncertainties or ab-
sorption at additional optical elements between the measurement points and the cavity
mirrors. Since the precise values of the absorption coefficient a and the scattering co-
efficient s are unknown, an assumption for the absorbed optical power has to be made.
As a conservative estimate, we assume that 50% of the lost optical power, is scattered
by the two mirrors in all directions. This assumption implies that approximately 75%
of the transmitted optical power is absorbed at each mirror. Henceforth, all references
to the absorbed optical power will be based on this assumption.

The measurement is repeated for various modulation frequencies, and the corre-
sponding displacement factor is presented in Figure 3.19 for different average absorbed
optical powers. The measurements are conducted under fast polarization mode and
include data for an average absorbed optical power of 0.8 µW (green dots), 1.6 µW
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(blue dots), and 4.2 µW (orange dots). In addition, the theoretical calculations for
the components of photo-thermal noise, as explained in Section 3.1.6, are displayed.
These include the displacement factor due to photo-elastic effects of the coating (X

(ct)
PTE)

(blue dashed line), the photo-refractive effects of the coating (X
(ct)
PTR) (blue dotted line),

both effects combined (X
(ct)
PT ) (solid blue line), the photo-elastic effects of the substrate

(X
(sb)
PT ) (green dashed line), and the overall photo-thermal noise (XPT ) (brown line).

Although the theoretical calculations do not entirely align with the measurements, they
provide valuable insights. The measurements indicate a larger optical power-dependent
displacement factor than expected from theory. One potential reason for this discrep-
ancy can be the conservative assumption regarding the absorbed power. Nevertheless,
the theoretical and measurement results can not be fully matched across all modulation
frequencies. Furthermore, the measurements reveal an increase in the displacement fac-
tor with smaller average absorbed optical power for smaller modulation frequencies.
This observation cannot be explained by the existing theory, suggesting limitations in
the current understanding of the phenomenon. One possible contributing to these lim-
itations is photo-birefringence [258, 259]. It is worth mentioning that the displacement
factor has also been measured by Chalermsongsak et al. [248] and Herbers et al. [239]
for AlGaAs/GaAs mirror coatings. Both studies also reported a small discrepancy
between their measurements and the theoretically expected values.

In the case of crystalline coatings, the intrinsic birefringence of the coatings causes
a splitting of the resonator’s polarization eigenmodes, resulting in a difference in the
refractive index denoted as ∆nbi. This splitting can be expressed as ∆nbi = ∆νbi

2ν0

l0
lpen

, as

shown in Section 3.3.1. Consistent with the higher and lower resonance frequency of the
two polarization eigenmodes, they are referred to as slow polarization mode and fast
polarization mode. If the birefringence splitting of the refractive index (∆nbi) changes
with the optical power inside the cavity, the resonant frequency of the cavity shifts dif-
ferently for light with ordinary and extraordinary polarization in relation to the crystal
orientation, but with opposite signs. This phenomenon is known as photo-birefringence
noise. The physical nature of this effect is currently unknown, but it has been observed
in various cavities with crystalline coatings. Ongoing experimental investigations are
being conducted to further explore photo-birefringence noise. For further investigation
of birefringence noise the displacement factor is measured for slow polarization mode
at an average absorbed optical power of 0.8 µW, as depicted in Figure 3.22 (red dots).
This measurement shows a significantly lower displacement factor compared to the
measured displacement factor for the fast polarization mode at the same average ab-
sorbed optical power (green dots). This difference can be attributed to a phase shift of
π between the displacement responses of the two polarization modes caused by photo-
birefringence noise. As a result, the phase difference between photo-birefringence noise
and photo-thermal noise leads to an enhanced or reduced displacement factor.

Next the response of the resonance frequency of the cavity is measured if the cou-
pled optical power is abruptly changed. The results are shown in Figure 3.20 for fast
polarization mode and for slow polarization mode. The change of optical power results
in an immediate response of the resonance frequency with different sign for different
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Figure 3.20: Response of the resonance frequency of the cavity due to a step change of
optical power coupled to the cavity for different polarization. The measured resonance
frequency of the cavity (black line) and the absorbed optical power (blue line) are shown
for increasing power (left side) and decreasing power (right side). The measurement
is accomplished for the fast polarization mode (top) and the slow plorization mode
(bottom).
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Figure 3.21: Frequency response of the cavity due to photo-thermal effect and photo-
birefringence-effect. Frequency response is measured for the slow polarisation mode of
the cavity (orange line) and the fast polarisation mode of the cavity (red line). The
calculated line-splitting of the two modes; fast polarisation mode - slow polarisation
mode (black line) and the portion due to the photo-thermal effect (fast polarisation
mode + slow polarisation mode)/2 (grey line) is shown. The absorbed optical power
for the fast polarisation mode (dark blue line) and the slow polarisation mode (light
blue line) are modulated with a step function.

polarization modes as it is expected for photo-birefringence noise. Afterwards a slower
exponential frequency response with the same sign for both polarization modes ap-
pears as it is expected for photo-thermal noise. If the optical power and the change
of optical power coupled to the cavity is almost the same, the effect of birefringence
line splitting and photo-thermal noise on the resonance frequency can be calculated.
The results are shown in Figure 3.21. The birefringence line splitting between fast and
slow modes increases for increasing optical power and shows a smaller time constant
than the frequency shift due to the photo-thermal effect. The displacement due to the
photo-thermal effect 10 s after the optical power step is given by (2.6±0.5)×10−7 m/W
which is in the some order than the theoretical value for small frequencies shown in
Figure 3.19. As crystalline cavity mirrors are developed only recently, literature for
birefringence noise from a crystalline cavity is very limited and its investigation is still
ongoing. However, a similar behaviour as presented here is observed for different cavi-
ties and might be published soon [266].

For further investigations of photo-birefringence noise the dependency of the dis-
placement factor to the average absorbed optical power is measured. The results are
shown in Figure 3.22 for a modulation frequency of 0.5 Hz and fast polarization mode
(blue dots) and slow polarization mode (green dots). The displacement factor is also
shown for a modulation frequency of 0.05 Hz and slow polarization mode (yellow dots).
For fast polarization mode the displacement factor decreases at higher average ab-
sorbed power. From the standard theory for photo-thermal noise no dependency of
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Figure 3.22: Measurement of the displacement factor of the cavity as a function of the
average optical power absorbed by each mirror. The displacement factor for the fast
polarisation mode of the cavity with a modulation frequency of 0.5 Hz (blue dots), for
the slow polarisation mode of the cavity with a modulation frequency of 0.5 Hz (orange
dots) and for the slow polarisation mode of the cavity with a modulation frequency of
0.05 Hz (green dots). In contrast to the standard theory the displacement factor is not
constant for different optical power coupled to the cavity.

57



10 3 10 2 10 1 100 101 102 103

Averaging time in s

10 18

10 17

10 16

10 15

Fr
ac

tio
na

l f
re

qu
en

cy
 in

st
ab

ilit
y Unstabilized in loop

Unstabilized out of loop
Stabilized in loop
Stabilized out of loop

Figure 3.23: Fractional frequency instability of the cavity due to photo-thermal noise.
The fractional frequency instability is calculated using the modified Allan deviation
based on measured optical power fluctuations coupled into the cavity. The analysis
considers the slow polarization mode with an average optical power of 0.8 µW. The
results are presented for two scenarios: without active optical power stabilization on the
in-loop diode (blue line) and on the out-of-loop diode (orange line), and with active
optical power stabilization on the in-loop diode (green line) and on the out-of-loop
diode (red line).

the displacement factor to the average power is expected. Additionally, the measured
displacement factor is higher than expected from theory (theoretical value: 1.5 m W−1,
for modulation frequency of 0.5 Hz). For the slow polarization mode the displacement
factor also decreases with increasing average absorbed power but reaches a minimum
at 1.1 µW and 1.7 µW for modulation frequency of 0.5 Hz and 0.05 Hz, respectively,
and increases for higher average absorbed power. Important to note is that frequency
response for small average optical power has again a different sign for the different
polarisation modes. This means that the influence of photo-birefringence noise on the
displacement factor increases with decreasing average optical power. For the slow po-
larization mode photo-birefringence noise and photo-thermal noise cancel each other
partially. However, the step response shows a faster response for photo-birefringence
noise as for photo-thermal noise, therefore an effective cancellation of these two noise
sources can be achieved best for low frequency noise as shown in Figure 3.19 (red dots).
For minimal frequency instability due to photo-thermal noise and birefringence noise
small optical power fluctuations and a small displacement factor are advantageous.
The first one is given for small average optical power in the cavity. Small displacement
factor can be ensured when the photo-thermal effect and the photo-birefringence-effect
cancel each other. This is the chase for average absorbed power around 1.0 µW and
slow polarization mode, considered optical power fluctuations with small Fourier fre-
quencies. This setting represents the optimal operating point of the cavity.

The transmitted light power is measured with the power stabilization diode (in loop)
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and a second diode (out of loop), with active optical power stabilization and without
optical power stabilization. With the displacement factor the fractional frequency
instability due to photo-thermal noise can be calculated from the measurements using
the modified Allan deviation. The results for the slow polarization mode and an average
optical power of 0.8 µW are shown in Figure 3.23. In the unstabilized case the frequency
instability measured by the in loop diode (blue line) and the out of loop diode (orange
line) is the same for averaging times longer than 10 ms. For averaging times higher
than 0.2 s the fractional frequency instability due to photo-thermal noise is higher than
the thermal noise limit. To reach this level, an active stabilization of the optical power
is necessary as it is shown in Section 3.2.2. With active optical power stabilization
the remaining fractional frequency instability measured by the out-of-loop diode (red
line) and the in-loop diode (green line). The measurement of the in-loop diode is
also the signal of the active stabilization. It serves as a lower limit for the electronic
noise of the stabilization scheme. However other noise sources like photon shot noise,
electronic noise and beam pointing also lead to a limitation of the stabilization scheme.
This can only be measured by the out-of-loop diode. For averaging times below 0.01 s,
the frequency stability is not significant improved with active power stabilization. The
reason, is given by electronic noise in the measurement and control systems which
limits the optical power stability, while the fundamental limit of the optical power
stabilization is given by the shot noise on the photodiode. For average times longer
than 0.01 s the active power stabilization significantly improves the measured frequency
stability. In conclusion, the measured fractional frequency instability is below the
thermal noise limit, if the active power stabilization is used. Hence, optical power
fluctuations are no longer the primary limiting factor for the frequency stability of the
cavity.

3.3.4 RAM stabilization limit

As discussed in Section 3.1.3, the frequency stability of the stabilization cavity can
be affected by RAM. To mitigate this instability, passive reduction of RAM is often
the preferred solution, especially in transportable setups. This approach eliminates
the need for additional electronic and optical components for RAM stabilization. Nev-
ertheless RAM is often a major limitation to the frequency stability. This was also
the cause in a setup with identically designed cavity [156]. This cavity operates at a
wavelength of 1397 nm exhibiting a fractional frequency instability limitation due to
RAM of 8 × 10−16 at 1 s in the unstabilized case using a commercial free-space EOM.
Additionally, a homemade EOM is investigated with a limitation of the fractional fre-
quency instability in the mid 10−17 range. Using an active RAM stabilization with
a temperature-stabilized waveguide EOM, a limitation of the fractional frequency in-
stability of 4 × 10−18 at 1 s is reported. In this work, such a temperature-stabilized
waveguide EOM is employed.

In the following sections, the EOM is modulated, inducing a corresponding modu-
lation of RAM. A conversion factor between the frequency response of the cavity and
the measured signal at the RAM diode and PDH diode is determined. The RAM signal
without modulation is measured on the RAM control diode while the laser is locked
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to the cavity, both with and without active RAM stabilization. Next, the RAM signal
is measured on both the RAM control diode and the PDH diode, again for both the
unstabilized and stabilized cases, when the laser is not locked to the cavity. Using the
established conversion factor, the frequency stability limit due to RAM is calculated,
with and without active RAM stabilization.

To measure to conversion factor, a modulation signal is generated at the DC in-
put of the bias tee connected to the EOM. This signal caused the EOM to produce a
modulated RAM signal at a specific frequency, which is then measured by the RAM
control diode. When the laser is locked to the cavity, the laser frequency is also modu-
lated by the RAM signal. The laser frequency is determined by performing a beat-note
measurement with a second, more stable reference cavity via an optical comb. By
comparing the amplified signals from the RAM control diode and the laser frequency
measurement, a conversion factor of (0.79 ± 0.04) Hz V−1 is obtained. This conversion
factor remained constant within the uncertainty range for modulation frequencies be-
tween 0.1 Hz and 10 Hz.

In cases where the laser frequency deviated from the resonance frequency of the sta-
bilization cavity and no PDH signal is detected. This time the modulated RAM signal
can also be measured on the PDH diode. The measurement with EOM modulation is
repeated which allows to detamine conversion factor between PDH and RAM diode.
In this measurement, the demodulated PDH signal is further amplified by a factor of
100. A conversion factor of 0.077 is determined amplified signals of the PDH diode
and the RAM diode, resulting in a conversion factor of (10.3±0.5) Hz V−1 between the
laser frequency and the amplified signal of the PDH diode.

The frequency stability limit due to RAM, the RAM signal without modulation
is measured on the RAM control diode when the laser is locked to the cavity, both
with and without active RAM stabilization. This represents the in-loop signal of the
RAM control scheme. When the laser is off-resonance with the stabilization cavity, the
RAM signal is measured on both the RAM control diode and the PDH diode, again
for both the unstabilized and stabilized cases. The signal on the PDH diode serves as
the out-of-loop signal in the stabilized case.

The results presented in Figure 3.24 illustrate the fractional frequency instability
of the stabilization cavity caused by RAM, as calculated using the modified Allan
deviation. Without RAM stabilization, the limitations of the fractional frequency un-
certainty for the stabilization cavity are shown for the signal recorded on the RAM
control diode with locked and unlocked laser. Additionally, the measurement on the
PDH diode is shown for an unlocked laser without RAM stabilization. It is important
to note that the data obtained from the RAM and PDH diodes for the unlocked laser
are derived from the same measurement, while the data for the locked laser is from
a separate measurement. Although there may be slight differences in the measure-
ment conditions between the two sets of data, such as variations in laser frequency and
temperature changes in the optical setup and EOM, the limitation of the fractional
frequency instability due to unstabilized RAM is similar for all three data sets when
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Figure 3.24: Fractional frequency instability caused by RAM. The fractional frequency
instability of the cavity due to RAM is determined using the modified Allan deviation.
RAM is measured using the RAM control diode when the laser is locked to the cavity,
both without RAM stabilization (blue line) and with RAM stabilization (orange line).
In the absence of laser locking to the cavity, RAM is measured with stabilization by
the RAM photodiode (green line) and the PDH photodiode (red line). Additionally,
in the absence of active RAM stabilization and an unlocked laser, RAM is measured
by the RAM photodiode (violet) and the PDH photodiode (brown).

averaging times exceed 1 s. The fractional frequency instability attributed to RAM is
on the order of (3± 1)× 10−18 at 1 s without RAM stabilization. For longer averaging
times it increases and reaches the low 10−17 regime. For shorter averaging times (1 s),
the measurement is dominated by the electrical noise of the diodes and electronic sys-
tems, limiting the accuracy.

With active RAM stabilization, the measurements obtained using the RAM control
diode provide an in-loop signal for the control loop and demonstrate the electronic
limitations of the PI controller. The in-loop measurements for both the locked laser
(yellow line) and the unlocked laser (green line) exhibit the same level of instability in
the 10−20 regime for averaging times above 0.2 s. For active RAM stabilization and a
locked laser, the out-of-loop measurement obtained from the PDH diode (red line) sets
an upper limit on the fractional frequency instability due to RAM in the laser system.
Similar to the previous measurements, this measurement is limited by electronic noise
for small averaging times. For averaging times exceeding 1 s, the fractional frequency
instability is below 3 × 10−17. Notably, for averaging times of 10 s and longer, active
RAM stabilization demonstrates an improvement of approximately one order of mag-
nitude compared to the unstabilized system.

In conclusion, RAM does not significantly limit the frequency stability of the sta-
bilization cavity in the transportable clock laser system with temperature stabilization
of the waveguide EOM. The system is expected to achieve a fractional frequency in-
stability in the lower 10−16 range for averaging times around 1 s, primarily limited by

61



thermal noise and other discussed noise sources. Therefore, active RAM stabilization
is not necessary for the aforementioned system configuration. It should be noted that
the results may vary for different temperature stabilization points of the waveguide
EOM and different operating voltages of the EOM.

3.3.5 Temperature stabilization

Changes in temperature generally result in thermal expansion of materials. The rela-
tionship between temperature and expansion is quantified by the coefficient of linear
thermal expansion (CTE). In the case of optical cavities, thermal expansion causes a
shift in the resonance frequency [267–269]. Therefore, it is crucial to select a material
with minimal CTE. Among the various components of the cavity, the choice of mate-
rial for the cavity spacer is particularly important due to its relatively longer length.
For this purpose, ultra-low thermal expansion (ULE) glass is utilized due to its low
thermal expansion properties [260, 270]. ULE glass not only exhibits a small CTE
but also demonstrates temperature-dependent behavior, transitioning from negative to
positive values [271]. The temperature at which the CTE becomes zero is referred to
as the CTE zero crossing temperature, denoted as T0.

ULE glass is an ideal choice for the cavity spacer in a transportable setup because
its CTE zero crossing temperature is at room temperature. In contrast, materials like
sapphire and silicon have CTE zero crossing temperatures at cryogenic temperatures.
By operating the cavity at the CTE zero crossing temperature, the influence of tem-
perature fluctuations on the cavity length is minimized. However, ULE glass cannot
be used as the mirror substrate due to its high mechanical loss factor. Instead, fused
silica glass is employed for the mirror substrate, which has a CTE of approximately
5×10−7 K−1. Although the higher CTE of fused silica glass reduces the thermal length
stability of the cavity, it shifts the CTE zero crossing temperature of the cavity to
lower temperatures, as described by Legero et al. [260]. ULE glass compensation rings
are used to shift CTE zero crossing temperature back, close to the one of a pure ULE
glass cavity. This approach effectively minimizes the impact of the fused silica glass
mirror substrate on the thermal length stability of the cavity.

The fractional length change of the cavity spacer resulting from thermal expansion
is solely determined by the coefficient of linear thermal expansion (CTE) α. When
operating the cavity close to the CTE zero crossing temperature, it is typically assumed
that the CTE follows a quadratic temperature dependency:

α(T ) = α′(T − T0) + α′′(T − T0)
2

l(T )

l0
=

1

2
α′(T − T0)

2 +
1

3
α′′(T − T0)

3.
(62)

For ULE glass, it is typical to assume values of α′ = 1.8 × 10−9 K−2 and α′′ =
−1 × 10−11 K−3.
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To achieve a fractional length instability below 10−16, it is necessary to maintain
a stability of below 0.3 µK, when the temperature of the cavity is stabilized to the
CTE zero crossing temperature within a range of 0.2 K. For better length stability,
the cavity temperature should be stabilized as close as possible to T0. Therefore, it is
essential to measure its value accurately.

To determine the CTE zero crossing temperature, a gradual change in the cavity
temperature is performed. The resonance frequency of the stabilization cavity is mea-
sured by locking a laser to the resonance and using a beat note measurement with a
more stable reference cavity via an optical comb, as described in Section 3.1.5. At
the CTE zero crossing temperature, the measured frequency reaches a minimum value.
The temperature of the cavity is measured using a temperature sensor. However, this
sensor is not placed inside the cavity itself; it is integrated next to the cavity spacer on
the suspension of the cavity , which is thermally connected to the inner passive heat
shield. Therefore, it can only provide the temperature measurement at that specific
location. It is important to note that the temperature may vary at different points
within the cavity. During the temperature sweep, reaching the CTE zero crossing tem-
perature in the cavity experiences a time delay compared to the temperature measured
by the sensor. This time delay manifests as a hysteresis between the temperature mea-
surement during temperature increase and temperature decrease. The magnitude of
the hysteresis depends on the ratio between the thermalization time of the cavity and
the heating or cooling rate applied.

The results of the temperature measurement, as shown in Figure 3.25 (left), reveal
a significant hysteresis of approximately 4 ◦C as a relatively rapid temperature change
is applied (approximately 0.1 ◦C h−1 for cooling and 0.4 ◦C h−1 for heating). Taking the
delay time of 8 hours between the measured temperature at the sensor and the actual
temperature of the cavity into account, the minimum of both curves can be reconciled,
yielding a CTE zero crossing temperature of T0 = 26.2 ◦C. By fitting measurement
with the polynomial function described in Equation 62, the calculated values for the
coefficients are a′ = 1.0 × 10−9 K−2, a′ = 1.2 × 10−9 K−2, a′′ = 2.8 × 10−11 K−3, and
a′′ = −0.7×10−11 K−3. It is important to note that the accuracy of the measurement is
limited by the temperature variations within the cavity, as well as drifts in the beat fre-
quency. Additionally, the fused silica mirror substrate with a higher CTE and the ULE
compensation rings can affect the temperature dependence of the cavity’s resonance
frequency. Consequently, temperature changes at the mirrors can introduce deviations
from the theoretical values. The influence of mechanical stress on the heat shields and
suspension due to temperature changes also contributes to changes in the cavity’s res-
onance frequency and affects the measurement. Further investigations of these effects
are conducted below. For a cavity with a similar design, a CTE of a′ = 1.2× 10−9 K−2

and a′′ = 8 × 10−11 K−3 were found [156], while previous cavities with an ULE spacer,
FS mirror substrates, and ULE compensation rings exhibited a′ = 0.86 × 10−9 K−2 for
a 12 cm long cavity and a′ = 2.2 × 10−9 K−2 for a 48 cm long cavity [157].

To obtain a more precise determination of the CTE zero crossing temperature, a
second measurement is conducted with a slower rate of temperature change in the
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Figure 3.25: Measurement of the CTE zero crossing temperature. Left: Employing a
rapid temperature change of the cavity, its frequency response exhibits a significant
hysteresis of approximately 4 ◦C (grey lines). The obtained results are fitted using a
third-order polynomial function given by Equation 62 (light red lines). By considering a
thermal low-pass-induced delay of 8 h, the two curves (black lines) and the correspond-
ing fit (dashed red lines) nearly overlap, yielding a CTE zero crossing temperature of
T0 = 26.2 ◦C. Right: For a more precise measurement, the temperature of the cavity
is gradually changed. When the temperature increases, the measured frequency curves
(black dots) with the fit (dashed red line) yield a CTE zero crossing temperature of
T0 = 26.08 ◦C. Conversely, when the temperature decreases, the measured frequency
data (grey dots) indicates a CTE zero crossing temperature of T0 = 26.25 ◦C (orange
line). A delay of 8 h is accounted for, and a linear drift of 90 mHz is observed and
removed from the data. Isolated outliers in the frequency measurement and missing
data points occur when the optical comb is not stabilized or when the measured beat
signal becomes too weak to track accurately.
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cavity (approximately 0.002 ◦C h−1 for cooling and 0.02 ◦C h−1 for heating). The tem-
perature dependence of the cavity’s resonance frequency is once again measured for
both increasing and decreasing cavity temperatures, considering an 8-hour delay. Ad-
ditionally, a linear drift of 90 mHz s−1 is observed and accounted for in the data. The
results of this measurement yield CTE zero crossing temperatures of T0 = 26.08 ◦C
and T0 = 26.25 ◦C, as depicted in Figure 3.25 (right). For these measurements, the
coefficients are determined as a′ = 1.6 × 10−9 K−2 and a′ = 0.6 × 10−9 K−2, while a′′ is
not considered. Similar to the previous measurement, deviations from the theoretical
values are introduced by drifts in the beat frequency and thermal stress on the heat
shields and suspension of the cavity. Given the slow temperature changes in the cavity
during this measurement, these effects have a significant impact on the measurement
accuracy. However, the temperature inhomogeneity within the cavity is considered
to be small, due to the small heating and cooling rates. The corrected hysteresis, is
less than 0.2 ◦C for heating, and less than 0.02 ◦C for heating the cavity. With these
measurements, it can be expected that the CTE zero crossing temperature is known
with an accuracy of less than ∆T0 = 0.2 ◦C.

For effective temperature stabilization of the cavity, it is necessary to minimize heat
transfer between the cavity and its surroundings on shorter timescales. A simplified
model assumes that the heat transfer between the cavity and its heat shields occurs
primarily through thermal conduction and radiation between the shields. Thermal
convection and radiation directly from outside the vacuum chamber through the win-
dows to the cavity can be neglected in this model. Conductive heat transfer, denoted
as qc, between two systems with fixed temperatures T1 and T2 can be described by the
following law:

qc = k
A

d
(T1 − T2(t)), (63)

where A is the contact surface, d the length of the conduction and k the thermal
conductivity of the conduction material. For thermal radiation the heat transfer qrad
follows the Stefan–Boltzmann law:

qrad = AσSBϵ(T
4
1 − T2(t)

4), (64)

with the Stefan-Boltzmann constant σ and the emissivity ϵ of the material under
the assumption of same materials and same surface for both systems. For small tem-
perature difference between the two system with respect of the absolute temperature,
this equation can be linearized to

qrad = 4AσSBϵT
3
1 (T1 − T2(t)). (65)

The total heat transfer qtot is given by

qtot = qrad + qc =
(

4AσSBϵT
3
1 + k

A

d

)
(T1 − T2(t)). (66)

Due to the heat transfer the temperature of the second system changes according
to
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δT2

δt
=

qtot
C

(67)

where C is the heat capacity of the second system. By solving the linear differential
equation

δT2

δt
=

1

C

(
4AσSBϵT

3
1 ) + k

A

d

)
(T1 − T2(t)) =

1

τ
(T1 − T2(t)), (68)

an exponential behavior of the system is found with the time constant τ . In the case
of the cavity, a large value of τ is desired to effectively suppress temperature changes
on shorter timescales. This can be achieved by either increasing the heat capacity or
reducing the heat transfer rate. To increase the heat capacity, more material can be
used for the cavity. However, this contradicts the concept of a transportable cavity, as
it would make the cavity heavier and less portable. To reduce the heat transfer rate,
materials with small thermal conductivity k and minimal contact surface should be
employed. For the cavity, glass spheres are used to separate the different heat shields
and the cavity, minimizing conductive heat transfer. To suppress radiation heat trans-
fer, the cavity is placed within two passive heat shields and one active heat shield, as
described in Section 3.2.1. The heat is radiated from one heat shield to another, but
it takes several hours for the second heat shield to reach the temperature of the first
heat shield. No heat transfer due to thermal convection is assumed, as the cavity is
placed in ultra-high vacuum. During this time, the effective heat transfer to the cavity
is suppressed. To model this behavior, a simplified model is presented next.

The temperature withing each heat shield and within the cavity is considered ho-
mogeneous, while the active heat shield temperature Ta remains fixed, the temperature
of the outer To(t) and inner Ti(t) change with time. Thermal radiation through the
windows to the cavity is neglected, which is a good approximation if the cavity tem-
perature is close to room temperature. Considering heat transfer from the active heat
shield to the outer passive heat shield with time constant τao and the other way around
(τoa), from the heater shield to the inner shield (τoi) and back (τio), and from the inner
shield to the cavity (τic) and back (τci), the following set of differential equations are
found:

δTo

δt
=

1

τao
(Ta − To(t)) +

1

τia
(Ti − To(t))

δTi

δt
=

1

τoi
(To(t) − Ti(t)) +

1

τci
(Tc − Ti(t))

δTc

δt
=

1

τic
(Ti(t) − Tc(t)).

(69)

Here, a simplified model is applied to partially decouple the differential equations:
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δTo

δt
=

1

τ1
(Ta − To(t))

δTi

δt
=

1

τ2
(To(t) − Ti(t)

δTc

δt
=

1

τ3
(Ti(t) − Tc(t)).

(70)

If the time constant representing heat flow from the cavity to the inner shield and
from the inner shield to the outer shield is large the simplified model agree with Equa-
tion 69. In this cause, τ1 = τao, τ2 = τoi, and τ3 = τic. In the other extreme case, the
outer passive shield, the inner passive shield, and the cavity are thermally connected.
Therefore, To ≈ Ti ≈ tc and the model is also valid, taking the heat capacity of both
passive shields and the cavity into account for τ1.

A solution of the differential equation is given by:

Tpo(t) − Tpo(0)

∆T
=1 − exp

(
− t

τ1

)
Tpi(t) − Tpi(0)

∆T
=1 − τ1

(τ1 − τ2)
exp

(
− t

τ1

)
+

τ2
(τ1 − τ2)

exp
(
− t

τ2

)
Tc(t) − Tc(0)

∆T
=1 − τ 21

(τ1 − τ2)(τ1 − τ3)
exp

(
− t

τ1

)
+

τ 22
(τ1 − τ2)(τ2 − τ3)

exp
(
− t

τ2

)
− τ 23

(τ1 − τ3)(τ2 − τ3)
exp

(
− t

τ3

)
(71)

This equation represents the temperature responses of the cavity, the inner and the
outer heat shield when the temperature of the active heat shield is changed with a nor-
malized step function. The temperature inside the inner heat shield is measured with
a temperature sensor. However, the sensor is thermally connected to the inner shield.
Therefore, it does not measure the temperature of the cavity, accurately. Neverthe-
less, the measurement can be used to understand the low pass behaviour of the cavity.
Figure 3.26 (left) shows the measured temperature response at the point of the temper-
ature sensor after the temperature of the active heat shield is reduced. The measured
temperature behaviour is fitted with the second equation in 71, assuming that the
measured temperature is closer to the temperature of the inner shield than to the tem-
perature of the cavity. The resulting thermalization time constants are τ1 = 47.2 h and
τ2 = 0.9 h. For an identical cavity, all three thermalization time constant τ3 = 2.6 h,
τ2 = 8.2 h,and τ1 = 87.4 h, are directly measured by the frequency response of the
cavity [156]. The results are only comparable to a limited extent as the temperature
of the cavity or the frequency response could not be measured for the cavity under
investigation. During the measurement of the CTE zero crossing temperature, a time
delay of 8 h is observed. This time delay needs to be taken into account when consid-
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Figure 3.26: Thermalization of the cavity after changing the stabilization temperature
of the active heat shield. Right: The measured temperature of the cavity (black lines)
decrease exponentially. The fit function given by Equation 71 (orange dashed line)
gives a thermalization time constant of τ1 = 47.2 h and τ2 = 0.9 h. Left: The transfer
function between the temperature of the active heat shield and the resonance frequency
of the cavity is calculated using the Fourier transform of the temperature response and
the thermal expansion of the cavity, when the cavity temperature differs by 0.2 ◦C from
the CTE zero crossing temperature. A cutoff frequency of 1

τ1
= 1

0.9 h
and 1

τ2
= 1

47.2 h
is

employed.
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Figure 3.27: Fractional frequency instability of the cavity resonance frequency due to
thermal expansion of the cavity. The temperature is actively stabilized, a stabilization
temperature within ∆T = 0.2 ◦C deviation form the CTE zero crossing temperature
is assumed. Left: PSD of the fractional frequency. Right: modified Allan deviation of
the fractional frequency instability.

ering the thermalization time constants. The different results for the thermalization
times could also be caused by a inhomogeneous temperature distribution inside the
cavity. Moreover, the sensor is connected to the vacuum chamber via copper wires,
which introduce additional heat transfer and can influence the sensor temperature.

Applying the Fourier transformation provides the transfer function F (ν). Between
the temperature at the sensor position and the active heat shield the transfer function
is given by:

F (ν) =
1√

1 + (ντ1)2
· 1√

1 + (ντ2)2
. (72)

Which is consistent with the expected low pass behaviour of the heat shields. The
frequency response of the cavity for temperature fluctuations at the outer heat shield
is even stronger suppressed. Therefore, the function 72 can be chosen as a upper limit
for frequency fluctuations due to temperature associated length changes of the cavity.
Figure 3.26 (right) shows the transfer function for the resonance frequency of the cavity
assuming that the cavity temperature is stabilized within ∆T0 = 0.2 ◦C of the CTE zero
crossing temperature T0 = 26.2 ◦C.Due to the passive heat shield fluctuations of the
cavity frequency due to temperature fluctuations are strongly suppressed for frequency
larger than 1/τ1. Furthermore, an active temperature stabilization is implemented on
the active heat shield which is crucial for mitigating temperature fluctuations at low
frequencies.

To evaluate the remaining frequency instability with temperature stabilization, it
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is necessary to measure the remaining temperature fluctuations. However, due to lim-
itations in the built-in temperature sensor, it is not possible to directly measure the
temperature fluctuation of the cavity accurately. Those limitations are given by elec-
tronic noise of the sensor and the measurement device and additional heating of the
sensor due to heat flow through the wires. The temperature fluctuations at the ac-
tive heat shield, on the other hand, can be measured with sufficient accuracy using
an out-of-loop temperature sensor. The transfer function is used to calculate the ex-
pected frequency fluctuations, expecting a difference between cavity temperature and
the CTE zero crossing temperature T0 = 26.2 ◦C of less than ∆T0 = 0.2 ◦C. The
resulting fractional frequency instability due to temperature fluctuations is depicted
in Figure 3.27, showing the PSD on the left and the modified Allan deviation on the
right. The low-pass behavior of the cavity strongly suppresses temperature fluctuations
at higher frequencies. However, it is not possible to completely eliminate temperature
drifts occurring over hours and days. As a result, the fractional frequency instability
increases for longer averaging times. Nevertheless, the fractional frequency instability
remains below the thermal noise limit for averaging times below than 5 × 102 s.

While the measured temperature of the cavity exhibits the expected low-pass be-
havior, an almost immediate response of the resonance frequency of the cavity to a
temperature change in the active heat shield is observed. Figure 3.28 (left) shows
the frequency response (grey and black dots) for a temperature step at the active heat
shield of ∆T = 0.2 ◦C (light blue line) and ∆T = 0.4 ◦C (dark blue line). This behavior
can be explained by the thermal expansion of the heat shields, which induces mechan-
ical stress in the mounting structure, deforming the cavity. To assess the impact of
thermal stress on the fractional frequency instability of the cavity caused by temper-
ature fluctuations at the active heat shield, the transfer function is calculated. This
transfer function, denoted as F (ν), is obtained by Fourier transforming the frequency
response of the cavity. For simplicity, the frequency response is approximated by an
exponential asymptotic function with a time constant of τ = 1.4 h (orange dashed line).

Using the transfer function, the effect of temperature fluctuations at the active
heat shield on the fractional frequency instability of the cavity can be determined.
Figure 3.29 illustrates the resulting fractional frequency instability, attributed to stress
induced by temperature fluctuations. Notably, the low-pass behavior can only be ob-
served for temperature fluctuations occurring on timescales below 1 × 103 s. Beyond
this timescale, an increased fractional frequency instability due to temperature fluctu-
ations is observed. The fractional frequency instability exceeds the thermal noise limit
for averaging times longer than 20 s. This limitation poses a significant constraint on
the use of the laser for clock operation with extended interrogation times. It is impor-
tant to acknowledge that the measurements only capture temperature fluctuations at a
single point on the active heat shield, which may overestimate the average temperature
of the heat shield. Moreover, if the length change of the cavity is influenced by ther-
mal stress, temperature gradients become more critical than temperature fluctuations
themselves. It is thus crucial to avoid temperature gradients within the heat shield.
One approach is to achieve homogeneous heating of the active heat shield and further
isolate the cavity. Another approach to reduce the effect of thermal stress is given by
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Figure 3.28: Frequency response of the cavity. Right: Response of the resonance
frequency of the cavity (black dots) for a temperature step of 0.4 ◦C (dark blue line)
and resonance frequency of the cavity (grey dots) for a temperature step of 0.2 ◦C
(light blue line) at the active heat shield. An exponential function (dashed orange
line is used as an approximation). Left: The calculated transfer function (orange
dashed line) is calculated with a cutoff frequency of 1

τ
= 1

1.4 h
. Isolated outliers in the

frequency measurements appear when the measured beat signal becomes too weak to
track accurately.

implementing a more complex cavity mounting [107].

3.3.6 Frequency instability of the laser

The frequency stability of the laser, which is locked to the resonance frequency of the
stabilization cavity, is assessed by comparing it to a highly stable reference cavity, see
Section 3.1.5. To ensure accurate measurements, a linear drift is eliminated from the
data. As the temperature stabilization is active the linear drift of 30.5(1) mHz s−1 is
caused primarily by spacer aging. In Figure 3.30 a measurement of this drift prior to
the stability measurement is shown.

Figure 3.31 (top) shows the PSD of this measurement. It is important to note
that during this measurement, several noise sources are actively controlled, including
RAM stabilization, optical power stabilization, and temperature stabilization at the
zero crossing point. In addition, an active vibration isolation table is utilized. To pro-
vide a reference for comparison, the expected limitations arising from the accumulated
frequency sources (violet line) is displayed. The PSD graph also depicts the noise con-
tributions from various sources, including the remaining frequency noise of the fiber
length stabilization (blue line), photo-thermal noise (orange line), RAM noise (green
line), thermal noise (red line), cavity length changes due to temperature fluctuation
(purple line), thermal stress contribution (brown line), seismic noise in the x (pink
line), y (olive line), and z (purple line) components. Two measurements of the laser
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Figure 3.29: Fractional frequency instability of the cavity resonance frequency due
to thermal stress due to temperature changes on the heat shields. The temperature
is actively stabilized. Left: PSD of the fractional frequency. Right modified Allan
deviation of the fractional frequency instability.
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Figure 3.30: Measurement of the linear drift (black dots) due to spacer aging. A
linear drift of 30.5(1) mHz s−1 (red line) is measured when the cavity is temperature
stabilized. Isolated outliers in the frequency measurements and missing data points
can occur when the optical comb is not stabilized or when the measured beat signal
becomes too weak to track accurately.
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instability (black and grey line) show the typical laser instability of the system. The
difference between them is caused by different laboratory conditions and the settings
of the stabilization systems.

At small Fourier frequencies below 2×10−3 Hz thermal stress is the dominant noise
source. However, the measured laser instability is lower as the expectation from pre-
vious measurements of temperature fluctuations and the thermal stress sensitivity of
the resonance frequency of the cavity. The reason could be given by a limitation of the
measurement uncertainty including statistical uncertainty, changes of the laboratory
conditions, changes in temperature inhomogeneity inside the cavity heat shield or an
overestimation of the thermal stress due to single point measurements of the tempera-
ture sensors. At high Fourier frequencies above 6 Hz non-stabilized phase noise in the
optical path and fibres are the dominant noise sources. The PSD of the measured laser
instability is more than an order of magnitude higher as the measured phase noise in
the presented setup. However, phase noise of the optical path between the reference
cavity used for phase comparison and the optical comp is not included in the mea-
surement. As the length of more than 100 m of the fibre connection between reference
cavity and optical cavity is more than an order of magnitude longer than the one mea-
sured, it is reasonable that the measured laser instability at high frequencies is caused
by phase noise in the optical fibers. For Fourier frequency in between the dominant
noise sources are thermal noise, photo-thermal noise and seismic noise. The measured
laser instability in these regime close to the expectation due to this noise sources. The
slightly higher instability of the laser frequency could be caused by underestimation
of these noise sources or different laboratory conditions and settings of the system.
Furthermore, possible additional contributions could arise from birefringence noise.

Figure 3.31 (bottom) shows the fractional frequency instability of the two measure-
ments calculated by the modified Allan deviation (black and grey line). Furthermore,
the expected limitation due to the accumulated noise sources is shown (violate line) for
comparison. The modified Allan deviation is calculated from the PSD using Equation
12. Additionally, the limitation due to the linear drift, which is removed from the data,
is shown (purple line). The fractional frequency instability is on the order of 2× 10−16

on a timescale between 0.2 s and 200 s and thus sufficient for second long probe times
of the transportable 27Al+ clock.
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Figure 3.31: Frequency instability of the laser and the contribution of several noise
sources. Top: PSD of the fractional frequency instability and the noise sources.
Two measurements of the laser instability (black and grey line) with a slight dif-
ference due to different laboratory conditions and setting of the laser system are
shown. In addition, the contribution of other noise sources are shown. Bottom:
Fractional frequency instability calculated by the modified Allan deviation. The
two measurements of the fractional frequency instability (black and grey line) are
compared to the expected fractional frequency instability due to the accumulated
noise sources (violet line). Additionally, the limitation due to the removed linear
drift (purple line) is shown.
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4 Generation of phase stable laser light at 267.4 nm

In the previous chapter, a laser system operating at a wavelength of 1069.6 nm has
been discussed. This laser system is frequency stabilized using a highly stable optical
cavity. However, the resonance frequency of the clock transition (1S0 to 3P0) in 27Al+

is at 267.4 nm. Therefore it is necessary to quadruple the frequency of the laser light
without compromising its phase stability. Consequently, phase fluctuations in the op-
tical setup due to mechanical distortion, temperature, or pressure changes need to be
suppressed. In this chapter, a frequency quadrupling system based on the publication
titled “Phase-stabilized UV light at 267 nm through twofold second harmonic genera-
tion” [146] is presented. The compact system is part of the entire transportable clock
laser system producing phase stabilized light at 267 nm.

The chapter is structured as follows: First, the concept of the frequency quadru-
pling setup is explained, followed by a detailed discussion of the cascaded frequency
doubling process, involving two single-pass second harmonic generation stages and the
optical setup. Subsequently, the system is characterized, especially phase stability is
measured. The frequency quadrupling system is integrated in a rack alongside the
stabilization cavity, the seed laser system, and all the necessary optical and electronic
components. Furthermore, a second version of the frequency quadrupling system is
presented, significantly reducing the size of the system.

4.1 Concept of frequency quadrupling setup

The clock transition of 27Al+, as discussed in section 2.3, is probed at a wavelength
of 267.4 nm. To generate light at this specific wavelength, the laser light delivered by
a fibre laser at 1069.6 nm undergoes frequency quadrupling. In order to maintain a
high level of phase stability for the resulting UV light, a phase stabilization scheme is
integrated into the setup. It is worth noting that frequency doubling itself, achieved
through second harmonic generation, does not alter the phase of the generated light
[272].

Figure 4.1 provides an overview of the setup, which is constructed on an aluminum
breadboard housed within a hermetically sealed aluminum box measuring 42 cm x 23 cm
x 8.5 cm. This design ensures rigidity and stability against external disturbances such
as temperature fluctuations, pressure changes, and vibrations. The box is sealed using
a Viton® ring and can be evacuated through a flange on the lid to avoid refractive
index changes of the air due to pressure and temperature fluctuations. Alternatively,
to prevent damage to optical components from UV light, the box can be purged with
clean gases such as oxygen or nitrogen [273]. The system is fiber-coupled, and opti-
cal access is provided through several windows sealed with indium. The robust and
compact design enables high transportability and integration into a standard 19-inch
rack. For frequency quadrupling, two single-pass second harmonic generation (SHG)
stages are used. Each stage incorporates a nonlinear crystal housed in a custom-built
oven for precise temperature control. The oven temperature is regulated using a PID
controller to maintain a constant crystal temperature, which is essential to fulfill the
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Figure 4.1: Image of the setup of the frequency quadrupling system including two
cascaded non-linear crystals inside custom ovens covered by copper heat shields. The
first oven (PPLN oven) contains a PPLN crystal waveguide, while the second oven
(DKDP oven) contains a DKDP crystal. The beam path of IR light (red), green light
(green) and UV light (blue) is schematically shown.
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phase-matching condition.

A classical frequency quadrupling setup involves two resonant pump-beam power
enhancement cavities for frequency doubling [129–144]. The challenge for a clock laser
system is to transfer the phase stability from the cavity-stabilized IR laser through all
optical paths including the frequency doubling stages to the UV light. While phase
stabilization of the light in the optical cavities is not necessary, separated phase stabi-
lization schemes before, between and after the frequency doubling stages is required.
This significantly increases the complexity and size of the setup and results in a limited
phase stability of the UV light. Furthermore, adjustment of the cavity length via the
Hänsch-Couillaud locking technique [274] requires, additional elements. In contrast, a
single-pass configuration of the SHG stages allows for a simple and compact design.
This aspects benefit the approach of a transportable laser system. Moreover, interfer-
ometric phase stabilization of the IR light throughout the entire setup enables phase
stabilization of the produced UV light. However, the single-pass approach involves a
compromise, as the UV light power is relatively low due to the limited SHG conversion
efficiency in the single-pass configuration. This does not pose a problem, since the
required power for long clock probe times is very small (< 1 µW).

4.2 Second harmonic generation stages

For the purpose of frequency quadrupling, two SHG stages are employed to convert the
seed laser light at 1069.6 nm into UV light at 267.4 nm. In the following section, a brief
explanation of the SHG process is provided, selection of crystals, and the temperature
stabilization of the crystals in the oven sare discussed.

4.2.1 Second harmonic generation theory

Second harmonic generation is a nonlinear optical process in which two photons with
the same frequency combine to generate a single photon with double the frequency.
SHG is a specific case of harmonic generation, and a concise introduction to its funda-
mental concept is presented in standard textbooks. For a more comprehensive under-
standing, detailed information can be found in the work of Yariv [275].

When an electric field E⃗ is applied to a bulk material, the elementary charges
within it can be displaced from their equilibrium positions. This results in a dielectric
polarization P⃗ , which can be described by the following relation:

P⃗ (E⃗) = κ0E⃗ + χ(2)E⃗2 + χ(3)E⃗3 + O(E⃗4), (73)

where κ0 represents the linear dielectric susceptibility. The tensor terms χ(i) corre-
spond to the higher-order nonlinear dielectric susceptibilities. When light with polar-
ization along the x-axis is considered, its electric field vector can be described as
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E⃗ =

 Ex · sin(νt)
0
0,

 (74)

the second term in equation 73 can be written as

P (2)(E⃗) = χ(2)E⃗2 =

 d11 · sin(νt)2

d21 · sin(νt)2

d31 · sin(νt)2

 =

 d11
d21
d31

 · E2
x ·
(

1

2
+ sin(2νt)

)
, (75)

where dij is the nonlinear coefficient of the material. Following the convention
χij(k) = 2dij(k), the term E2

x · sin(2νt) represents polarization oscillations with twice the
frequency of the initial electric field. The amplitude of these oscillations is proportional
to the squared electric field. As a result of the movement of electric charges, an
electric field with twice the frequency of the initial field is generated. This explains
how nonlinear crystals can produce SHG light. Efficient harmonic generation requires
a large effective nonlinear coefficient deff , which is the resulting nonlinear coefficient
depending on the orientation of the crystal in respect to the propagation direction of
the pump light. Additionally, phase-matching between the fundamental and second
harmonic fields is necessary. When the SHG light and the pump light are in phase,
they interfere constructively and contribute to the generation of SHG light. Conversely,
in regions where SHG and pump light run out of phase, newly generated SHG light
interference destructively with already present SHG light, thus limiting the efficiency
of the process. In the non-depleted pump regime, assuming plane wave interaction, the
generated SHG intensity I2ω scales quadratically with the pump intensity Iω [276]:

I2ω ∝ d2eff l
2I2ων

2 sin2 (∆kl/2)

(∆kl/2)2
, (76)

where l is the length of the crystal, ν is the pump frequency, and ∆k = k2ω − 2kω
represents the difference between the wavenumbers of the pump and SHG fields. In
the strong conversion regime (pump depletion regime), the relation between SHG and
pump intensity becomes linear. The maximum conversion efficiency is achieved when
the phase-matching condition ∆k = 0 is fulfilled.

This can be achieved by utilizing, the birefringence commonly observed in nonlinear
crystals. In terms of refractive index, the phase-matching condition can be expressed
as n∥(ν) = n⊥(2ν), where ∥ and ⊥ refer to the polarization with respect to the crystal’s
ordinary axis. In type I SHG, two photons with ordinary polarization are converted
into one photon with extraordinary polarization, or two photons with extraordinary
polarization are converted into one photon with ordinary polarization. This leads to
the conditions no(ν) = ne(2ν) or ne(ν) = no(2ν).

For type II SHG, one photon with ordinary polarization and one photon with ex-
traordinary polarization are converted into one photon with extraordinary polarization
or ordinary polarization. By selecting an appropriate crystal and polarization, the re-
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fractive index can be tuned by controlling the crystal’s temperature. This technique is
known as non-critical phase-matching. Alternatively, the phase-matching condition can
be achieved by adjusting the angle of the pump light beam with respect to the crystal.
This is referred to as critical phase-matching. However, in critical phase-matching, the
SHG field is often emitted at an angle to the pump light field, resulting in a walk-off of
the laser beam. This limits the spatial overlap between the fields and therefore reduces
the efficiency of SHG. In non-critical phase-matching, walkoff can be avoided, resulting
in higher conversion efficiency and in an improvement in the laser beam quality.

Another approach to achieve phase-matching is given by quasi-phase-matching
(QPM) [277]. In QPM, the sign of deff is periodically modulated in the crystal along the
propagation direction. This is typically achieved by periodical poling the crystal. This
modulation ensures that the generated SHG field coherently adds to the existing SHG
field after running out of phase over a coherence length lc = λ

4(n(2ν)−n(ν))
. This results

in a reduction of the SHG efficiency by a factor of 2/π, but enables SHG generation
even when the refractive indices do not match.

The quasi-phase-matching condition is expressed as ∆k + G = 0, where G repre-
sents the reciprocal vector of the periodical poling with the period p. The relationship
between G and p is given by |G| = 2π/p. By appropriately designing the period and
tuning the refractive index through temperature control, the quasi-phase-matching con-
dition can be achieved. Due to the linear expansion of the crystal with temperature,
the period is also affected. In the case of QPM, it is also possible to convert two pho-
tons with extraordinary polarization to one photon with extraordinary polarization or
two photons with ordinary polarization to one photon with ordinary polarization. This
process is sometimes referred to as SHG type 0 phase-matching.

According to equation 76, the intensity of the generated SHG light scales quadrat-
ically with the intensity of the pump light in each layer of the crystal. For a Gaussian
beam, the optimal beam geometry can be calculated for a given crystal length, taking
into account factors such as absorption, divergence, and walk-off. Boyd and Kleinman
et al. [276, 278] developed a theory that considers these factors and determines the
optimal focus width ω0 of the pump beam by maximizing the integral:

1

4a

∫ a

−a

∫ a

−a

exp
[
ib(x− y) − B2(x−y)2

a

]
(1 + ix)(1 − iy)

dxdy. (77)

The optimization parameter a = l
ω2
0kω

, and b = l
2
∆kω2

0kω represents the focus

strength of the beam and the phase matching parameter, respectively. Both depend
on the the focus waist of the beam. If the beam waist decreases the Rayleigh length
increases, the intensity at the focus increase, intensity decreases outside the focus. The
parameter B = 1

2
γ
√
lkω accounts for the expected walk-off with the walk-off angle

γ. By maximizing this integral, the optimal focus width of the pump beam can be
determined. The power of the SHG light P2ν also scales quadratically with the power
of the pump light Pν , as given by the following equation:
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Pν = κP 2
2ν . (78)

The conversion coefficient κ depends on the beam geometry, absorption coefficient,
and the nonlinear coefficient deff of the material.

To achieve higher pump light intensity in the crystal, integration of the crystal in
the core of an optical waveguide can be utilized. The confinement of the electric field
in the waveguide leads to a strong enhancement of the conversion coefficient, resulting
in a highly efficient SHG process.

4.2.2 Nonlinear crystals selection

In order to transfer the phase stability in the frequency quadrupling system from the
IR to UV light, it is important both beams are spatial overlapping. If the beams are
separated, different phase disturbances are acting on them and the phase relation be-
tween IR and UV light is compromised. To ensure optimal spatial overlap between
the pump laser beam, the second harmonic generation (SHG) light beam, and the
fourth harmonic generation (FHG) light beam, it is crucial to avoid walk-off in both
SHG stages. This can be achieved through either quasi-phase-matching or non-critical
phase-matching.

The available SHG generation efficiency is fundamentally limited due to the single-
pass approach employed in both stages. Additionally, the UV output light power of
the second SHG stage scales quadratically with the light power output of the first SHG
stage. In order to achieve a sufficient UV output light power, the first SHG stage must
provide a high conversion efficiency. This significantly restricts the choice of crystals.
A periodically-poled lithium niobate (PPLN) ridge waveguide crystal5 [279–285], has
been selected for the first doubling stage, converting the wavelength from approximately
1069.6 nm to 534.8 nm. The waveguide crystal allows for QPM and facilitates a type
0 SHG process, resulting in the SHG light having the same polarization to the pump
light. The waveguide crystal has a length of 10.3 mm, and both facets are coated
with anti-reflection layers for the pump light and SHG light wavelengths. The crystal
is specified with a conversion coefficient of κ∼125 % W−1 at a quasi phase-matching
temperature of 45(20)◦C. The temperature tuning bandwidth ∆T (FWHM) reflects
the change in ∆k caused by temperature and thus conversion variations according to
Equation 76. For PPLN crystals, ∆k depends not only on the temperature-induced
changes in the refractive indices for both wavelengths but also on the linear expansion
of the poling period. Taking all of these effects into account, the temperature tuning
bandwidth, ∆T , can be calculated using the following formula [277, 286]:

∆T =
0.443

l

(
δ∆n

δT
+ α∆n

)−1

. (79)

Here, ∆n = nν − n2ν , where α represents the linear thermal expansion coefficient.

5HC Photonics (HCP)
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The effective refractive index of the waveguide crystal also depends on its geometry
and the refractive index of the cladding. For simplification, the temperature tuning
range of a 10.3 mm long bulk PPLN crystal with α = 7 × 10−6 K−1 [287] is calculated,
which yields ∆T = 2.8 K. The refractive index of the DKDP crystal is calculated with
the Sellmeier equation [288, 289].

For the second doubling stage, a deuterated potassium dihydrogen phosphate (DKDP)
crystal6 [290] is selected to convert the wavelength from 534.8 nm to 267.4 nm. This
crystal allows for non-critical phase-matching of type I at a phase-matching tempera-
ture of approximately 100 ◦C. However, the phase-matching temperature varies signif-
icantly with the deuterium content of the crystal. The crystal has a length of 50 mm,
and both facets are anti-reflective (AR) coated for the pump light and SHG light wave-
lengths. The nonlinear coefficient of the crystal is approximately deff ≈ 0.43 pm V−1

[291] and its temperature tuning bandwidth is given as 3.2 K cm [291]. Using Boyd
and Kleinman’s framework [278] and optimizing equation 77, the optimal focus waist
is numerically calculated for the given crystal, resulting in an optimal waist focus of
ω0 = 32 µm. Consequently, a single-pass conversion coefficient of κ = 0.15 % W−1 can
be achieved. Table 4.1 provides the key parameters for both crystals.

Table 4.1: Key crystal parameters.

Value PPLN DKDP
Length in mm 10.8 50

Facet dimensions in mm2 0.5 x 1.5 5.0 x 5.0
Transparency range bulk in nm 300. . . 5000 200. . . 2100

Absorption coefficient pump
light in cm−1 ≈ 0.003 ≈ 0.004. . . 0.005

Absorption coefficient SHG
in cm−1 ≈ 0.03 ≈ 0.004. . . 0.005

deff in pm V−1 14. . . 16 ≈ 0.43
Conversion coefficient in % W−1 125 0.15

Hygroscopicity none high
Expected phase-matching temperature in ◦C 45(20) ≈100

Temp. tuning bandw. in K cm 2.8 3.2
Manufacturer HCP Altechna

4.2.3 Crystal temperature controlling system

Effective SHG for both crystals only occurs at the phase-matching temperature as dis-
cussed in the previous sections . To ensure stable temperature in both crystals, precise
temperature control is required. Therefore, custom ovens have been designed and built
for each crystal. These ovens share a similar design, providing accurate, constant, and
uniform temperature control up to 100 ◦C, limited by the used Peltier elements. Figure
4.2 (left) presents a cut-away drawing, while Figure 4.2 (right) illustrates an exploded

6Altechna

81



view of the oven. The oven’s dimensions do not exceed 70 × 46 × 46 mm.

Inside the oven, the waveguide (1) is positioned inside a copper socket (2). To
prevent mechanical stress and ensure efficient thermal contact, the waveguide is en-
veloped in a single layer of 100 µm indium foil. A spring-loaded copper plate applies
pressure to hold the waveguide against the socket (3), avoiding mechanical tension.
Two Peltier elements (4) are employed for heating. Temperature measurement is ac-
complished using two PT1000 temperature sensors (5), with one integrated into the
top portion and the other in the bottom portion of the socket. Active temperature sta-
bilization of the crystal oven is achieved by a PID controller, providing a resolution of
1 mK using one of the PT1000 temperature sensors. The second PT1000 temperature
sensor serves as a monitoring sensor. The PT1000 temperature sensors and Peltier
elements are connected to the PID controller (Meerstetter TEC-1091) via a vacuum-
compatible sealed d-sub multi-pin feed-through, which is integrated into the box wall.
To ensure thermal isolation of the crystal oven, an inner shield made of MACOR®

(6) surrounds the socket. However, some temperature difference may persist between
the crystal oven and the surrounding environment, potentially causing convection of
the surrounding gas. This convection can lead to fluctuations in optical power due to
beam pointing variations and phase distortions. To mitigate this, an additional outer
shield (7) is added to the crystal oven. The outer shield, made of copper, maintains
thermal contact with the breadboard through the copper ground plate of the oven.
Apertures for the pump laser beam and SHG beam in the outer shield are incorpo-
rated as extensions of the copper shield to further minimize fluctuations in the gas
along the pump light path. Importantly, the temperature of the outer shield does not
exceed 25 ◦C during normal oven operation. Furthermore, the first oven’s outer shield
extrusion integrates two lenses (8) for directly coupling the IR light into the waveguide.

The design principle of the second oven closely resembles that of the first one, with
the heating system located in the middle, surrounded by a MACOR® shield, and an
outer copper shield. Figure 4.3 illustrates a drawing of this oven. Inside the oven, a
50 mm DKDP crystal is positioned. Consequently, the second oven is longer than the
first, and has the dimensions 110 × 46 × 46 mm3, making spatial temperature homo-
geneity more critical. To address this, three rows consisting of three Peltier elements
and six PT1000 sensors are utilized, with three sensors placed in the bottom part of
the socket and three in the top part. The two outer rows of Peltier elements operate
in series with a fixed current, while the current to the middle row of Peltier elements
is regulated by a PID controller for active temperature stabilization, using one of the
PT1000 temperature sensors. The remaining PT1000 sensors can be employed for in-
dependent temperature monitoring to assess temperature inhomogeneity.

Unlike the PLLN Waveguide, the handling of the DKDP crystal is not as sensi-
tive, making the spring-loaded mounting mechanism unnecessary. Instead, the DKDP
crystal is wrapped with two layers of 100 µm indium foil and placed inside the copper
socket, establishing thermal contact via the indium foil. Unlike the first, the second
oven does not integrate any lenses. However, extensions of the outer copper shield are
added to shield the laser beam from pressure fluctuations caused by heating the oven
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and the surrounding gas.

The parameters of the PID controller are optimized for both ovens using a stan-
dard step response test to determine the optimal PID settings. The goal is to minimize
the temperature settling time, which indicates the timescale between reaching the set-
tling temperature the first time and converging to stable temperature. For the first
oven, a temperature settling time of less than 30 s is achieved, while the second oven
has a settling time of less than 60 s. Furthermore, a maximum heating or cooling
ramp of 1 °C/min is chosen for both ovens to ensure slow and uniform temperature
changes, protecting the crystals from mechanical stress. Additionally, several tests are
conducted to evaluate the oven performance. The thermalization timescale (1/e time
constant of an exponential approach) is measured by operating the oven at its settling
temperature using a constant heating power, without temperature control by the PID
controller. By changing the heating power with a step function, the response of the
oven is measured. The temperature of the oven shows an exponential convergence to
the new settling temperature.

Figure 4.4 illustrates the typical response for both ovens, for increasing and decreas-
ing heating power. The first oven exhibits a thermalization timescale of (280 ± 30) s,
while the larger second oven has a thermalization timescale of (610 ± 30) s. Addition-
ally, the long-term temperature stability of both ovens is assessed over several hours. In
this case, the oven temperature is controlled by the PID controller, and an additional
temperature sensor is used for out of loop measurement. The first oven demonstrates
a temperature stability within 0.01 ◦C, while the second oven achieves a stability of
0.005 ◦C. All the important properties of both crystal ovens at their operational tem-
perature are summarized in Table 4.2.

Table 4.2: Key parameters of the crystal ovens.

Measured value PPLN-oven DKDP-oven
Operational temp. 44 ◦C 76 ◦C

Long term temp. stability 0.01 ◦C 0.005 ◦C
Max. temp. ramp 1 °C/min 1 °C/min

Temp. settling time 30 s 60 s
Thermalization timescale (280 ± 30) s (610 ± 30) s

4.3 Optical setup

In this section, the optical setup of the frequency quadrupling system is discussed.
The discussion begins with the coupling of light at a wavelength of 1069.6 nm and
the first SHG stage for frequency doubling from 1069.6 nm to 534.8 nm, followed by a
description of the second SHG stage for frequency doubling from 534.8 nm to 267.4 nm
. Additionally, the optical phase stabilization scheme used in this setup is explained.
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Figure 4.2: 3D drawing of the first crystal oven. Left: Cut-away drawing of the oven
for the PPLN crystal. Right: Explosion drawing of the some oven. For both drawings:
1: waveguide, 2: parts of the socket, 3: fixation parts, 4: Peltier elements, 5: inner
MACOR® shield, 6: outer copper shield, 7: lenses, 8: PT1000 temperature sensor.
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Figure 4.3: Thermalization time of the ovens for increased heating power (green line)
and for decreased heating power (blue line) with exponential fits (dashed orange lines).
Right: Measurement for the first crystal oven with a thermalization time τ = (280 ±
30) s. Left: Measurement for the second crystal oven with a thermalization time τ =
(610 ± 30) s.
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Figure 4.4: Cut-away CAD drawing of the second crystal oven. 1: DKDP crystal, 2:
PT1000 temperature sensor, 3: socket, 4: Peltier elements, 5: inner MACOR® shield,
6: outer copper shield.
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Figure 4.5: Schematic drawing of the setup showing an overview of the components used
and the laser beam’s propagation direction. Variant 1: The setup is used as a length-
stabilized UV light source. For details, see main text. Variant 2: The setup is expanded
for a frequency instability measurement of the produced UV light in combination with a
second UV light source. C1: Collimator, IR light from Laser; C2: Collimator, UV light
output; PB: Polarizing beamsplitter; M: Mirror; L: Lens; BB: Beam block; PPLN:
PPLN waveguide; DKDP: DKDP crystal; D: Dichroic mirror; PD: Photodiode; F:
Filter; W: Window; BS: beamsplitter; AOM: Acousto-optic modulator.

4.3.1 First SHG stage from 1069.6 nm to 534.8 nm

A schematic drawing of the optical setup is shown in Figure 4.5, designed to handle
an optical power of 1 watt of IR light at 1069.6 nm. The IR light is delivered to the
setup through a polarization-maintaining fiber from the light distribution board (see
section 3.2.2). A collimator positioned outside the box is employed to collimate the
laser beam. The light enters the box via an AR-coated optical window. A polarizing
beamsplitter is used to clean the polarization of the IR light. This pump light is hori-
zontally polarised, corresponding to extraordinary polarisation in the crystal.

For the first SHG stage a PPLN-ridge waveguide is used for frequency doubling
from 1069.6 nm to 534.8 nm. A power on the order of 200 mW of green light can be
generated from 1 W of IR light. This waveguide is positioned in the first oven to main-
tain a constant temperature. It efficiently converts the IR laser light at 1069.6 nm into
green light at 534.8 nm through SHG when actively temperature stabilized at the quasi
phase-matching temperature Tpm ≈ 44◦C. To couple the beam into the PPLN waveg-
uide, two mirrors, M1 and M2, are used. Highly stable adjustable mirror mounts7 are
used for all mirrors. Mirror M1 has a transparent backside, enabling the transmitted
light to be detected by a photodiode P1, located outside the box for monitoring the
optical power of the IR light. To achieve mode matching of the IR beam and ensure
optimal coupling into the waveguide, lens L1 with a focal length of f = +12.5 mm is
used. The combination of L1 and an adjustable lens with a focal length of f = +15 mm
inside the collimator guarantees overlap with the partial mode of the waveguide. The

7Thorlabs, Polaris line
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numerical aperture (NA) of the waveguide for the pump light at 1069.6 nm is 0.16 in
vertical direction and 0.14 in the horizontal direction. At 534.8 nm, the NA of the
waveguide is specified as 0.8 in vertical direction and 0.7 in horizontal direction. The
green light is horizontally polarized, as two extraordinary photons are converted into
one extraordinary photon with double the frequency. This occurs due to the quasi
phase-matching SHG process of type0. The outgoing green and IR light beams are col-
limated with an achromatic AR-coated lens L2, with a focal length of f = +12.5 mm.
This results in a green light beam diameter of 2 mm. Additionally, a fraction of the
non-converted IR light is transmitted through the waveguide. The IR light is colli-
mated by the achromatic lens, resulting in a beam with a diameter of 4 mm, which
spatially overlapped with the green light beam.

4.3.2 Second SHG stage 534.8 nm to 267.4 nm

For the second stage a DKDP crystal is used, which is placed inside the second oven. It
converts green light on the order of 200 mW at 534.8 nm into up to 60 µW of UV light
at 267.4 nm. The DKDP crystal is 50 mm long and is AR-coated for both wavelengths.

For efficient conversion the crystal is heated to the phase-matching temperature by
the actively temperature stabilized oven, which ensures a homogeneous phase-matching
temperature along the crystal. It is worth noting, that the phase-matching tempera-
ture of the DKDP crystal strongly depends on the deuterium content of the crystal.
When the exact composition of the crystal is not known a accurate prediction is not
possible. A phase-matching temperature Tpm ≈ 76◦C is measured for the crystal in
this setup, which is reasonable for a highly deuterated DKDP crystal [292]. Follow-
ing Boyd-Kleinman and solving the corresponding expression an optimal beam waist
size of w0 = 32 µm (radius at 1/e2 intensity level of the Gaussian beam at the focus
point) was found. Assuming a pump light beam at 534.8 nm with an optical power
of 200 mW. For high SHG efficiency of the second stage, the pump beam is focused
in the center of the crystal along its propagation direction. The calculated waist and
optimum focus position for the green pump light are set by a telescope directly be-
hind the first SHG stage. The telescope consists of two lenses L3 with f = −48 mm
and L4 with f = +75 mm, which are placed on individual linear translation stages.
The beam positioning can be adjusted with two additional mirrors M3 and M4, which
are placed behind the telescope and between the two SHG stages. The first mirror is
backside-polished. Therefore, the pump light at 535 nm for the second SHG stage can
be measured by the photodiode P2 placed outside the box.

In the second SHG stage a type 1 SHG process is used. The incoming green light
is still horizontal polarized, which corresponds to ordinary polarization in the crystal.
The generated UV light is vertically polarized, as two ordinary photons are converted
into one extraordinary photon with twice the frequency. Even after the second SHG
stage, the laser beams at all three wavelengths still spatially overlap. This is due to the
negligible walk-off of the DKDP crystal, which is used with noncritical phase-matching.
To adjust the position of the beams, two adjustable mirrors M5 and M6, can be utilized.
A second telescope, consisting of two lenses L5 and L6 placed on individual linear trans-
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lation stages, is employed to recollimate the beams. Since achromatic lenses for deep
UV light are not commercially available, complete suppression of chromatic aberration
is not achievable. The power level of the generated UV light is monitored by photo-
diode P3 after transmission through a backside-polished mirror M7, and a subsequent
short-pass optical filter to eliminate any remaining green and IR light. In variant 1, the
setup functions as a UV light source. In this configuration, the light reflected off M7

is split by a dichroic mirror D1, with the green and IR light passing through and the
UV light reflecting. The UV light exits the box through a window and can be coupled
into a fiber, or directly used for the experiment.

4.3.3 Interferometric phase stabilization

The setup is designed to provide UV light source with phase stability bridging from
the IR to the UV. To minimize phase noise contribution arising from pressure and
temperature fluctuations, an air-sealed box is employed in the setup. However, for
ultimate performance, an active phase stabilization scheme is still required. In this
setup, interferometric phase stabilization is implemented for the IR light throughout
the entire system, including both SHG stages and the majority of the optical path.
Since the beams with all three wavelengths spatially overlap until they are separated
by D1, it is expected that these beams will experience similar phase and frequency dis-
turbances. Therefore, the length stabilization of the IR light path serves as a reference
for the UV light, accounting for common length changes. The IR length stabilization
is realized according to the scheme depicted in Figure 4.5, variant 1. A short-pass
dichroic mirror D2, located closely behind D1, is used to reflect the IR light. The green
light, on the other hand, is transmitted through D2 and can be utilized outside the box
via a window. The IR light follows the same path back to the first collimator C1, and
is coupled back into the fiber. The phase stabilization path for the IR light is localized
in the distribution board and is already described in Section 3.1.4.

To compare the frequency stability of the system with a reference UV laser system,
slight modifications to the light path are required. These modifications are depicted
in Figure 4.5, variant 2. An additional UV beam from a second source is guided into
the box through the output port of variant 1. Instead of using the dichroic mirror D1,
an uncoated window is installed and utilized as a beamsplitter to spatially overlap the
two UV beams. The UV light generated in the FHG setup passes through the beam-
splitter, while approximately 4% of the UV light from the second source is reflected.
Since the second UV light source is expected to have a higher UV light power, this light
splitting arrangement ensures that sufficient power is available from both sources to
create a beat note for frequency comparison measurements. Next to the beamsplitter
a dichroic mirror D1 is installed to reflect the UV light from the reference system, en-
abling phase stabilisation of the light up to this point. Optional, a beamsplitter can be
installed in the light path of the frequency quadrupling system for backreflection of the
IR light and setting the end point for the phase stabilisation scheme. To perform the
frequency comparison, the UV light is reflected by the dichroic mirror D3 and detected
by a photodiode located behind an optical window outside the box. The green and IR
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light, on the other hand, are transmitted through the dichroic mirror D3 and can be
further used outside the box after passing through a window. Further details regarding
the frequency comparison measurement between two UV light sources are provided in
section 4.4.2.

4.4 Characterization of the frequency quadrupling setup

The two main aspects of the UV laser system are the UV light output power and the
phase stability of the UV light. The design of the system prioritizes achieving good
phase stability at the expense of a lower output power due to the single pass approach.
Both of these aspects are measured and will be thoroughly discussed in this section.

4.4.1 Second harmonic generation efficiency

The UV output power of the frequency quadrupling system is primarily determined
by three factors: the IR input power from the laser, losses of optical power due to
components in the light path, and the conversion efficiency of both SHG stages.

The IR optical input power of the frequency quadrupling system is limited to 1 W.
This limitation is given by the limited pump light power of the PPLN waveguide used in
the first SHG stage. The limitation is determined by the manufacturer, additionally a
limitation of 200 mW of green light output power is stated by the manufacturer, while
the stated output power depends on the input power through the expected conver-
sion efficiency of the waveguide. From the physical view different damaging processes
limit the maximum optical power for save operation. Some important processes to
mention are photoinduced effects such as photorefractive damage [293, 294] or green
light-induced infrared absorption [295] inside the PPLN waveguide or optical induced
thermal damaging [296] of the facets of the waveguide. For better performance and a
higher damaging threshold, Mg enriched MgO:PPLN crystals can be used.

In any optical system, there are losses in optical power due to various factors such
as absorption, unintentional reflection, limited reflectivity of optical mirrors and lim-
ited coupling efficiency into optical fibers or waveguides. In the presented setup, the
main contribution to optical losses arises from the coupling efficiency of the free-space
beam into the PPLN waveguide, which is limited to approximately 50% due to the
waveguide’s geometry, supporting an elliptical beam. It is important to note that the
specification of the PPLN waveguide already accounts for these coupling losses. If the
output light is coupled ta an optical fiber, the coupling losses significantly increases
the overall loss equation of optical power, with coupling efficiencies typically limited
to 30% to 50%, in the deep UV regime.In the setup, all optics used have either high-
reflective coatings (mirrors, dichroic beamsplitter) or antireflection coatings (crystals,
windows, polarizing beamsplitter, lenses). As a result, the losses for each component
are relatively small, mostly around 1% or below. However, it should be noted that
there is an approximate 10% loss of UV light power due to optics in the UV light
path. When measuring the UV light power, the output power of the UV light after the
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Figure 4.6: SHG output power of the crystal as a function of the oven Tempera-
ture. Left: Temperature dependency of the SHG efficiency for the first SHG stage at
534.8 nm. Left: Temperature dependency for the second SHG stage at 267.4 nm. Both
are measured for an IR pump light power of 450 mW at 1069.6 nm

entire setup is considered, including the 10% losses. However, when considering the
conversion efficiency of the second SHG stage, the measured optical power needs to be
corrected for additional optical losses. The same applies to the losses in the green light
path and the IR light power for the efficiency of both SHG stages. Photodiode P2 is
used to measure the IR light power, while photodiode P1 is used to measure the green
light power. The transition and reflection of mirrors M1 and M3 are taken into account
in the analysis. An optical power sensor8 is used to measure the optical power. The
considerations of optical power and conversion efficiency for both SHG stages, losses
due to optics in the IR and green light paths are neglected. Consequently, the given
measurements of the optical light power for all three wavelengths are considered to be
accurate within a range of approximately ±7%, taking into account the losses and the
limited measurement accuracy of the measurement devices.

8Thorlabs, S121C
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Equation 76 in Section 4.2.1 gives a theoretical expectation of the efficiency of the
SHG process, in respect of the phase mismatch (∆k). For non-critical phase-matching,
the value of ∆k varies with the temperature, and the maximum conversion efficiency
is achieved at the phase-matching temperature. In Figure 4.6 the measurement results
are presented. The temperature dependence of the output power is shown for both the
first and second SHG stages. For the first SHG stage, a maximum green light power
of 47 mW is generated with an IR pump light power of 450 mW at an oven tempera-
ture of 48.5 ◦C. This temperature value falls within the manufacturer’s specification of
(45 ± 20) ◦C, indicating agreement between the measurement and the expected tem-
perature range. The full-width half maximum (FWHM) of the temperature tuning
bandwidth is 2.2 ◦C, slightly smaller than the theoretically expected value of 2.7 ◦C
for a 10.3 mm long bulk crystal. This difference may arise from a different effective
refractive index in the waveguide compared to the bulk crystal.

For the second SHG stage, an output power of 2 µW is obtained at the phase-
matching temperature of 77.84 ◦C, with a green pump light power of 47 mW. The
FWHM of the temperature tuning bandwidth is 0.61 ◦C, which is in good agreement
with the theoretically expected value of 0.62 ◦C. The measured oven temperature of
approximately 78 ◦C differs from the expected value of around 100 ◦C. This discrep-
ancy can be attributed to the dependence of the phase-matching temperature of DKDP
crystals on the degree of deuteration, which influences the refrective index for both po-
larization. For a highly deuterated crystal, a phase-matching temperature of 78 ◦C at
1070 nm is reasonable, following the results of Ji et al. [292].

The phase-matching temperature has also been determined for different pump beam
power levels. In the first SHG stage, the measured phase-matching temperature is
found to decrease with higher pump light power. Specifically, for low pump light power
around 50 mW, the measured phase-matching temperature is approximately T = 49 ◦C,
whereas for pump light power around 1 W, the temperature decreases to T = 47 ◦C.
The observed offset in the measured phase-matching temperature for different pump
light powers in the first SHG stage can be attributed to an increasing temperature
inhomogeneity between the crystal and the oven induced by pump beam absorption,
resulting in localized heating within the crystal and thus requiring a lower external
temperature for optimal phase-matching.

For the second SHG stage, where the green pump light power is limited to 200 mW,
no significant changes in the phase-matching temperature were observed. A small devi-
ation in the measured phase-matching temperature from 77.9 ◦C for 111 mW to 78.1 ◦C
for 200 mW was observed. This slight increase in the measured phase-matching tem-
perature with increasing pump light power contradicts the previous explanation. The
reason for this discrepancy could be attributed to varying temperature homogeneity
during the measurement process. The positioning of the sensors relative to the crystal
may also lead to temperature variations, especially during temperature sweeps as per-
formed in the measurements. Additionally, heating inside the crystal due to absorbed
optical power can cause a temperature difference between the crystal and the oven.
This effect is more significant in the first SHG stage due to higher pump light power
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Figure 4.7: SHG output power as a function of the crystal oven Temperature and for
different IR pump light power. Left: Output power of the first SHG stage as a function
of the crystal oven temperature, considering different IR pump light powers. It demon-
strates a noticeable drift in the measured phase-matching temperature. Right: Output
power of the second SHG stage as a function of the crystal oven temperature, consid-
ering different IR pump light powers, with a non-significant drift in phase-matching
temperature.

and a smaller crystal size compared to the second SHG stage. Overall, these factors
contribute to the variability in the conversion efficiency and the temperature depen-
dence of the UV laser system, and they need to be carefully considered.

Figure 4.7 presents the relationship between the converted optical power at the
first SHG stage (534.8 nm) and the second SHG stage (267.4 nm) as a function of the
pump light power (1069.6 nm). The inset focuses on the generated UV light power
(267.4 nm) in relation to the green light power (534.8 nm). Throughout the measure-
ment, the phase-matching temperatures of the two crystal ovens were optimized for
each pump light power, considering the changing optimum oven temperature. For the
maximum IR pump light power of 1050 mW, the first SHG stage produced 240 mW of
green light. This green light was further converted into over 60 µW of UV light by the
second SHG stage. However, to ensure safe long time operation of the FHG system,
the green light output power must be limited to 200 mW to prevent any damage to the
waveguide according to the supplier.

In Section 4.2.1, it was established that the SHG light power follows a quadratic
scaling with the pump light power in the low-intensity regime. To analyze the data in
Figure 4.8, a quadratic function was fitted to the data points of the first SHG stage,
restricting on data on the range where the green light output was below 120 mW and
where the low-intensity regime applies. In this regime, the measured data closely aligns
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Figure 4.8: SHG output power as a function of the IR pump light power at 1069.6 nm.
The the green light power at 534.8 nm (green dots) is generated by the first SHG stage.
For the green light power the associated fit (dashed black line) represents a quadratic
function. The UV light power at 267.4 nm (blue dots) is generated by the second
SHG stage is presented. For the UV light power the associated fit (dashed black line)
represents a fourth power function. For both fits the used data are restricted to the
range below 120 mW. The inset shows the UV light power at 267.4 nm (blue dots)
as a function of the green light power, which serves as the pump light for the second
SHG stage at 534.8 nm. Here, a quadratic fit function is used. The coefficient of the
quadratic functions represents the SHG efficiency κ.

with the fitted curve. For the low-power regime, the conversion efficiency can be de-
termined from the coefficient of the quadratic fitting term, taking into account the
measured coupling efficiency of the waveguide. The calculated conversion efficiency,
κ = 119 % W−1, is in close agreement with the manufacturer’s stated conversion coef-
ficient of κ = 125 % W−1. The slight difference could be attributed to uncertainties in
the measurements of light power and coupling efficiency of light to the waveguide. As
the pump light power increases, the process transitions into a linear regime, as expected.

Regarding the FHG generation, the data was fitted to a fourth-power function, con-
sidering the same data range as before. When analyzing only the second SHG stage,
the UV light power output exhibits a quadratic relationship with the green pump light,
as demonstrated in the inset of Figure 4.8. Due to the low pump light power in the
second SHG stage, all the data points align well with the quadratic fit. The obtained
conversion coefficient is κ = 0.12 % W−1, which is close to the theoretically expected
maximum value of κ = 0.15 % W−1. The slightly lower UV output power (around 80%
of the expected value) indicates some diminished conversion efficiency, possibly due to
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Figure 4.9: Normalized UV output power of the frequency quadrupling setup mea-
sured over more than 10 h. A fluctuation of UV light output power of maximal 3% is
measured, mostly correlated with the pump light power fluctuation produced by the
amplified fibre laser.

a non-optimal beam profile inside the crystal, deviation in the crystal composition, or
impurities in crystal. Additionally, measurement accuracy is limited to ±7% due to
absorption in optical elements and accuracy of the device for optical power measure-
ment.

To assess the long-term stability of the UV light power output from the laser sys-
tem, the output power was continuously monitored for over 10 h with an IR pump light
power of 800 mW. Throughout the measurement, the measured UV output power re-
mained approximately 30 µW as shown in figure 4.9. The results indicated a stability
within 3%. The observed fluctuation in the UV light power output was primarily
correlated with changes in the monitored IR pump light power from the laser source,
which shows a stability within 1%. Since the UV output power strongly depends on
the IR pump light power, the stability of the UV light power is mainly influenced by
the power stability of the pump light laser itself. The stability of the output power can
also affected by variation of the conversion efficiency of the SHG process as non-critical
phase-matching used in both SHG stages makes the converted output power sensitive
to temperature variations of the nonlinear crystal. Optical degradation can also lead
to a reduction in conversion efficiency. Additionally, beam pointing and resulting vari-
ation of the coupling efficiency of the waveguide and fibers might reduce the stability
of optical power. Polarization fluctuations typically appear in optical fibre, while they
are suppressed in the used polarization maintaining fibres, polarization fluctuations
combined with a polarizing beamsplitter might further reduce the stability of the out-
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put power At present, an active power stabilization scheme has not been implemented
in the system. However, it is planned to be installed in the final configuration. Such a
scheme would actively adjust the system to counteract any fluctuations and maintain
a consistent power level.

4.4.2 Phase stability of the generated UV light

The produced UV laser will be utilized to interrogate the clock transition 1S0 to 3P0

of an 27Al+ quantum logic clock. As a clock laser, it is crucial to maintain high phase
stability to enable long interrogation times and minimize statistical noise in clock op-
eration. For this reason the IR laser source is stabilized to an ultra-stable reference
cavity, described in Chapter 3. Subsequently, it is important to transfer the phase
stability of the IR laser to the UV light. The frequency quadrupling system can in-
troduces additional phase noise, which adds to the instability of the IR laser source.
This is especially critical within the timescale of 1 × 10−2 s to 1 × 102 s required for
stabilizing the IR laser to the clock transition. On the other hand, when the laser
source is stabilized to the clock transition, the IR light serves as a frequency reference
for comparing with other clocks using an optical frequency comb or for stabilizing it.
Phase noise generated by the quadrupling system directly affects the IR light when it
is stabilized to the clock transition, thus limiting the phase stability of the IR light.
It is essential to ensure that the instability of the quadrupling systems does not com-
promise the clock’s performance, particularly on longer timescales where the frequency
uncertainty of the clock approaches the systematic uncertainty limit, expected to be
in the 1 × 10−18 regime.

To evaluate the system’s performance, a theoretical analysis of the expected phase
instability is provided. The phase shift in the absence of stabilization is determined
by the phase shift of IR, green, and UV light propagating through different sections.
Conservatively, the phase shift in each section is estimated, taking refractive index
changes of air due to temperature and pressure effects into account. The calculations
are carried out using the Edlen formula [257]. For the temperature dependence of the
air along the free-space optical path in the system, a phase shift of 1.3 rad K−1 for the
IR light path, 3.6 rad K−1 for the green light path, and 8.9 rad K−1 for the UV light
path is calculated. Phase shifts of IR and green light are transferred to UV light when
applying second harmonic generation (SHG). As a result, the total phase shift of the
UV light, approximately 14 rad K−1, is determined by the accumulated phase shift in
all three sections. Regarding the pressure dependence, the estimated phase shift is
approximately 4 rad hPa−1 (0.4 rad hPa−1 for the IR light path, 1.1 rad hPa−1 for the
green light path, and 2.6 rad hPa−1 for the UV light path).

Based on measurements conducted in the laboratory, temperature changes inside
the box we expect less than 10 mK s−1 and pressure changes less than 0.1 Pa s−1. Con-
sequently, the resulting phase stability is approximately 0.14 rad s−1 for temperature
changes and 0.004 rad s−1 for pressure changes. The corresponding fractional frequency
change y(t) = δf

f0
(t) can be calculated using the equation:
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y(t) =
δϕ(t)

2πtf0
, (80)

where δϕ(t) represents the expected phase shift of the UV light. This yields a value
of y(1 s) ≈ 2×10−17 for temperature changes and y(1 s) ≈ 6×10−19 for pressure changes.

On timescales of a few seconds, the phase instability due to temperature and pres-
sure changes does not pose a significant limitation to the frequency stability. However,
for longer integration times, lower phase instability is necessary. Therefore, a phase
stabilization scheme is implemented. In Section 4.3.3, the setup of the interferometric
phase stabilization system is explained, which utilizes the optical path of the IR light
to compensate for length fluctuations and phase instability in the UV light path. This
is possible when a stable phase relation between IR light and UV light exists.However,
it is important to consider that dispersion effects can disturb this phase relation and
can introduce additional phase instability to the UV light. Other sources of remaining
phase instability could arise from uncompensated optical paths in the setup, phase
noise on the reference arm of the interferometric stabilization setup, or electrical noise
in the control system.

By taking into account the dispersion of air, the remaining temperature-induced
phase shift for UV light for the phase-stabilized system in the IR is estimated to be
approximately 0.8 rad K−1, while the pressure-induced phase shift is approximately
0.2 rad hPa−1 [257]. Assuming temperature changes of 10 mK s−1 or pressure changes
of 0.1 Pa s−1, the resulting fractional frequency instability at 1 s due to temperature
and pressure changes in the air is on the order of 1× 10−18 and 3× 10−20 , respectively.
These values are well within the acceptable range for the anticipated clock operation
and do not limit its performance.

In order to measure the phase stability of the quadrupling system, a second UV
light source is required as a reference. This reference UV light source is utilized to
measure the stability of the phase difference between the light emitted by the two UV
light sources. To obtain accurate results, it is crucial to have a reference system with
significantly lower phase noise compared to the system being measured. Otherwise,
it can not be distinguished which system is responsible for fluctuations in the phase
relationship between the two UV laser beams. Unfortunately, such a system was not
available at the time of the measurements. Alternatively, it is possible to perform a
phase comparison between three systems and calculate the noise contribution from each
system from noise correlations between the systems. However, a third system was also
not available at the time of the measurements. Therefore, the beat measurements were
conducted using a second UV laser system, referred to as system B, which consists of
an existing quadrupling system with uncharacterized phase instability. As a result, the
beat measurements provide only an upper limit for the phase stability of both systems.
In contrast, the single-pass quadrupling setup described in section 4.1 is referred to as
system A. The reference system, system B, is part of the clock laser system of an other
40Ca+/27Al+ clock and is described in [81]. For the sake of completeness, the setup of
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system B, is also described here.

A schematic diagram of both setups in the beat note measurement configuration
is presented in Figure 4.10. Both systems utilize the same fiber laser as common light
source. The common light path between the setups is divided by a polarizing beam-
splitter PBS1 (shown in Figure 4.10), and part of the power is directed to system A
(single-pass FHG). This shared source configuration eliminates the phase noise origi-
nating from the laser itself, thereby obviating the need for stabilization of the fiber laser
frequency in this measurement. The IR light coupled into system B is split into two
paths. One is used as the short path of the interferometric stabilisation scheme. On the
second path the IR light is amplified to approximately 600 mW by an additional am-
plifier. A specialized phase stabilization scheme is required, since the amplifier cannot
operate bidirectionally. To achieve this, the IR light transmitted through BS1, AOM1,
the fiber amplifier, and the fiber-coupled waveguide doubler (SP-SHG) is reflected by
the dichroic beamsplitter D. The reflection interferes with the reflection from mirror
Ref1070nm in the short path, which serves as the reference mirror for phase stabilization
of the 1070 nm light. The optical interference is measured by PD1070nm resulting in
a beat note signal, which is phase-locked to a stable reference frequency by driving
AOM1 via a tuneable direct digital synthesis (DDS) RF source9. A second output of
the tracking oscillator is counted using a dead-time-free frequency counter. By mini-
mizing the optical path length between the fiber output, and Ref1070nm and enclosing
it in a compact optical bench system, the phase at the reference point at Ref1070nm
coincides with the phase of the fiber output, which is then transferred to the green
light at the dichroic mirror D. This green light is generated by the SP-SHG waveguide
similar to the one used in system B.

The second doubling stage of system B is based on a pump-beam resonant second-
harmonic generation cavity. Approximately 172 mW of 534.8 nm output from the
waveguide is transmitted through dichroic mirror D and directed through a free-space
AOM2 into the pump-beam resonant bow-tie cavity. Within the cavity, approximately
4 mW of 267 nm light is generated in a BBO crystal, exhibiting a quadratic scaling
with input power. The length of the cavity is controlled by providing feedback to a
piezo mirror inside the cavity, using 535 nm light reflected from the input window of
the cavity in a Hänsch-Couillaud locking scheme [274].

Due to multipath interference, the stabilization of the green light through the cavity
is not feasible. Therefore, the optical paths before and after the SHG cavity are inde-
pendently length stabilized, with careful attention to keeping the unstabilized optical
paths as short as possible. The phase stabilization in front of the cavity is realized
in the following way: A small part of the green light is split and directed towards
the photodiode PD535 nm using the mirror Ref535nm, establishing the short path for the
interferometric phase stabilization scheme. At this photodiode, the interference be-
tween the light reflected by RVIS and the reference light is measured, thereby closing
the phase-locked loop (PLL) by adjusting the frequency of AOM2. A comprehensive

9Analog Devices, AD9956PCBZ
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explanation of the interferometric phase stabilization technique is provided in Section
3.1.4. A similar phase stabilization scheme is also used for the UV light path behind
the cavity. Although the described scheme was implemented in system B, it had not
been characterized prior to these measurements. Furthermore, certain segments of the
optical path, such as the path inside the frequency doubling waveguide and the fre-
quency doubling cavity itself, were not subjected to phase stabilization. It is worth
noting that the Hänsch–Couillaud locking scheme of the bow-tie cavities does not com-
pensate phase changes in the direct path between in-coupling and out-coupling mirror.
Consequently, vibrations and temperature fluctuations could introduce variations in
the optical path length within reference system B, thereby limiting its phase stability.
Moreover, the optical fiber 1, which guides the IR light towards system B, was not
subject to stabilization during these measurements and is therefore suspected to con-
tribute the majority of the observed residual phase noise.

The UV light generated by system B is subject to several frequency shifts. As a
result, the light from system B accumulates a frequency offset of fB − fA = 251 MHz
compared to system A. To measure the phase stability, system A is utilized in the
configuration depicted as variant 2 in Figure 4.5. The interference between the UV
light generated by both systems is detected using photodiode PD5. The resulting beat
signal is amplified, filtered by a tracking oscillator, and then counted by a dead-time
free frequency counter10.

The beat-note signal between the UV light of the two systems was recorded over
several hours. In the first measurement, system A was not actively phase stabilized,
and system B was also not actively stabilized. The results of this measurement are
shown in Figure 4.11 as the blue line, representing the fractional frequency difference
using the modified Allan deviation for calculation. For an averaging time of 1 s, a frac-
tional frequency instability limit of 1×10−15 was observed for the unstabilized systems.

In the second measurement, the active phase stabilization of system B was enabled.
The resulting fractional frequency instability was calculated using the modified Allan
deviation and is represented by the yellow line in Figure 4.11. With system B stabilized,
the fractional frequency instability limit improved to 5 × 10−17 for an averaging time
of 1 s, reaching down to 10−18 for averaging times of 103 s. The second measurement
demonstrates a significant reduction in fractional frequency uncertainty compared to
the first measurement. This indicates that the measured fractional frequency instabil-
ity in the first measurement was primarily caused by the unstabilized reference system
B. As system A was not active phase stabilized during the measurements, only the
passive phase stability of system A was measured.

To further characterize the intrinsic phase stability of system A, the free-running
in-loop signal of the interferometric phase stabilization scheme is counted without ac-
tive phase stabilization. Since the interferometric path contains any phase shift twice,
the result is divided by two. This measurement provides a lower limit for the passive

10K+K Messtechnik, FXE Phase + Frequency Meter
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fiber

System B

System A

Figure 4.10: Simplified scheme for phase stability measurement with a second fourth
harmonic generation system (system B). System B consists of a waveguide doubler and
a frequency doubling cavity for frequency conversion. A phase stabilization scheme is
implemented before, between, and after the two SHG stages in system B. By analyz-
ing the interference signal obtained from photodiode PD5, the relative phase stability
between system A and system B can be determined.
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Figure 4.11: Measurements of the fractional frequency instability of the FHG system
expressed as the modified Allan deviation. The blue (yellow) line results from a beat-
note measurement with the unstabilized (stabilized) external UV source (system B),
representing an upper fractional frequency instability limit for the single-pass FHG
system. The green line shows the free-running signal of the interferometric phase
stabilization scheme divided by two without active phase stabilization. A lower bound
is given by electronic measurement noise of the in-loop error signal of the active phase
stabilization (red line). For comparison, the lifetime-limited quantum projection noise
(dashed black line) for Ramsey spectroscopy limit of the clock transition of 27Al+ at
267.4 nm (see text for details).
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phase instability of system A. However, this measurement does not take into account
frequency noise caused by non-stabilized light paths, such as the optical fiber 2. Ad-
ditionally, dispersion effects leading to phase instability are also not included. From
the measurement data, the modified Allan deviation of the fractional frequency insta-
bility is calculated and shown as the green line in Figure 4.11. At an integration time
of 1 s, a fractional frequency instability of 7 × 10−17 is observed, which is consistent
with the previous measurement using the stabilized external UV light source (system
B) as a reference. Both measurements are at the some order of magnitude as the
expected instability due to temperature fluctuations, while they are higher than the
expected instability, implying the presence of other frequency noise sources. For longer
averaging times, the fractional frequency stability of the free-running signal is lower
compared to the measured fractional frequency instability with the reference system.
This could indicate a limitation of the phase stability of the reference system or may
be caused by different laboratory conditions during the measurements. The remaining
non-stabilized fibers in both systems shown in Figure 4.10 are also likely to contribute
to the observed level of measurement limitations.

To assess the phase stability of the system, it is compared to the quantum projec-
tion noise (dashed black line) obtained through Ramsey spectroscopy of an 27Al+ ion
with a probe time equivalent to the excited state lifetime of 20.6 s [85]. The fractional
frequency instability of the passive FHG system is already below the quantum projec-
tion noise limit, indicating favorable performance. However, further enhancements in
phase stability are anticipated by implementing active phase stabilization.

The measured error signal from the interferometric phase measurement in the IR
is employed for active phase stabilization, as detailed in corresponding Section 4.3.3.
The signal-to-noise ratio of more than 40 dB, is considered appropriate for the phase
stabilization scheme following electrical amplification. Evaluating the residual in-loop
signal of the active phase stabilization scheme establishes a lower limit for the achiev-
able fractional frequency instability. The remaining instability can be attributed to
electronic noise in the system. This measurement is presented as the red line in Fig-
ure 4.11. It is important to note that this in-loop measurement does not account for
phase instability resulting from non-stabilized light paths, dispersion effects, or any
undetected phase shifts in the controlling system.

4.5 Rack integration of the clock laser system

The frequency quadrupling system, along with the stabilization cavity, are part of the
clock laser system for a transportable optical 27Al+ clock. To ensure portability, stan-
dalone operation, and compactness, all optical and electronic components are housed
within a standard 19-inch rack. The complete setup, as depicted in Figure 4.12, was
used during laboratory measurements. The electrical systems are installed in the up-
per section on both sides of the rack, as they generate significant heat and are less
susceptible to vibration and temperature fluctuations. This section includes the elec-
tronics for Pound-Drever-Hall locking, referenced RF frequency sources, RF amplifiers
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Figure 4.12: Image of the front side of the transportable clock laser system. Electronic
system and the seed laser with laser amplifier on top of the rack. Below, in the following
order, the distribution board, the frequency quadrupling system, and the cavity are
placed. [PTB Mediengestalltung]
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for fiber length stabilization, temperature controllers, and a counter for measuring RF
frequency beats. Also located in the upper half of the rack are the laser source and the
fiber laser amplifier. Below, in the following order, the distribution board, frequency
quadrupling system, and stabilization cavity are positioned. Placing them at the bot-
tom of the rack helps shield these systems from temperature fluctuations caused by
the heat generated by the electrical systems at the top.

The frequency quadrupling system, like the optical cavity and distribution board,
is mounted on an additional breadboard installed on rails within the 19-inch rack.
This configuration allows the system to be easily slid out of the rack when access is
required for optical readjustments or maintenance. Furthermore, a separate isolation
shield surrounds both the frequency quadrupling system and the cavity to minimize
any remaining temperature fluctuations from the surrounding environment. Optical
fibers are employed to guide the laser light throughout the setup. These fibers transmit
the laser light from the laser source to the fiber laser amplifier, then to the distribution
board, and further on to the stabilization cavity and frequency quadrupling system.
The resulting UV light at a wavelength of 267.4 nm is guided through a fiber to the
ion interrogation breadboard, where the vacuum chamber containing the ion trap is
located.

The overall performance of the clock laser system has not been measured yet, as
no reference system with the required frequency stability is currently available during
this thesis is written. However, the fractional frequency instability of each subsystem
has been measured. For averaging times of 1 s and longer, the frequency instability
of the optical reference cavity is the main limiting factor for the frequency instability
of the UV laser system. The remaining phase instability of the optical paths on the
distribution board and the frequency instability of the frequency quadrupling system
have a negligible impact on the overall stability for longer averaging times. Therefore,
the fractional frequency instability of the transportable 27Al+ clock laser is estimated
to be around 2 × 10−16 for averaging times between 1 s and more than 100 s.

4.6 A simplified frequency quadrupling system

In order to independently verify the phase instability of the actively stabilized quadru-
pling system, it is necessary to have a reference system operating with a lower phase
instability. Alternatively, a phase comparison between three systems can be used to
accurately calculate the phase noise introduced by each system. This was one of the
motivations behind building a second quadrupling system that is similar to the first
one. While the previously performed measurements using system B can only provide
limited information on the phase stability of A, it is expected that by comparing two
similar and highly stable systems, a lower instability of the phase difference of both
systems can be achieved, especially if both systems are actively phase stabilized.

Another advantage of having a second quadrupling system is the availability of a
spare system in case the first system experiences a breakdown and becomes inoperable.
This ensures continuity in the operation of the clock laser system. Additionally, the
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Figure 4.13: 3D drawing of the miniaturized frequency quadrupling system. The setup
uses half inch optics and is more compact compared to the first system.

second quadrupling system is smaller in size compared to the first system, making it
more compact and easier to handle. Although the miniaturization process may pose
challenges in construction, it offers the potential for significant size reduction in the
optical clock setup. Furthermore, the smaller size allows for the use of the frequency
quadrupling system in a free-space configuration, eliminating the power loss that oc-
curs when coupling the UV light into an optical UV fiber.

The principle of the second setup follows a similar approach to the first one. Like
all other optical setups, this frequency quadrupling system is designed and created vir-
tually using a 3D drawing program. The 3D drawing of the setup is depicted in Figure
4.13, and a photograph of the completed setup is shown in Figure 4.14. In contrast to
the first setup, the collimators are placed on a bracket directly on a breadboard with
a thickness of 10 mm and a grid of M4 threads with 12.5 mm separation between each.
The breadboard is also enclosed within a sealing box. Polaris half-inch adjustable mir-
rors are utilized for beam position adjustments.

The first oven in the second setup is designed similarly to the one in the first gen-
eration, but smaller in size, measuring 38 × 30 × 27 mm3. The spring-loaded copper
plate is omitted in this design, and instead, the socket, which holds the waveguide,
is created with additional space to accommodate wrapping the waveguide in indium
foil twice. The soft indium foil serves to protect the waveguide from potential damage
caused by mechanical stress. In this oven, the Peltier elements establish direct thermal
contact between the copper socket on one side and the outer copper shield on the other
side. This arrangement allows for more efficient heating of the socket while the outer
shield is cooled by the Peltier element, effectively countering the heating effect on the
outer shield. Moreover, if necessary, it is also possible to cool the socket using this
configuration.
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Figure 4.14: Image of the miniaturized FHG setup with reworked design of the two
SHG stages inside more compact custom-made ovens. The beam path of IR light (red),
green light (green) and UV light (blue) is schematically shown. For better view the
system is depicted without the sealed box

The second isolation shield is made of PEEK instead of MACOR® as it is easier to
machine. The oven’s thermalization time is faster due to the improved thermal contact
and the smaller volume of the oven interior. Unlike the first-generation design, the
oven does not contain lenses within the outer shield. Instead, a lens with a focal length
of 12 mm is positioned on a small translation stage in front of the oven. This allows
for easier adjustment of the lens position and simplifies the coupling of the IR light
to the waveguide. Another translation stage with a similar lens is placed behind the
oven, serving as a replacement for the telescope used in the first frequency quadrupling
setup. This lens is directly responsible for refocusing the beam onto the DKDP crystal
in the second oven, ensuring the correct beam geometries for efficient conversion of
the green light to UV light. Two additional half-inch mirrors are employed for beam
position adjustments.

The second oven in the setup also follows a similar design to the first one, with
dimensions of 78 × 30 × 27 mm3. Within this oven, a DKDP crystal is placed, but
unlike the crystal used in the first setup, the phase-matching temperature for the sec-
ond crystal is 117 ◦C, corresponding to a DKDP crystal with a low deuterium content
[292]. Due to the relatively high phase-matching temperature, Peltier elements cannot
be utilized. Instead, a resistive heater is installed inside the copper sockets, enabling
heating of up to 15 W to achieve temperatures of up to 260 ◦C.

Behind the oven, two half-inch mirrors are employed for beam position adjustments,
and a lens on a translation stage is used to collimate the UV beam. Additional optics
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can be used to separate the light with fundamental wavelength and the light with FHG
wavelength. Similar to the first setup, the UV light can be coupled into a UV optical
fiber or used in free space. A 50:50 beamsplitter on the breadboard allows for overlap-
ping of the UV light beam from the first setup with the UV light beam from the second
setup, enabling potential beat measurements outside the system enclosure. However,
at the time of writing this thesis, this measurement has not yet been conducted, as no
laser with sufficient light power for both frequency quadrupling systems was available.
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5 Clock setup

The primary focus of this work is the development of a transportable clock laser sys-
tem for a 40Ca+/27Al+ quantum logic clock. However, the quantum logic spectroscopy
of 40Ca+ and 27Al+ ions requires several laser systems for cooling, detection and ma-
nipulation of the internal states of 40Ca+ as well as optical pumping of 27Al+. The
setup of these lasers are not discussed in this thesis. This chapter presents the physics
package, which consists of a segmented linear Paul trap within a vacuum chamber.
The vacuum chamber is mounted on a rack-integrated breadboard, which incorporates
all the necessary optics for ion manipulation. The physics package also encompasses
an imaging system for collecting the fluorescence light of the ion. All the systems are
integrated into racks to ensure the transportability of the optical 40Ca+/27Al+ clock
setup. At the time of writing this thesis, the construction of a carrier board and the
integration of the tap onto the carrier board are in progress. Moreover, the fabrication
of the mu-metal shield has not been completed at this stage. The description of the
other parts of the setup reflects the current status and will be optimized once the trap
is integrated.

5.1 Vacuum system

Experiments with trapped ions require ultra-high vacuum to minimize background gas
collisions, which can result in ion loss and heating and disturb the coherence during
clock interrogation. In addition, the excited Al ion is susceptible to molecule formation
with residual hydrogen gas. Ideally, a pressure below 10−11 mbar should be achieved
for the 40Ca+/27Al+ ion clock. The vacuum system (shown in Figure 5.1) is designed
to fulfill these requirement.

The octagonal vacuum chamber11 is constructed from aluminium.On one side of the
octagon, a T-tube with a CF 40 viewport and a valve is installed. The valve allows for
connection to a vacuum pump for initial pumping down of the vacuum chamber. On
the opposite side, an extension is welded to the vacuum chamber, and a combined ion
and NEG pump12 is installed. The remaining six sides of the octagon feature CF 40
viewports13. They have anti-reflection coated windows for optical access to the ion trap
center within a titanium frame. On the top side, a titanium CF 100 flange14 provides
two sub-D25 electrical feedthroughs for electrical connection to the ion trap. This
flange also includes a feedthrough for the RF drive of the trap, featuring low RF losses
and low capacity. Additionally, a helical resonator is mounted on top of the flange and
connected to the RF feedthrough. On the bottom of the vacuum chamber, an inverted
CF 100 viewport with an anti-reflection coated window (diameter of 68 mm) facilitates
imaging of the trapped ions, as described in Chapter 5.6.

11VACOM, custom design
12SAES, Nextorr Z200
13MPF Products, custom design
14MPF Products, custom design
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Figure 5.1: 3D Drawing of the vacuum camber with ion trap. A NEG and ion pump
combination is used to ensure ultra-high vacuum inside the titanium octagon vacuum
camber. A multi-segment, micro-fabricated linear Paul trap is installed inside the
vacuum chamber.

5.2 The ion trap

Typically, a 40Ca+/27Al+ clock is operated with a single 40Ca+ co-trapped with a single
27Al+ ion. However, multi-ion quantum logic optical clock schemes have also been
proposed, allowing for the inclusion of additional ions [297]. In this setup, a linear
Paul trap was chosen to confine the two ions. The trap is similar to the one presented
[298] in and is fabricated by the group of Tanja Mehlstäubler at the Physikalisch-
Technische Bundesanstalt in Brunswick. This trap geometry is designed to provide
nearly micromotion-free confinement even for multiple ions along the trap axis. The
trap consists of multiple microfabricated segments, as shown in Figure 5.1. Having
multiple segments allows for distinct loading and spectroscopy zones, as well as the
storage of ions in different regions of the trap. The trap chip will be mounted on a
carrier board. To ensure excellent thermal conductivity, the trap and the carrier board
are constructed using aluminum nitride (AlN). Temperature sensors are integrated
into the trap, allowing for precise measurement of the temperature around the ion
and enabling the calculation of the black body radiation shift. The original design of
the carrier board is credited to Malte Brinkmann [299]. Electric low-pass filters are
placed on the carrier board and wired to the trap chip. The carrier board is electrically
connected to the feedthroughs on the top flange through Kapton-insulated wiring. To
support the carrier board, three titanium supports are placed on the top flange. These
supports provide mechanical stability and allow heat transfer towards the top flange,
which acts as a heat sink.
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5.3 Magnetic field generation

A magnetic field is necessary to project the magnetic sublevels and prevent degenera-
tion of these states. The direction of the magnetic field aligns with the trap axis, and
its magnitude determines the Zeeman splitting of the magnetic sublevels. This is par-
ticularly crucial for the 27Al+ clock transition and the 40Ca+ logic transition from the
S1/2 to D5/2 levels at 729 nm. For optimal access to the RSB of the |S1/2,mj = −1/2⟩
to |D5/2,m − j = −5/2⟩ transition during sideband cooling and quantum logic spec-
troscopy requires a magnetic field strength between 180 µT and 250 µT. The magnetic
field must remain stable within 30 nT to enable the interrogation of the 40Ca+ logic
transition [79]. Additionally, the magnetic field induces a Zeeman shift on the clock
transition, and fluctuations in the magnetic field can increase the uncertainty of this
shift, limiting the performance of the optical clock. Therefore, it is essential to sup-
press fluctuations in the magnetic field. To achieve this, an approach using permanent
magnets, a mu-metal shield and compensation coils is chosen instead of magnetic field
coils, as the latter are susceptible to noise.

Two permanent ring magnets made of samarium cobalt alloy are used to achieve
a stable magnetic field aligned with the trap axes. These magnets are positioned
outside the vacuum chamber and aligned with the trap axis in a distance of 165 mm
from the trap center. The measured magnetic field is 200 µT at the trap center. The
configuration with two ring magnets allows minimal magnetic field inhomogeneity at
the center of the trap. The temperature drift of the magnetic field generated by the
magnets is measured for heating and cooling of the magnets. A constant drift of the
relative magnetic field of 3.6 × 10−4 K−1 was observed. To achieve a magnetic field
stability of 1 nT, a measurement of the magnet temperature with an uncertainty in the
order of 10 mK is necessary and can be achieved with standard temperature sensors
next to the temperature isolated magnet. With the choice of permanent magnets, the
high frequency noise of magnetic field coils is exchanged for slow temperature drifts.
The latter can be corrected by regular calibration of the magnetic field within clock
operation. To compensate for deviations from the axial direction at the trap center,
two coils are employed for each axis, resulting in a total of six coils. Each coil consists
of 20 turns with insulated copper wire and is placed on the flanges of the vacuum
chamber. These coils allow for fine adjustments to the magnetic field to tailor the
Zeeman shift splitting in the experiment. It is planed to use two mu-metal shields to
shield the experiment from external magnetic field fluctuations [300]. The mu-metal
shields attenuates external magnetic fields, minimizing their influence on the trapped
ions. Inside the mu-metal shield, materials with low magnetic susceptibility are selected
to prevent any interference or generation of inhomogeneity in the magnetic field.

5.4 Ablation and ionization calcium and aluminium

An ablation loading technique is employed to load 40Ca+ and 27Al+ ions into the trap.
A specially designed target is positioned inside the vacuum chamber above the ion
trap on the topside flange. In Figure 5.2 the target is shown. It features a designated
position where calcium granulate can be affixed. The target is made of aluminum,
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Figure 5.2: Image of the ablation target and the ion trap. The ablation laser hits the
target and Ca and Al atoms are evaporated towards the ion trap. In the trap the atoms
get ionized by the ionization lasers and trapped.

allowing ablation of Al atoms at a second spot. Two apertures are placed in front of
the target, allowing a portion of the accelerated atoms to pass. Also, the ablation laser
can pass through the apertures. The focus of the ablation laser beam is on the target,
allowing minimum beam waist and maximum intensity.

A Q-switched laser15 at a wavelength of 1064 nm and a pulse duration of less than
1.5 ns is used for ablation. It has a repetition rate of up to 1 kHz and provides a pulse
energy of more than 90 µJ. The pulsed Q-switch diode laser is coupled into a multi-
mode fiber. To collimate the beam, a collimator with a lens having an optical focal
length of 40 mm is used. In order to ensure a small waist at the focus on the target,
a lens with a focal length of f = 150 mm is employed. At the target position, a pulse
energy of up to 20 µJ is available, which is more than sufficient for ablating atoms from
the surface. A portion of the accelerated atoms passes through two apertures which
are used to collimate the neutral atom beam. The atoms moves towards the trapping
region. The position of the laser beam on the target can be adjusted to switch between
ablation of calcium and aluminum, enabling the loading of both ions into the trap.
This functionality is achieved through a motorized mount equipped with two stepper
motors16 which holds the collimator.

At the trap center, the atoms are photo-ionized and subsequently trapped by the

15CryLas, DSS1064-Q4
16Thorlabs, Z812
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Figure 5.3: Level scheme for the two step ionization process of 40Ca+ and 27Al+. A
detailed description is given in the text. Taken from [80].

ion trap. For the ionization of Ca atoms, a two-step ionization process is employed.
The level scheme for ionization 40Ca+ is shown in Figure 5.3 (left). In the first step,
laser light at a wavelength of 422 nm is used to excite the transition from the 4s21S0

state to the 4s4p1P1 state of the Ca atom. In the second step, the electron is removed
from the atom. The remaining ionization energy is provided by the transition from the
4s4p1P1 state to the continuum, which occurs at a wavelength of less than 390 nm. A
diode laser operating at 375 nm is used for this step.

Similarly, for the ionization of Al atoms, a two-step ionization process from the
3p2P1/2 state to the 4s2S1/2 state of the Al atom is used, as shown in 5.3 (right). This
transition can be driven by a diode laser operating at 394 nm. In the second step of
the ionization process, light with a wavelength shorter than 436 nm is required, which
can also be provided by the laser operating at 394 nm.

5.5 Integration of the physics package

The vacuum chamber is mounted on a rack-integrated breadboard, along with the op-
tical setup for focusing the laser beams on the ions at the trap center. The aluminium
breadboard has dimensions of 700 × 350 mm2. The vacuum chamber is positioned at
its center. A hole with a diameter of 110 mm allows for direct optical access to the
ions from the bottom through the inverted viewport. The permanent magnets are also
mounted on the breadboard in their appropriate positions.

The optical design for each laser path follows a similar principle. The laser light is
coupled into an optical single-mode fiber, which is connected to an optical collimator
for each path. The collimator is mounted in a piezo motor-driven mount17 on the
breadboard, allowing for automated adjustment of the laser beam alignment. After
polarization cleaning and preparation using a combination of polarizer and lambda/2
plates, the light is split, and a small portion is directed to a photodiode for intensity
stabilization.

17Newport, 8821 Picomotor Mounts
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Figure 5.4: Optical beam path driving the optical transitions of the ions. The optics
are placed on a breadboard together with the vacuum system. 267: clock laser at
267 nm, 267.4: 27Al+ logic laser at 267.4 nm, 729: 40Ca+ logic laser at 729 nm, 397:
doubler cooling at 397 nm, 397σ: σ polarized light at 397 nm. 397π: π polarized light at
397 nm, Ablation: ablation laser, MW: laser beam with multiple wavelength. Further
explanation is provided in the text.
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Each laser path includes mirrors and a lens to focus the laser beam onto the ion at
the trap center. Some of the laser beams are overlapped using dichroic beamsplitters.
The beam paths for all lasers are depicted in Figure 5.4. The geometric setup for each
laser is as follows:

• Orthogonal to the trap axis and the magnetic bias field direction, the 40Ca+

cooling laser with π polarized light at 397 nm is overlapped with the clock laser
at 267.4 nm.

• On the opposite side, the 40Ca+ laser at 729 nm is overlapped with a secondary
path for the clock laser at 267.4 nm.

• Aligned with the trap axis, a second laser beam at 267 nm is used for state
preparation and quantum logic implementation of 27Al+. This beam is overlapped
with another cooling laser beam with σ polarized light at 397 nm.

• Also aligned with the trap axis, laser beams with different wavelengths are over-
lapping from the opposite side. These laser beams include the Ca ionization
laser at 375 nm and 422 nm, the cooling laser at 397 nm, the Al ionization laser
at 394 nm, the 40Ca+ quantum logic laser at 729 nm, and the repumper lasers
for 40Ca+ at 854 nm and 866 nm. All these laser beams are coupled together
into a large-mode-area (LMA) fiber, which is connected to the collimator on the
breadboard.

• Additionally, a third 40Ca+ quantum logic laser at 729 nm is guided to the bottom
side of the breadboard using a periscope through a hole in the breadboard. Here,
the laser beam is focused onto the trap center with an oblique angle of incidence
relative to the trap axis for out-of-plane micromotion determination. Another
40Ca+ cooling laser at 397 nm is guide horizontally to the trap with an angle of
45° in respect to the trap axis for Doppler cooling of all motional modes.

The breadboard is further reinforced with aluminum profiles located at the bottom,
providing a lightweight support. These profiles are equipped with holes to accommo-
date the optical beam path and imaging system. To facilitate its integration, the
breadboard is placed within an extra rack using a similar mounting approach as the
one employed for the cavity and frequency quadrupling system. The system can be
easily pulled out from the rack when necessary. It comprises two cross braces and two
stainless steel angle rails (see Figure 5.5). Each angle rail is connected to a pull-out
rail, which is linked to the rack through a strut. Vibration absorption connectors are
also utilized to minimize vibrations between the aluminum profiles and the mounting
system. Moreover, the breadboard is designed to be encased in two mu-metal shields,
effectively shielding the experiment from fluctuations in the surrounding magnetic field.
The entire setup, including the breadboard, is integrated into a standard 19-inch rack,
along with various laser and electronic components, as depicted in Figure 5.6.
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Figure 5.5: Rendering of the physics package from bottom view and side view show-
cases the imaging system with the line of view highlighted in cyan for the camera and
photomultiplier tube. The breadboard features a mounting design for integration into
a rack. It holds the optical setup, which includes all the necessary optical components
for delivering light to the ions (also see Figure 5.4). The laser beam for exciting the
40Ca+ logic transition at 729 nm is shown in red.
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Figure 5.6: The physics package of a 40Ca+/27Al+ quantum logic clock inside a standard
rack. The board with the vacuum camber and optics is placed inside the rack on rails,
which makes it possible to pull it out for better access. A detailed explanation of the
physics package is given in the text
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5.6 The imaging system

The imaging system is positioned at the bottom of the breadboard. It consists of
a two-inch aspheric lens, which is located outside the vacuum chamber beneath the
inverted viewport. The inverted viewport configuration allows for a distance of 40 mm
between the ion and the aspheric lens. The use of a large lens size in close proximity
to the ion enables a high numerical aperture (NA) of approximately 0.5, ensuring high
resolution of the ions as well as high percentage of collected fluorescence photons. The
aspheric lens is mounted on a piezo-driven stage18 with three axes, enabling automated
adjustment of its position and facilitating imaging of different segments of the ion trap.
To achieve an optical path length of over 800 mm between the aspheric lens and the
camera19, as required for optimal imaging performance of the lens, three mirrors are
employed on the bottom of the breadboard (see Figure 5.5). This compact design
allows for efficient utilization of space within the 19-inch rack while maintaining the
required optical path length. The mu-metal shields and aluminum profiles are equipped
with holes to provide unobstructed line of sight for the imaging system. The camera
is mounted on a box, which contains a beamsplitter, an adjustable aperture, and a
photomultiplier tube (PMT). This setup enables the splitting of imaging light from
the ions, with simultaneous detection on both the camera and the PMT. Both the box
and the camera are mounted on a motor-driven three-axis stage, positioned beneath
the breadboard.

18Thorlabs, PD1D and PD1
19QHYCCD, QHY 183 mono
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6 Discussion and conclusion

A highly stable cavity for the stabilization of an IR laser operating at a wavelength
of 1069.8 nm is presented. To facilitate transportability, the cavity is integrated into
a standard 19-inch rack. Together with the cavity, two breadboards are utilized to
facilitate the stabilization of the coupled power and implementation of the RAM sta-
bilization scheme. Another fiber-coupled breadboard is constructed to distribute the
IR light to the cavity, the actual experiment, and an optical comb. Optical path sta-
bilization is implemented for each port, ensuring stable and precise delivery of light.
The performance of the optical path stabilization is evaluated for each path, and it
demonstrates a stability of 7 × 10−17 after a duration of 0.1 s. The primary sources of
frequency noise for the cavity are investigated. These include thermal noise, vibration
noise, photo-thermal noise, RAM, spacer aging drift, and the influence of temperature
drifts.

A thermal noise limit of 7-8 × 10−17 is calculated for the cavity with single crystal
GaAs/AlGaAs coatings. Additionally, the cavity’s finesse, linewidth, and birefringence
line splitting are characterized. The vibration sensitivity of the cavity is determined
to be Sv,x = 1(1)× 10−11 g−1, Sv,y = 4(2)× 10−11 g−1, and Sv,z = 3(2)× 10−11 g−1, con-
sistent with previous measurements of an identical cavity. When the cavity is placed
on an active vibration isolation table, the fractional frequency instability due to the
residual vibration along each axis is below the thermal noise limit for average times
exceeding 0.1 s .

Fluctuations in optical power absorbed by the mirrors contribute to frequency fluc-
tuations. To mitigate this noise source, optical power stabilization is employed. Fur-
thermore, the impact of optical power-induced birefringence line splitting is investi-
gated. The fast polarization mode experiences enhanced sensitivity to fluctuations in
optical power, resulting in photo-birefringence noise. However, photo-thermal noise and
photo-birefringence noise cancel each other partially for the slow polarization mode. By
leveraging this behavior, a fractional frequency instability below 3 × 10−17 is obtained
due to the combined effects of photo-thermal noise and photo-birefringence noise.

An active residual amplitude modulation (RAM) stabilization scheme is integrated
into the cavity setup. The frequency instability attributed to RAM is evaluated both
with and without active stabilization. Remarkably, even without active stabilization, a
fractional frequency instability below 7 × 10−17 is achieved, which is exceptionally low
compared to other highly stable cavities. With active RAM stabilization, the residual
fractional frequency instability due to RAM is suppressed below the 1× 10−17 level for
average times exceeding 0.1 s.

The cavity’s CTE zero crossing temperature is measured to be 26.2 ◦C, and the
cavity is temperature stabilized to this temperature. Two passive heat shields pro-
tect the cavity from temperature fluctuations, while active temperature stabilization
is implemented at the active heat shield. A fractional frequency instability due to
the remaining temperature fluctuations below thermal noise is achieved for average
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times below 500 s. However, additional frequency changes resulting from thermal fluc-
tuations inside the system have been observed, likely due to thermal stress within the
heat shield. Nevertheless, the frequency instability due to thermal stress remains below
the thermal noise limit for averaging times below 20 s and below 1 × 10−15 for aver-
aging times below 5000 s. The performance of the system can be further enhanced by
improving the temperature stability of the cavity. This can be accomplished through
additional thermal isolation of the cavity or the entire system, stabilizing the environ-
mental temperature, or improving the active temperature stabilization. The latter can
be achieved by implementing homogeneous heating using additional Peltier elements
and temperature sensors positioned at different locations. Additionally, it is crucial
to investigate frequency fluctuations caused by thermal stress, which may necessitate
optimizing the mounting process.

To assess the stability of the stabilization cavity, its frequency is compared to a
more stable reference cavity via an optical comb. The fractional frequency instability
of the cavity is measured to be on the order of 2×10−16 over an averaging time between
0.2 s and 200 s. This level of stability makes it well-suited for stabilizing the clock laser
of a portable optical 40Ca+/27Al+ quantum logic clock. The measured fractional fre-
quency instability is close to the thermal noise limit of the cavity and other evaluated
noise sources. The performance of the ultra stable cavity is on the same level as the
best transportable ultra stable cavities [107, 239, 301] built so far.

The clock transition of the 27Al+ ion is in the ultraviolet at 267.4 nm, requiring
frequency quadrupling of the IR laser light. A single-pass frequency quadrupling sys-
tem with good passive phase stability has been demonstrated. Its output power of
approximately 50 µW is sufficient for probing the highly forbidden clock transition of
27Al+ [22]. In scenarios where additional power is required while maintaining phase
stability, the single-pass FHG system can serve as a phase reference for a separate and
more efficient enhancement cavity-based FHG system. An upper bound for the passive
phase stability of the unstabilized setup is obtained through frequency comparisons
with a stabilized external UV light source and by observing the free-running signal of
the interferometric phase stabilization loop. Both measurements reveal a phase stabil-
ity of 5-7×10−17 at an averaging time of 1 s, approaching the lifetime-limited quantum
projection noise limit of an aluminum ion clock with a 8 mHz narrow clock transition.
At averaging times of 1 s or longer, the fractional frequency instability of the frequency
quadrupling system is negligible compared to the stabilization cavity. A fractional
frequency instability below 1 × 10−18 is achieved for averaging times exceeding 2000 s,
enabling the transfer of the expected frequency stability of the 27Al+ ion spectroscopy
back to the IR light and optical comb. Active phase stabilization is implemented and
expected to further reduce the fractional frequency instability of the system. Further-
more, a more compact system has already been developed.

The frequency quadrupling system, stabilization cavity, light distribution board,
laser, and all necessary electronics fits into a standard 19-inch rack. The complete sys-
tem exhibits a fractional frequency instability of around 2 × 10−16 for averaging times
between 1 s and more than 100 s, primarily limited by the performance of the cavity.
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With this level of frequency stability, the system is well-suited for interrogating the
clock laser transition of the 27Al+ ion and can be utilized for a transportable optical
40Ca+/27Al+ quantum logic clock.

The vacuum system required for the clock system has been established and tested.
A dedicated breadboard has been designed and implemented to hold the physics pack-
age and optics for all necessary lasers. This transportable system is integrated into
a second standard 19-inch rack along with additional electronic systems. The assem-
bly of the carrier board and ion trap chip is currently in progress. Laser systems for
cooling 40Ca+, state preparation of 40Ca+ and 27Al+, and quantum logic spectroscopy
are already set up or under preparation. To enable automated clock operation, imple-
mentation within the experimental control system is essential. Once the optical clock
system is fully set up, the next steps involve trapping and cooling 40Ca+ ions and opti-
mizing this process. Characterization of residual micromotion and heating rate of the
trap using the 40Ca+ ion is necessary to determine the limitations of clock accuracy.
Trapping and implementation of the quantum logic scheme for 27Al+ ions are crucial
for progressing toward clock operation. Finally, the clock laser system can be utilized
to spectroscopically probe the clock transition from the 1S0 to 3P0 state of the 27Al+

ion.
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Johanning, R. Jördens, W. Kaenders, F. Karlewski, F. Kienle, M. Krutzik, M. Less-
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continuous-wave solid-state deep ultraviolet laser source at the 253.7 nm transition
in mercury”, Optics letters 32, 955–957 (2007).

133P. Herskind, J. Lindballe, C. Clausen, J. L. Sørensen, and M. Drewsen, “Second-
harmonic generation of light at 544 and 272 nm from an ytterbium-doped distributed-
feedback fiber laser”, Optics Letters 32, 268–270 (2007).

134J. Sakuma, Y. Asakawa, and M. Obara, “Generation of 5-W deep-UV continuous-
wave radiation at 266 nm by an external cavity with a CsLiB 6o 10 crystal”, en,
Optics Letters 29, 92 (2004).

135T. Freegarde and C. Zimmermann, “On the design of enhancement cavities for second
harmonic generation”, Optics Communications 199, 435–446 (2001).
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and D. M. Lucas, “Magnetic field stabilization system for atomic physics experi-
ments”, Review of Scientific Instruments 90, 044702 (2019).

191M. Scholz, D. Opalevs, P. Leisching, W. Kaenders, G. Wang, X. Wang, R. Li, and C.
Chen, “1.3-mw tunable and narrow-band continuous-wave light source at 191 nm”,
Opt. Express 20, 18659–18664 (2012).

192M. D. Whitfield, S. P. Lansley, O. Gaudin, R. D. McKeag, N. Rizvi, and R. B.
Jackman, “High-speed diamond photoconductors: a solution for high rep-rate deep-
uv laser applications”, Diamond and related materials 10, 650–656 (2001).

193J.-J. Li, F.-F. Zhang, Z.-M. Wang, Y.-C. Xu, X.-C. Liu, N. Zong, S.-J. Zhang, F.-L.
Xu, F. Yang, L. Yuan, Y. Kou, Y. Bo, D.-F. Cui, Q.-J. Peng, X.-Y. Wang, L.-J. Liu,
C.-T. Chen, and Z.-Y. Xu, “High-energy single-frequency 167 nm deep-ultraviolet
laser”, en, Optics Letters 43, 2563 (2018).

134

https://doi.org/10.1103/PhysRevA.100.033419
https://doi.org/10.1103/PhysRevResearch.1.033137
https://doi.org/10.1103/PhysRevResearch.1.033137
https://doi.org/10.1103/PhysRevLett.110.180802
https://doi.org/10.1038/nature12941
https://doi.org/10.1103/PhysRevA.100.013409
https://doi.org/10.1063/1.367318
https://doi.org/10.1063/1.367318
https://doi.org/10.1103/PhysRevA.84.052724
https://doi.org/10.1103/PhysRevA.72.033409
https://doi.org/10.1063/1.5080093
https://doi.org/10.1364/OE.20.018659
https://doi.org/10.1364/OL.43.002563
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