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Foreword
We are delighted to present the proceedings of the fifth Conference on Production Systems 
and Logistics (CPSL 2023 - 2), held at the beautiful Stellenbosch Institute for Advanced Study 
(STIAS) in Stellenbosch, South Africa. 

After three years, we came back to our roots - hosting the CPSL in South Africa, where we 
have already held our very first conference in 2020. At that time, we were only able to 
welcome around 20 participants on site due to the upcoming covid-19 restrictions. For this 
reason, we decided to return to Stellenbosch a little earlier than originally planned.

At CPSL 2023 - 2 we had over 87 very interesting paper presentations, giving a broad
overview of the latest research results in production and logistics. We are very proud that the
CPSL has grown to a conference committee of 28 contributing research institutions making it
possible to publish all the accepted papers in its fifth proceedings.

The intention of the CPSL is to create a platform for scientists to network and exchange ideas 
– a place to discuss groundbreaking research findings and share perspectives on current 
topics with like-minded individuals. All the interesting presentations, the exciting discussions 
in-between the sessions and of course the networking during and after the conference make 
us proud to be part of the CPSL and let us look forward to the next conferences with great 
excitement. 

We extend our deepest gratitude to all partners who made this conference possible. A special 
thanks go to the reviewers who participated in the rigorous yet supportive review process, 
and our keynote speakers for their captivating and inspiring presentations. It was again a 
pleasure to host the conference at STIAS in South Africa – the entire team was caring and 
supportive and contributed greatly to the success of the event. Lastly, we thank all 
participants and fellow researchers who generously shared their research knowledge and 
experiences, making the CPSL a remarkable event.

We eagerly anticipate welcoming you again at CPSL 2024.

IV

Dr.-Ing. David Herberger M. Sc. Marco Hübner
Conference Chair Conference Chair



Review Process
The Conference on Production Systems and Logistics (CPSL) is an international forum for the
scientific exchange on current findings in the field of production engineering.

For the submission of a paper, an abstract had to be uploaded considering the following main
topics:

The submitted abstracts were evaluated in an internal review process, whereby successful
submissions were invited to upload a full paper. Full papers had to adhere to a specific
template and format provided on the CPSL website.

The submitted full papers were reviewed in a two-stage peer review process by experienced
scientists from renowned research institutions as well as authors of other submitted papers.
This process ensures a constant and high quality as well as the influence of all participants on
the papers and reviews. Consequently, each paper submitted was sent to at least two
reviewers, with a third reviewer being requested in case of non-consensus between the first
two reviewers, if applicable.

The reviewers were asked to review the submitted papers on the basis of a provided
evaluation template and were encouraged to give detailed comments and suggestions for
improvement. Among others, the following key questions were considered:
- Does the title reflect the contents of the paper?
- How do you rate the comprehensibility and logical presentation of the paper?
- How do you assess the relevance and originality of the topic described?
- How do you assess the practical relevance of the paper?
- Do you consider the work a proof of a thorough research and knowledge of the latest

literature in the field of research?
- Are the conclusions clear and valid?

After completion of the reviews, all authors were given sufficient time to improve their papers
according to the remarks of the reviewers. All papers that received major remarks in the first
review loop were reviewed again in a second review loop and were also accepted, provided
that the remarks were conscientiously incorporated.
For more information on the review process and the “Publication Ethics and Publication
Malpractice Statement” please visit the conference website.
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- Digitalization & Industry 4.0
- Factory Planning
- Knowledge and Change Management
- Lean & Operational Excellence

- Machine Learning & Data Mining
- Production Planning & Control
- Process Management
- Supply Chain Management
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- Technology Driver
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Keynote Speakers 2023 - 2
A special THANK YOU goes to our outstanding Keynote speakers, who joined the conference 

and inspired our participants beyond their presentations with cutting-edge and highly 
interesting topics

VII

Sustainability of future manufacturing systems
Prof. Dr.-Ing. Sebastian Thiede
Full Professor, Chair Of Manufacturing Systems at University of Twente

Technological advancements over the last decades lead to significant changes 
in the design and operation of manufacturing systems and those 
developments are likely to continue in the future. The introduction of 
advanced manufacturing approaches such as flexible (matrix) manufacturing 
systems, additive manufacturing, stronger robotization/automation as well as 
the introduction of digital support solutions certainly incorporate promising 
potentials in terms of productivity and flexibility. But the question remains to 
which extend those approaches can also contribute to an improved 
sustainability of manufacturing systems – are there inherent advantages or 
also potentially challenges and conflicts of goals?

Providing a Roadmap for Small and Medium Sizes 
Industries Towards Sustainable Manufacturing Processes
Sekhar Rakurty, PhD
The M. K. Morse Company

Due to the current growth rate of the world’s consumption and supply chain 
challenges, developing and implementing a sustainable manufacturing 
process is essential. The US Environmental Protection Agency states, “A 
sustainable manufacturing process makes products using methods that 
reduce environmental impacts while concurrently conserving energy and 
natural resources.” Sustainable manufacturing process implementation in 
small and medium size industries has been challenging and met with limited 
success. This presentation will focus on implementing the principles of the 
sustainable manufacturing process, such as the 6Rs (Reduce, Reuse, Recycle, 
Recovery, Redesign, and Remanufacture) in a (small/medium scale) cutting 
tool company. The presentation will focus on case studies such as reducing 
cutting fluid usage, improving manufacturing efficiency through automation, 
recycling cemented carbide, revamping the manufacturing process to reduce 
the supply chain impact, etc. Through academic and industrial collaboration, 
the presentation will propose a roadmap for sustainable manufacturing 
processes for small and medium size industries.
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Research – Industry Collaboration: Joining Forces for 
the Acceleration of E-Mobility Production 
Simon Voss, M.Sc.
Managing Director E-Mobility Lab of RWTH Aachen University & Head of 
E-Mobility Office of RWTH Aachen University

The current dynamics of e-mobility innovation are without example; 
technological challenges meet promising potential with a market craving 
for solutions. Hence, time to market is the critical key enabler to 
commercial success. For this, the driving forces are fast transitions of 
innovation from the laboratory environment into industrial operation. 
Systematization of this “Innovation Chain” offers decisive advantages, 
here showcased for the innovation of battery production technologies 
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Abstract 

Manufacturing companies face the challenge of managing vast amounts of unstructured data generated by 
various sources such as social media, customer feedback, product reviews, and supplier data. Text mining 
technology, a branch of data mining and natural language processing, provides a solution to extract valuable 
insights from unstructured data, enabling manufacturing companies to make informed decisions and improve 
their processes. Despite the potential benefits of text mining technology, many manufacturing companies 
struggle to implement use cases due to various reasons. Therefore, the project VoBAKI (IGF-Project No.: 
22009 N) aims to enable manufacturing companies to identify and implement text mining use cases in their 
processes and decision-making processes. The paper presents an analysis of text mining use cases in 
manufacturing companies using Mayring’s content analysis and case study research. The study aims to 
explore how text mining technology can be effectively used in improving production processes and decision-
making in manufacturing companies. 

Keywords 

Data Mining; Text Mining; Manufacturing Company; Use Case Modelling; Text Data; 

1. Introduction

1.1 Problem definition 

Text mining technology, a branch of data mining, offers a promising solution to extract valuable insights 
from text data, helping manufacturing companies make informed decisions and improve their operational 
processes [1]. However, despite the potential benefits, many manufacturing companies struggle to 
implement relevant text mining use cases due to certain obstacles. 

One challenge is the lack of technical expertise and infrastructure needed to successfully integrate text 
mining technology [2]. Implementing text mining solutions requires specialized knowledge and resources 
that might not be readily available within the company, making it a significant barrier [4,3]. 

Additionally, manufacturing companies often find it difficult to identify use cases. Figuring out which 
aspects of their business processes can benefit from text mining technology and how to use it effectively 
poses a considerable hurdle [5,6]. Without a clear understanding of the potential use cases, manufacturing 
companies may be hesitant to invest in text mining solutions or fail to maximize their benefits. 

1.2 Objective and project description 

The objective of the research project VoBAKI (IGF-Project No.: 22009 N) is to enable SME to 
independently identify text mining use cases and internal skill gaps regarding the development and 
implementation of text mining applications. To achieve this, the project is structured in five steps. The results 
are elaborated in cooperation with a user committee that is composed of 18 companies of different industries 
and sizes (see Table 1) 
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Table 1: User committee 

Branch Number of Employees SME 
Manufacturing 11 – 50 x 
Manufacturing 51 – 250 x 
Manufacturing 11 – 50 x 
Manufacturing 11 – 50 x 
Manufacturing 11 – 50 x 
Manufacturing 11 – 50 x 
Manufacturing 251 - 500 
IT & Service 251 - 500 
IT & Service < 10 x 
IT & Service 11 – 50 x 
IT & Service 251 - 500 
IT & Service > 5000
IT & Service 11 - 50 x 
IT & Service 501 - 5000
Consulting < 10 x 
Consulting 501 - 5000
Consulting 11 - 50 x 
Consulting < 10 x 

First, the project examines text mining use cases and regarding objectives of manufacturing companies to 
implement them. Second, the project identifies tasks in the lifecycle of text mining applications and 
determines the specific skills required for the execution of these tasks. Third, potential sourcing strategies 
will be described and evaluated with respect to their practical relevance for manufacturing companies. 
Eventually, the results of the project will be combined in an approach for the specific identification of skill 
gaps and the selection of the proper sourcing strategy to close these gaps. 

This paper presents the interim results from the first step of the project. It proposes an analysis of potential 
text mining use cases in manufacturing companies, employing case study research and Mayring’s content 
analysis. The objective of this study is to explore how text mining technology can be effectively employed 
to enhance production processes and decision-making in manufacturing companies. By identifying and 
examining practical text mining use cases, this research aims to provide manufacturing companies with 
valuable insights and guidance for implementing text mining technology. The outcomes of this study have 
the potential to help companies facilitate the identification of relevant use cases that align with their specific 
operational requirements. 

1.3 Structure of the paper 

Chapter 2 presents a systematic literature review regarding text mining use cases in manufacturing 
companies and derives the research gap. Chapter 3 displays the research approach to identify and describe 
text mining use cases. Chapter 4 describes the results achieved. Eventually, chapter 5 sums up the results 
presented in the paper. 

2. Related Work

2.1 Text mining in manufacturing companies 
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Text mining, also known as text data mining or text analytics, is a computational technique that involves the 
extraction of meaningful information and patterns from large collections of textual data [7]. It encompasses 
a range of methods and algorithms for processing, analysing, and understanding unstructured text [8]. By 
utilizing natural language processing (NLP), statistical modelling, and machine learning techniques, text 
mining aims to uncover insights, discover relationships, and derive valuable knowledge from text-based 
sources such as documents, articles, social media posts, emails, and more [7,8]. However, to assess the status 
of use case diagrams for text mining use cases in manufacturing companies a systematic literature review 
was conducted. The research question "What are the current text mining use cases represented as use case 
diagrams?" and the inclusion criteria were defined. The following inclusion criteria were established. The 
text includes the terms "text mining" and "use case" or "use case diagram" and the text includes the term 
"text mining use case". Subsequently, the keywords "text mining AND use case diagram AND 
manufacturing company" were utilized to search for relevant papers in the IEEE Xplore, arXiv and google 
scholar databases. Table 2 shows an overview of the results of the searches: 

Table 2: Results of the systematic literature review 

Database Search results 
arXive 0 
IEEE Xplore 0 
google scholar 23 

The systematic literature search using Google Scholar yielded 23 results, while IEEE Xplore and ArXiv 
yielded 0 results. However, none of the papers met the inclusion criteria. That is why the research was 
extended through unsystematic literature search which results are summarized below. 

Shotorbani et. al. propose a new method for organizing and mining information in the growing volume of 
online manufacturing data. It suggests using K-means for document clustering and Latent Dirichlet 
Allocation (LDA) for topic modelling. Through experiments, the authors demonstrate that this combined 
approach enables automated annotation, classification of manufacturing webpages, and extraction of 
valuable patterns, leading to improved information search and organization in the manufacturing domain. 
[9] Sutanto et. al. introduce a novel framework for a complaint management system aimed at quality
management. The framework utilizes text mining and potential failure identification to support
organizational learning. Customer email complaints serve as input, and the most frequent complaints are
visualized through a Pareto diagram. The framework involves three main parts: creating a defect database,
text mining customer complaints, and matching the results with the defect database to present them in a
Pareto diagram. The proposed method is illustrated through a case study, showcasing its applicability. The
framework enables companies to interpret customer complaints, identify most common defects, and take
anticipatory actions to prevent potential failures in the future. This approach is the first of its kind in this
domain. [10] Mishra et. al. discuss the growth of manufacturing processes driven by advancements in
procedure and computer technology. It highlights the increasing volume and variety of unstructured data
generated in today's digital manufacturing compared to flexible manufacturing in the past. This data can be
utilized to improve manufacturing processes, predict equipment failures, design equipment, and explore new
technologies. However, managing and extracting valuable information from this vast amount of data pose
challenges. Traditional methods like keyword search are insufficient for efficient information retrieval. The
paper focuses on unsupervised machine learning techniques for text mining in manufacturing processes to
address these challenges. [11] Biegel et al. use process monitoring by sensors on machine tools and combine
them with text mining methods to detect anomalies in the manufacturing process. As text data information
recorded by the machine operators about the existing machine parameters and corresponding process states
were used as text data. [12] Hrcka et al. analyse production data in the form of text documents and forms in

3



the automotive industry. They combine shutdowns with responsible employees to gain approaches for 
improving the production process. Thereby, the focus of the implementation is more on technical 
implementation than on business benefits. [13] Ansari et al. show that AI-assisted evaluation of digital shift 
of digital shift logs can increase Overall Equipment Efficiency (OEE), using an example from the automotive 
industry, can be increased. The digital shift employees were analysed with the help of text mining methods. 
evaluated. Based on these logs, the following three functions were implemented: A downtime prediction for 
aggregates, a dynamic word recommendation for documentation to improve the quality of the data, and a 
selection of the most suitable technician for troubleshooting. As a result, the machine running time by more 
than 6%, reduced the average fault detection time and thereby increasing the overall OEE by over 5%. [14] 
Li et al. use text mining methods to analyse unstructured accident reports from Chinese coal mines to identify 
risks in coal production. Based on over 700 accident reports, 78 risk factors were identified, which were 
assigned to six main categories. The main risks identified were lack of management, lack of training and 
over-supervision. [15] Wang et al. analyse 245 weakly structured accident reports from the Chinese cement 
industry using text mining methods. They identified four types of accidents and 35 causes of accidents, 
which in turn were classified into five categories. These were then combined to produce recommended 
actions for safety management. [16] Müller et al. combine NLP methods and clustering to identify the 
problems most frequently reported by a ticket system. Improvement projects can then be derived from the 
problem topics found. During validation on the field, the results were found to be representative. [17] May 
et al. have analysed fault descriptions digitally recorded by machine operators using NLP methods and 
classification methods to improve the accuracy of downtime estimation. In addition, the results of the 
different combinations of methods were compared. [18] In addition to the publications described above, 
there are a number of non-scientific texts and websites that provide lists of text mining applications and 
therefore should not remain uncited [21,20,19,22]. 

2.2 Research gap 

The review of existing literature has highlighted a significant gap in comprehensive studies that specifically 
tackle the challenge of identifying text mining use cases for manufacturing companies. Current research 
predominantly emphasizes the technical dimensions of text mining algorithms, data preprocessing 
techniques, and broader methodologies for text mining. However, a noticeable lack exists when it comes to 
in-depth investigations into distinct use cases. 

Hence, bridging this research gap demands a concerted effort to explore and document the array of text 
mining use cases in manufacturing, framed within the context of use case diagrams. This endeavour would 
not only contribute to the existing pool of knowledge but also extend practical guidance to organizations 
embarking on the integration of text mining into their enterprise. 

3. Approach and Methodology

This chapter describes the approach adopted to elaborate the research results on text mining use cases within 
the context of manufacturing companies. The process involved three key stages, including content analysis 
using Maying’s method, case studies with experts of the companies of the user committee, and the exemplary 
application of the use case modelling technique complemented by literature research (see Figure 1). 
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Figure 1: Approach 

The research was commenced by conducting a comprehensive content analysis utilizing Maying’s approach 
(see chapter 4.1). The objective was to systematically examine textual data related to manufacturing 
companies, thereby identifying, and categorizing potential text mining use cases. This initial step provided 
a foundation for understanding the varied scenarios where text mining techniques could be applied in 
manufacturing companies. 

The next crucial phase involved engaging in case studies with experts from companies of the user committee 
(see chapter 4.2). The preliminary list of use cases obtained from the content analysis served as a starting 
point for interviews with these experts. During the case studies, the list of use cases was fine-tuned based on 
the insights and feedback provided by the knowledgeable participants. A use case was considered identified 
if it was already implemented, planned for implementation, or known by the experts of the respective 
companies. This validation process helped ensure the relevance and applicability of the preliminary list of 
use cases. 

The final step of the research encompassed a comprehensive description of some of the validated use cases 
through the application of the use case modelling technique (see chapter 4.3). Although the models are not 
the core result of the research, they show manufacturing companies that implementation is much easier with 
the help of such models. The step involved creating detailed representations of each use case, outlining the 
specific actions and expected outcomes. The use case models serve as a valuable tool for understanding the 
practical implications of text mining in manufacturing settings. Moreover, supplementary literature research 
was conducted to enrich the understanding of each use case. 

4. Text mining use cases

4.1 Results from Mayring’s content analysis 

In Appendix 7.1, the paper presents a detailed account of the primary findings from the content analysis. 
These findings not only laid the groundwork for subsequent case studies but also illuminated the diverse 
landscape of potential applications for text mining methods within manufacturing companies. In total, the 
content analysis identified a remarkable 17 distinct use cases. These findings can be assigned to different 
business areas. 

Customer engagement: 

o Offer segmentation and proposal: Tailoring product offers to individual customer segments,
enhancing personalization and faster processing of offers.

o Customer segmentation: Gaining a deeper understanding of customer demographics and
preferences for targeted marketing.

4.1 Initial identification of
use cases

4.3 Description of the
use cases

4.2 Fine-tuning and 
validation of the use

cases

 Mayring‘s content
analysis

 Literature research

 Use case modelling

 Literature research

 Case study research
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Production and logistics 

o Preparation of shipping documents: Streamlining logistics and ensuring accurate order fulfilment.
o Assistance with picking: Providing support and guidance to warehouse staff in selecting items for

order fulfilment, ultimately optimizing the picking process in manufacturing companies.

Documentation: 

o Evaluation of documents: Analysing documents for compliance, accuracy, and decision-making.
o Information extraction from documents: Automating data extraction from unstructured

documents, improving data access.

Customer support and service: 

o Chatbot: Providing instant customer support and assistance through AI-powered chatbots.
o Assignment of customer inquiries: Efficiently routing customer queries to appropriate personnel.

Marketing and product management: 

o Creation of product descriptions: Generating compelling product descriptions for marketing
materials.

o Flexible marketing: Adapting marketing strategies based on real-time data and insights.
o Summary of customer reviews: Extracting key insights from customer feedback to inform product

development.

Security and Strategy: 

o Early detection of cyberattacks: Identifying potential cybersecurity threats before they escalate.
o Prediction of market developments: Forecasting market trends and adjusting strategies

accordingly.

Human resources and employee engagement: 

o Identification of employee needs: Understanding employee needs for better retention and
satisfaction.

o Control of recruitment strategy: Optimizing recruitment efforts based on market and organizational
trends.

o Early detection of health Risks: Monitoring employee health and well-being to mitigate risks.

Customer relationship management: 

o Management of customer cooperation: Enhancing customer relationships and collaboration.

These findings underscore the transformative potential of text mining in processes of various business areas 
of manufacturing companies. From improving customer engagement to bolstering security and risk 
management, these use cases showcase the relevance of text mining in today's business landscape. 
Furthermore, they provide a rich foundation for future research and case studies, enabling organizations to 
harness these insights for sustainable growth and competitiveness. 

4.2 Results from the case studies 

The validation and refinement of the results from Mayring's content analysis were integral to ensuring the 
accuracy of text mining use cases within the context of business processes in manufacturing companies. The 
engagement of subject matter experts, carefully selected from both manufacturing companies and IT-service 
providers for manufacturing, added a layer of real-world validation and practicality to the initial findings. 
This process not only confirmed the relevance of some use cases but also uncovered new insights that had 
not been initially captured in the content analysis. 
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The 12 expert interviews provided a platform for in-depth discussions and knowledge exchange. These 
discussions involved presenting the findings from Mayring's content analysis, as outlined in Appendix 7.1. 
Importantly, these expert interviews allowed for a critical examination of the proposed use cases and their 
alignment with actual industry practices. 

As a result of these expert interviews and discussions, several changes and adjustments were made to the 
original longlist of text mining use cases (see Appendix 7.2). These changes are summarized as follows: 

Changed and newly identified use cases: 

o Assistance to the preparation of offers: The experts validated this use case, emphasizing the
importance of text mining in tailoring offers to meet customer needs effectively and create them faster
based on former offers.

o Automated document processing and management: While the original use case of "Evaluation of
Documents" was not entirely confirmed, the experts highlighted the significant role of text mining in
processing and managing digitized documents, including classification and analysis.

o Proposal of solutions for troubleshooting: This new use case emerged from the interviews,
focusing on the generation of solutions based on error codes in machinery.

Use cases not confirmed: 

o Assistance with picking: This use case was not confirmed as text-based, as it involves speech-based
interactions in warehouse logistics.

o Information extraction from documents: The experts clarified that reading paper documents like
invoices primarily relies on image recognition rather than text mining.

o Flexible marketing, early detection of cyberattacks, early detection of health risks,
management of customer cooperation, and control of recruitment strategy: These use cases
could not be confirmed as text mining use cases based on current industry practices.

The refinement of the longlist through expert interviews led to a final longlist containing 11 validated text 
mining use cases (see Appendix 7.2), ensuring that only those with practical applicability were retained for 
further consideration. The integration of expert-driven enhancements with the initial content analysis 
findings provided a more comprehensive understanding of the text mining use cases relevant to 
manufacturing companies. In conclusion, the validation process not only confirmed the value of certain use 
cases but also demonstrated the need for a nuanced understanding of text mining applications within the 
manufacturing industry. This research, founded on both data-driven content analysis and expert insights, 
contributes significantly to the body of knowledge in this field. 

4.3 Description of text mining use cases in manufacturing companies 

This chapter provides an exemplary in-depth analysis of two use cases of the case studies using the use case 
modelling technique. 

Customer Segmentation 

Understanding which customer groups are interested in specific products and determining their value is 
crucial [23,24]. This process is known as customer segmentation, where the customer base is divided into 
distinct segments based on characteristic features (see Appendix 7.3) [25]. This segmentation enables more 
personalized marketing campaigns, better customer analysis, and improved control of sales and marketing 
activities [26]. Customer segmentation involves five essential steps, regardless of the chosen method [26]. 
Firstly, the target group must be defined around which the segmentation efforts will revolve. The starting 
point may vary depending on the product or marketing strategy being considered. Next, the criteria for 
dividing the target group into segments must be determined. [23–25] In the main analysis phase, various 
data sources such as customer surveys, online data, and social media evaluations are used to gain valuable 
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insights. Text mining techniques can be employed to extract valuable information from unstructured data 
like customer feedback, reviews, and social media posts. Using this information, customers are classified 
and grouped into distinct segments based on their characteristics and preferences. Finally, the impact of these 
customer segments on marketing and product development is evaluated. [24,26] Customer segmentation not 
only enables the recognition of specific customer needs but also allows for tailored marketing concepts. It 
serves as a foundation for product development and overall company strategy, supporting the further growth 
and optimization of the business. [25] By effectively leveraging text mining, businesses can gain deeper 
insights from vast amounts of textual data, leading to more informed decisions and better customer 
understanding. 

Identification of employee needs 

One of the essential pillars of successful personnel and organizational development in a company is 
employee surveys to identify employee needs (see Appendix 7.4). These surveys collect information that is 
then processed and evaluated through a reflective process involving both employees and management. The 
objective of employee surveys is to develop and implement measures that enhance success within the 
organization. There are two types of success factors: general success factors and company-specific success 
factors. [27] In general, there are three methods for conducting employee surveys: distributing paper 
questionnaires, conducting online surveys through the intranet, and using a Tele-Dial system or Audience-
Response system for projecting questions onto a screen and obtaining responses. The trend clearly favours 
online surveys due to their high acceptance among employees. This preference is driven by the benefits of 
high data quality, automation capabilities, and time efficiency in data collection and analysis. After 
conducting the survey, data analysis occurs in six stages: data input, data quality check and validation, 
generating key performance indicators, analysing patterns and correlations, contrasting with benchmarks, 
and creating a comprehensive analysis report. [27] Text mining can be applied during the data analysis 
process to extract valuable insights from unstructured data sources, such as open-ended responses in the 
survey, employee feedback, and comments. Text mining techniques can help identify sentiment, themes, and 
topics that are not easily captured through structured data analysis. Integrating text mining in the analysis 
can provide deeper and more nuanced understanding of employee sentiments and concerns, enriching the 
overall insights gained from the survey. 

5. Conclusion

In conclusion, this research paper presents a validated longlist of text mining use cases specifically tailored 
to manufacturing companies. Through the synergy of Mayring's content analysis and real-world case studies, 
this study yields practical insights. The detailed exploration of two specific use cases underscores the 
relevance of these technologies and highlights their impact on critical business areas. These findings 
demonstrate how text mining can be instrumental in optimizing processes, enhancing decision-making, and 
fostering innovation within manufacturing companies. In essence, this research paper serves as a guide for 
professionals seeking to increase efficiency and innovation within their manufacturing operations, as the 
manufacturing industry continues to embrace digital transformation. 
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7. Appendix

7.1 Results of the literature analysis according to Mayring 

Results Mayrings’s content analysis 

Assignment of customer inquiries 
Assistance with picking 
Chatbot 
Control of recruitment strategy 
Creation of product descriptions 
Customer segmentation 
Early detection of cyberattacks 
Early detection of health risks 
Evaluation of documents 
Flexible marketing 

Identification of employee needs 
Information extraction from documents 
Management of customer cooperation 
Offer segmentation and proposal 
Prediction of market developments 
Preparation of shipping documents 
Summary of customer reviews 

7.2 Results of the case studies (final longlist) 

Results Mayrings’s content analysis Validated or added through case studies (final longlist) 

Assignment of customer inquiries Assignment of customer inquiries 
Assistance with picking 
Chatbot Use of data-based chatbots 
Control of recruitment strategy 
Creation of product descriptions Creation of product descriptions 
Customer segmentation Customer segmentation 
Early detection of cyberattacks 
Early detection of health risks 
Evaluation of documents Automated document processing and management 
Flexible marketing 

Identification of employee needs Identification of employee needs 
Information extraction from documents 
Management of customer cooperation 
Offer segmentation and proposal Assistance to the preparation of offers 
Prediction of market developments Prediction of market developments 
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Preparation of shipping documents Preparation of shipping documents 

Summary of customer reviews Summary of customer reviews 

Proposal of solutions for troubleshooting 

7.3 Use case diagram "Customer segmentation" 

7.4 Use case diagram "Identification of employee needs" 
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Abstract 

Automation and industrial robots enable today’s enterprises to increase productivity. Due to current 
challenges, such as a shortage of skilled workers, the trend is toward using industrial robots more and more 
in high-mix low-volume production. For this, enterprises must be able to develop and deploy robotic 
applications for various products, variants, and tasks easily and quickly. In previous works, we demonstrated 
the increased flexibility and efficiency of robot programming via a skills-based software framework. In this 
paper, we expand this framework by considering the overall development and deployment procedure of 
robotic applications. In addition to modular programming, we address the development of the necessary 
hardware for the robotic application. Here, we focus on the design of the gripper system. As an exemplary 
use case we present the handling and testing of variant-rich electronic products. Finally, based on the 
introduced framework, we show implementation results for this use case. 

Keywords 

industrial robot; skills; programming; gripper system; application development; high-mix low-volume 
production 

1. Introduction

In the last decades, manufacturing companies have faced the trend toward high-mix low-volume (HMLV) 
production [1]. Therefore, they still heavily rely on manual labor, which leads to a high staffing level. 
However, due to the upcoming demographic change, there is and will be a more severe shortage of skilled 
workers [2]. Consequently, companies are increasingly interested in integrating automation into their 
production processes to support their employees with monotonous and tedious tasks. However, the 
development and deployment of robotic applications still require expert knowledge and are time-
intensive [3]. Due to the high amount of product variants, many manufacturers still need to integrate 
automation into their production, mainly due to economic reasons [4]. 

To simplify and accelerate the development of robot applications in HMLV production, manufacturing 
companies need robot applications that can be easily customized for new product variants or changes in the 
robot’s operating environment (e.g., component supply systems). This equally involves the design of 
hardware components, such as gripper systems for the robot system and its control software. This publication 
presents a novel approach that combines automated gripper design and flexible robot programming using 
skills. This allows easy configuration of a robot system for changing requirements. In this way, we aim to 
quickly deploy robot applications and quickly react to changes in products, variants, or tasks in the future. 
As a promising application field for our approach, we present the printed circuit board assemblies (PCBA) 
handling and testing task in electronics production for two main reasons. First, this sector is nowadays the 
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leading industry for robotic systems [2]. Second, this sector has an increasing trend toward HMLV 
production [5]. 

The remainder of the paper is structured as follows: In chapter 2, we demonstrate various concepts for 
automatic gripper development to handle products in a HMLV production. Additionally, we show the state 
of the art in skills-based robot programming, which allows flexible control of industrial robots. Chapter 3 
introduces the concept of the novel framework for developing and deploying robotic applications in HMLV 
production and details the necessary steps therein. In chapter 4, we present our exemplary use case for 
HMLV production and point out the current challenges in automating it. Afterward, in chapter 5, we present 
our first implementation results. Finally, we discuss the framework’s potential and give an outlook for future 
work. 

2. State of the art

In recent years, there have been several efforts to simplify the development of robotic applications. The 
commercial solutions from drag&bot, D:PLOY, and intrinsic.ai are particularly worthy of mentioning 
here [6–8]. These allow users to assemble the desired application from a marketplace of different robot 
systems, grippers, etc. Users are guided through the development process, which reduces the amount of 
expert knowledge required and speeds up time. This includes support for the selection of the right gripper as 
well as simplified graphic programming of the robotic application.  

Taking a closer look into the development of robot applications for HMLV production, the design of flexible 
grippers and a modular structure of the robot program take on a central role. The robot interacts with the 
workpiece to be handled via its gripper system. Therefore, changes in the product design between different 
variants directly impact the gripper design. The robot program describes the processes to be performed on 
the product that may differ between different variants in HMLV production. Based on these preliminary 
considerations, the combination of automated gripper design and modular skills-based robot programming 
holds great potential for developing robot applications in HMLV production. 

2.1 Gripper design 

Gripper systems play an essential role in automated production systems because they are the link between 
the workpiece and the industrial robot [9]. These must be given special attention in HMLV production since 
the gripper must be able to compensate for the product, variant, or task change. Several approaches exist to 
make gripper systems more flexible. For instance, these are universal grippers, modular systems, or gripper-
changing systems. However, all these approaches have the common drawback of high costs [10]. For this 
reason, several approaches have been investigated in recent years to automate the design process of gripper 
systems. The general idea is to use the CAD model of the workpiece to be handled and automate various 
aspects of the design phase. For example, this can be the identification of suitable grasp surfaces (grasp 
synthesis), the analysis of the grasp quality of these surfaces (grasp analysis), and the design of the gripper 
itself [11]. In the last few years, these automated methods have been mainly applied to the design of gripper 
yaws [12]. Please refer to Honarpardaz et al. [11] for a more detailed insight into this field. 

In many production areas, such as electronics production, vacuum grippers are used primarily [13]. 
Therefore, there is great potential for the automated design of these systems. However, only a few approaches 
have dealt with the automated design of vacuum grippers. For example, Wan et al. [14] present an approach 
to identify suitable grasp surfaces in CAD models. Schmalz [15] elaborated a method for the automated 
selection and dimensioning of gripper systems. Here, vacuum grippers with only one operational element 
were considered, and the workpieces had simple geometries like polyhedra and cylinders or combinations.  
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2.2 Skills-based robot programming 

The skills-based programming approach allows a modular design of robot applications, which is why it has 
steadily gained interest in recent years. In this field, most works use a three-layered approach [16]: On the 
lowest level, primitives are the most straightforward actions of the robotic system (e.g., a simple linear 
movement). Next, different primitives can be united to execute higher-level skills (e.g., a pick-and-place 
movement). Lastly, tasks for a robot are specified by a sequence of skills. 

Previous work presented a skills-based control framework for developing modular and intelligent robot 
applications [17]. Within this framework, users can design their own primitives and skills, freely combine 
the skill set of a robot according to their requirements, and finally use these to complete various tasks. Based 
on a first evaluation with a simulated robot, it was demonstrated that the modular control structure allows 
for easy combination and reuse of skills, reducing workloads during application development. The 
integration of this skills-based programming framework into the overall development procedure of robot 
application and its more thorough application in real industrial use cases represents the next steps. 

2.3 Need for research 

This publication aims to investigate combining automated gripper design with skills-based robot 
programming to quickly and easily set up robot applications in HMLV production. These steps heavily rely 
on expert knowledge and are time intensive, which brings a lot of potential for savings. In this context, there 
is a need for research to merge both technologies in an integrated procedure. This contains, first, the 
elaboration of a methodology for the automated design of vacuum grippers. Second, a reusable skill set for 
robotic PCBA handling and testing tasks needs to be defined. Finally, we aim to design a procedure for 
extracting the required characteristics from the designed grippers for skills parametrization. The contribution 
of this publication is the presentation of a first concept for this approach and the analysis of its application 
in robotic PCBA handling and testing as a promising use case in HMLV production. 

3. Concept

To reduce the overall development time for new robotic applications and to speed up the deployment when 
changes occur, such as a new product variant, a new framework was developed, shown in Figure 1. 

3.1 Initial development 

The first step is developing the components required for the intended robotic application. In general, the task 
to be automated is known in advance. In addition, an existing robot system often needs to be extended to 
handle the new automation task. The robot program and the necessary peripheral devices, such as gripper 
systems, must be developed for this. Thus, these are put into the focus of the framework. In the following, 
the steps for developing these components are described in the mentioned order. 

Skill framework: The development of the robot program is based on the skills-based programming 
framework previously presented in [17]. Here, the skills are distributed via a central marketplace and can be 
combined as required to configure the robot for an individual application. In addition, expansion stages have 
been defined, which support users in a step-by-step development of their robotic applications. The first 
expansion stage represents the state of the art, where skills can be combined for the robot to perform various 
tasks. In the second expansion stage, a so-called skills blackboard is introduced. The skills blackboard serves 
as a central instance for storing information and exchanging it between different skills. Using the skills 
blackboard, a robot program can be easily adapted to new product variants by simply changing the relevant 
parameters on the blackboard (e.g., the size of different product variants). Thus, in the initial development 
phase, the aim is to design skills that can be easily reused for different product variants by adapting their 
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execution based on the product parameters available from the skills blackboard. In this way, development 
time will be sped up as previously designed skills can be reused for other product variants. 

Gripper design pipeline: The pipeline for developing gripper systems contains mainly tools for analyzing 
and configuring the necessary gripper systems. This allows us to build gripper systems tailored to the 
individual process instead of relying on existing ones on the market, ensuring the best handling solution for 
a given use case [9]. The input information required by the pipeline is primarily a CAD model of the 
workpiece and additional physical properties (e.g., the mass of the product or additional process 
information). Based on the CAD model, suitable grasp poses are identified and necessary gripping forces 
are calculated. For a detailed description, please refer to the work published in [18]. The pipeline output is a 
design of the gripper system as a CAD model. This model can be used to manufacture the gripper and 
configure the robot simulation environment for motion planning. Additionally, relevant information for the 
adaption of the robot program, for example, grasp poses on the workpiece, are extracted and provided. The 
developed gripper system and robot program, respectively skills, are stored in a database for the deployment 
that follows in the next step. 

Figure 1: Overview of the framework. In the initial development, the necessary robot program and the gripper system 
are developed. During the deployment, the already existing robot is extended by the gripper system and the new robot 

program, while the information from the gripper design is used to parametrize the robot program. In the final step, 
adaptation, only the gripper is redesigned and replaced. The robot program remains the same and is parameterized 

again using the information from the gripper development. 

3.2 Deployment of the robotic application 

After the individual component of the robotic application has been developed, the application's deployment 
takes place. The gripper system is attached to the robot and all skills required for this application are 
downloaded onto the robot’s controller. Additionally, some robot skills might be configured for the 
considered product variant. For instance, selected poses for workpieces or supply components need to be 
changed. Here, the focus lies on speeding up the deployment time through two extensions: Firstly, the 
parametrization of the robotic application is simplified using the skills blackboard. Here, relevant 
information about the process (e.g., the workpiece’s location) can be adapted at one central point. In the later 
operation phase, skills will adapt their motion sequences based on the stored information. Secondly, instead 
of manually defining parameters (e.g., gripping points), the goal is to automatically provide these from the 
previous design phase of the gripper system.  
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3.3 Adaption to product changes 

Since product changes occur frequently, providing a method to respond quickly to these changes is 
necessary. Instead of repeating the overall process of developing robotic applications again, the framework 
supports users in adapting these for new product requirements to reduce the overall workload. First, based 
on a CAD model of the new product variant and some additional parameters, users can utilize the automated 
design pipeline to construct a new and suitable gripper system. Second, no further implementation effort 
arises since the robot skills are designed for reuse. Third, during deployment of the adapted robot application, 
modifications resulting from the new product variant can be quickly added to the skills blackboard. Based 
on this information, the robot program adapts to the new product variant. This means that only the gripper 
system is a new development, while the robot program relies on parameterization. This speeds up the 
development and deployment.  

4. Exemplary use case: PCBA testing

The following application example is from Rohde & Schwarz Messgerätebau GmbH (R&S). R&S 
manufactures complex products for high-frequency signal analysis, processing, and generation. In the 
exemplary use case, we focus on testing PCBAs. The high product complexity causes increased efforts in 
the test field. In the testing process, the finished PCBAs are loaded into a test adapter, where a test cycle is 
executed. Afterwards, the PCBAs are separated into scrap and good parts depending on the test results. Good 
PCBAs will be mounted into devices, while the scrap parts will be checked and repaired by human workers. 
A high variability characterizes the testing field. The test duration can vary from a couple of minutes to an 
hour. The lot size of one type of PCBA to be tested daily is typically between six and 24. Because of the 
frequent product changes, manual operations are often used here. However, due to the scarcity of skilled 
workers and the tiring nature of this work, R&S aims to automate the PCBA testing.  

Thus, to relieve the employees, specialized robot cells were developed to perform this task. The robot cells' 
general procedure starts with picking the PCBA from a buffer system using a customized 3D-printed vacuum 
gripper. The PCBA is then placed into the test adapter and connected to several electronic test and 
measurement devices. The robot closes the test adapter and moves various levers. These are connected to a 
manual kinematic for connecting the ports of the PCBA. After the successful connection, the electrical test 
program starts, and the robot waits for completion. After finishing the test run, the robot opens the adapter, 
removes the PCBA, and sorts it into the good or scrap bin based on the test result. Then, the process starts 
over with the next PCBA. The system can run autonomously for several hours depending on the number of 
PCBAs and the testing times.  

The benefit of the depicted robot cells is the possibility of using the test station in manual and automatic 
modes. Since all levers are operated by the robot and the human operator in the same way, the worker can 
use the testing cell, e.g., during the day shift for troubleshooting measurements. Here, non-working PCBAs 
can be examined and repaired, while the robot is operating the test equipment at night. This concept ensures 
a high utilization rate of the expensive test equipment while relieving the operator of the repetitive handling 
task and night shifts. 

There are many challenges in building these robotic cells, some of which have already been addressed. For 
example, due to the frequent changes in PCBAs, the automated system must be able to handle multiple 
PCBAs. This is done via PCBA-specific test adapters and grippers, which can be manually changed.  

Nevertheless, some challenges still need to be addressed. These include the construction of such a cell for 
multiple PCBAs in a more economically feasible way. In detail, the following challenges need to be 
addressed to enable economic automation for even more PCBAs: 
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1. Positions of the buffers and PCBAs stored in them change for every new variant. This causes high
effort in teaching the robot, which needs to be reduced.

2. For each new variant, an individual gripper system is required. Thus, the recurring and intense design
effort for new grippers needs to be reduced.

3. Until now, the buffers have been designed explicitly for every variant. In the future, the introduction
of variant-independent buffer systems is needed. However, this requires a new design for the buffer
systems as well as image recognition algorithms to automatically detect the test objects in the buffer.

4. A software framework for communication with edge devices, e.g., the robot and the test system,
needs to be developed. In addition, it should be able to orchestrate the individual jobs and skills of
the system depending on the variant.

5. Implementation

We apply our concept presented in chapter 3 to the use case of PCBA testing. In this way, we aim to 
demonstrate how the stated challenges, typically for HMLV production, can be addressed. In the following, 
we present our conceptual procedure for realizing this use case based on the current state of implementation. 
The setup of our test environment for PCBA testing is depicted in Figure 2. 

Figure 2: Demonstrator of the robot cell for the automated testing of PCBAs. The PCBAs are blurred in the picture. 

In our initial implementation, we focus on the first challenge described in chapter 4 to reduce the time 
required for teaching the robot a new variant. For this purpose, we designed the necessary skills for the 
handling task. Here, we have particularly emphasized reusability and ease of parameterization. This is also 
achieved by integrating the skills blackboard into the use case, which can be easily adjusted for new product 
variants. The whole process, including the implemented skills and the exchanged parameters with the 
blackboard, is illustrated in Figure 3. 
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In the first step, we analyzed the task described in chapter 4 and divided it into the following subtasks: 

1. Picking up a PCBA from the storage space on the shelf.
2. Inserting the PCBA into the test adapter.
3. Executing the test procedure.
4. Taking the PCBA out of the test adapter.
5. Delivering the PCBA back into its storage space on the shelf.

Figure 3: Flowchart of the entire test procedure as a task, which exchanges parameters with the blackboard, and a 
detailed breakdown of the PickPCBA composite skills into its primitive skills. 

To implement the flexible handling of PCBAs, we used the skills-based approach developed in [17]. It is 
developed based on the Robot Operating System (ROS). It already provides a stock of primitives and skills 
to plan and perform robot movements using the ROS package MoveIt and other simple tasks. These skills 
have already been developed for another use case and can be directly used for our implementation. For 
example, we use MoveToPose skills, which provide a point-to-point movement of the robot and MoveLinear 
skills for linear movements. In addition, the skill CalculateGraspPose is also available and allows the 
calculation of the gripper pose or the prepose based on the location of the workpiece to be handled.  

Based on the analysis of the subtasks, we decided to implement one skill for picking (PickPCBA) and one 
for placing PCBAs (PlacePCBA). For instance, picking a PCBA from the shelf storage or the test adapter 
relates to the same basic behavior. For the subtask of picking up a PCBA (PickPCBA), the following actions 
need to be performed within the skill:  

1. Calculate a pre-pose based on a gripping pose of a workpiece. For PCBAs, the pre-pose is a few
millimeters above the PCBAs’ surface, while the gripping pose is directly at the surface.

2. Move the gripping unit to the pre-pose.
3. Slowly approach the gripping pose.
4. Activate the vacuum flow and, therefore, grip the PCBA.
5. Slowly move back to the pre-pose.

The set of skills provided by [17] was reused and extended with missing primitives. These primitives control 
the vacuum flow that lets the PCBA hold onto the gripper (ControlVaccum) and initiate the PCB testing 
inside the adapter (TestPCBA). The second skill, placing the PCBA (PlacePCBA), follows the same structure 
as PickPCBA, except that the gripper is switched off. This structure of the skills also allows us to use them 
to return the tested PCBAs. In addition, the focus was placed on the parameters exchanged with the 
blackboard to make a simplified adaptation to new product variants possible.  

As mentioned above, the blackboard can be seen as a central instance for storing information that provides 
skill parameters. For example, the skill MoveToPose takes a pose to move to as an input parameter. This is 
provided via the blackboard and can be adjusted when the product variant is changed. In the blackboard, 
additional information about the process is also provided, for example, if a PCBA has been tested yet and 
whether it has passed. The blackboard allows skills to exchange data with other skills, even if they are not 
directly linked. This means that, for example, the position of a PCBA can change during the handling task, 
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and the entries in the blackboard are updated and reused. Figure 4 shows an excerpt from the blackboard 
used to implement the use case. 

Figure 4: Exemplary entries in the blackboard, used as a database for skills to exchange parameters. Every object, 
e.g., a PCBA, has a name (ObjectName) and belongs to a specific type (ObjectType). All objects of a type have the

same parameters. In the case of PCBA, these are, for example, the grip poses for motion planning. 

6. Discussion

The new framework aims to reduce the overall time during the development and deployment of robotic 
applications. In this first implementation, the goal was to reduce the time for implementing the exemplary 
use case of PCBA testing while lowering the high effort for teaching the robot new variants. Compared with 
the implementation described in chapter 4, the solution offers two advantages. First, the robot program is 
implemented, reusing existing skills, which sped up the initial development time. In addition, it is 
implemented so that reusage for new variants during deployment is guaranteed. Second, the skills blackboard 
serves as a central instance for the relevant process parameters, which means that the relevant poses of the 
components and the test adapter can be adjusted in one central location. This allows an easy setup of the 
robotic application and fast adaption to product changes. 

However, upon closer inspection of the PickPCBA skill, it can be noted that the tasks of picking up and 
placing down a PCBA are schematically identical, with different parameters. Instead of approaching a 
gripping pose to grip a PCBA, the same pose can be approached and the PCBA placed by stopping the 
vacuum flow. The place-down-pose and its pre-pose are not defined by a PCBA but by either the slot in the 
test adapter or the storage place on the shelf. In the end, we decided against a combined skill for the sake of 
clarity. With the two separate skills, PickPCBA and PlacePCBA, each has a clear allocation. 

7. Conclusion

This paper addresses the problem of automating HMLV productions with industrial robots. Until now, 
frequent changes in products, variants, and tasks hinder economical automation. For this reason, a framework 
for the rapid development and deployment of robotic applications is presented. This framework is based on 
our previous work and has been extended to combine the implementation of reusable robot programs with 
developing gripper systems. An exemplary use case from HMLV electronics production and associated 
automation challenges were presented. The first implementation of the use case with the framework was 
conducted, allowing the reuse of existing skills that can be easily adapted for new variants. 

In future work, the focus lies on three open tasks, already stated in chapter 4. First, by now, individual PCBAs 
can be handled based on the presented implementation. In the next step, the implementation will be improved 
for easy parametrization and robust handling of various PCBAs. Second, the implementation of the necessary 
modules to automate the design of the individual gripper systems will be finished. Third, computer vision 
will be used to further reduce the efforts for adapting the robot system to new variants. Here, the focus lies 
on reducing the effort of manually specifying the position of workpieces in the robot’s workspace by 
automating this process using image recognition. In parallel, we will further expand the test bench to 
strengthen the results based on quantitative analyses. 
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Abstract 

Companies regularly undertake projects to maintain their competitiveness by adapting and embracing 
change. Multi-project management (MPM) is crucial for companies as it enables efficient planning and 
control of multiple projects, ensuring they are executed effectively and delivered on time. It helps to optimise 
resource allocation, minimise conflicts, and maximise overall project success, ultimately contributing to the 
organisation's competitiveness and growth. However, existing MPM models often lack a specific focus on 
the goals and requirements of the factory setting, as they aim for broad applicability. A process model should 
consider the project context and the interdependencies among its tasks. To address this, a new concept is 
necessary to efficiently plan and control a multi-project environment within a factory. To develop a suitable 
process model for MPM in a factory, insights from MPM practices and the production environment are 
required. Including those insights, project landscapes can be planned and controlled effectively and 
efficiently. This article provides a summary of the approach developed by the Institute of Production Systems 
and Logistics, with a particular emphasis on the relationships between actuating, control, and target 
variables. 
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1. Introduction

Many companies face an increasingly volatile, uncertain and turbulent market environment, forcing them to 
make permanent adjustments and changes in their factories [1–4]. This pressure to adapt is often met with 
an increasing project orientation. As a result, a steadily increasing complexity and dynamism in the project 
landscape can often be observed. Such an environment cannot be mastered with project management 
approaches at the individual project level alone. It also requires a complementary multi-project management 
(MPM) that enables the project landscape to be designed and steered systematically and in line with the 
company’s overall strategy [5,6]. The task of manufacturing companies is to ensure a good selection and 
prioritisation of suitable projects, considering the right timing in the face of numerous parallel projects to 
strive for the best possible allocation of resources [7,8]. A systematic, efficient and effective MPM considers 
the project context and the mutual influence of the projects [9]. 

2. Need for research

A brief overview of the topic of multi-project management and the deficits of existing approaches is given 
below. Also, results already published regarding this framework are summarised to give an understanding 
of the underlying concept of MPPC before introducing further findings and consolidating the results. First, 
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the process model, i.e. the task view, and then the effects model, i.e. the interrelationships of the model, are 
addressed. 

2.1 Multi-project management 

According to DIN 69901-5 a project is essentially characterised by the uniqueness of the conditions in their 
entirety [10]. Examples of such conditions might be targets, limitations, e.g. of a temporal, financial or 
personnel nature or a project-specific organisation [10]. Similar projects can be interconnected within a 
project programme [11]. Project programmes are set up to achieve a superordinate target as effectively and 
efficiently as possible [12,11]. All planned, approved and ongoing projects and programmes of an 
organisation or division comprise a project portfolio responsible for the permanent overall planning and 
control of the project landscape [7]. Such a portfolio is periodically monitored and controlled by a portfolio 
management in charge of accepting and prioritising project applications [13]. Limited resources force 
companies to make an effective project selection among numerous project plans at the right time and with 
sensible resource allocation, which is why efficient and powerful multi-project management is needed [7]. 
MPM can be subdivided into tasks that can be combined into a continuous procedure as a process model 
[13]. The goals of planning and controlling multi-project environments include 'alignment with the targets 
of the organisation', 'creation of transparency and synergies' as well as 'establishment of standardised 
structures, processes and tools' or 'assessment of opportunities and risks' and 'initiation of countermeasures 
in the event of an upset [7]. 

2.2 Existing MPM Approaches 

Several generic MPM approaches exist, for example, by SEIDL or DIN 69909-2 [14,13]. Project management 
can typically be divided into phases like 'Initialisation', 'Definition', 'Planning', 'Control' and 'Closure'. 
Necessary project management tasks are assigned to those phases and are related to each other by a temporal 
sequence. Such models also usually indicate the responsibilities for different tasks, often suggesting the 
frequency with which individual tasks are to be processed. A project landscape can be managed at an 
individual project level, including tasks such as project preparation or approval of project results, and at the 
programme and portfolio level containing operational and strategic tasks, such as managing the project 
portfolio. The duration of tasks at the individual project level varies depending on factors such as project 
type, industry, environment, and project-specific considerations. Since tasks at the individual project level 
follow the project life cycle, these factors also dictate the timing of task cycles at the programme and 
portfolio levels [13]. While common approaches to MPM enable the planning and control of multi-project 
environments in factories, they lack a perspective on interrelationships that could consider dependencies 
between projects and, therefore, cannot align the MPM tasks with the portfolio or overall factory goals [15]. 
According to BERGE AND SEIDL, a project portfolio summarises all planned, approved, and ongoing projects 
for a company or business unit [12]. NIELSEN sums up that no process model for MPM currently combines 
a process-oriented description with an effects model and uses its influence on company or factory goals as 
orientation. Without this positioning aid, conflicts of objectives cannot be resolved based on a superordinate 
framework model [16]. There is no holistic process model which managers in the factory can use to plan and 
control multi-project environments. 

To close this research gap, a research project has been carried out at the Institute of Production Systems and 
Logistics, in which MPM approaches were enriched with insights from a systematic investigation of 
production planning and control (PPC). Findings were to be adapted to the context of project management, 
leading to a concept of multi-project planning and control (MPPC). By applying the methodology utilised in 
PPC models, tasks can be effectively associated with targets within the multi-project environment. For the 
MPPC model, the MPM approach by SEIDL was used as a primary input [17,13]. 
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2.3 Multi-project planning and control (MPPC) 

Since general MPM approaches lack abilities in supporting decision-making, findings from PPC and MPM 
topics were combined to create the concept of multi-project planning and control (MPPC) with a focus on 
factories. In this context, SCHMIDT established the Hanoverian supply chain model (HaLiMo), which 
comprehensively classifies PPC tasks and consolidates them within a generic framework model. This 
approach also considers the interrelations between PPC tasks and their respective target objectives. Using 
the methodology known from PPC models, tasks could be linked to targets of the multi-project environment, 
allowing for positioning in case of conflict of objectives. 

2.3.1 Relevant tasks 

To develop a task model, contents from MPM and PPC were merged into a joint knowledge base. The basis 
for the combination was an analogy analysis, starting from comparing project (MPM) and product (PPC) 
[17]. Within the framework of a deviation analysis, any gaps, different focal points and levels of abstraction 
were systematically uncovered. Based on the deviation analysis, combining the approaches to PPC according 
to SCHMIDT and MPM according to SEIDL, a comprehensive knowledge base of MPPC in the factory was 
developed, structured, and, where necessary, complemented by other approaches [18,13]. The result was a 
catalogue of generally valid tasks for MPPC from the approaches of MPM and PPC [16]. The task profiles 
of the MPPC in the factory were formulated. After the tasks were reviewed for redundancies and gaps, 
validation took place in interviews with experts in multi-project management in factories to finalise the task 
model. Figure 1 comprises the main tasks along the project management phases. In the figure, the different 
responsibilities for the main tasks can also be seen, structuring the tasks horizontally. 

Figure 1: Main tasks of MPPC (based on [16] ) 

2.3.2 Interrelationships 

It is necessary to introduce an effects model to represent interrelationships between tasks and, ultimately, 
the factory targets, which consideration is elementary for effective planning and control. In PPC, the 
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variables of the effects model are divided into actuating variables, control variables and target variables. 
Together the variables enable target-oriented decision-making and are crucial in target achievement [19,18]. 
Actuating variables can be influenced directly by fulfilling tasks and influence control variables. Target 
variables result from control variables and can thus indirectly be influenced by task fulfilment. By 
considering the effects variables, managers are enabled to make timely and professional decisions and 
consider interactions with other projects or company divisions. Following this logic, a catalogue of actuating 
and control variables is first created for MPPC. The qualitative interactions between the actuating variables 
are examined with the help of binary design structure matrices (DSM). Interrelationships between the 
actuating and control variables are described by a binary domain mapping matrix (DMM) and a causal 
diagram [20]. The determined actuating and control variables are shown in Figure 2. 

Figure 2: Actuating and Control variables with their relations (based on [16] ) 

In addition to the relationships shown, other interactions between actuating and control variables may exist 
indirectly. For better readability, these relationships are not included in the figure above. An example of such 
indirect interrelation is the possible influence of the portfolio end order discrepancy on a future portfolio 
start order discrepancy. This applies, for example, if shifts in the project end order result in resource 
bottlenecks which in turn require a deviation from the initially planned project start order. 

3. Consolidation of the MPPC process model

This section introduces the target variables to complement the part of the effects model presented so far with 
the control variables. In 3.1, it is shown how the target variables of a portfolio can ultimately be manipulated 
during processing tasks that influence control variables. Additionally, in 3.2, it is outlined how correlations 
between deviations in the portfolio targets and possible causes can be determined. 

3.1 Target variables in MPPC and consolidation of the process model 

The MPPC target variables can also be derived from the production environment by comparing PPC and 
MPM based on the analogy analysis mentioned above. For multi-project planning and control, five target 
variables can be derived from PPC approaches: portfolio utilisation, portfolio schedule reliability, portfolio 
throughput time deviation, portfolio transparency and portfolio delivery capability [15,16,18]. 

3.1.1 Target variables 

In the context of MPPC, the portfolio utilisation target is introduced to show the profitability of the MPM 
target system. Resource availability and utilisation in projects are similar to production orders, whereby all 
factory components can be potential project resources. However, in contrast to PPC, the utilisation of a 
portfolio needs an auxiliary variable. Portfolio capacity gives a theoretical maximum to which the utilisation 
can be compared. This step is necessary since the available resource capacity in a portfolio can be enhanced 
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by reducing their integration into daily business tasks. In MPPC, the target variable portfolio schedule 
reliability provides information on the adherence to deadlines for completed projects in the portfolio. If a 
project is completed within a tolerance range around the planned end date, it is considered on schedule. The 
use of portfolio schedule reliability is important because individual projects can have a negative impact on 
the rest of the portfolio due to their content and resource dependencies, both through early and mainly 
delayed projects. The average relative portfolio throughput time deviation is used to assess the throughput 
time behaviour of all ongoing projects in the portfolio. Here, the percentage deviation of the throughput time 
is calculated for each project in the considered period and then averaged for the entire portfolio. A positive 
throughput time deviation in the portfolio can be due to factors such as unavailable resources, changes in the 
project schedule or excessive multi-tasking. The portfolio throughput time deviation allows a statement on 
the actual duration in relation to the previously planned duration of the control phase, whereby systematic 
planning errors or disruptive influences leading to variance come to light. When analysing the throughput 
time deviation, it is essential to ensure positive deviations do not balance out negative deviations. Therefore, 
the standard deviation describes the mean spread from the expected value. In the context of MPPC, the target 
value of the work in process from the PPC is replaced by the target value of the portfolio transparency. The 
more cumulative project effort is generated by numerous or very large projects in process, the less transparent 
the portfolio becomes. Portfolio transparency is defined as an overview of the projects and programmes in 
the portfolio and is also needed for efficient cooperation between different projects, preventing multi-tasking. 
The target variable portfolio delivery capability provides information on fulfilling the client's desired 
deadlines through the target end dates of the different projects. 

In general, the fulfilment of targets is made more difficult because these conflict with each other. Since 
portfolio utilisation is to be maximised, a high work in process benefits this target. Portfolio transparency 
and portfolio schedule reliability should also be as high as possible but decrease with increasing projects 
making up the work in process. Because the standard deviation of relative throughput time deviation 
increases undesirably with increasing work in process, this also advises limiting the work in process to a 
certain degree. The target variables conflict, leading to a positioning range in which the projects accounting 
for the work in process should be kept. In the positioning range, the benefits of a high portfolio utilisation 
concerning its saturation can be kept while mitigating the adverse effects for the other target variables. 

3.1.2 Consolidation of the process model 

Having described the target variables and their behaviour with increasing work in process, the effects model 
and the tasks of MPPC can be combined. To effectively control the multi-project environment, it is necessary 
to know the relationship between task processing and the effects model of portfolio management. Only based 
on these relationships can tasks be processed in such a way that a desired effect on the portfolio targets can 
be achieved through control variables. In addition to assigning the tasks to the actuating variables, they were 
also assigned to the project management phases: initialisation, definition, planning, control and closure. By 
doing so, the tasks can also be characterised in terms of planning or controlling function based on the 
assigned phase along the project management phases. The characterisation of the tasks allows a clear 
assignment to defined responsibilities provided as swimlanes. This assignment makes it possible to conclude 
the status of a project, especially since the project life cycle is shown along the project management phases. 

Figure 3 uses the example of the task plan project structure to show how target variables may be manipulated. 
Through the actuating variables planned start and planned end, there is an influence on different control 
variables, which then affect the target variables. In this case, all MPPC targets are affected by planning the 
project structure, indicating that possible target conflicts may impact task fulfilment. 
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Figure 3: Example for the influence on target variables (based on [16] ) 

How many projects to approve and, thus, where to position regarding the work in process must be determined 
individually for each company. It is a business decision that depends, among other things, on the opportunity 
costs and the priorities of the target variables. Knowing the positioning range and the conflict of targets is a 
prerequisite for carrying out the task in accordance with the portfolio target. The planned start and planned 
end, in particular, can be influenced by many tasks. This connection is based on the fact that both values will 
be overwritten in the course of the project management phases as soon as new information is available in a 
subsequent step. This observation makes it clear how important it is to have a good overview of the project 
in the early phases and to keep an eye on the utilisation and other target values of the portfolio. In contrast, 
the actuating variables actual start and actual end can only be influenced once by a task, as they are not 
planned values that can be overwritten but events that actually occur on a singular occasion. The target end 
is an actuating variable with a special status, representing the customer's wish for project completion and 
only providing information about the portfolio delivery capability compared to the planned end. By planning 
start and end dates for a project and by actually realising them, it is possible to influence the control variables, 
as shown in Figure 2, steering the target fulfilment. 

3.2 Determining causes for deviations regarding portfolio targets 

Since one aim is to ensure effective use of the process model, it is crucial to go beyond describing the 
interrelationships and to indicate causes for possible deviations from portfolio targets. In particular, users 
with little competence in multi-project management may otherwise be able to plan a portfolio but not know 
how to take the necessary countermeasures in the event of deviations. To prevent this, cascades of possible 
causes are introduced to provide assistance. Figure 4 shows such a cascade of effects based on the example 
of portfolio schedule reliability. 
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Figure 4: Causes for target deviations by the example of portfolio schedule reliability 

The causes for deviations can be divided into different orders. A first-order cause directly affects the target 
variable and is affected by one or several second-order causes. For example, deviations in portfolio schedule 
reliability may be caused by a deviation in project starts (1st order) caused by unavailable resources (2nd 
order). This might have been the case because the wrong resources (3rd order) were provided, resulting from 
a false resource allocation (4th order). Even though this example may appear self-explanatory, it is essential 
to demonstrate these relationships, as causes can be present in a wide variety, with significant variance, and 
in significantly more complicated relationships. Taking into account causes for deviations in target fulfilment 
allows for a holistic observation of a project landscape, from task descriptions to causes of target deviations. 

3.3 Validation of Findings 

After building the process model of MPPC, the validation aimed to examine the results in terms of 
applicability and practicality. The process model was validated through interviews with experts from 
different backgrounds. A project portfolio manager working in the biopharmaceutical industry and the 
managing director of a company from the field of project management consulting and software development 
supported the validation process. Taken together, these experts were able to bring in the experience of many 
different approaches and portfolio conditions. Both were involved at the beginning of the project, after 
establishing the task profiles and again after developing the effects model to reflect on the intermediate 
status, ensuring a legitimate base for further steps. During these validation phases, the process model was 
analysed in comparison to the existing conditions, metrics and processes within the companies. 

During the first validation phase, the developed MPPC task profiles were discussed in short workshops 
concerning their practicality and degree of detail. An example of an updated task refers to the definition 
phase. That task initially described the determination of portfolio cost behaviour, which was then adapted to 
focus more on the resources behind the costs. Discussing the task model within the validation process 
revealed that the execution of some tasks may differ according to the company's size, industry or business 
model. Therefore, the tasks kept in the process model were designed and checked to fit a broad application. 
Based on this validated interim status, the effects model was then developed. Subsequently, the whole 
process model was validated with the experts, this time focusing on the effects model and the decision points 
of the task processing. An example of input from the second validation stage is the idea of dividing the target 
variable portfolio transparency into qualitative and quantitative factors since not every project can be tracked 
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in the same way. As a result of the discussions during validation, minor additions and adjustments could be 
made to both the tasks and the effects model. However, even though the validation took place considering 
different companies, portfolios and areas of responsibility, the validation results cannot guarantee the 
usability of the process model for any manufacturing company and its factories. Further studies need to be 
conducted to assure further applicability. 

4. Conclusion and Outlook

Within the scope of developing a model for the planning and controlling of multi-project environments in 
factories, the contents of PPC and MPM were merged based on an analogy examination. It was possible to 
derive generally valid tasks and an effects model from its joint knowledge base, which then had to be 
consolidated. The entire process model allows decisions in a portfolio to be made considering overall 
portfolio targets by connecting tasks with the actuating variables of the effects model. Possible causes for 
target deviation have been identified to assist in the case of failing to reach target fulfilment. As part of 
developing the process model, a fast lane for more efficient planning and control of individual projects along 
the project management phases was also introduced [21]. For this purpose, a project categorisation was 
described concerning the degree of novelty. Based on that categorisation, statements can be made about 
which tasks have the potential for standardisation. More efficient planning and control of these project types 
could ultimately free up resources for urgent or high-priority projects. The validation of the developed 
process model successfully confirms the basic statements on the tasks and interdependencies of the MPPC, 
as well as its practical relevance and suitability. 

Additional validation cases may be examined in the future, further evaluating the model’s applicability. 
There is a need for research on the quantitative modelling of the presented interdependencies. In particular, 
the mathematical modelling of the interrelationships between control and target variables is challenging since 
the mostly non-linear interrelationships require extensive modelling effort. Building on the existing analogy, 
further studies comparing the control panel of PPC and the project management office of MPM are feasible 
for the future. The cause-effect relationships could also be examined more closely for the targeted control of 
the portfolio to improve the achievement of the target variables. 
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Abstract 

The semiconductor industry operates in a dynamic environment characterized by rapid technological 
advancements, extensive research and development investments, long planning horizons, and cyclical 
market behavior. Consequently, staying vigilant to technological disruptions and shifting trends is crucial. 
This is especially challenging when external shocks seriously affect supply chain processes and demand 
patterns. Particularly, recent events, such as the COVID-19 pandemic, the ongoing Russian invasion of 
Ukraine, and high consumer price inflation impacting the semiconductor cycle emphasize the need to 
account for these influences. 

In this context, we analyze growth patterns and life cycles of various technologies within the semiconductor 
industry by estimating logistic growth models. The logistic growth model was originally formulated to 
describe population dynamics. However, many processes outside the discipline of ecology share the 
fundamental characteristics of natural growth: self-proportionality and a self-regulating mechanism. Out of 
the different applications, two are of particular interest in the context of strategic business decisions: (1) 
modeling innovation diffusion and technological change to predict the mid- to long-term growth of a market, 
and (2) modeling of product life cycles. To obtain market growth and life cycle predictions, we apply the 
logistic growth model to forecast cumulative revenues by technology over time. 

This model treats the analyzed technology as a closed system. However, in practice, external shocks are the 
norm. To analyze the robustness to such external shocks, we compare technology life cycle estimates derived 
from logistic growth models before and after the effects of COVID-19 became evident for a wide array of 
semiconductor technologies. We find that the impact of COVID-19 on these life cycle estimates is mixed, 
but the median change is low. Our findings have implications for the application of logistic growth models 
in strategic decision-making, helping stakeholders navigate the complexities of technological innovation, 
diffusion, and market growth. 

Keywords 

Innovation Management; Business Strategy; Technology; Forecasting; S-Curve; Sigmoidal Growth; 
Robustness; External Shocks; Supply-Chain Disruption; Semiconductor; Trustworthiness 
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1. The semiconductor industry

The semiconductor industry is characterized by long lead times for expanding fabrication capacity, 
shortening life cycles, and rapid technological advances [1–3]. Consequently, strategic decisions are often 
long range and high impact, especially when involving R&D and fabrication capacities. Missing out on an 
important development can cost months or years to catch up market share. Capital-intensive investments in 
fabrication and high R&D costs raise the stakes further [4,5]. This highlights the need for forecasting 
methods that provide support to managers [4–6]. Life cycle modelling can give an indication of technologies 
prone to stagnation and disruption [7], providing managers with important information. 

Apart from its importance to the wider economy [8], the semiconductor industry is a great test case for 
forecasting methods, which include technology diffusion and life cycle models [7,9,10], due to the 
challenges involved.  Rapid technological advancements and shortening product life cycles imply that 
demand is volatile and difficult to predict [4,11,12]. Furthermore, the semiconductor industry does not only 
have complicated supply chains but also lies upstream in the supply chain for many consumer products. 
Consequently, it is exposed to the bullwhip effect. This effect refers to the phenomenon where small 
fluctuations in consumer demand can result in amplified variations in ordering patterns along the supply 
chain [13,14].  

The above-mentioned challenges suggest that a closed-system view might be simplistic. In fact, the 
semiconductor industry has experienced several external shocks with severe consequences over the last few 
years: From geographic risks, such as earth quakes damaging sensitive fabrication equipment [15], to the 
impact of the COVID-19 pandemic, including subsequent government responses, and trade frictions on the 
global semiconductor supply chain [16] or the ongoing Russian invasion of Ukraine with its effects on 
inflation and consumer sentiment [17].  Therefore, the consideration of external disruptions in forecasts and 
technology life cycle analysis is particularly relevant in this industry, which motivates this study. 

The main objective of this paper is the assessment of the trustworthiness of technology life cycle estimates 
derived from the logistic growth model under extreme events. Hence, a case study involving a significant 
external shock - the onset of the COVID-19 pandemic – is presented and its effects on these life cycle 
estimates are examined. 

Structure: the next section provides an overview of the history of the logistic growth model and its 
application to innovation management and technology life cycle analysis. The methodology of this paper is 
presented in Section 3 with an emphasis on the estimation of the logistic curve and the derivation of 
technology life cycles. Section 4 completes the paper by applying the methodology to a technology portfolio 
of a leading semiconductor company and discussing the findings of this case study. 

2. The logistic growth model

The logistic growth model, also referred to as S-shaped or sigmoidal curves, is characterized by the logistic 
differential equation dN

dt
= rN (1 − N

K
). Here, 𝑁 represents the population size, 𝐾 the carrying capacity, and

𝑟 the growth rate. It was first derived by Verhulst in the early to mid-nineteenth century to describe 
population dynamics [18,19] and plays an important role in the Lotka-Volterra equations [20,21]. Since then, 
they have become popular to quantify natural growth more broadly. Growth patterns outside the discipline 
of ecology resemble a similar dynamic and their application across diverse disciplines has been studied by 
several authors [7,22–24]. For example, logistic growth models have been employed in studying the adoption 
of renewable energies [25], the development of prostatic hyperplasia [26], production forecasting in 
extremely low permeability oil and gas reservoirs [27], performance analysis of technologies [28], modelling 
bacterial growth [29], forecasting long-term country GDP development [30,31], and more recently, 
modelling the development of COVID-19 cases [32–34]. Furthermore, S-curves are popular in corporate 
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strategic decision-making revolving around innovation, such as anticipating disruptive attacks on one's 
business [35] or life cycles and investments in the adoption of new technologies as they diffuse through the 
marketplace [7,36,37]. This technological progression is exemplified by the evolution of mobile phones in 
Figure 1. The lower left logistic curve represents classical cell phones, starting from their introduction in the 
1970’s. Despite their vast technological improvements over the decades, their design was a limiting factor 
to the value they could offer to consumers: the small screen and buttons meant that they were primarily used 
for voice calls, messaging, and short emails. The utility of the mobile phone was radically redefined with the 
introduction of the iPhone, the first commercially viable smart phone. This marked the launch of the second 
logistic curve, which subsequently disrupted the classical cell phone market (including the decline of its 
former champions, Nokia and Blackberry).  

This motivates the application of logistic curves in the context of technological progress and life cycle 
analysis. To study the impact of the technology life cycle on strategic business decisions and corporate 
structure, the S-curve is often partitioned into 5 phases, as illustrated in Figure 2 [23,38,39]: 

1. Birth /winter (1.4% - 6.3%): the technology is barely known or explored. Growth is slow and a large
degree of effort is needed to progress. Entrepreneurship and a decentralized company structure are
common.

2. Growth / spring (6.3%-30%): the technology is slowly getting adopted as “the next big thing”.
Growth remains nearly exponential. This phase is characterized by learning, product innovation, and
continuous improvement.

3. Maturity / summer (30%-70%): the technology is being adopted and growing at its maximum rate.
However, there are first signs of costs of complexity as the rate is approximately constant and departs
from earlier near-exponential growth. Processes are driven by vertical integration, refinement, and
bureaucratization.

4. Decline / autumn (70%-92.7%): the technology nears its limit. The growth rate remains positive but
accelerates its decline. Managers should be on the lookout for the next “next big thing”. This is the
ear of process innovations and face lifts.

5. Death / winter (92.7%-98.6%): the technology has nearly reached its peak. There is little growth left
to achieve, which requires increasingly higher investments. This means that technological progress
stalls and the technology becomes prone to disruptions. Managers are looking to transition to
alternative technologies while the current one phases out (compare the transition from cell to
smartphones in Figure 1).

Figure 1: Technological progression exemplified by the evolution of mobile phones. 
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This highlights the interpretability and usability of the simple logistic model, which played a pivotal role in 
formalizing the study of life cycles, on a business level. However, various extensions and generalizations of 
the simple logistic curve have been proposed [10, 19,40–44], such as the Richards’ curve [45] or Gompertz 
curve. Ex post, these extended models may yield better fits [29]. However, the generalized models usually 
require more parameters. This can lead to identifiability issues [46,47]. Furthermore, the trajectory is 
seldomly observed completely, which can exacerbate the issue. Therefore, we focus on the simple logistic 
model in our analysis.  

3. Methodology

We introduce the notation and explain the interpretation and meaning of the different parameters of the 
logistic growth model in 3.1. Subsection 3.2 provides details of the assumed data generating process and the 
estimation of model parameters. 

3.1 Notation 

As described in Section 2, the logistic growth model is described by the differential equation dN
dt

=

rN (1 − N
K

).  For consistency with common statistical notation, we rewrite the solution of this differential 
equation as 

𝑌 = 𝑀
1+𝑒𝑎𝑋+𝑏 + 𝐶,  (1) 

where 𝑌 is the response variable (in place of 𝑁), 𝑀 is the carrying capacity or maximum cumulative market 
size, 𝑎 corresponds to the growth rate (the maximum growth rate of 𝑎𝑀/4 is reached at the inflection point), 
𝑏 determines the location of the inflection point (at 𝑥 = −𝑏/𝑎), 𝐶 is introduced to allow for vertical offsets 
of the logistic curve, and 𝑋 denotes the dependent variable. The logistic curve with its parameters and their 

Figure 2: Partitioning the S-curve into life cycle stages. 
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respective interpretations is illustrated in Figure 3. This parametrization implies that the life cycle stage can 
be estimated as (𝑚𝑎𝑥(𝑌) − 𝐶)/(𝑀 − 𝐶). 

3.2 Estimation 

We assume the data generating process 

𝑌 = 𝑀
1+𝑒𝑎𝑋+𝑏+𝜀 + 𝐶,  (2) 

where ε is an identically and independently distributed error variable with existing first and second moments. 
This model formulation allows us to estimate the parameters 𝑀, 𝐶, 𝑎, 𝑏 in an iterative two-step process: 

i. Estimate 𝑀 and 𝐶. At initialization, start with two reasonable first guesses �̂� > 𝑚𝑎𝑥(𝑌), �̂� <
𝑚𝑖𝑛(𝑌). For later iterations minimize the mean squared error of the step ii. regression with
regard to 𝑀 and 𝐶.

ii. Given 𝑀 and 𝐶, the remaining parameters can be obtained via a simple linear regression

𝑙𝑜𝑔 (�̂�−𝑌+ �̂�
𝑌− �̂�

) = 𝑎𝑋 + 𝑏 +  𝜀.  (3) 

The mean squared error is given by 1
𝑁

∑ [𝑙𝑜𝑔 (�̂�−𝑌𝑖+𝐶
𝑌𝑖−𝐶

) − �̂�𝑋𝑖 − �̂�]𝑁
𝑖=1

2
, where 𝑁 is the sample 

size. 

The optimization in step i. can be performed with any conventional optimization routine, such as Nelder and 
Mead’s Simplex algorithm [48] or quasi-Newton methods such as BFGS or L-BFGS-B [49]. However, these 
local optimization methods tend to struggle with local optima [50]. This is particularly problematic when the 
error surface is rough. We used Generalized Simulated Annealing, which is implemented in the “GenSA” R 
package [51], as this yielded the most reliable results. 

4. Empirical Analysis

Subsection 4.1 covers the introduction to the data and includes all pre-processing steps in. Subsection 4.2 
presents the results of the analysis and discusses the implications. 

Figure 3: Parametrization and interpretation of parameters of the logistic curve. 
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4.1 Data 

We obtained revenues for a diverse portfolio of products ranging from October 2006 to January 2023 from 
a leading semiconductor company. However, it is not reasonable to assume that one Euro today has the same 
value it had 17 years ago. Therefore, it is important to adjust for the general price level. This was done with 
the Harmonized Index of Consumer Inflation, which is published by the European Central Bank1 [52]. These 
revenues were mapped to technology categorizations on the aggregation levels: Level 1, containing 18 
technologies and Level 2, containing 10. Here, Level 1 (component) technology groups are more granular 
than Level 2 technology groups, see Figure 4 (the technologies and their corresponding technology groups, 
which are covered in this paper, can be seen in Table 1 in the appendix).  

We consider both, Level 1 and Level 2 technologies, because Level 1 technologies are more homogeneous 
but Level 2 technologies include more sub-technologies that would need to be excluded due to lack of data 
history. By aggregating several similar technologies, we further hope to reduce the effects of substitution 
and similar interactions. Furthermore, the logistic model should be applicable on either level because of its 
fractal property.  

Further, we analyzed cyclicality by means of spectral analysis, particularly using a periodogram [53]. 
However, no frequency surpassed the significance threshold of the harmonic F-test [54] provided in the 
“multitaper” R package. As Figure 5 shows, there is no statistically significant cyclicality at any frequency 
when adjusting for multiple testing.  

 
1 Information on the Harmonized Index of Consumer Inflation and the corresponding time series can be found at 
www.ecb.europa.eu/stats/macroeconomic_and_sectoral/hicp 

Figure 4: Example of a technology hierarchy. 

Figure 6: Periodograms before (left) and after (right) seasonal adjustment. 

Figure 5: Harmonic F-test statistic over the frequency domain. The dashed red line corresponds to a point 
wise 95% confidence threshold, the dotted red line to a global 95% confidence threshold. 
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Additionally, we performed a time series decomposition into trend, seasonal effects, and a random 
component [55] using the “decompose” function in R. However, the time series post seasonal adjustment 
was not noticeably less noisy than the original time series, nor did the periodogram change much (see Figure 
6). Therefore, we proceeded with the original data without seasonal adjustments.  

4.2 Result 

Logistic growth models were fit to cumulative technology revenues using the algorithm described in Section 
3.2. We visually checked the models for consistency with the logistic curve by observing the quality of the 
fit and producing residual plots. These residual plots were helpful in checking if the models converged as 
expected and to identify residual patterns, which indicate a poor model fit.  

Figure 7 indicates a residual plot of a good logistic fit for Tech. 14, whereas the residual plot for Tech. 17 
raises questions. Residuals are indicated by red circles. The drawn blue line represents the linear fit of the 
data in step ii. of section 3.2. If this line differs from the horizontal line at 𝑌 =  0, it indicates that the 
algorithm did not converge as expected. The dashed and dotted blue lines represent point-wise confidence 
intervals and confidence bands at 95%, respectively. Hence, a residual lying outside the 95% point-wise 
confidence interval would be expected to be observed every 20 data points, whereas a residual lying outside 
the 95% confidence band would be expected every 20 residual plots. These plots can help identify external 
shocks or patterns that are not captured by the model. In case of the left plot, the residuals are well dispersed 
and no clear trend is identifiable. This indicates a good fit. On the right, there is a clear pattern, which 
indicates a poor model fit. 

Additionally, we validated the logistic life cycle estimates by expert opinion. We excluded poor fits and 
technologies that were clearly driven by external structural effects (the semiconductor industry is largely a 
B2B business, where sales are often conducted through direct relationships – in segments where revenues 
are overwhelmingly driven by a few large customers, patterns in the data may be dominated by individual 
decisions at the level of a single customer and not always be reflective of the technological potential of the 
product). Overall, we excluded seven of the eighteen Level 1 technologies and four Level 2 technology from 
further analysis (see Table 1 in the Appendix). 

Figure 8 illustrates logistic fits for Tech. 14 (left), which fits well, and Tech. 17 (right), which does not.  
Tech. 17 is an example of a technology that is driven by individual projects (also observe that the data in the 
right plot appears to be consisting of two logistic curves, not one). The blue curve indicates the estimated 
logistic model, the red dots correspond to the observed cumulative revenues, and the grey dotted lines 

Figure 7: Example residual plots 

Figure 8: Example logistic fits. Tech. 14 (left) is an example of a good fit, Tech. 17 (right) one of a 
questionable one. 
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correspond to the estimated lower bound, 𝐶, and the estimated upper bound, 𝑀 + 𝐶. Generally, we did not 
estimate lower bounds unless we had reason to believe that we were missing previous revenues.  

These logistic curves were estimated based on the complete history (from October 2006 to January 2023) 
and on the basis of the historical data preceding the COVID-19 Pandemic. After the curves were obtained 
and validated for the various Level 1 and Level 2 Technologies, we compared the life cycle estimates of the 
pre- and post-COVID models. 

Figure 9 illustrates the distributions of the Pre- (red) and Post- (cyan) COVID life cycle estimates on 
technology Level 1 (left) and 2 (right), respectively. Given the strong demand for consumer electronics and 
the subsequent rejuvenation of sales numbers, we expected lower life cycle estimates as an impact of the 
pandemic. Meanwhile, a moderate increase is expected without the interference of external shocks, given 
that two years elapsed and the technology has aged. On Level 1, the median life cycle estimate remained 
relatively stable, though more concentrated in the lower range. Thus, the logistic fits for the Level 1 
technologies seem relatively unaffected by the pandemic. This is confirmed by Figure 10, which shows that 
the median life cycle estimate has increased slightly after COVID, which is consistent with our expectation. 
This result is slightly different for Level 2 technologies. As Figure 9 indicates, the distribution of life cycle 
estimates has noticeably shifted downwards. This observation is confirmed by Figure 10, which indicates 
that the median life cycle estimates have decreased by 2% after the revenues during the pandemic are 
included. This seems to confirm our hypothesis that COVID has had an impact on the logistic growth models. 
On the other hand, this decrease could be due to the inclusion of new emerging sub-technologies in the 
broader technology group. These would have been omitted during the analysis of the Level 1 technologies, 
due to small volumes and an insufficient amount of historical data.  

We conclude that logistic growth models are a valuable tool for managers in assessing product life cycles if 
the model is applicable. This is particularly useful in understanding technological limitations and guarding 
against the risk of disruption. The robustness to external effects could be further improved by incorporating 
them into the logistic growth model. For example, researchers have modelled the upper bound dynamically 
[56,57]. Given the dynamic nature of the semiconductor industry, the complexity of supply chain 
dependencies, and the exposure to other external factors, this highlights a potential for future research in the 
field.  

Figure 9: Boxplots of life cycle estimates before and after COVID. 

Figure 10: Boxplots of the change in life cycle estimates before and after COVID. 
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Appendix 

Table 1: Technology table of technology groups and the corresponding technologies. Technologies marked with an 
(X) were excluded from further analysis.

Technology Group (Level 2) Technology (Level 1) 

Tech. Group 1 Tech. 7, Tech. 3 (X), Tech. 1 (X) 
Tech. Group 2 Tech. 2, Tech. 4 
Tech. Group 3 Tech. 17 (X), Tech. 14, Tech. 5 
Tech. Group 4 (X) Tech. 11, Tech. 9 (X), Tech. 6 
Tech. Group 5 (X) Tech. 12, Tech. 10 (X) 
Tech. Group 6 Tech. 8 
Tech. Group 7 Tech. 13 
Tech. Group 8 Tech. 15 
Tech. Group 9 (X) Tech. 16 (X) 
Tech. Group 10 (X) Tech. 18 (X) 
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Abstract 

The crises of recent years revealed the vulnerability of our global and linearly aligned value chains, and new 
concepts are being sought to meet ecological, economic and social demands. The possibility of producing 
locally at the place of need in adaptable and highly dynamic manufacturing networks is increasingly coming 
into focus. However, such structures would have to be built up laboriously, whereas an existing network of 
small and medium-sized enterprises is available in many industrial nations. Cross-Company Production 
(CCP) in such local networks could help to address the problems mentioned. Another recent phenomenon is 
the shift of development processes into the digital sphere and its simultaneous opening up to the public. 
Open development processes can offer considerable advantages by bundling the wisdom of the crowd across 
company boundaries, however the digital platforms for collaboration do not have their own product 
capacities. The interaction of Co-Creation Communities (CCC) and Cross-Company Production (CPP) 
networks could counter this shortcoming. To ensure cost-efficient production and success on the market, an 
early exchange of knowledge between development and production is targeted in every company through 
highly standardised processes in the field of Planning Preparation (PP) a subdivision of Operations Planning 
and Scheduling (OPS). In the new value creation constellation this exchange is limited, as high fluctuation, 
various developers and numerous companies involved lead to new challenges. In this approach, a meta 
synthesis of known innovation and product development processes was performed to gain a better 
understanding of their structure and to identify measures fulfilling the tasks of Planning Preparation (PP). 
Aligned with the principles of Cooper's Stage-Gate Process a basis of measures is built up. After that each 
measure is valued according to relevance and involvement for the introduced entities creating an overview 
of general measures. Finally, the need for a distributed and agile Planning Preparation (PP) is derived. 

Keywords 

Co-Creation; Open innovation; Planning Preparation; Producibility; Operation Planning and Scheduling 

1. Introduction

Operations Planning and Scheduling (OPS) acts at the interface between product development and 
production, it takes on, among other things, the role of a knowledge mediator between these two [1]. In order 
to understand the motivation behind this research, the two entities of product development and production 
need to be contextualised by currently important influences. First of all, digitalisation in all areas of everyday 
life has greatly changed the way we collaborate [2,3]. This is also having an increasing impact in the field 
of innovation and product development. The software tools required are available to a broader mass, not 
least because there are also increasingly user-friendly open-source solutions [4]. People have the opportunity 
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to participate more in this initial step of value creation and to implement their own ideas, either for private 
use or as a secondary occupation [5]. Platforms (e.g. Github, Instructabels, GrabCad etc.) have become 
established and enable participants to further develop or publish their own artefact related information and 
designs [6], whereas a decade ago studies only analysed less than a hundred open-source designs, simply 
because there were not more available [7]. Today, numerous of artefact related information and designs can 
be retrieved at various levels of complexity [8]. The ever-increasing emergence of co-creation is leading to 
the development of new values in the digital sphere [9]. In order to materialise the developed artefacts, 
appropriate production capabilities are needed. This introduces the second major issue that needs to be 
understood for this research, the production of goods. While there has been an accelerated change in the way 
digital product development works, production depends on physical capabilities and skills that cannot be 
easily modified. The multiple crises of recent years have exposed the vulnerability of today's primarily linear 
value creation [10,11]. The climate crisis, for example, has become one of the dominant issues in our way 
of life, politics and economy [12],[13]. Industrial CO2 emissions [14], transport of goods and short product 
life cycles are directly connected to our value creation system [15]. Local, smaller and more flexible 
manufacturing units at the place of need could address these problems, increase sustainability in all three 
dimensions (social, ecological, economic) and strengthen the overall resilience of the production sector. It is 
evident that there is an extensive net of small and medium-sized enterprises (SMEs) [16,17], both in densely 
populated areas and in their periphery. A future professionalised local production of open and collaboratively 
developed artefacts is a rewarding target [18,19]. While there are already existing research approaches to 
harnessing co-creation approaches for single (industrial) companies [5] the further investigation focuses on 
Cross-Company Production (CCP) networks of small and medium-sized enterprises working together with 
Co-Creation Communities (CCC). The interaction of the two entities is already observable, but existing open 
source hardware (the result of co-creation communities) still shows major shortcomings in the technical 
documentation and consideration of manufacturing-relevant basic principles that are to be confronted by this 
approach. 

2. Structure of the Approach

2.1  Research Objective 

The interaction of CCP and CCC leads to new challenges in creating value [20]. Quite fundamentally, there 
is a lack of producibility due to the non-fulfilment of general technical documentation criteria within these 
openly developed artefacts. As a sub-discipline of OPS, Planning Preparation (PP) includes advising people 
involved in the development process with regard to producibility. In order to implement this, measures are 
carried out at various points in the development process, such as an engineering assessment or the creation 
of a functionality overview. These general measures for implementing the knowledge flow between product 
development and production require assessment. The following research question arises: 

Which general measures are necessary for fulfilling the tasks of planning 
preparation? Which entity of the value creation system is involved in the measures 
and what relevance does the measure have for the value creation task of this entity? 

The approach seeks an outcome that can be understood as a overview of general measures to fulfil the tasks 
of PP (stated in Chapter 3) in a new value creation environment. It is intended to provide a possible basis for 
the layout and optimisation of digital, collaborative and platform-oriented product development processes 
in terms of producibility. In the following the methodological approach is explained to the reader in more 
detail. Subsequently, all the theoretically relevant terminology is defined and the current interaction between 
production and product development in industry is explained, with a particular emphasis on why existing 
models for the organisation of the product development are inadequate. Finally, the measures found are 
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displayed and an evaluation using the criteria of relevance and necessary involvement are presented 
(compare Chapter 5). 

2.2  Applied Method 

The basis for identifying the measures is an existing literature research on innovation and product 
development processes, which was expanded to include more current models in order to obtain a complete 
picture [21,22]. Subsequently, a meta synthesis was performed. The qualitative method [23] is an evaluation 
of existing research. The models aggregated from the literature research were examined for statements on 
possible operational measures, which were selected and categorised [24]. The aim is to integrate and deepen 
findings from analyses and studies already conducted in a specific field of research. In this way, new insights 
are gained. A crucial aspect of meta-synthesis is the extraction of content from the texts of the selected 
studies without necessarily considering the original contexts of the studies [25,26]. During the content 
analysis, the process steps and their respective measures have been transferred. Based on the principles of 
Cooper's Stage-Gate Process the steps were transferred into stages. In addition, a further subdivision of the 
process steps into further phases could be found in some of the models. These were also transferred. The 
result was numerous phases and measures that could be combined and solidified. The evaluation of the 
identified measures was carried out through expert workshops, the used criteria are presented later on 
(Chapter 5).  

3. Theoretical Background and Current Concepts

The Product Development Process (PDP) is the systematised sequence of work steps to think through an 
initial idea and make it available for production. Following these steps within a chosen context makes it 
become a product development project [27]. The outcome of this process is an unmitigated image of an 
artefact, the artefact on the other hand is the result of the value creation activities of the stakeholders in the 
value creation system [28]. The artefact consists of tangible and intangible components [28]. Product 
development and the subsequent materialisation can be assigned to the product creation process following 
the Product Life Cycle (PLC) according to DIN ISO 15226 [29]. In a company, many product development 
processes and product creation processes can run in parallel; at system level, numerous systemic processes 
also run on top of these individual processes. At the interface between product development and production, 
one of the tasks of PP as a sub-discipline of OPS is to ensure a sufficient flow of information in the 
development process. Currently, the PDP is designed according to the principle of integrated product 
development (compare Concurrent Engineering and Simultaneous Engineering). Information is exchanged 
between the production department and the development environment at an early stage. At the interface 
between development and production OPS acts as a knowledge aggregator and mediator between the two 
sub-disciplines of product development and production. 

Figure 1: The roles of development, OPS and production in a company [30]. 
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As shown in Figure 1., knowledge transfer occurs in the process. OPS essentially describes all organisational 
functions that must be fulfilled in order to bring a product design into production and thus ultimately to the 
customer. PP is a sub-area of OPS that is divided into the two sub-areas of design-oriented tasks and 
planning-oriented tasks. In classic literature, the consultation of the development department is always 
placed in the foreground, while the measures that fall under this are not further specified. Other tasks are 
stated rather vaguely as "checking the design results" or (giving) "design advice" (compare Figure 1.) [30]. 
Nevertheless, the improvement of the overall producibility of an artefact can be seen as a major goal of PP. 
In this context, the definition of producibility must be mentioned; it includes influencing factors such as 
materials management, production, assembly and testing, the associated logistics and the control 
mechanisms and support measures used for this purpose [31].  

There are many standards in the field of product development, but these often refer to interaction within 
companies or company networks dominated by a single company. For example, modern concepts of product 
development presuppose the interaction of all relevant knowledge and information carriers of a company at 
the earliest possible point in time; this full integration should enable a holistic product development [32].First 
mentioned by OLSSON in the late 1960s [33] the term Integrated Product Development was introduced by 
EHRLENSPIEL [34], These processes can be referred to as Concurrent Engineering or Simultaneous 
Engineering as a working methodology [34,35]. In all these concepts parallelisation of activities is the 
common approach to reduce development times and ensure cost-efficient production at an early stage. A 
possible strategy for a more detailed separation of the development process was introduced by COOPER 
[36].The stage-gate process follows a division of the development steps into so-called stages and gates that 
follow a temporal horizon. Each stage is associated with several measures which help to complete the 
objective of the gate. This can be an “internal resolution”, a “successful test” or “the creation of a concrete 
technical document”. In his latest update COOPER points out that rigid adherence to gates and stages is no 
longer appropriate for the complex development tasks prevalent today and that there must be iterations and 
feedback loops [37]. 

4. Challenges in the interaction of Co-Creation Communities  and Cross Company Production

It was already predicted that the introduced concepts only work inadequately. The value co-creation scenario 
outlined in Chapter 1 assumes numerous companies and a variety of developers to be involved [20]. 
Furthermore, the development projects in such an environment show different degrees of professionalism 
and are characterised by phases of varying activity and changing project management. SAUBKE et al. (in 
press) showed that the interaction of CCP and CCC inevitably leads to new challenges due to the diversity 
of network members, the systematics of network governance and the network maxims [20]. In addition, it 
must be assumed that the means of production and the competencies of the employees are diverse. The 
network members are autonomously operating enterprises with a high degree of specialisation. They are 
horizontally and vertically disintegrated [38]. Governance follows decentralised structures and requires a 
higher coordination effort. There is a need for coordination between the individual companies with regard 
to the overarching value creation task. Productivity and optimisation can be cited as the maxims of the 
entrepreneurial actors. It becomes clear that the interaction of a multitude of different companies with an 
unknown mass of digitally collaborating developers, however, leads to further challenges in fulfilling the 
task of PP. The usual knowledge carriers are distributed and are no longer directly accessible or easy to bring 
together. But precisely all the details about production capabilities and the functionality of production 
systems have an high influence on the producibility of an artefact [38]. In the value creation constellation of 
CCC and CCP there will be no department that can take care of the tasks of PP or orchestrate the measures 
associated with them. For example, the motivation of an entrepreneur to spend resources on consulting tasks 
for an artefact that she or he may never produce or only produce in small quantities can only be assumed to 
a limited extent. The requirement is therefore no longer to carry out as many measures as possible to 
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complete the task, and to do so in parallel, but its is rather to examine which tasks are of particular relevance 
for the participating entities and to clarify who is involved in the execution of a measure and to what extent. 

5. Findings of the Analysis

5.1  Collection and Classification of Measures according to the Stage-Gate-Process 

Aiming at the alignment of the systematics of general measures for Planning Preparation PP, the Product 
Life Cycle PLC according to DIN ISO 15226 [29] was used as a basis. The PLC is a well-established concept 
in marketing and product management that describes the stages a product goes through from its introduction 
to the market until its eventual decline and discontinuation. It systematises the product related value creation 
process into ten phases, of which four can be assigned to product development. These four phases are 
Planning, Knowledge, Development and Production. These four phases build the baseline in the new 
structure of stages and activities. The basis of the research was a summary of all PDPs and innovation 
processes that had been subjected to a published literature review by EVELEENS [21]. The literature research 
has a clear focus on innovation processes, but there is a lack of clarity in many concepts. In general a clear 
distinction between the innovation process and product development process is only possible to a limited 
extent. Therefore, recognised process models of product development were added from a published overview 
in a scientific publication by LENDERS [22]. In total 14 concepts were integrated in the meta synthesis. 

Figure 2: Procedure of identifying measures and stages. 

In order to obtain a comprehensive overview of the possible stages and activities within the PLC, the above-
mentioned sources were systematically examined for phases, stages or steps of the individual process 
structure, hereinafter referred to as process-steps. The procedure of the re-arrangement of the identified 
measures and process-steps is shown in Figure 2. Moreover, possible measures that can be assigned to the 
process-steps were selected through the analysis. The target was to unify the process-steps and finally 
transfer them into stages. According to the same principle, the identified measures were combined. The 
measures represent the lowest hierarchical level and can be associated with operational activities.  

The grouping of these measures takes place in stages and several stages can in turn be assigned to the phases 
of the PLC. In 35 of 55 stages relevant measures could be identified. This led to a total of 103 measures, of 
which 30 were selected (displayed in Table 2., Chapter 5.2. The complete model can be requested through 
the corresponding author. 

49



Table 1: List of innovation and product development models 

NO. RELATED MODELS AUTHOR REFERENCE 
1. Diffusion Of Innovations Rogers (1962) [39] 
2. An Investigation Into The New Product Process Step Cooper (1986) [36] 
3. Towards The Fifth‐Generation Innovation Process Rothwell (1994) [40] 
4. Organizational Innovation - Review Critique And Suggested Research Directions Wolfe (1994) [41] 
5. World-Class New Product Development Benchmarking Best Practices Of Agile Manufacturers Dimancescu (1996) [42] 
6. Trends And Drivers Of Success In NDP Practices: Results Of The PDMA Best Practices Study Griffin (1997) [43] 
7. A Multidimensional Approach To The Adoption Of Innovation Cooper J. (1998) [37] 
8. Auditing Best Practice For Effective Product Innovation Management Cormican (2004) [44] 
9. Managing Innovation Tidd & Bessant (2005) [45] 
10. The Innovation Value Chain Hansen (2007) [46] 
11. Concept Development And Design Ponn (2011) [47] 
12. Design Theory [Konstruktionslehre] Pahl/Beitz (2013) [48] 
13. Integrated Design Engineering An Interdisciplinary Model For Holistic Product Development Vajna (2014) [31] 
14. Design Of Technical Products And Systems Configuration Of Individual Product Design Processes VDI (2019) [49] 

5.2 Introduction of the Relevant Measures and Assessment 

In an initial step all identified measures were valued with regard to their conformity with the tasks of PP 
introduced before (compare Chapter 3). Measures such as "Engineering Assessment" were assigned to the 
PP systematics, although they might include logistics or assembly aspects. All measures with a high level of 
consistency regarding the tasks performed by PP are listed in Table 2. In some models, measures were 
mentioned which have a technical aspect, but which is not associated with PP’s overall target to increase the 
artefacts producibility. Furthermore, in some of the models examined, measures were identified that could 
not already be assigned to any of the four phases of the PLC considered and also have no technical reference. 
From today's perspective, these would not be implemented at such an early stage of the process. These 
measures were excluded. With the emergence of new technologies since the 1990, for various reasons some 
measures are no longer adequate. The following measures are examples of this: „Structuring And Planning 
The Market Launch” or “Provide An Effective User Education”. As already indicated in the beginning, in a 
second step an assessment was made. The resulting list was evaluated:  

▪ EVALUATION CRITERIA I. - WHAT IS THE RELEVANCE OF THIS MEASURE TO THE ENTITY?
(The outcome of the measure e.g. knowledge inflow is required)

▪ EVALUATION CRITERIA II. - TO WHAT EXTENT IS THE ENTITY INVOLVED IN THE EXECUTION?
(e.g. knowledge carrier).

In the evaluation, a differentiation must be made between the shared value creation activity (successful 
cooperation of the CCC and CCP) and the domain-specific value creation task (production and 
development). When assessing relevance, it is therefore important to consider the extent to which the 
measure affects one's own value creation task and whether the measure also has a particularly positive 
influence on the PP's tasks (increase in producibility). The evaluation follows the scheme low, medium and 
high, because limiting resources (time, costs) make prioritisation necessary. Nevertheless, it is a basic 
premise that all stakeholder have an interest in the success of the shared value creation activity. For example, 
the measure "(Technical) Review Of Competing Products To Improve Manufacturing Decisions" was rated 
with a high relevance for the producer. The argumentation that such a decision could be less important to 
the producer because otherwise he could simply take on another value creation task (producing of another 
artefact) loses its validity against this background. The evaluation has shown that a measure can have a high 
relevance for one entity, but the implementation of the measure depends fundamentally on another entity. 
Under certain circumstances, this leads to conflicts. In addition, it must be assumed that the effort of the 
measures is not the same - this could not be considered. For a better understanding, some of the measures 
mentioned are explained in more detail. The measure „Knowledge About Innovation In The Considered 
Field” is assigned to the stage "Needs”. As outlined at the beginning, a focus was placed on PLC steps one 
to four, i.e. this is an Initial Stage which is a measure to support the developer within the framework of the 
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idea exception. To be well informed about your own field of innovation is highly relevant for the developer, 
on top of that he is highly involved completing the measure. In contrast, the producer is confronted from the 
outset with many different artefacts. He cannot use his scarce resources for the agglomeration of knowledge 
in diverse disciplines, this measure has therefore less relevance for him. The measure no. 2 prescribes the 
“Creation Of A Technological Solution System To Overcome A Problem”. The evaluation of this measure 
is particularly interesting, the introduction of technical support systems has a high relevance for both entities. 
However, shaping and introducing the system itself can only be done to a limited extent through the 
involvement of the two entities. The sponsorship would have to be taken over by another entity. 

In summary, the assessment helps to prioritise tasks and assign a corresponding entity, which can be of high 
importance for a system architecture or the selection of suitable support technologies to achieve the overall 
objective of increasing the producibility of openly and collaboratively developed artefacts. 

Table 2: Selection of the 30 Measures most important for PP and their Evaluation. 
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NO. IDENTIFIED MEASURES  STAGE 
1.  Knowledge About Innovation In The Considered Field Needs     

2.  Creation Of A Technological Solution System To Overcome A Problem Research     

3.  Advice On Hardware Components (Material, Etc.) Research     

4.  Performance Input And Estimation Of The Idea Development     

5.  Transfer Of The Development Results Into Information Required For Production Development     

6.  Consideration Of (Product) Logistics Development     

7.  (Technical) Support For A Decision-Making Process (If An Idea Should Be Pursued) Initial Screening     

8.  (Technical-) Review Of Competitors Products To Improve Manufacturing Decisions Pre. Market Assessment     

9.  Engineering Assessment Pre. Tech. Assessment     

10.  Identify And Define Product Specifications Pre. Tech. Assessment     

11.  Conducting A Capability/Feasibility Analysis Pre. Tech. Assessment     

12.  Generic Development Of A Product Design-Model Pre. Tech. Assessment     

13.  Costs And Sales Forecast (Technical Perspective) Business Analysis     

14.  Pooling Of Technical Expertise Product Development     

15.  Identification Of Missing Knowhow (in the development process) Product Development     

16.  Detailed And Transparent Presentation Of Technical Issues/Problems/Questions Product Development     

17.  Production Trial/ Testing Of The Production Processes Trial Production     

18.  Emphasis On Satisfying User Needs Idea Generation     

19.  Attaining Cross-Project Synergies And Inter-Project Learning Research, Design, Dev.     

20.  Development Emphasis On Creating User Value Research, Design, Dev     

21.  Checking The Solution Path (Product Design/Structure) Projecting / Specifying     

22.  Determination Of A Manufacturing Strategy Conceptualise /Design     

23.  Support For Simulating Production At An Early Stage (Predictive Engineering) Construction     

24.  Peer - Review On Decisions Configuration     

25.  Clarification And Itemisation Of The Assignment, Task Or Problem Clarification     

26.  Collecting Available Information On The Product Context Clarification     

27.  The Identification Of Information Gaps Clarification     

28.  (Technological) Support For The Search For Innovative Solutions Search For Solution     

29.  Solution Mapping  Search For Solution      

30.  (Technological) support for the definition of the overall function Search For Solution      

5.3  Conclusions and evaluation of the results 

After the evaluation, two conclusions can be drawn. First, the planning preparation environment changes 
drastically. Since many developers and numerous companies are involved in this new value-creation 
constellation, one can speak of the distributed character of PP. It must be assumed that there are dislocated 
knowledge carriers that extend the distribution by the aspects of spatial and temporal separation. Distribution 
may make it necessary to make knowledge more accessible through storage and generalisation. This 
distribution makes knowledge aggregation necessary to a higher degree and also has a concrete effect on the 
necessary technical systems that are referred to in the measures. In order to meet the requirements of this 
value-creation environment while at the same time keeping development time low and producibility high, 
PP has to be agile to a high degree. Following the use of the term in software development (achieving 
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executable software as early as possible in the development process), the use of the term 'agility' in the 
hardware context is intended to meet the overriding goal of creating producible hardware as quickly as 
possible while at the same time maintaining a transparent source of knowledge. For example, decisions can 
be positively influenced at an early stage with a "peer review on decisions" (c. Table 2, No. 24), but for this 
to happen, knowledge carriers must be linked to knowledge needs short term. At the same time, there must 
be a high degree of transparency regarding knowledge creation in order to create credibility, which also must 
be tracked and made accessible for both entities. The evaluation of the measures in terms of relevance and 
the degree of involvement in the fulfilment of the tasks is widespread. Some of the measures focus on 
positively influencing the development process at an early stage in terms of producibility. Other measures 
provide producers with sufficient assistance. Overall, the participation of both entities is necessary. 
Furthermore, according to the evaluation scheme, some measures cannot be fulfilled by the two entities. 
Another party is needed to moderate between the two. An intermediary could function as the needed 
knowledge aggregator stated before and could provide a suitable digital infrastructure for the process. 

6. Critical Analysis and Outlook

The overarching goal of this approach is to increase the producibility of artefacts developed in Co-Creation 
Communities (CCC) for the production in Cross-Company Production (CCP) Networks. Following the 
classical organisational structure of Operations Planning and Scheduling (OPS), this is a task of the 
subdivision of Planning Preparation (PP). In contrast to the approaches of integrated product development, 
where the shortening of the development time and the parallelisation of tasks are in the foreground, it is now 
more important to examine which tasks are of relevance for the participating entities and to clarify who is 
involved in the execution of a measure and to what extent. This product development process may require a 
more sequential orientation again in this value-creation constellation. It was deduced why existing concepts 
only function insufficiently. In order to take all approaches into account, a fundamental analysis of existing 
concepts for innovation and product process design was performed and numerous measures were identified 
to achieve the overarching goal: The increase of producibility. Fourteen theoretical and published process 
models were analysed during the processes to identify possible stages and related measures. These were then 
ordered in the sense of the stage-gate process. Based on the challenges in the interaction of Cross-Company 
Production (CCP) and Co-Creation Communities (CCC) described in Chapter 4 the measures identified were 
evaluated. It shows whether a measure is relevant for an entity and through whose involvement it can be 
fulfilled. Therefore, the research question of identifying and evaluating suitable measures could be 
adequately answered. Furthermore, it has been shown that the Planning Preparation (PP) tasks can only be 
fulfilled through an additional entity. This intermediary must mediate between production and development, 
take responsibility for fulfilling tasks and monitor them. This is only possible through technological support. 
In this regard, the temporal and spatial separation must be further observed. Even if the basis for the 
development measure systematics consisted of fourteen different models, each of which is based on an 
extensive and contemporary case study, it may have improved the expressiveness to conduct a direct survey 
in the companies and within the developer community. Another topic for further research is which measures 
can be supported technologically. On top of that, the technological feasibility needs to be assessed and 
concrete technologies must be detected. Therefore, the systematics found so far provide initial assistance in 
optimizing and designing digital platforms for the organisation of value creation systems. In general, the 
approach to improve the outcome of product development processes in Co-Creation Communities (CCC) by 
achieving higher producibility bears great potential to impact future value creation systems positively. 
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Abstract 

In the context of sustainable management, organizational resilience is gaining importance. Manufacturing 
companies are increasingly exposed to external disturbances. At the same time, corporate functions today 
are usually geared towards efficient execution. A positioning in this trade-off between efficient achievement 
of goals and the prevention of impacts of disturbances is necessary. Crisis-resistant product development is 
of particular importance, as innovative products offer a promising opportunity to create competitive 
advantages and thus secure the company's existence or even enable a company to increase its market share 
in the event of a crisis. Based on a literature review and its structured consolidation, this paper presents 
design elements of product development for positioning in this trade-off. The overall dimensions of the 
design elements are strategy, organization, resources, product, as well as project management. The approach 
is transferable to other corporate functions. 

Keywords 

Design Elements; Resilience; Efficiency; Manufacturing Companies; Product Development 

1. Introduction

The topic of sustainability has risen in importance and popularity, with manufacturing companies 
increasingly incorporating sustainable management and sustainable product development into their 
operational practices [1–3]. The recent COVID-19 pandemic has shown that organizational resilience is also 
crucial, highlighting its contribution to sustainable management [4]. However, businesses frequently 
overlook resilience in favour of efficiency. General management heuristics do not recognize creating 
transparency regarding uncertainties and related risks as a top concern. As a result, businesses struggle to 
strike a sensible balance between risk and return while making development decisions. [5] Therefore, it is 
vital for an organization to position itself and its corporate functions appropriately in this trade-off between 
efficient goal achievement and mitigating the effects of disturbances. Accordingly, the question arises: How 
can a company position itself in this trade-off between efficiency and resilience? 

The corporate function of product development is essential to increase organizational resilience in 
manufacturing companies because it opens the doors to new innovative products and enables product-side 
adaptation to changing circumstances. This helps a company to create an edge over its competitors and 
increase its market share or even capture a new market segment. [6] Product development is a complex 
corporate function and thus can best be described using a variety of meaningful design elements. With the 
help of these design elements and their characteristics, organizations can perform evaluations to better 
position themselves in the conflicting goals. However, there is currently no comprehensive overview of the 
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design elements that can be referred to. Hence, this paper aims to provide an overview of the design elements 
that make up product development.  

As part of this work, a thorough systematic literature review and consolidation have been conducted to find 
the design elements as well as their superordinate dimensions. The design elements are clustered and 
assigned to one of the following dimensions: Strategy, organization, resources, product, and project 
management. 

This introduction is followed by the fundamentals relevant for the paper in the second section. The steps of 
the methodology employed for this paper are described in the third section. An overview of the results is 
presented in the fourth section. The extracted design elements are listed with a brief description and an 
allocation to the respective dimension. Finally, the conclusion with the scope of further research is presented. 

2. Fundamentals

This section presents the relevant basic concepts for this paper. It includes brief descriptions of product 
development, systematic literature review, Design Structure Matrix (DSM), and Idicula-Gutierrez-Thebeau-
Algorithm-plus (IGTA-plus). 

2.1 Product Development 

Product development is an interdisciplinary process within a company that aims to create an innovative 
product for the market. The process starts by defining the initial objectives and requirements for the product, 
which are continuously improved and constantly adjusted. [7] Product development is a significant corporate 
function because the design and creation of products help organizations potentially gain an advantage over 
their competitors. Moreover, it helps corporations to diversify, adapt, and even reinvent themselves 
according to the changing markets and technological conditions. [8] 

Product development can be explained in two ways. On the one hand, it is a process that controls the 
operations of development projects as well as how the individuals and teams engaged behave. It is possible 
to distinguish between sequential, iterative, and hybrid processes. [7] On the other hand, product 
development is defined as an organizational division that outlines the layout of the required workplaces. It 
consists of dividing product development into subsystems and assigning tasks to each of the subsystems [9]. 
[10,2] Furthermore, the product development process can be divided into different phases, such as the 
concept phase, the development and verification phase, as well as the planning and development of 
production processes phase [11]. 

2.2 Systematic Literature Review 

A systematic literature review (SLR) is required to make the process of finding relevant articles, papers, and 
books organized and efficient. Figure 1 shows the most common steps for conducting a SLR despite the 
differences in various procedures. Literature reviews are categorized into four sections based on the main 
objective of the review: describe, test, extend, and critique. This paper falls into the extend category as the 
current literature has been reviewed to extract information and derive design elements of product 
development. There are different methodologies to conduct a SLR developed by various authors. [12] 
Therefore, a systematic approach based on [12] is developed to proceed with the literature review in this 
research project. The approach is described in the third section of this paper. 
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Figure 1: Process of systematic literature review [12] 

2.3 DSM and IGTA-plus 

As shown in Figure 1, one of the necessary steps of a literature review is the analysis and synthesis, which, 
in the context of this work, is the consolidation of the extracted data. This also requires a systematic 
approach, whereby DSM and IGTA-plus are the methodical procedures applied to facilitate this 
consolidation process. 

DSM is a widely used tool for modelling, offering a straightforward, consolidated, and visual representation 
of a complex framework that encourages innovative solutions to challenges involving decomposition and 
integration. [13] A DSM is essentially a square matrix where the system elements are listed along the 
horizontal as well as the vertical axis. The off-diagonal cells of a DSM demonstrate relationships between 
the system elements, such as dependencies, interactions, interfaces, etc. [14]  

[13] lists different types of DSMs. For the purpose of this work, an efficient representation of product
development is necessary. Therefore, component-based DSM is the most suitable. A component-based DSM
is particularly useful when system architectures are modelled based on the components and/or the
subsystems and their relationships [13]. This kind of DSM is filled using the binary system in which a cell
is marked if there is a relationship or an interaction between the elements. However, the binary system does
not provide any information about the extent as well as the direction of the relation. [15]

With the help of a DSM, the components can be clustered into multiple categories. Although manual 
clustering can be performed, it is inconvenient for bigger problems. Consequently, computer algorithms are 
developed to fulfil this task. One such algorithm is the IGTA-plus [16], which is built upon the foundations 
of the IGTA [18,17,19]. IGTA is designed to find optimal groups by minimizing the overall interactions 
between clusters while simultaneously maximizing the interactions within clusters. This is achieved by 
shifting the individual components from one cluster to another. The algorithm assigns costs to all the 
interactions. The costs of the interactions within a cluster are weighted lower than the costs of the interactions 
between different clusters. As a result, the algorithm finds an optimal cluster for a component by minimizing 
the total cost. IGTA-plus is a significant improvement over the original algorithm in terms of the 
computational speed and the quality of the solutions. [16] 

3. Methodology

The objective of this paper is to identify the design elements that describe the corporate function of product 
development. Figure 2 shows the procedure adopted in this project, which includes conducting a SLR based 
on [12]. 
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Figure 2: Methodological procedure for deriving design elements of product development 

The first step is to find the relevant databases to search the literature. As a part of this project, a list of well-
known databases is compiled, taking the database-information system of RWTH Aachen University into 
consideration [20]. The databases are then inspected based on the volume of literature, the availability of 
engineering literature in English or German, and the possibility of applying filters on the results. After 
looking at all the databases, Scopus and Web of Science are deemed relevant for the purpose of this work 
because of their unique capacity to aggregate results from various other databases, thereby enhancing the 
comprehensiveness of the data acquisition process, and their user-friendly interfaces. In order to find 
significant publications, it is necessary to define a search string for the literature search in the second stage 
of the methodology (see Figure 3). The defined search string includes terms in both English and German. 
Additionally, Boolean operators (i.e., “AND” and “OR”), as well as the wildcard (i.e., “*”), are used to 
formulate an appropriate string. The operator “AND” finds the documents that contain all terms connected 
by it, whereas “OR” finds documents that contain at least one of the connected terms. Therefore, it is often 
used for synonyms in a search string. The wildcard “*” is used to include the different forms of a word. For 
instance, “strateg*” would provide results containing words such as strategy, strategize, strategic, etc. 

Figure 3: Search string for literature search 

The results from both databases are sorted by relevance and citations, and the top results are taken into 
consideration for screening. Screening starts by removing all the duplicates in the results. A team of 
researchers independently executes parallel analyses of the titles and abstracts to filter out irrelevant 
publications. Subsequently, the full texts of the relevant publications are collected. However, it is imperative 
to note that not all full-texts are accessible or available, rendering them ineligible for inclusion in the ensuing 
review. Furthermore, the book [21] is included for the full-text evaluation, given its status as a foundational 
resource for teaching product development at RWTH Aachen University. Figure 4 illustrates the important 
steps of the systematic literature review, which constitute the third, fourth, and fifth steps of the overall 
methodology. 

Scopus and Web of Science deliver 2881 and 1550 results, respectively, which contain the terms from the 
defined search string in their title. Given the practical constraints and time limitations associated with 
examining the entire pool of results, only the top 200 publications sorted by relevance and citation are 
selected from each database. Therefore, 800 of the total generated results are considered for screening. In 
the subsequent phase, a rigorous screening and assessment process is undertaken, encompassing the 
examination of the titles, abstracts, and full texts of the results, and those that do not align with the research 
objectives are systematically excluded from consideration. Consequently, a refined selection of 57 
publications is deemed suitable to extract design elements of product development. 
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Figure 4: Systematic literature review based on [12] 

After the first evaluation of the relevant publications, 195 design elements of product development are 
extracted from the available literature. Subsequently, all the duplicates and the design elements that are 
aspects of other design elements are excluded. As a result, 157 of the initial 195 design elements are removed. 
Further consolidation is essential to remove design elements that, though not blatantly identical, exhibit 
significant overlaps with other design elements. Both DSM and IGTA-plus are used to assist with this 
consolidation in the sixth step of the methodological procedure. DSM plays a pivotal role in streamlining 
the process of establishing linkages among the design elements. The IGTA-plus algorithm is subsequently 
used to group the design elements by utilising these links inside the DSM, which leads to the establishment 
of numerous distinct clusters. The remaining 38 design elements are inserted into a DSM, and the cells are 
filled based on the similarity between the design elements. IGTA-plus uses this DSM to analyse and group 
the design elements with the most similarity. The algorithm offers various adjustable parameters that 
influence the outcomes. Notably, one of the most decisive parameters is denoted as "pow_cc," which plays 
a significant role in determining the cost allocation associated with the size of clusters during the 
computation of the "Total Cost." A higher value assigned to this parameter corresponds to an increased cost 
attributed to larger clusters, consequently favouring the formation of numerous smaller clusters comprised 
of fewer design elements. In the present work, the parameter is set to “2” because it delivers an appropriate 
number of clusters in comparison to other values. As a result, nine design elements are taken out of further 
consideration based on their similarity to other design elements within the same cluster. 

In the next step, the remaining 29 design elements are to be clustered into multiple dimensions. A new DSM 
is generated using these final design elements and is evaluated with a focus on content relatedness rather 
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than mere similarity. IGTA-plus is applied again to determine the optimal groups by clustering the design 
elements. The groups of design elements are discussed and named by the group of researchers. Each group 
of design elements is known as a dimension of product development. 

4. Results

This section presents the results that are obtained by conducting the described systematic literature review, 
and represents the final step of the overall methodology. Table 1 displays the design elements as well as the 
dimensions they are assigned to. A brief description of the design elements is also provided. 

Table 1: Dimensions and design elements of product development 

Dimension Design Element Description 

Strategy 

Innovation type Addresses whether gradual improvements of an 
existing product are made or a completely new 
product is developed [22] 

Trigger of product development Addresses the alignment to market pull or 
technology push [23] 

Design flexibility Addresses the company's openness to new 
technologies and product development risks [24,25] 

Innovation openness Addresses the extent to which a company applies 
open innovation [26] 

Sourcing strategy Addresses the extent to which the company 
outsources tasks and resources [27] 

Portfolio management risk 
aversion 

Addresses whether a company has a lot of large and 
high-risk projects or smaller and lower-risk projects 
[28] 

Organization 

Decision making Addresses the degree of centrality of decision 
making [29] 

Development process Addresses the structure and flexibility of the 
development process [22] 

Degree of cross-functionality Addresses the degree of cross-functionality of teams 
in product development [30] 

Specialization of the employees Addresses the balance between generalists and 
specialists in product development [31] 

Customer and supplier 
integration 

Addresses the integration of customer requirements 
and suppliers into product development [30] 

Senior management involvement Addresses the extent to which a company's 
managers are involved in projects and bear personal 
responsibility [28,32] 

Internal control system Addresses the internal evaluation of employees and 
managers in product development [33] 

Training of employees Addresses the methods used for further training of 
the employees [21,31] 
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Dimension Design Element Description 

Organization 
Global presence Addresses the international diversification of 

product development [34] 

Resources 

Knowledge structure Addresses the structure and storage of knowledge 
[21,31] 

Resources allocation Addresses the allocation of personnel, materials and 
monetary resources in product development [28] 

Resources flexibility Addresses the sharing or relocating of resources 
when necessary due to changing circumstances [35] 

Product 

Product category Addresses whether the product is developed as an 
investment product or a consumer product [36] 

Product variety Addresses the planned number of product variants 
[37] 

Product modularity Addresses the degree of modularity of a product 
[30] 

Design for X Addresses the determination of the favoured Design 
for X approach [38] 

No. of units Addresses the planned number of units to be 
produced [21] 

Product durability Addresses the planned durability of a product [21] 

Updateability Addresses the updateability of products after 
manufacturing [21] 

Project management 

Project duration Addresses the duration of a product development 
project [28] 

Project selection Addresses the factors based on which a project is 
selected [39] 

Upfront feasibility Addresses the steps that take place before the actual 
product development begins [40] 

Focus on simulation and testing Addresses the use of simulations or rapid 
prototyping methods to test the products [32] 

5. Conclusion

Many companies give high significance to efficient performance. However, focusing just on efficient 
execution makes a company vulnerable to disturbances. Manufacturing companies are realizing the 
importance of introducing organizational resilience. Therefore, in the context of sustainable management, a 
company must be prepared for external as well as internal disturbances and position itself effectively in this 
trade-off between being efficient and being resilient. One of the key aspects to increase organizational 
resilience is the corporate function of product development. 

Since product development is a complex corporate function, it can be described meaningfully using design 
elements. Design elements provide an overview of the scope of a corporate function that can be aligned by 
management. Companies can use the design elements to position themselves in the trade-off between 
conflicting goals. As part of this work, 29 design elements are derived by conducting an extensive literature 
review. Subsequently, the design elements are clustered into the five major dimensions of strategy, 
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organization, resources, product, and project management. Furthermore, the methodology introduced in this 
paper for deriving product development design elements holds wider applicability. It can be easily adapted 
to extract design elements of other corporate functions. 

The presented topic is currently being researched as part of a doctoral thesis at the Chair of Production 
Engineering of the Laboratory for Machine Tools and Production Engineering WZL at RWTH Aachen 
University. The results of this paper will be applied in industry working groups and consulting projects to 
ensure their feasibility in industrial applications. The next step is assuring the comprehensiveness of the 
formulated design elements. For this purpose, interviews are being conducted with experts in the field of 
product development. In addition, it is essential to operationalize each design element by specifying its key 
characteristics. In the broader context of enhancing organizational resilience within manufacturing 
companies, the identification of corporate function goals and the recognition of internal and external 
disturbances are of paramount significance for strategic orientations. As an integral component of this 
research endeavour, methodologies are being developed to facilitate the identification of corporate function 
goals, as well as both internal and external disturbances. Additionally, an approach is under development to 
determine the interdependencies among corporate function design elements, goals, and disturbances. This 
holistic framework aims to empower companies with the strategic insights necessary to enhance their 
resilience while concurrently achieving their corporate goals efficiently.  

Acknowledgements 

Funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) under Germany’s 
Excellence Strategy – EXC-2023 Internet of Production – 390621612. 

References 

[1] McAloone, T.C., Pigosso, D.C.A., 2017. From Ecodesign to Sustainable Product/Service-Systems: A Journey
Through Research Contributions over Recent Decades, in: Stark, R., Seliger, G., Bonvoisin, J. (Eds.), Sustainable
manufacturing. Challenges, solutions and implementation perspectives. Springer, Cham, pp. 99–111.

[2] Riesener, M., Kuhn, M., Tittel, J., Schuh, G., 2021. Concept for Enhancing the Contribution of Product
Development to Organizational Resilience of Manufacturing Companies, in: 2021 IEEE International Conference
on Industrial Engineering and Engineering Management (IEEM). IEEE, Singapore, pp. 1303–1307.

[3] Rodrigues, M., Franco, M., 2023. Green Innovation in Small and Medium-Sized Enterprises (SMEs): A
Qualitative Approach. Sustainability 15 (5), 4510.

[4] Corrales-Estrada, A.M., Gómez-Santos, L.L., Bernal-Torres, C.A., Rodriguez-López, J.E., 2021. Sustainability
and Resilience Organizational Capabilities to Enhance Business Continuity Management: A Literature Review.
Sustainability 13 (15), 8196.

[5] Birkhofer, H. (Ed.), 2011. The Future of Design Methodology. Springer, London.

[6] Shafqat, A., Welo, T., Oehmen, J., Willumsen, P., Wied, M., 2019. Resilience in Product Design and
Development Processes: A Risk Management Viewpoint. Procedia CIRP 84, 412–418.

[7] VDI, 2019. VDI 2221 - Part 1. Design of technical products and systems: Model of product design.

[8] Brown, S.L., Eisenhardt, K.M., 1995. Product Development: Past Research, Present Findings, and Future
Directions. The Academy of Management Review 20 (2), 343.

[9] Kosiol, E., 1976. Organisation der Unternehmung. Gabler Verlag, 251 pp.

[10] Ponn, J., Lindemann, U., 2011. Konzeptentwicklung und Gestaltung technischer Produkte. Springer, Berlin,
466 pp.

63



[11] Zrim, G., Maletz, M., Lossack, R., 2006. Experience based cost management in the early stages of product
development. DS 36: Proceedings DESIGN 2006, the 9th International Design Conference, Dubrovnik, Croatia,
1569–1576.

[12] Xiao, Y., Watson, M., 2019. Guidance on Conducting a Systematic Literature Review. Journal of Planning
Education and Research 39 (1), 93–112.

[13] Browning, T.R., 2001. Applying the design structure matrix to system decomposition and integration problems:
a review and new directions. IEEE Transactions on Engineering Management 48 (3), 292–306.

[14] Browning, T.R., 2016. Design Structure Matrix Extensions and Innovations: A Survey and New Opportunities.
IEEE Transactions on Engineering Management; 63 (1), 27–52.

[15] Eppinger, S.D., Browning, T.R., 2012. Design structure matrix methods and applications. MIT Press, Cambridge,
Mass., 334 pp.

[16] Borjesson, F., Hölttä-Otto, K., 2012. Improved Clustering Algorithm for Design Structure Matrix, in: Proceedings
of the ASME International Design Engineering Technical Conferences and Computers and Information in
Engineering Conference - 2012, New York, NY, pp. 921–930.

[17] Idicula, J., 1995. Planning for concurrent engineering, Singapore.

[18] Gutierrez, C.I., 1998. Integration analysis of product architecture to support effective team co-location.

[19] Thebeau, R.E., 2001. Knowledge management of system interfaces and interactions from product development
processes, Cambridge.

[20] Universitätsbibliothek der RWTH Aachen, 2023. Datenbank-Infosystem (DBIS): Fachübersicht.
https://dbis.ur.de/dbinfo/fachliste.php?bib_id=bthac&lett=l&colors=&ocolors=. Accessed 4 September 2023.

[21] Bender, B., Gericke, K. (Eds.), 2021. Pahl/Beitz Konstruktionslehre: Methoden und Anwendung erfolgreicher
Produktentwicklung, 9th ed. Springer, Berlin.

[22] Veryzer, R.W., 1998. Discontinuous Innovation and the New Product Development Process. Journal of Product
Innovation Management 15 (4), 304–321.

[23] Mu, J., Thomas, E., Peng, G., Di Benedetto, A., 2017. Strategic orientation and new product development
performance: The role of networking capability and networking ability. Industrial Marketing Management 64,
187–201.

[24] Krishnan, V., Bhattacharya, S., 2002. Technology Selection and Commitment in New Product Development: The
Role of Uncertainty and Design Flexibility. Management Science 48 (3), 313–327.

[25] Song, M., Noh, J., 2006. Best new product development and management practices in the Korean high-tech
industry. Industrial Marketing Management 35 (3), 262–278.

[26] Bahemia, H., Squire, B., 2010. A contingent perspective of open innovation in new product development projects.
International Journal of Innovation Management 14 (04), 603–627.

[27] Jiao, J., Simpson, T.W., Siddique, Z., 2007. Product family design and platform-based product development: a
state-of-the-art review. J Intell Manuf 18 (1), 5–29.

[28] Cooper, R.G., Kleinschmidt, E.J., 2007. Winning Businesses in Product Development: The Critical Success
Factors. Research-Technology Management 50 (3), 52–66.

[29] Muffatto, M., 1999. Introducing a platform strategy in product development. International Journal of Production
Economics 60-61, 145–153.

[30] Koufteros, X., Vonderembse, M., Jayaram, J., 2005. Internal and External Integration for Product Development:
The Contingency Effects of Uncertainty, Equivocality, and Platform Strategy. Decision Sciences 36 (1), 97–133.

[31] Leonard-Barton, D., 1992. Core Capabilities and Core Rigidities: A Paradox in Managing New Product
Development. Strategic Management Journal 13, 111–125.

64



[32] Hoppmann, J., Rebentisch, E., Dombrowski, U., Zahn, T., 2011. A Framework for Organizing Lean Product
Development. Engineering Management Journal 23 (1), 3–15.

[33] Li, Y., Liu, Y., Zhao, Y., 2006. The role of market and entrepreneurship orientation and internal control in the
new product development activities of Chinese firms. Industrial Marketing Management 35 (3), 336–347.

[34] Brentani, U. de, Kleinschmidt, E.J., Salomo, S., 2010. Success in Global New Product Development: Impact of
Strategy and the Behavioral Environment of the Firm. Journal of Product Innovation Management 27 (2), 143–
160.

[35] Tatikonda, M.V., Rosenthal, S.R., 2000. Successful execution of product development projects: Balancing
firmness and flexibility in the innovation process. Journal of Operations Management 18 (4), 401–425.

[36] Meißner, M., Gericke, K., Gries, B., Blessing, L., 2005. Eine adaptive Produktentwicklungsmethodik als Beitrag
zur Prozessgestaltung in der Produktentwicklung. DFX 2005: Proceedings of the 16th Symposium on Design for
X, Neukirchen, Germany, 67–76.

[37] Pero, M., Abdelkafi, N., Sianesi, A., Blecker, T., 2010. A framework for the alignment of new product
development and supply chains. Supply Chain Management: An International Journal 15 (2), 115–128.

[38] Lu, B., Zhang, J., Xue, D., Gu, P., 2011. Systematic Lifecycle Design for Sustainable Product Development.
Concurrent Engineering 19 (4), 307–324.

[39] Schilling, M.A., Hill, C.W.L., 1998. Managing the new product development process: Strategic imperatives.
AMP 12 (3), 67–81.

[40] Pujari, D., 2006. Eco-innovation and new product development: understanding the influences on market
performance. Technovation 26 (1), 76–85.

Biography 

Dr.-Ing. Michael Riesener (*1986) has been Managing Chief Engineer at the Chair 
of Production Engineering at the Laboratory for Machine Tools and Production 
Engineering (WZL) of RWTH Aachen University since 2017. Furthermore, he holds 
several positions in various entities at RWTH Aachen Campus connecting science and 
industry. 

Dr.-Ing. Maximilian Kuhn (*1991) has been Chief Engineer in the Innovation 
Management Department at the Chair of Production Engineering at the Laboratory for 
Machine Tools and Production Engineering (WZL) of RWTH Aachen University since 
2021. He is also Managing Director of the Complexity Management Academy and the 
Innovation Factory Aachen. 

65



Jonas Tittel (*1991) has been Research Associate in the Innovation Management 
Department at the Chair of Production Engineering at the Laboratory for Machine 
Tools and Production Engineering (WZL) of RWTH Aachen University since 2018. 
He is also Group Leader for Complexity Management. 

Pawan Singh (*1999) is currently pursuing his M.Sc. in Production Engineering at 
RWTH Aachen University. He has been working as a Student Research Assistant in 
the Innovation Management Department at the Chair of Production Engineering at the 
Laboratory for Machine Tools and Production Engineering (WZL) of RWTH Aachen 
since 2022. 

Prof. Dr.-Ing. Günther Schuh (*1958) has been head of the Chair of Production 
Engineering at the Laboratory for Machine Tools and Production Engineering (WZL) 
of RWTH Aachen University since 2002. He is Director of FIR e.V. as well as a 
Member of the Board of WZL and Fraunhofer IPT. He is also a member of numerous 
technical-scientific committees and founder and CEO of several start-ups in the field 
of electro mobility. 

66



CONFERENCE ON PRODUCTION SYSTEMS AND LOGISTICS 
CPSL 2023-2 

__________________________________________________________________________________ 

DOI: https://doi.org/10.15488/15254 
ISSN: 2701-6277 

5th Conference on Production Systems and Logistics 

Towards Enabling Human-Robot Collaboration In Industry: 
Identification Of Current Implementation Barriers 

Johannes C. Bauer1*, Mohammed-Amine Abdous2*, Sebastian Kurscheid1*, Flavien 
Lucas2, Guillaume Lozenguez2, Rüdiger Daub1 

1Institute for Machine Tools and Industrial Management (iwb), Technical University of Munich, Garching near Munich, Germany 
2IMT Nord Europe, Institut Mines-Télécom, Univ Lille, Center for Digital Systems, Lille, France

*Authors contributed equally. 

Abstract 

Human-robot collaboration (HRC) is designed to combine the repeatability and precision of robots with the 
flexibility and adaptability of human workers. However, despite being researched for several years, HRC 
applications are still not broadly adopted in the industry. This study aims to identify current barriers to HRC 
adoption in the industry from a practical perspective. Therefore, a qualitative explorative approach based on 
semi-structured interviews with knowledgeable industry experts was chosen. The study was conducted in 
cooperation between IMT Nord Europe and the Technical University of Munich in France and Germany. 
Thereby, several experts from various backgrounds in areas such as robot manufacturing, system integration, 
and robot application in manufacturing were interviewed. These interviews are inductively analysed, and the 
findings are compared to the state-of-the-art in scientific HRC research. The study offers insights into the 
practical barriers to HRC adoption resulting from the technical, economic, social, and normative dimensions 
as well as the trade-offs between them. Based on these insights, opportunities for future research are 
identified. 

Keywords 

Robotics; Human-robot collaboration; Implementation barriers; Industry survey 

1. Introduction

The increasing complexity and rapidly changing demands in the industrial sector have emphasised the need 
for more efficient and flexible manufacturing systems. The term human-robot collaboration (HRC) describes 
approaches that combine the strengths of human workers, such as adaptability, flexibility, experience, and 
problem-solving skills, with the precision and repeatability of robots [1,2]. These systems can support 
humans when performing physically challenging tasks and simultaneously allow automation in scenarios 
considered unfeasible previously [3]. Resulting work environments can be more efficient, safer, and more 
productive [4]. Another motivation for the use of HRC is the opportunity it offers to address skilled labour 
shortages, e.g., [5]. 

Generally, HRC applications are divided into three categories based on the spatial delineation of humans 
and robots [2,6]. In coexistence scenarios, robots and humans may share the same workspace, but not 
simultaneously. In cooperation scenarios, they stay in the shared workspace at the same time but do not work 
on the same workpiece. Finally, in collaborative HRC applications, humans and robots also execute tasks on 
the same workpiece. In this context, the term cobot refers to lightweight robots equipped with additional 
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force-torque sensors that are specifically designed to reduce risks of injury. In this work, the term HRC may 
also involve deploying classical industrial robots in HRC applications or use cases involving mobile robots 
deployed in presence of humans.  

Despite the numerous potentials of HRC, its adoption in the industry is still slow. Various barriers, including 
technical, economic, social, safety, and organisational factors, have prevented or slowed the implementation 
of HRC in real-world applications [7]. To help overcome these barriers, this study deploys a qualitative 
research approach based on semi-structured interviews with experts from industry, to understand existing 
practical barriers and their underlying causes in more detail and propose directions for further research.  

To illustrate our findings, the study is organized as follows. Section 2 discusses related works on the 
challenges of HRC. The study’s methodology is described in Section 3, including data collection and 
analysis. The derived results are presented in Section 4, including a discussion of their implications. Finally, 
Section 5 summarises and concludes the paper. 

2. Related works

Different challenges to implementing HRC applications have already been identified in scientific literature. 
In the following, findings of works summarising these challenges are presented at first. Afterwards, studies 
that already involve industry experts are highlighted.  

Authors in [8] conducted a semi-structured literature review to analyse the challenges of HRC 
implementation, identifying twenty challenges, including initial investment costs, flexibility concerns, 
scalability issues, and operator training. The identified challenges were then validated by an expert panel. In 
contrast, [9] review HRC solutions proposed in the literature and summarise open challenges for HRC in 
five categories. They identify the handling of the systems’ overall complexity (1) as essential for adopting 
HRC in the industry. Due to HRC’s safety requirements (2), the technical complexity is further increased. 
Furthermore, they emphasise that safety does not only have a technical or normative aspect but that the 
operators' confidence (3) in the system’s safety must be considered, too. Finally, the accessibility (4) and 
flexibility (5) of HRC should be improved, keeping industrial use cases in mind.  The emphasis on safety is 
shared by [10], including the distinction between technical safety and perceived safety by the operator. 
Standards governing technical safety are continuously evolving. In this context, the high complexity of the 
environment is a major challenge, especially since it is more difficult for humans to predict the industrial 
robots’ movements, e.g., compared to vacuum cleaner robots with fewer degrees of freedom. 
Communicating the motions to the operator can improve and increase the operator's confidence in the 
system’s safety. On the other hand, human motion prediction is also a challenge to HRC applications’ safety 
[11]. Moreover, human motion prediction is essential for effective function distribution between humans and 
robots. Therefore, [11] name safety, effectiveness, and complexity as the main challenges for HRC solutions. 
In contrast to the previous studies, [12] specifically investigated the challenges of HRC in the shipbuilding 
industry. Among other things, human unpredictability is highlighted as a challenge. However, industry-
specific challenges, such as high load capacity, and general challenges, such as ergonomics, e.g., workers’ 
posture and part weights, during execution, are also identified. Authors in [13] examine the challenges 
associated with processing and analysing the large volumes of data produced by cyber-physical systems, 
including those in HRC, underlining the complexity of scheduling tasks within Industry 4.0 contexts. To 
encapsulate the broader context, [14,3] discuss the application of HRC in various manufacturing processes, 
noting that the balance of task distribution between humans and robots often depends on specific contexts 
such as part weight, size, ergonomic considerations, and visibility. This introduces an additional layer of 
complexity when addressing the challenges in one-way and two-way human-robot collaboration [14]. 

Shifting the focus to specific aspects of HRC, [15] investigate the economic aspects of HRC line balancing 
along the dimensions of assembly line characteristics, collaborative assumptions, and methodology. Authors 
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claim that research has focused on linear assembly lines where humans and robots collaborate sequentially 
rather than in parallel. As mentioned, human unpredictability is a major challenge, resulting in non-
deterministic task execution times. One way to counter human unpredictability is to use real-time data 
acquired via Industry 4.0 networks.  It is further pointed out that ergonomic aspects should be considered in 
an economic analysis. According to [16], identifying universal economic challenges for HRC is particularly 
difficult due to the significantly varying applications. [17] point out that learning processes used by robots 
for interacting with humans and different environments may pose a critical aspect to consider when designing 
and implementing HRC applications. [18] investigate the effect of HRC applications on the involved human 
workers within a scoping literature review. Considering the categories ergonomics, safety, and productivity, 
the inseparability of the actual and perceived properties could be shown from a psychological perspective. 
Therefore, stress, workload, acceptance, trust, and usability should be considered when analysing an 
application’s psychological effects. [19] add the robot's behaviour, the user's self-efficacy, and the operator's 
experience working in HRC systems as criteria, which were identified via a systematic literature review. In 
turn, integrating the operator experience into HRC application design and testing is described as the main 
challenge. 

While the previously mentioned studies are mainly based on scientific literature, others already specifically 
include industry perspectives and therefore focus more on the practical challenges of implementing HRC in 
industry. In [20] such challenges are identified based on a questionnaire, supplemented by five expert 
interviews. Challenges are categorized into safety-related, organisational- and process-related, and technical 
aspects. [21] focus on challenges for small and medium enterprises, incorporating interviews with 
practitioners from five companies. The main challenges identified are related to safety, performance, 
strategy, involvement, and training aspects. A case study in a Swedish heavy vehicle manufacturing company 
using the actor-analysis method is performed by [22]. During this process eleven employees with different 
roles in the company were interviewed concerning their experience with HRC implementation. Authors 
conclude that safety-related issues and under-development standardization are the key challenges for HRC 
adoption. [23] on the other hand focus on risk assessment challenges, conducting multiple expert interviews, 
followed by a questionnaire. Their fragmentation, complexity, and a lack of validation are listed as the main 
shortcomings of existing approaches for HRC risk assessment.  

To facilitate the practical adoption of HRC, developed methods and solutions must be based on a profound 
understanding of current implementation barriers. This understanding can only benefit from the inclusion of 
practical insights. Works like [20,23,21,22] already contribute to this goal. Nevertheless, further studies are 
necessary to validate and extend previous findings and gather a holistic understanding of underlying 
phenomena.  

3. Methodological approach for identification of barriers to HRC adoption

To investigate what barriers to HRC adoption exist in the industry, an explorative qualitative research design 
was chosen based on a multiple case study. Semi-structured, in-depth expert interviews served as the primary 
data source. These interviews were afterwards inductively analysed to yield new insights. Since HRC is not 
yet broadly adopted in industry and the reasons for this are not fully understood so far, qualitative research 
is adequate to assess underlying phenomena holistically [24]. Additionally, these phenomena may span a 
wide range of aspects that are not only technical but may also be economically, socially, or organisationally 
caused. Case studies are well suited to generate new knowledge about novel topics [25] and answer questions 
such as what is happening?, how is it happening?, and why is it happening? [26,27]. Multiple case studies 
usually produce more robust results in this context than a single case study [28]. 
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3.1 Data collection 

As mentioned above, we chose to use semi-structured, in-depth interviews with multiple knowledgeable 
experts from the industry as our primary source of data. Such interviews are a popular technique in qualitative 
case studies and are used as such in this study [26]. Members of organisations experience occurring 
phenomena directly and can provide first-hand insights [29]. The experts usually have long and diverse 
backgrounds in their specific fields. Since it is unlikely that the interviewers will influence multiple experts 
in the same way, the danger of introducing bias into the study is reduced [28]. Experts from different 
companies were selected based on their experience and their position. These companies operate in various 
business fields as robot manufacturers, system integrators, or application users. Furthermore, we did not only 
focus on scenarios involving stationary robots but also explicitly included experts in the fields of mobile 
robotics. This allows for an assessment of discrepancies and similarities between these applications. The 
interviews were conducted in German and French language, and anonymity was assured to all experts. 
Subsequently, all the recorded contents were accurately translated into English for analysis, maintaining the 
authenticity and essence of the interviewee's responses. We used an interview guideline to give the interview 
process a standardised structure. This guideline was iteratively reviewed and improved before the first 
interview, to avoid leading the witness questions and anticipate related questions that may come up during 
the interviews [29]. However, following the principles of flexibility and openness, we deviated from it, if 
appropriate, to react to the experts’ interests and knowledge [29]. The full interview guideline can be found 
in Appendix A. 

3.2 Data analysis 

The interview analysis was conducted following the systematic approach to inductive analysis developed by 
[29]. The methodology is based on summarising the content step-by-step into a data structure [29]. First, the 
interview recordings were systematically assessed and the core messages, hereafter referred to as first-order 
concepts, were filtered out. In doing so, the semantics used by the informant were retained as far as possible, 
and a certain distance from the literature was kept to avoid confirmation bias [29]. In the second step, the 
first-order concepts were grouped into categories. These categories are hereafter referred to as second-order 
themes. The concepts were compared, examined for similarities and differences, and thus progressively 
categorised. This process was highly iterative. In the third step, the second-order themes were further 
grouped into so-called aggregated dimensions. We repeatedly involved feedback from external but 
knowledgeable colleagues to discover potential misinterpretations and contradictions and to validate our 
interpretations [30].  

4. Results

In the following section, we first give an overview of the expert sample. Afterwards, the findings of the study 
are presented and discussed.  

4.1 Sample characterisation 

The sample for this study comprises eleven experts with diverse backgrounds and experiences in the field of 
HRC. An overview of different aspects describing the sample is provided in Figure 1. Experts’ years of 
experience in the industry range from one to over 25 years, offering a wide variety of perspectives. The 
companies they represent generate revenue between one and several thousand mil. EUR, emphasising the 
sample's diversity in terms of company size and financial results. The participants specialise in various focus 
areas, such as robot manufacturing, system integration, and application usage. This diversity allows for a 
comprehensive understanding of the barriers to HRC adoption in manufacturing systems. It should be noted, 
however, that the sample in this case does not claim to be a representative sample of the population, as is the 
case with quantitative studies. To measure the current importance of HRC in their organisations, the 

70



interviewees were asked to rate its relevance on a scale from one (very low) to five (very high). The current 
relevance of HRC among interviewees varies, with scores ranging from one to five and an average score of 
3.6. The experts anticipate a higher relevance of HRC in the future, with scores ranging from three to five 
and an average score of 4.4, indicating some sort of familiarity with the subject. 

Figure 1: Characterisation of the sample, including company revenue (a), years of experience in industry (b), the 
duration of the interviews (c), and the perceived relevance of HRC now and in the future (d) 

4.2 Presentation of results 

In total, 240 first-order concepts were extracted from the interviews and grouped into 23 second-order 
themes. Based on these 23 second-order themes, four aggregated dimensions could be identified:  
1) technical, 2) economic, 3) social, and 4) norms and safety. All of the second-order themes either
specifically address a single dimension or address a relationship between two of the dimensions. No
differences could be observed between Germany and France when merging the second-order themes into the
four aggregated dimensions. Therefore, the results presented are valid for both countries. In the following,
we first report on findings regarding individual dimensions before focusing on their interrelations. A full list
of second-order themes and their associated aggregated dimensions is provided in Appendix B.

4.2.1 Aggregated dimensions 

Regarding the technical dimension, multiple experts reported on the need for HRC applications to be capable 
of handling complex environments. This requires sensor systems to perceive the environment and adapt the 
robots' behaviour accordingly.  

Second-order themes addressing the economic dimension focus on the profitability of HRC applications. 
While on the one hand, the flexible integration of HRC systems into assembly lines allows for an increase 
in overall profitability. On the other hand, HRC's higher development costs and efforts, combined with non-
deterministic processes during production, often result in an insufficient cost-performance ratio of HRC 
systems.  

“I believe that the foundations have been laid regarding the robots, but now we need an overall view of how 
to achieve a productive system quickly.” (interview no. 3) 

When exploring the social dimension, several experts emphasise the importance of acceptance and 
interaction between human workers and robots. As the robot's autonomy increases, so does the need for 
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appropriate social behaviour since the success of the application may also depend on the workers' perceptions 
and willingness to collaborate. This includes respecting personal space, using non-verbal cues, and being 
predictable in its movements. In turn, workers may need additional training to efficiently interact with 
collaborative robots. 

Regarding norms and safety, experts perceived the normative landscape as complex and ambiguous, which 
poses a challenge during the development of HRC applications. Different stakeholders interpret the 
guidelines differently, and a strict interpretation makes realising HRC applications difficult.  

“There are no clean standards here [in Germany] that you can use to develop well and reach your goal 
quickly.” (interview no. 1) 

4.2.2 Interrelations between aggregated dimensions 

Most of the second-order themes (14 out of 23) addressed two aggregated dimensions, describing some sort 
of relationship between them. The following section will focus on these relationships between dimensions.  

Technical and economic aspects were addressed by four themes. One barrier in this context is that 
competitive HRC applications are usually technically complex. Required sensors and safety features result 
in high development efforts, rendering HRC applications less attractive economically. Different experts also 
stressed the importance of assessing potential use cases’ suitability for an HRC solution. For several use 
cases, classical industrial robots are better suited, e.g., when short cycle times are necessary or ensuring 
safety is technically very difficult, e.g., when collaboratively handling objects with sharp edges. This is 
caused by the robot being stopped when a collision potential between a robot and a human worker is detected 
and results in non-deterministic cycle times. Therefore, more focus should be put on approaches that 
specifically avoid collisions rather than reduce their impact. Overall, HRC solutions may benefit from new 
application and development paradigms.   

“The wish was to design the solution as before and then just add HRC to get rid of the protective fences, and 
that just doesn't work. In fact, you have to look at it holistically [...]. Otherwise, you create facts through the 
application realisation, which you cannot handle from the HRC point of view.” (interview no. 2) 

One of the main reasons for the technical complexity of HRC applications was found in safety requirements. 
A coexistence scenario is considered more technically feasible and economically more reasonable than full 
collaboration. It was also mentioned that safety-certified hardware is usually less powerful, and system 
intelligence functions are separated from safety functions. This leads to conservative behaviour and frequent 
stops of the robot.  

That cobots often come with intuitive graphical user interfaces is a technical aspect that also affects the 
social dimension. That easier programming interfaces make robots more accessible for non-experts is viewed 
as a benefit.   

Two themes have been identified that show the interaction between safety and economic aspects like 
performance, adaptability, and flexibility of applications. Safety requirements affect an application’s 
performance by effectively limiting payload and movement speed and, respectively, cycle times. 
Consequently, HRC applications cannot always execute a process step profitably. In addition, conservative 
safety systems ensure worker safety by changing the robot’s trajectory, reducing its speed, or stopping it. 
The resulting unpredictable cycle times impair the production flow and, consequently, the production line’s 
economic efficiency. 

“The topic of speed also came up with many who had originally planned [an HRC application]. You 
eventually realise: I can't calculate with the usual accelerations or cycle times if I want to realise HRC.” 
(interview no. 4) 
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While the discussed effects may lead a company to decide not to use an HRC application, aspects like 
adaptability and flexibility may also complicate the development of an HRC application as they increase the 
system complexity. In turn, it is necessary to unify two complex systems, i.e., the automation of an assembly 
step and the safety devices. As a result, HRC applications are usually only transferable to another task to a 
limited extent. 

The relationship between the social and economic dimensions highlights the benefits of improved working 
conditions for workers in HRC applications. Ergonomic conditions can be improved, and workers may be 
relieved of strenuous tasks and assigned to higher-value tasks. However, experts also pointed out the current 
lack of consideration for these aspects in economic evaluation. This may also be due to the fact that there 
are few metrics to include improved working conditions in economic evaluation. 

“We have noticed that these ergonomic aspects are usually not directly taken into account economically. 
Many companies do not include such aspects in their calculations but instead focus directly on the ROI.” 
(interview no. 2) 

The complex norms for HRC affect the social aspects since the development of such applications depends 
heavily on specialised experts. Furthermore, it is important to critically evaluate the intersection of safety 
requirements and social interaction potential. Although, seamless interaction between humans and cobots is 
desired, prioritising human worker safety entails strict adherence to established safety regulations to mitigate 
workplace accidents and injuries. Constructing a secure operating system and adequate human-robot 
interactions requires considering various parameters, such as risk assessments, safety protocols, user 
training, and intuitive interfaces.  

“The safety aspect is also a stumbling block, as customers want a mobile robot to be very close to humans 
(for example, at 10 cm), whereas this distance does not comply with the norms and safety standards for this 
type of solution.” (interview no. 10) 

In conclusion, the interrelations between the identified dimensions are manifold, and a clear assignment to 
two individual dimensions is often difficult. Furthermore, a large portion of barriers is due to some kind of 
trade-off between two or more dimensions, describing features that cannot be completely fulfilled 
simultaneously.  

4.3 Discussion of results 

The findings of our study underline aspects presented in the existing literature. These include the high level 
of technical complexity in HRC applications due to required safety functions and the complexity of the 
environment [11,10,9]. Barriers in the economic dimension also match those identified in previous studies, 
like high investment costs for HRC systems, reduced productivity, and non-deterministic cycle times [8,15] 
or insufficient flexibility and scalability of HRC applications [8,9]. Regarding social aspects, interviewed 
experts also pointed out the need for training and early integration of users into development processes to 
increase system acceptance, as mentioned by [19,18]. In the eyes of some experts, however, user acceptance 
did not represent a significant barrier but rather an aspect that can be well addressed through the mentioned 
measures. Apart from confirming and extending already identified barriers in the literature, our study also 
sheds light on the interrelations between different aspects and their trade-offs. Understanding these trade-
offs in more detail may play a crucial role in overcoming current implementation barriers for HRC.  

We conclude that one of the main barriers to industry application is the insufficient cost-performance ratio 
of HRC systems, which makes them economically unattractive. The safety requirements can be fulfilled by 
technical solutions, like integrating sensors or lightweight structures. Still, these increase the system 
complexity and, therefore, development costs or lead to reduced process speed and payload and therefore 
reduce a system's productivity. A company's decision is usually based on monetary aspects, and the gained 
advantages, like the fenceless operation of the robot, may not be enough to compensate for these 
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disadvantages. Furthermore, ergonomic advantages of HRC approaches are usually not included in such 
monetary calculations [31]. Based on this conclusion, several starting points for research are suggested: 

Use case assessment: As individual experts pointed out, HRC solutions are often not competitive when 
simply substituting a classic robot application. Additionally, in collaborative scenarios, a cobot will not 
substitute a human worker completely at a particular station. If the automation goal is to actually reduce the 
required number of human workers for a task, multiple workstations must be addressed. Therefore, the 
assessment of a use case regarding its suitability for HRC plays a crucial role for successful implementation, 
as also mentioned by [20]. This also concerns the non-deterministic cycle times of HRC applications.  

Collision avoidance: As different experts pointed out, past solutions may have focused too much on reducing 
the impact of collisions rather than avoiding it. Such active collision avoidance may enable increased robot 
speeds and payloads. Active collision avoidance strategies can be employed, leveraging advanced 
technologies such as computer vision and human movement anticipation. 

Scalable safety systems: Safety systems that can be easily transferred to another robot application may reduce 
system complexity and therefore development costs. Such systems should be easy to integrate with the robot 
and other peripherals. This may also increase the flexibility of an existing system to handle different tasks.  

Reduce development efforts: Since a current drawback of HRC solutions is their high development cost, 
reducing these costs is of great importance. During the study, different approaches were identified. On the 
one hand, a higher degree of modularisation of components is desirable, e.g., by combining sensors with 
preconfigured software for analysis. On the other hand, experts also suggested methodical approaches, that 
may help to structure the development process and reduce the dependency on the experience of HRC experts. 
Easy programming interfaces and methodologies can contribute to the reduction of development efforts. 

5. Conclusion and outlook

To shed light on current barriers to adopting HRC in the industry, a multiple case study based on semi-
structured expert interviews was performed. Eleven interviews with experts from France and Germany were 
conducted and analysed. The identified barriers could be associated with the technical, economic, social, and 
safety dimensions. We found that many aspects brought up by the experts address interrelations and trade-
offs between these dimensions, such as between safety and technical or technical and economic aspects. To 
advance the adoption of HRC and overcome these barriers, several research and development questions were 
proposed. These include exploring technical innovations for collision avoidance and safety systems or 
developing more cost-effective strategies. 

By addressing these research directions, future studies and applications can contribute to the effective 
implementation of HRC in industrial settings. This may unlock the benefits of increased productivity, 
improved working conditions, and optimised performance. It is crucial to take a holistic approach and 
consider the multidimensional nature of HRC to realise its full potential.  
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Appendix 

A. Interview guideline

1. Professional background
− What is your current job or position in your company?
− Please explain your role and responsibilities.
− Please report on your professional career (incl. training, apprenticeship etc.).
− How long have you worked in your current position?

2. Clarifying the term human-robot collaboration (HRC)
3. Experience with HRC applications in past, current, or planned projects

3.1. Importance
− How important is HRC for your company, rated on a scale from 1 to 5 (1 = very low; 5 = very high)?
− How important will HRC be for your company in the future, rated on a scale from 1 to 5 (1 = very low; 5 =

very high)?
3.2. Specific for HRC users 
− Did you or are you currently planning to realise an HRC application?
− Which use cases for HRC applications do you know or can imagine?

3.3. Specific for system integrators
− Could you report on your typical HRC implementation projects, including workflows?
− What are the most common HRC applications of your customers?

3.4. Challenges of HRC implementation
− Do you have an example of a project where an HRC application was considered, but another solution was

selected?
− If yes: Why did you choose another option?
− If yes: Which technology/application was selected instead?
− If yes: Would you decide differently with today’s technical and business constraints?
− If yes: At which point does the current situation differ from the situation of the past?

3.5. Social factors and staff opinion (planning and workshop staff)
− What is the attitude of the workforce towards HRC?
− Did the staff’s attitude towards HRC change over the curse of the HRC project execution?
− Is there a difference in the attitude towards HRC between planning and workshop staff?
− Is there a difference in the attitude towards HRC in the groups which do work with HRC solutions and

those that don’t?
4. Identification of HRC barriers/inhibitors

− What barriers to HRC exist?
− Could you please order the aspects according to their relevance?

5. Identification of potential future enablers and innovations
− Which of the mentioned obstacles or problems must be overcome to use HRC more extensively?
− Which technologies can be helpful or are a prerequisite?
− What could be the next innovation leap or game changer, in your opinion?
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B. Second-order themes and associated aggregated dimensions
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− Use case suitability assessment X X 

− Competitive HRC applications are technically complex X X 

− New application and development paradigms required to reach full potential X X 

− Increased productivity by collision avoidance X X 

− HRC lowers the burden for robot usage X X 

− Decreased performance of certified hardware X X 

− Trade-off between system capability (intelligence) and safety X X 

− Distinguish coexistence and collaboration X X 

− Safety as a system complexity driver X X 

− Capabilities to handle complex environments X 

− Advantages beyond monetary aspects X X 

− Trade-off between performance (speed and payload) and safety X X 

− Trade-off between adaptability/flexibility and safety X X 

− Flexible integration into shopfloor X 

− Higher development costs and efforts X 

− Cost-performance-ratio insufficient X 

− Non-deterministic processes (e.g., cycle times and ROI) X 

− Specific know-how during development required X X 

− Human safety is imperative for interaction X X 

− Training for HRC application user X 

− Data privacy concerns X 

− No lack of technology enthusiasm X 

− Complex and ambiguous norms and regulations X 
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Abstract 

Industry 4.0 has a particular emphasis on the data landscape of production facilities. Data is needed to gain 
essential insights from the production machinery to support operations management in better decision-
making or indirectly by feeding decision support systems. Such data is encapsulated in an industrial 
communication standard to organize in a higher-level ontology. It is challenging for operation technology 
specialists to have an overview of all those standards because they are numerous. This work contributes a 
solution to this problem by systematically approaching the literature to give an overview of the industrial 
communication standards landscape. The method used is a systematic literature review with a backward and 
forward search consisting of three main phases: 1. keyword-based search on different platforms, 2. abstract 
screening, and 3. full-text screening. Over 2,100 article abstracts have been parsed systematically to 
condense it to the most relevant 309 full-text articles. This work presents an overview of the most significant 
industrial communication standards mentioned in these articles. Several use cases and some brief IT-
security-relevant aspects are presented as well. 

Keywords: Industry 4.0; communication standards; systematic literature review; ProfiNet; Modbus; MQTT; 
OPC UA; MTConnect 

1. Introduction

Industrial communication standards have seen significant advancements in recent years, with the emergence 
of Industry 4.0 and the (Industrial) Internet of Things (IIoT). As a result, many communication standards are 
available for use in industrial manufacturing settings, each with its strengths and weaknesses. This paper 
aims to compare the most common industrial communication standards comprehensively. By examining 
each standard's practical applicability and popularity, valuable insights to researchers and practitioners in 
data-driven manufacturing are offered. The technical details and the distribution of the chosen standard are 
essential criteria for selection from the plethora of industrial communication standards.  

The Open System Interconnection (OSI) reference model provides an essential structure for classifying 
communication systems. It defines seven different layers. Starting with the physical layer, where 
electromechanical properties of the interface are described, and ending with the application layer, where the 
interface to the software application is defined. All standards mentioned in this paper operate at the highest 
level of abstraction, the application layer. The underlying layers are outside the scope of the industrial 
communication standards. 

2. Related Work

Several other authors have reviewed industrial communication standards. Hasnain and Awais [1] classified 
wireless IoT protocols and proposed a three-dimensional network design space with battery life, gateway 
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range, and the device data rate as parameters as a decision aid. They focus their work on wireless protocols. 
Lata and Kumar [2] classified protocols for an IoT environment based on a five-layer structure from the 
Internet Protocol for Smart Objects Alliance (IPSO). Additionally, they have provided several examples of 
IoT-based applications. They conclude their work by stating that several intervening protocols are required 
to form a holistic IoT architecture. Gericke et al. [3] reviewed communication protocols within a cloud 
manufacturing environment and sorted protocols into different layers. They analyzed a cloud-based 
manufacturing system consisting of three communication layers: The first is between a cloud and a server, 
the second between server and manufacturing units, and the third between the manufacturing units. They 
provide examples of communication protocols for each of the three layers.  

Pliatsios et al. [4] examine protocols in their survey with an extensive focus on security. They give an 
overview of Supervisory Control and Data Acquisition (SCADA) systems’ general architecture, describe 
communication protocols, discuss security incidents, and review security proposals for critical infrastructure. 

The main shortcoming of the above mentioned works is that they do not describe a systematic approach to 
filter the relevant protocols from the literature corpus. This shortcoming motivated this review. 

3. Methodology

For pointing out relevant literature regarding industrial communication standards, the systematic literature 
research (SLR) approach introduced by Brunton and Thomas [5] was used. Figure 1 shows the search query 
and illustrates the quantitative results of the literature search (only scientific publications, other sources (e.g. 
norms) are omitted). 

Figure 1: Results of the literature search and the search query 

First, broad search queries were defined to gather all publications that treat the application of communication 
standards within the production environment.  

Two scientific databases, Scopus and Web of Science, were searched without any limitations on publication 
date. All publications up to March 2023 were taken into consideration. Furthermore, only publications in 
English and German were included. Overall, 2,156 publications were gathered, and double abstract screening 
for each publication was performed, meaning a publication is only suitable for subsequent full-text review 
when both reviewers agreed. After directly eliminating 1,847 publications and solving 467 reviewer 
derivations, 309 publications were included in the full-text review. Finally, the publications were categorized 
into five standards: MTConnect, MQTT, OPC UA, Modbus, and ProfiNet.  
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4. Results

In this Chapter, the results of the literature search are shown. Each protocol is introduced, and related use 
cases are presented.  

4.1 MTConnect 

MTConnect is a royalty-free, read-only, open-source standard that unifies over 250,000 devices across 
multiple industries [6]. Its goal is to provide structured, contextual data without a proprietary format by 
defining a semantic data model and an extensible data dictionary. The standard employs the Hypertext 
Transfer Protocol (HTTP) as a means of transportation and Extensible Markup Language (XML) as the 
encoding mechanism. There are three basic building blocks defined in the standard: The device that generates 
the Data, an agent that provides a representational state transfer (REST) interface, and a client software 
application [5]. MTConnect is typically used for machine monitoring since it is a read-only protocol.  
Numerous use cases of MTConnect are discussed in scientific literature. Lee et al. [7] developed a 
monitoring system to track the axis positions of a virtual milling machine. This system is similar to the event-
based real-time control architecture for tool-tip temperature control of a small-scale CNC prototype machine 
demonstrated in the work of Subhasish Malik et al. [8], Edrington et al. [9] built a web-based application for 
general-purpose machine monitoring. 

4.2 MQTT 

In contrast to MTConnect, MQTT is bi-directional, lightweight, stateful, and standardized by ISO 20922 
[10]. By default, it uses the Transmission Control Protocol (TCP) for transmission but can be configured to 
use non-TCP protocols such as Zigbee, User Datagram Protocol (UDP), or Bluetooth. The architecture of 
MQTT is based on a client-server and publish-subscribe paradigm (see Figure 2). The MQTT broker is the 
central access point between clients. The broker is a central node that forwards all messages; clients cannot 
communicate directly. Several open-source MQTT broker implementations on different platforms exist (for 
a comparison, see [10]). The communication architecture is shown in Figure 2 Clients subscribe to a specific 
topic structure, similar to a path in a file system, e.g. 
“productionfacility/shopfloor/millingmachine/cuttingvelocity/”; a publisher sends the values to the topic, 
and a subscriber receives the values. A unique feature is that MQTT guarantees a particular quality of service 
(QoS), which can be chosen between three levels: At level 0, the publisher sends the message once, and no 
confirmation from the subscriber is expected. At levels 1 and 2, the subscriber must confirm with a 2-part or 
a 4-part handshake that the message arrived successfully. 

Since MQTT lacks a systematic way to represent data, the Eclipse Foundation developed an extension 
specification to address this issue: SparkPlug [11]. The Eclipse SparkPlug Working Group unified the topic 
name scheme, data, message types, session management and introduced command messages.  

Figure 2: Network architecture of MQTT [7] 
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The scientific literature highlights various use cases for MQTT. For instance, Salvatierra et al. [12] and 
Ahmad et al. [13] designed a condition monitoring system for a milling machine. Breuning et al. [14] 
presented a model-driven approach to aggregate data in production networks with a heterogeneous protocol 
landscape. Aliev et al. [15] implemented real-time monitoring of critical metrics customized to collaborative 
and mobile robotics. Bartholet et al. [16] built a multi-protocol bridge that unifies OPC UA and MQTT 
through a REST Interface. Yeh et al. [17] made a gesture recognition application that employed edge 
computing to classify gestures and send appropriate requests to a machine via MQTT. Luchian et al. [18] 
utilized the collaborative IoT framework Coaty to implement field devices and controllers. 

4.3 OPC UA 

Open Platform Communications Unified Architecture (OPC UA) is an open standard focusing on 
interoperability, security, extensibility, and reliability [19]. The Reference Architecture Model Industry 4.0 
(RAMI 4.0) recommends OPC UA as the only recommended standard in the communication layer [20].  

OPC UA provides three different security modes to meet industry standards: “None” for no security, “Sign” 
for providing authenticity, and “SignAndEncrypt,” which provides authenticity and encrypts the data so that 
it can only be read by the certificate owner [21]. 

OPC UA provides two communication mechanisms: client-server and publish-subscribe (PubSub) [22]. In 
the PubSub model, the clients are not directly connected. In both mechanisms, the network type can either 
be a brokerless model with UDP broadcasts or a broker-based model. The underlying message protocol can 
be Advanced Message Queuing Protocol (AMQP) or MQTT. 

In a client-server structure, a server implements a set of services and exposes them to a client. The client can 
then invoke these services. The services are organized into several sets [23]. In addition to services, servers 
have objects accessible from the address space in various formats. Address spaces structure data 
systematically so that information models can be used. The data itself can be defined in different encodings 
(binary, Extensible Markup Language (XML), or JavaScript Object Notation (JSON)). Information models 
are extending OPC from a communication standard to a shared infrastructure model that facilitates 
information exchange in a standardized way across all industrial domains and information hierarchies.  

The OPC specifications define a basic information model, which is extended by domain-specific information 
models (e.g. [24]) and standard mappings (e.g. [25]) in the Companion Specifications.  

OPC UA consists of an information model that defines the structure and organization of data, a 
communication model between endpoints, and an extensible conformance model for semantic 
interoperability.  

Numerous OPC use cases are outlined in the literature. For example, Wang et al. [26] proposed a versatile 
and integrated architecture for the Industrial Internet of Things. Steininger et al. [27] developed a data 
acquisition system for an experimental deep-drilling setup. Bennulf et al. [28] created a plug-and-produce 
system that automatically detects and configures the added resources and parts, utilizing OPC UA for 
communication between system parts. In the mold industry, Martins et al. [29] developed a standardized 
method for monitoring CNC data, and Kong et al. [30] utilized algorithms to evaluate machine statuses and 
improve machine utilization. Additionally, Cavalieri and colleagues [31] implemented a platform for 
accessing OPC UA Servers via the Internet, while Park et al. [32] designed a gateway for legacy equipment. 
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Figure 3: Mapping of OPC UA components to ISO/OSI layers. [33] 

4.4 ProfiNet 

ProfiNet is an industrial Ethernet standard from the German ProfiBus and ProfiNet International interest 
group. Devices are classified into three classes: an IO-controller (e.g. Programmable Logic Controller 
(PLC)), an IO device providing the in-output signals to the process, and an IO-supervisor for configuring the 
IO-Devices (e.g. a human-machine interface ). [34]. A specific file called Generic Station Description (GSD) 
is provided to ease the configuration process. It is an XML file containing the properties and functions of 
ProfiNet devices. A GSD file is helpful for virtual facility planning and configuration [35]. An even easier 
way to configure ProfiNet Devices is described by Duerkop et al. [36], who developed an auto-configurable 
automation system. 

ProfiNet offers several levels of performance. Component-based automation (ProfiNet CBA) provides bus 
cycle times of 50-100ms with off-the-shelf commercial equipment; for a performance analysis, see [37,38]. 

In the literature ProfiNet is used in different scenarios. Ionescu et al. designed an autonomous robotic system 
with a PLC. They use ProfiNet to control and connect the flexible cell to the manufacturing line [39]. A 
condition monitoring system for rotating machines using ProfiNet is presented by Dias et al. [40]. 

4.5 Modbus 

Even though OPC UA is a modern industrial communication standard, it is not as widely implemented as 
Modbus [41]. Modbus was developed by Modicon (now Schneider Electric) in 1979 and is independent of 
the physical interface. Implementations via ZigBee [42], RS485 [43], and virtually in Matlab Simulink [44] 
are existing. The protocol structure consists of a 1-byte address field, a 1-byte function field, a variable data 
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field, and a 2-byte error check field [45]. The possible function codes for the function field are defined by 
the Modbus Organization [41]. 

The most common variants are Modbus Remote Terminal Unit (RTU), Modbus American Standard Code 
for Information Interchange (ASCII), Modbus Transmission Control Protocol (TCP), and Modbus Plus. 
Modbus RTU is a binary serial protocol commonly utilized in legacy systems. On the other hand, Modbus 
ASCII is a serial communication protocol that uses ASCII characters to represent data and is less widely 
used than Modbus RTU. Meanwhile, Modbus TCP is a request/reply protocol that operates via Ethernet 
using the Transmission Control Protocol (TCP). It is the most recent variant of Modbus.  

Within the scientific literature, Modbus is used for several application scenarios. For instance, Cheng et al. 
[43] successfully implemented condition monitoring for a wire drawing process using Modbus TCP. Cena
et al. [44] developed a Modbus extension for distributed embedded systems by optimizing the protocol's
address space size, bandwidth allocation, and handover between masters.  Li and Zhong [45] created a
gateway between Profibus and Modbus in an aluminum-roasting drought system. Zagan and Găitan [46]
measured the performance of Modbus and designed an extension to improve the communication times and
dataflow.

5. Discussion

5.1 IT-Security Aspects 

Historically grown industrial communication infrastructure is still operated under the assumption that 
machine and shopfloor communication takes place in isolation from the internet. Due to the advancing 
networking of the IT- and operation technology infrastructure of a manufacturing company, cybersecurity 
in industrial networks is decreasing [46,47]. To achieve the full extent of capabilities that are provided by 
industry 4.0 technologies, the issues surrounding cybersecurity need to be addressed [48] - especially 
because IIoT devices in their default settings have a higher focus on usability and user experience than on 
security [49]. Because of its increasing relevance, this article also shortly addresses the topic of 
cybersecurity. In the following, a selection of different approaches is presented. 

Wang et al. [46] described two possible approaches to increase the security of industrial communication 
standards. First, the addition of cryptographic security mechanisms to the standard itself. Second, the 
application of an additional encryption protocol such as Transport Layer Security (TLS) or Secure Sockets 
Layer (SSL). The authors applied this encryption protocol to the Modbus TCP communication standard on 
a computer platform.  

Another Modbus TCP-focused approach used two gateway modules to realize bidirectional data transfer 
between PLCs and Servers. This concept can be used in legacy systems without a provider dependency [50]. 

Bienhaus et al. [51] mentioned the use of TLS in combination with MQTT and OPC UA. They integrated 
TLS and OPC UA in the Trusted Platform Module (TPM) 2.0 framework. Whereas TLS enabled 
authentication, authorization, cryptography, encryption, and integrity protection, TPM 2.0 was integrated to 
provide the secure management of cryptographic keys. 

However, two contributions focusing on MQTT pointed out that TLS cannot be appropriately used in the 
Internet of Things due to the limited computing capacity and resources of IoT devices - more lightweight 
encryption standards are needed [49,52]. Boppana et al. [49] emphasized the danger of man-in-the-middle 
(MITM) and cross-site scripting (XSS) attacks on IoT devices that use MQTT under default settings. 
Generally, Kant [53] presented a comprehensive analysis of the cybersecurity of the MQTT communication 
standard. 
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Regarding the default security settings in IoT devices, Kohnhäuser et al. [54] addressed this issue in OPC 
UA – they provided a holistic assessment of existing OPC UA-related secure device provisioning solutions 
due to the high expected longevity of CPPS. Finally, Paul et al. [55] already consider the computational 
power of quantum computing and developing a corresponding mechanism in the context of OPC UA. 

5.2 Conclusion 

This paper describes current industrial communication standards with relevant use cases. It covers the broad 
landscape of the subject through the systematic approach to literature. The findings show that OPC UA is 
the most mentioned standard, which can be argued to be due to its complexity and the underlying (extensible) 
information model. Furthermore, it can be stated that all included standards are Ethernet-based. Ethernet-
based standards can run on the same infrastructure as the already existing enterprise IT infrastructure. In 
most cases, off-the-shelf networking components can connect the operation technology (OT) architecture to 
the IT architecture. This makes them very popular.  

The use cases mentioned can be considered as recommendations for standard usage. Generally, OPC UA is 
the most suitable standard for modern production infrastructure due to its flexibility and speed of 
configuration. For smaller setups, MQTT is well-suited. Its topic structure makes it easy to organize 
information, and multiple open-source implementations on different platforms simplify customization.  

A table with decisive properties of the mentioned communication standards for use in an industrial 
environment with a manufacturing context is summarized in Table 1.  

Table 1: Overview of the mentioned standards 

As an outlook for future work, comparing the distribution of protocols in the literature with their actual usage 
in the field is interesting. Although many organizations claim industrial use of their protocols, no 
independent organization provides usage data. 
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Criteria MTConnect MQTT OPC UA Modbus TCP ProfiNet 

Application 
Layer Protocol 

HTTP HTTP, 
Zigbee, etc. 

HTTP, 
UADP, 
custom 

custom TCP, UDP, 

Realtime capable yes yes yes (config 
dependent) 

no yes (config 
dependent) 

Speed high high high low high 

Information 
model 

no yes (by 
extension) 

yes no no 

Secure 
Communication 

yes yes yes yes (optional) yes 

Encoding XML custom XML, 
custom 

ASCII, 
custom 

custom 
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Abstract 

In the context of ongoing digitalization, manufacturing companies face new challenges and the need to 
expand their portfolios to include new digital services. Enriching their portfolio with digital services can be 
an opportunity for manufacturing companies to position themselves in emerging collaborative production 
networks and thus make their business model fit for the future. The paper ties in with the activities from the 
Product Lifecycle Enrichment as a Service (PLCEaaS) research project. Within this context, use cases for 
digital services have already been derived, modelled, and documented in various workshops. The respective 
digital services directly address external customers and internal stakeholders from development. The central 
enabler for the new digital services is the digital twin based on the asset administration shell, which makes 
the necessary data available and thus supports interoperability. The asset administration shell is enriched 
with use case-specific submodels. The procedure for structuring these submodels is shown in this paper using 
the research project as an example. This includes modelling the digital services with a standardized 
modelling language based on the semi-structured use cases described so far. As a result, we obtain an asset 
administration shell enriched with several submodels - some of which may be based on standardization 
activities already underway or represent proprietary submodels. Likewise, it is considered whether more 
submodels are required to implement the domain-specific use cases that are currently not yet addressed in 
standardization activities. The paper ends with an outlook on the further research activities that are necessary 
to prototype the planned project and describes which criteria can be used to evaluate the defined submodels 
in the later course of the project. 
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1. Introduction

The ongoing digital transformation is also changing the engineering industry and should be understood as a 
process that operates at different levels through the use of various technologies and concepts. New 
possibilities are now available for gathering product data along the life cycle of a product. The digital twin 
(DT) [1] supports this because it can integrate the physical and virtual data throughout the product lifecycle. 
The DT is increasingly emphasized by both academia and industry. The lifecycle data can be used for various 
types of analytical methods, for example, to optimize the performance of physical products or processes [2]. 
The DT can be used to tackle the challenges of information islands and duplicate data between different 
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phases of the product lifecycle. Therefore it has high potential in product design, manufacturing, and product 
service [3]. Early definitions characterize DT as a set of virtual constructs that describe a product – actual or 
virtual – in different levels of detail. It includes the use of operational states from sensor data or from 
predicting models for a variety of purposes [4]. The DT therefore ties information of physical and virtual 
products together [5]. Since the project described in this paper relies on a digital twin based on the asset 
administration shell (AAS), the digital twin is defined as a digital representation sufficient to meet the 
requirements of a set of use cases. The AAS, in turn, is the standardized digital representation of an asset 
that enables interoperability between applications and the management of manufacturing systems. Assets 
represented by it are uniquely identifiable, contain various digital models – called submodels – and describe 
the functionality of the assets [6]. It characterizes the technological attributes of an asset, central to the 
Reference Architectural Model for Industry 4.0, often referred to as RAMI 4.0 [7]. 

This paper builds on a functional service model created without a standard modelling method. To obtain this 
functional model, we built on an abstract idea for servitising an existing business model of a component 
manufacturer. This abstract idea arose from a business opportunity addressed as part of a research project, 
which in turn, is exploring new manifestations of everything-as-a-service approaches. To sharpen the 
abstract idea of services, the component manufacturer's product life cycle was examined. Subsequently, user 
stories were created for the respective stakeholders, who could be external customers or internal employees, 
depending on the service. For the user stories, word templates were used for systematic elaboration. To 
prioritize the user needs expressed by the user stories and the service functionalities, the quality function 
deployment (QFD) method was applied. For this purpose, the user stories were first weighted in a pairwise 
comparison. The services’ functionalities were defined as precisely as possible by various domain experts. 
Next, the correlation of the customer’s voice in the form of the weighted user story was correlated with 
functionality by asking, for each comparison, what effect does the fulfilment of service functionality X have 
on user need Y? The result is the prioritization of service functionalities for further elaboration. Afunctional 
model was developed with an online tool that enables a collaborative work mode with the simultaneous 
participation of each team member. 

In this paper, we present a procedure from the defined service idea to the actual data model of the digital 
twin. This does not include its validation or implementation in the service, as this represents a later step in 
the research project. We thus address the research question: How to model the data model for the digital twin 
based on the AAS for a use case-specific service? 

2. Need for a procedure for creating a digital twin

According to the aforementioned definition of the DT, meeting the requirements of use cases is a central 
point determining its overall quality and meaningfulness. One can proceed by deriving the DT data model 
based on an already existing use case or by first deriving a data model and then validating it against the use 
case requirements. In this research project, we decided to first model the use cases in digital services in using 
an iterative and systematic approach. The Industrial Digital Twin Association e. V. has published a guideline 
for creating a submodel template. One of the topics addressed is that different stakeholders and experts 
should be involved in creating a submodel template. In this project, research team also consists of experts 
from different domains. However, the guideline does not address how to build the AAS with the necessary 
submodels for specific use cases - this includes the creation of proprietary submodels or the selection of 
existing submodels [8]. Liu et al. also describe the problem that despite the long existence of the DT 
terminology, in addition to the lack of a unified definition, there is also no unified creation and deployment 
process [9]. Regarding the DT product-service systems, Bertoni indicates that research projects often focus 
on the development of standalone applications. Also, the focus is often on the development of frameworks 
and methods rather than on models, tools, or algorithms. Bertoni explicitly poses the research question of 
how virtual product models and the DT should be developed as a link between the real and virtual worlds to 
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support decision-making in the early design stages [10]. There is already work on the automatic generation 
of AAS by using neural language models. However, this approach requires that there are already information 
sources whose contents can be mapped into standardized submodels of the AAS [11]. Also described is that 
there remains a poor understanding of what data should be collected from the usage phase of product-service 
systems (PSS) that can be used to design better PSS [12]. Lack of knowledge about the data to be collected 
inevitably leads to lack of knowledge about the data structure of a DT and the properties to be contained in 
it. 

Acatech, the German Academy of Engineering Sciences, addresses further specific research needs. Primary 
research needs have been defined, such as knowledge provision based on feedback information from earlier 
product generations or approaches to knowledge generation from product usage data for new requirements 
specifications [13]. Later, operational data usage was addressed associated with the DT to optimize or 
develop systems. It was noted that implementation and use in practice, however, is still very much in its 
early stages [14]. In this research project, services are also being worked on to support the data-based 
optimization of product sizing and the development of products. For such use cases, it has also already been 
described that AAS, in particular, is a possible technology as a manifestation of DT [15]. 

We present our process to address challenges like the ones mentioned. By presenting our procedure, we want 
to share our approach for a systematic derivation of the DT. In our research project, the DT is based on the 
AAS. Hence it concludes that this is a matter of systematically deriving the data model and composing it 
from different submodels of the AAS. This is also intended to address the gap between the functional view 
of a defined use case and a potentially standardized modelling DT to enable that very use case. As mentioned 
before, meeting requirements for a digital representation is central to our used definition of a digital twin. 
Therefore, our approach is strongly driven by requirements engineering and by the related aspects to model 
a use case as holistically as possible [16]. The modeling of the submodels also depends in particular on the 
type of asset, the lifecycle and the deployment scenario [17]. With regard to the metamodel, it should become 
clear, among other things, which submodels are necessary, what its properties are or whether the asset is a 
type or an instance. 

3. Modelling of the use cases

The procedure described in the following is based on functional use case descriptions. However, regarding  
data structure and flow, these use case descriptions still represent black boxes. The goal of the modelling 
was to move from this black box approach to a detailed view creating a deeper detailed understanding of the 
services. The Unified Modelling Language (UML) was chosen because it is internationally established as a 
uniform modelling language for information systems and is, thus, considered an adequate tool for the 
research group, which consists of experts from different domains [18]. 

The modelling of the services consists of three parts. First, the system structure is addressed. The system is 
modelled together with all components relevant for implementing the use case - corresponding to a Tier 3 
architecture. The AAS functions here as an access layer that, for the prototypical implementation, references 
the operating data in a separate database and already contains the catalogue data of the components. In the 
future, it is also possible to reference data in other data sources or carry additional information. Thus, the 
structure and relationships of the components are documented and readable. The component diagram already 
contains all components that are important for the project’s various services. Figure 1 shows an illustration 
of the component diagram in which the Tier 3 architecture for the services was designed. 

The respective services were modelled separately. Only the relevant components were transferred in 
sequence diagrams in the next step. The sequence diagrams reveal the mutual interactions between 
components and the services’ functionalities. This shows which procedures use the AAS. If applicable, it 
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should also be made clear which functions are called up via the AAS or which information is retrieved from 
it. Figure 2 illustrates a sequence diagram describing the processes of "Innovation-as.-a-Service". 

Last, but not least, the services are modelled in class diagrams. They are particularly valuable for modelling 
the objects relevant for the service together with their attributes and for defining the relationships between 
the objects. From them, it should be evident which properties must be included in the data model DT. In the 
use case considered here, the data relevant for the following evaluations is collected in a targeted manner. 
However, a broader database may also be available, and an explorative approach to a project can be pursued. 

Figure 1: Component diagram of the Tier 3 architecture for the service landscape of the research project 

Figure 2: Excerpt from the sequence diagram for "Innovation as a Service" 
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In this case, a detailed consideration should clarify whether all properties must be included in the data model. 
Figure 3 hows excerpts of the class diagram and indicates the properties that will be processed as part of 
"Innovation-as-a-Service". 

4. Structuring the data model of the digital twin

The use cases are defined in several stages and modelled from different perspectives, creating a uniform 
understanding within the team of the services to be implemented in the research project. The rough idea of 
the services as defined at the beginning of the research project served as input for this. This is shown in steps 
one and two of Figure 5. The next step is the concrete derivation of the submodels of the AAS. Important 
aspects of the AAS are the standardization activities that define submodels. Their reuse and uniform structure 
simplify the digital twin’s derivation and foster interoperability in the industrial context. The Industrial 
Digital Twin Association (IDTA) publishes these submodels. It is assessed whether there are completed 
submodels that have already gone through the standardization process and are suitable for application in the 
specific use case. In the same way, it is assessed whether there are non-standardized proprietary submodels 
that may already be used in the company's context. In our case, it is about identifying specific drive systems. 
As a result of these steps, the necessity of the standardized submodel “digital nameplate” was determined. 
Based on our described data and knowledge of the associated data types, we know the need for a submodel 
based on the submodel for time series data that is in the process of standardization. According to Figure 5, 
step 3 visualizes this procedure. 

Figure 3: Excerpt from the class diagram for "Innovation as a Service" 
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To successively enrich the AAS with further submodels relevant to the use case, steps four and five are 
devoted to the created models of the services (see section 3). On the one hand, already specified submodels 
can be adapted and enriched with additional properties. On the other hand, it is also intended to develop and 
use proprietary submodels that only meet specific requirements. The adapted or proprietary submodels 
benefit from the standardized interfaces of the AAS and thus ensure interoperability between AAS and other 
systems. Figure 4 shows an example of how the derivation of the submodels, including properties, can occur 
based on the previous modeling. To list exemplary structures adopted: assess which components need an 

AAS based on the component diagram. It is not necessary to assign an AAS to each component. Rather the 
communication structure must be considered to see which entities communicate with each other and 
exchange data. For this user-specific case, the current strategy and state of the art focuses primarily on 
equipping the hardware (gearbox) with the AAS. 

The operational data recorded and stored in a CrateDB are all in the form of time series data, so the need for 
the time series data submodel can be derived from their nature. The AAS represents an abstract construct 

Figure 5: Process for creating a use case specific DT based on the AAS 

Figure 4: Derivation of specific data structure and properties from previous modelling 
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that enables interoperability and a description with metadata, independent of technologies already in use and 
ideal technologies for the use case. In this case, CrateDB was chosen for reasons of performance, the 
capabilities of the project partner, and integration into their existing data platform. The service Data Baseline 
provides the customer catalogue and test bench data. On the one hand, specific properties for the AAS type 
can be derived from this. On the other hand, the properties for the respective AAS instance are also enriched 
with instance-specific measurement data. 

The sequences of the sequence diagrams determine which data should be retrieved through the AAS or which 
functions should be called. It is necessary to consider this in advance so that the exact data required is loaded 
with individual commands without redundant data being included or data missing. For example, the get 
command is shown, which refers once to multiple AAS and once to an asset with a specific ID. A single 
flow in the diagram should usually be considered a single query providing data necessary for the interaction. 

The respective properties and parameters can be taken from the class diagram. The example given shows 
how the exact data points relevant for the end-of-line test of a drive system and, thus, also for the data 
baseline service can be read from the respective class properties in the UML class diagram. The example 
shows the service, which processes data not only from the gearbox but also from the engine. The listing of 
the parameters can, therefore, not be transferred without further thinking to a model, so the integration of the 
parameters must be product-specific. Information and properties may well be provided several times by 
different submodels in the AAS to meet the different requirements. 

If an asset has been provided with an AAS and its submodels are defined, this does not mean that the data 
model is unchangeable. Instead, new requirements imposed on an asset, for example, as a result of ongoing 
servitization or changing user needs, should be included. Individual submodels can still be added, removed, 
or adapted. Different expert knowledge is required for the respective tasks. While expertise from 
requirements engineering and system design is needed, particularly in the beginning, the later phases require 
more expertise to model the AAS. In the beginning, it is especially relevant to capture the stakeholders’ 
needs to define necessary capabilities or systems properties and to transfer these needs, capabilities, or 
properties into a documented representation [16]. The latter phases, on the other hand, require much more 
knowledge about data, interfaces, and interaction with other systems. 

5. Critical reflection

Although the interdisciplinary research team accepted our approach very well and the approach consolidated 
the understanding of all participants, it should be further questioned to what extent this elaborate procedure 
is justified. There is no comparison to an approach with prior modelling and then testing against the 
requirements of a use case. With the presented approach and the effort involved, the detailed conception 
should not hinder the implementation. Rather, the aim is to parallelize activities. 

There may be several applicable modelling languages for transferring the use cases and, thus, the 
requirements into a documented representation. We focused on widely known and widespread tools. This 
selection does not imply that only these types of modelling are useful or that one should limit oneself to 
them. It is important that all views of the use case are covered, documented, and still practicably adaptable. 
It should also be noted that the current state of the use case specifications may be adjusted as the project 
progresses. 

The submodels’ basic structure and hierarchical order have not yet been worked out. Here, the content has 
been derived, but it makes sense and serves a standardized approach if the structure also follows a logic 
independent of the different domains in the production context. This general structure provides orientation 
and can then be filled with content using the approach shown. 
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Sequence diagrams can provide insight into different roles in the distribution of access rights. Currently, the 
security aspect is not explicitly considered, and all users have access to all data. For an industrial application, 
this aspect needs to be addressed. 

6. Outlook

In the project, the prototypical implementation of the services is planned. For this purpose, relevant operating 
data must be collected on a test bed, and fault scenarios are to be simulated. The actual implementation will 
show to what extent the DT data model meets the requirements and provides all the data necessary for the 
services. Based on this, assessing whether the analytical methods chosen achieve the desired results will be 
necessary. 

The success of AAS will undoubtedly depend on the extent to which it is adopted in industrial practice, the 
role of shared data spaces, and the need for operability of a wide range of assets. An idea of how AAS can 
be derived can help in the acceptance of the concept. This requires further elaboration to be more generally 
applicable and to provide detailed recommendations for action. In the context of the progressing research, it 
should be an object of consideration to what extent general statements can be made for deriving the data 
model from the models. The goal is a comprehensive chain of methods that accompanies the development 
of a digital twin based on the management shell, starting from a functional understanding of the service. For 
this purpose, steps 4 to 7 of the presented procedure, in particular, should be generalized for more services 
and enriched with more details at the same time. This should also include checking if any aspects are missing 
or any blind spots that are fundamental for the implementation. 

Currently, the AAS provides a static API built on top of its data structures. A query or search interface is 
currently not planned and subject to future development. The mentioned queries of submodels are thus 
dependent on the current API specifications. This may result in further input for the standardization activities 
regarding the operationalization of the AAS. Thus, we currently have a reactive form of AAS with which 
software can interact. A proactive form of AAS, which require peer-to-peer interactions between AAS of 
I4.0 components and allow the components to communicate with an I4.0 language in order to realize 
plug&play scenarios, is not present here [19]. 

The scalability issue from DT [10,20] is considered because, on the basis of the AAS, we tried to store and 
provide data of individual assets as well as aggregated data that is fed from several assets. This consideration 
will also be relevant for individual services from the projects - for example, for Optimization-as-a-Service, 
the data of a specific product is relevant, and for Innovation-as-a-Service, the aggregated data of several 
products. 
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Abstract 

Human behavior in production systems influences productivity, product quality, work safety and overall 

process performance. To guide human behavior, digital worker assistance systems can be used to support 

cognitive decision tasks and sensory perception tasks. In doing so, the design of the assistance systems 

affects user experience and work results. To optimize and develop human-centric productions systems, data 

on human behavior and interaction with manufacturing equipment must be collected and analyzed. This 

analysis is expected to yield benefits regarding process monitoring, quality assurance, user experience and 

ergonomics. In addition, the results could be used for training purposes to monitor skill improvements. 

This paper presents a framework for data acquisition and analysis of human interaction with digital worker 

assistance systems. In addition to the overall system architecture, the individual development steps are 

discussed. An eye tracking device and a motion capturing camera are used for data collection and provide 

live information about human behavior in conjunction with a digital worker assistance system. The data is 

stored in a database and analyzed by custom analysis algorithms. The results are displayed in a dashboard 

application and show that the presented framework with eye tracking and motion capturing is suitable for 

the analysis of human interaction with worker assistance systems. 

Keywords 

Human; Interaction; Data Acquisition; Data Analysis; Framework; Worker Assistance Systems; Eye 

Tracking; Motion Capturing; Assembly; Dashboard; Cyber-physical Production Systems 

1. Introduction

Human behavior in production systems affects productivity, quality and flexibility [1]. However, training of 

workers is not always possible, because companies often rely on temporary employment, which may lead to 

a decrease in productivity [2]. Furthermore, customization and multiple product variants pose additional 

challenges [3]. One solution to provide support are digital worker assistance systems that help with cognitive 

decision tasks (e.g., assembly sequence) and sensory perception tasks (e.g., torques) [4]. Keller found that 

digital worker assistance systems increase productivity for untrained assembly workers, but the changes in 

human behavior which lead to the improvements were not monitored [5]. There is a lack in knowledge about 

the interaction between humans and worker assistance systems, which conceals optimization opportunities.  
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The analysis of human behavior at digital worker assistance systems is motivated to support research similar 

to the use cases in the annotated references:  

− Determine maturity level of lean production and worker movements [8,6,9,7,10].

− Discover inefficient hand movements and optimize assembly station layout [8,6,9,10].

− Monitor standard conformance, ergonomics and safety [8,6,10,11].

− Discover poorly understandable instructions and optimize texts, images and videos [8,9,11].

− Competency measurement before and after training sessions [8,10,11].

− Analyze usage of worker assistance systems to determine necessity after training period [8,10,11].

− Anomaly detection and process locking to support quality assurance [6,10].

− Create instructions automatically from captured behavior of expert worker [10].

To increase transparency and allow for improvements of digital worker assistance systems according to the 

listed use cases, this paper presents a framework for data acquisition and analysis based on an existing digital 

worker assistance system [12], an eye tracking device [13] and a motion capturing camera [14] as data 

sources. While the data sources already come with dedicated software tools, the authors identified the 

following issues, which lead to the development of the presented framework: 

− Lack of standardized communication interfaces across data sources.

− No merging of multiple data sources across software tools.

− Implementation of custom analysis algorithms not possible.

− Not suitable for live data analysis and dashboard generation.

− Insufficient documentation about database structure of existing worker assistance system.

− Analysis software for eye tracking device is expensive [15].

The developed framework eliminates these issues. The communication is based on the open platforms 

communication unified architecture (OPC UA) and allows the connection of multiple data sources. In 

addition, the framework supports the implementation of custom analysis algorithms. The analysis runs on 

live data and the results are displayed in a dashboard application. The database and dashboard applications 

are based on free open-source software. Due to the implementation of custom analysis algorithms, there is 

no need for expensive proprietary software. The next sections provide information about the background of 

this work, the framework development and implementation as well as a conclusion of the results. 

2. Background

A survey on digitization shows that 86 % of the participating companies want to increase efficiency through 

digitization, which is the highest rating category. The second most important request is an increase in 

transparency at 75 % [16]. To gain insights and find optimization potentials, the lean philosophy already 

introduces “Standing in the circle” also known as “Go & See” where shop floor managers observe workers 

in the factory [7]. Hofmann et. al. found that the visualization of live process information along with 

Go & See allows for better bottleneck identification [8]. In addition, the analysis of human interaction with 

manufacturing unveils optimization possibilities beyond productivity improvements. For example, Lange et. 

al. conducted interviews on the operability of tooling machines and identified multiple design dimensions 

which all affect user experience [9]. Regarding sensor technology for the analysis of human-machine 

interaction, Zheng et. al. present how eye tracking information can yield benefits regarding process 

performance, human performance, work environment and safety [11]. Their work also includes selected eye 

tracking measures to be used in various manufacturing and logistics areas. For analysis of worker 

movements, Jathe et. al. present an exemplary use case of motion capturing to identify work activities in the 

car industry [6]. Peruzzini et. al. combine multiple human factors to analyze user experience, but their 

implementation only targets data post-processing and does not support live analysis of streamed data [17]. 
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3. Methodology and Framework

The presented data acquisition and analysis framework is developed based on the methodology 

“Development of mechatronic and cyber-physical systems”, as presented in VDI/VDE 2206:2021-11 [18]. 

The methodology – also known as the V-model – proposes five major steps for system development, which 

are shown in Figure 1. The next five sections of this paper show the application of the V-model to the 

development of the presented framework. 

Figure 1: Methodology for Development of presented Framework according to VDI/VDE 2206:2021-11 [18] 

3.1 Requirements Elicitation 

The first step towards system development according to the V-model is the elicitation of requirements. The 

requirements for the presented framework are based on the use cases and issues with existing solutions as 

presented in the introduction of this paper. Figure 2 shows the use cases and derived requirements. There are 

use cases which share essential requirements and were merged into the groups A and B to reduce the number 

of connection lines. At the worker assistance system, the worker’s gaze on the instructions (R1.1) and 

movements (R1.2) must be tracked to collect data about human behavior according to the intended use cases. 

Figure 2: Requirements Elicitation for Data-driven Analysis of Human Interaction with 
Digital Worker Assistance Systems based on Use Cases 
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Use case U7 extends the data analysis requirement to also support live analysis of data. From the 

requirements of data analysis (R1.3a) and the integration of a dashboard (R1.4), the requirement for data 

storage (R2.1) is derived on the second requirements level. The data storage then requires data transfer 

software (R3.1) to save the live information into the data storage, which is displayed requirements level 

three. The next section discusses the system architecture of the framework based on the requirements. 

3.2 System Architecture & Design 

Figure 3 shows the system architecture of the framework which is tailored to the identified requirements. 

The chosen architecture was designed based on the guidelines for event-driven processing [19] and cyber-

physical production systems [20]. At the bottom of figure 3, there is the data source layer, which consists of 

a worker assistance system, an eye tracking device and a motion capturing camera according to the 

requirements R1.1 and R1.2. Following the guidelines for event-driven processing, the information flow 

between the components is realized using a publish and subscribe paradigm [21]. OPC UA is the preferred 

communication standard for production systems and was chosen for the framework [22]. The provided 

information is available in the form of standardized OPC UA data streams, which satisfies requirement R1.5. 

For debugging purposes, free OPC UA clients can be used to view the data streams [23].  

Figure 3: System Architecture of Framework for Data-driven Analysis of 
Human Interaction with Digital Worker Assistance Systems 
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Above the data stream layer, there are transfer agents that write into a database, which supports the 

Standard Query Language (SQL), satisfying the requirements R1.5, R2.1 and R3.1. The analysis algorithms 

consume the latest batches of stored data, satisfying requirements 1.3a and 1.3b. To provide a visualization 

and to satisfy requirement 1.4, there is a dashboard application, which is customized to show the raw data 

and analysis results. The next section presents the implementation of the individual system elements, which 

are numbered as E1 – E10.   

3.3 Implementation of System Elements 

After the specification of the system architecture and design, the individual system elements are 

implemented. As proposed in the V-model, the implementation involves multiple disciplines for hardware 

and software. The framework consists of ten system elements according to figure 3. The system elements 

can be distinguished into three types: standard components (T1), standard components with custom 

configuration (T2) and fully custom components (T3). Table 1 shows an overview of the system elements 

and states information on their implementation. The framework includes four custom software components 

written in Python [24]. For the OPC UA retrofit on the motion capturing camera, the original body tracking 

library by Microsoft was incorporated, which is written for C++. The library takes the RGB-color and depth 

images from the camera and uses artificial intelligence and computer vision algorithms for motion capturing. 

Table 1: System Elements and Implementation Information 

ID Type Implementation Comments 

E1 T2 Desoutter Pivotware V7 Configured to send TCP messages to OPC UA retrofit. 

E2 T1 Tobii Pro Nano Provides XY-coordinates of the worker’s gaze at 60 Hz. 

E3 T1 Microsoft Azure Kinect DK RGB+D camera, comes with library for motion capturing. 

E4 T3 Python Application Forwards information from TCP to OPC UA server. 

E5 T3 Python Application Fetches eye tracking data, forwards to OPC UA server. 

E6 T3 C++ Application Fetches motion data and forwards to OPC UA server. 

E7 T3 Python Application Subscribes to OPC UA servers and batch writes every 5 s. 

E8 T1 PostgreSQL Database Hosts database for raw data and analysis results. 

E9 T2 Grafana Dashboard Plots raw data and analysis results. 

E10 T3 Python Applications Read from database every 5 s for analysis, write results. 

3.4 System Integration & Verification 

The framework is integrated at one of three assembly stations for assembly of an electric motor replica. The 

chosen assembly station involves 19 assembly steps. Figure 4a shows the setup for integration and 

verification of the framework. The eye tracking device is mounted below the screen of the assistance system 

at an assembly station. Based on the included calibration software, the position of the worker’s head is within 

the best range for tracking when standing straight in front of the assembly station. The motion capturing 

camera is mounted at the top of the assembly station. The settings of the camera allow for a wide and narrow 

field of view, where the narrow option has proven to be more accurate for motion capturing. 
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Figure 4b shows the image of the motion capturing camera with visualization of the skeleton joints. The 

viewport includes the relevant desk area. The boxes for material supply are not visible on the camera image 

but when the worker grabs material, the motion capturing algorithm still provides XYZ-coordinates at the 

positions of the boxes. Figure 4c shows a closeup of the screen of the assistance system and a scatter plot of 

the XY-coordinates for the worker’s gaze at the screen. 

 

 

Figure 4: Setup with Integration of Framework for Data-driven Analysis of 
Human Interaction with Digital Worker Assistance Systems 

To verify that the developed framework behaves according to specifications, all 19 assembly steps were 

carried out by unexperienced worker. Figure 5 shows the dashboard application with visualization of raw 

data and analysis results with annotations which are discussed in the validation section of this paper. The 

first plot shows the assembly progress. The eye tracking section shows when the worker looked at the screen, 

but there is no information about the tracking algorithm detecting head or eyes. The XY-coordinates of the 

worker’s gaze are not shown as time series but as a scatter plot in figure 4c and focus on the instruction text 

and image area. The motion capturing section of figure 5 shows the detected person count and indicates that 

the motion capturing algorithm only lost tracking a few times. The Z-coordinates of the right hand are at 

about 1000 mm distance from the camera, which is reasonable based on the setup shown in figure 4a. The 

XY-coordinates of the right hand move around the center of the assembly station as expected.  

Motion Capturing Camera 

Microsoft Azure Kinect DK 

Eye Tracking Device 

Tobii Pro Nano 

Worker Assistance System 

Desoutter Pivotware V7 

a b 

c 
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Figure 5: Dashboard with Visualization of Raw Data and Analysis Results 

The dashboard refreshes every five seconds and shows the history of data recorded during the assembly 

process. Due to the batch write logic of the transfer agents (E7) and the cyclic read logic of the analysis 

algorithms (E10), the dashboard is lacking a few seconds behind real-time. The data is still perceived as live 

generated for demonstration purposes. A detailed investigation of the data shows some anomalies, which are 

discussed in the following validation section, highlighting the links to the worker’s activities.  

Assembly Step 6 

Drop in Percentage 

No Eye Contact 

Minor Movements 

Correlation between lost Tracking and Peaks in X-Coordinates 

Hand reaches into Box 

Minor Activity 

Inconclusive 

Minor Activity 

Inconclusive 

106



3.5 Validation and Transition 

The final step of the V-model is to validate that the developed framework is suitable for the intended analysis 

of human interaction with worker assistance systems. The initial analysis results include the timewise 

percentage of the worker looking at the screen of the assistance system for each assembly step. In addition, 

the distance between the right hand and the top right material box D2 is monitored to incorporate the motion 

capturing data. In the following, the link between work activities and anomalies in the collected data are 

discussed based on figure 5. 

Assembly step six takes the longest to complete and starts at around 15:16:45 h. During most of the time of 

the sixth step, the worker does not look at the screen, but the right hand shows minor movements. This 

correlates with the fact that small hard to mount screws are attached during this step. The analysis results for 

the percentage of the worker looking at the screen is also the lowest of all major assembly steps.  

Furthermore, there are two very short assembly steps in the recordings that are related to minor tool handling 

activities. These steps are separated from the adjacent activities by the assistance system but do not yield 

conclusive analysis results for the looking at screen value, because the time durations are too small. 

Another observation shows a correlation between the motion capturing losing tracking of the worker and the 

position data of the right hand, e.g., at around 15:17:50 h. The tracking fails to detect the worker when there 

are peaks in the X-coordinate of the right hand and the worker moves towards the edges of the tracking area. 

According to the instructions, material should be taken from box D2 only once. However, the distance 

measurement between the right hand and material box D2 indicates that the worker has reached three times 

into the box towards the end of the assembly process. This correlates with a confusion that the worker 

experienced because the provided parts did not look like the ones on the instruction image. 

Besides the instruction text and image area, the eye tracking data in figure 4c shows a cumulation at the 

lower left part of the screen. This is where multiple buttons are placed on the user interface of the assistance 

system to skip or retry steps. Although the buttons were not pressed during assembly, the worker's gaze 

moved around the area several times. 

4. Conclusion and Outlook

After motivating the analysis of human interaction with production systems, the requirements of the 

presented framework are derived from research use cases and issues with existing tools. The chosen system 

architecture follows guidelines for event-driven processing and cyber-physical production systems. The data 

sources are equipped with OPC UA interfaces to provide standardized publish and subscribe communication. 

For data storage and visualization, the framework relies on free open-source software. For future 

improvements in performance and query logic, the database will be replaced by a time-series database. The 

data analysis is performed by custom algorithms. For verification, the developed framework is implemented 

at an assembly station with a worker assistance system. The motion capturing algorithm only lost tracking a 

few times. The eye tracking data must be investigated further as by now, there is no distinction between the 

worker not looking at the screen and the worker not being in the tracking range. Regarding the analysis 

results, the first algorithm successfully merges signals from the worker assistance system and eye tracking 

device. The initial motion capturing analysis is kept simple but could be extended in the future. To minimize 

the lag between data acquisition and display of analysis results, the algorithms will be connected to the live 

data streams instead of the database in the future as indicated in figure 3. The validation shows links between 

the worker’s activities and analysis results but must be extended to more detailed statistics in the future. 

Further research will include the application to more use cases as listed in the introduction of this paper. 

After developing additional analysis algorithms, the authors plan to record and analyze multiple datasets. 

The findings are expected to reveal optimization possibilities for the design of worker assistance systems. 
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Abstract 

Machine learning (ML) describes the ability of algorithms to structure and interpret data independently or 
to learn correlations. The use of ML is steadily increasing in companies of all sizes. However, insufficient 
market readiness of many ML solutions inhibits their application, especially in production systems. 
Predictive models apply ML to understand the complex behavior of a system through regression from 
operational data. This enables determining the relationship between factors and target variables. Accurate 
predictions of these models for production systems are essential for their application, as even minor 
variations can significantly affect the process. This accuracy depends on the available data to train the ML 
model. Production data usually shows a high epistemic uncertainty, leading to inaccurate predictions unfit 
for real-world applications. This paper presents ML-driven, data-centric Design of Experiments (DoE) to 
create a process-specific dataset with low epistemic uncertainty. This leads to improved accuracy of the 
predictive models, ultimately making them feasible for production systems. Our approach focuses on 
determining epistemic uncertainty in historical data of a production system to find data points of high value 
to the ML model in the factor space. To identify an efficient set of experiments, we cluster these data points 
weighted by feature importance. We evaluate the model by running these experiments and using the collected 
data for further training of a prediction model. Our approach achieves a significantly higher increase in 
accuracy compared to continuing the training of the prediction model with the same amount of regular 
operating data. 

Keywords 

Machine Learning; Design of Experiments; Epistemic Uncertainty; Predictive Models; Production Systems 

1. Introduction

At the latest since the publication of ChatGPT by OpenAI, Machine Learning (ML) has received much 
attention [1]. This type of generative artificial intelligence (AI) is considered a technical revolution with a 
potential impact on a wide variety of industries and society as a whole [2]. In line with this trend, the use of 
AI continues to increase in companies of all sizes, although primarily in large companies with more than 
1000 employees [3]. Barriers to deploying AI in companies include a lack of expertise in the ML area, 
insufficient market maturity of AI solutions, and a lack of data [4]. 

After the IT industry, manufacturing ranks second among the most important application areas for AI in 
Germany [5]. However, compared to the IT industry, manufacturing requires significantly more effort to 
generate data on the operational technology (OT) level and to transfer it to the application level. It becomes 
clear that the algorithms behind ML models might not always be the limiting factor but rather the limited 
data available to train these models. Instead of improving a model on a given dataset, data-centric AI focuses 
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on data quality and reliability [6]. The methodology presented in this paper utilizes this data-centric approach 
and addresses the creation of robust predictive ML models for complex production processes. 

2. Data in production systems and its effect on predictive models

Production systems use actuators to control the process and sensors to generate data. These input data points 
are called factors and consist of disturbance variables and control variables, as shown in Figure 1. 

Figure 1: Types of data in a production system 

Disturbance variables are factors that the operator of a production system cannot adjust. In contrast, control 
variables can be set to predefined values. Control variables are actuators that are often equipped with sensors 
to monitor their current state. All factors influence one or more output data points called responses. In 
production systems, responses are usually one or more measurable product quality characteristics. 
Production systems typically rely on the empirical knowledge of experts and plant personnel who adjust the 
control variables to achieve the desired responses. 

In this work, we specifically address a subset of ML, namely predictive models, which learn the behavior of 
the plant using regression. These models use historical data collected during the operation of the production 
system to determine the relationship between factors and responses. Thus, the trained predictive model can 
quantify the effect of factor changes on responses independently of the process experts' empirical knowledge. 

Since the predictions take place simulatively without affecting the real-world production system, finding the 
factors for the desired responses based on the predictions of a trained model is an optimization problem. 
Given the current disturbance values of the real-world production system, a set of control variables is sought, 
reproducing the desired responses according to the prediction model as accurately as possible. These 
simulatively determined control variables can be set in the actual production system afterward. The goal of 
this optimization is to avoid scrap or to increase efficiency. In production, this method is called predictive 
quality. However, applying these predictive models in production is associated with some challenges.  

Most of the data generated in production systems is available as time series data. Programmable Logic 
Controllers (PLCs) cyclically retrieve individual measured values and provide them with a time stamp. The 
combination of all process factors forms the input space, also called design space or factor space. Figure 2 
shows a simplified 2D factor space. In this simple example, the factors x1 and x2 create the factor space. 
Within the green area there are data points, represented as black dots. These data points are recordings during 
the regular operation of the production system. The distribution of data points within the green area is not 
homogeneous, so there are areas with an accumulation of data points as well as areas with few or no data 
points. 

111



Figure 2: 2D factor space with data points illustrated as black dots 

This distribution of data for training predictive models significantly impacts their robustness [7]. Areas with 
many data points lead to accurate predictions due to the prevalence of low uncertainty, like prediction 1 in 
Figure 2. Prediction 2 in Figure 2, on the other hand, lies in an area with few data points nearby, leading to 
higher uncertainty and less accurate predictions. This type of uncertainty arises from various forms of 
insufficient knowledge or incomplete data and is referred to as “epistemic uncertainty” [8]. Therefore, 
providing additional data reduces epistemic uncertainty. Predictions within the green range can also have 
high epistemic uncertainty and thus produce inaccurate predictions. All predictions within the green region 
are also referred to as "in-distribution" predictions [9]. However, this does not mean they are independent 
and identically distributed [10]. Accurate predictions within this range are essential for applying predictive 
models since even slight fluctuations can significantly affect the process. The prediction of desired target 
variables, therefore, only allows minor errors. High epistemic uncertainty leading to high inaccuracy makes 
predictions unusable for production systems. 

Predictions in the red region of the factor space have a very high epistemic uncertainty and produce incorrect 
predictions because of factor compositions that the training data does not cover. All predictions within the 
red region are referred to as "out-of-distribution" (OOD) predictions [9,10]. Valid predictions in the OOD 
region can still be highly relevant in applications where process experts want to identify new operating 
conditions. In this case, the objective is to find factor compositions in the red region that are more efficient 
than previous operating regions "in-distribution" or more consistently achieve the desired product quality. 

Reducing epistemic uncertainty with new data in the factor space is difficult to achieve in an application. 
Instead of only having two factors, as shown in Figure 2, real-world applications often deal with tens or even 
hundreds of factors. This high dimensionality and the often complex interrelationship of the factors limit the 
applicability in production systems. This work focuses on improving “in-distribution” predictions through 
new data points. We present a method that evaluates feature importance and model uncertainty in the factor 
space to create an effective set of experiments. The effect of gathering data during these experiments shows 
a more significant decrease in model error compared to training the model further with regular training data. 

3. State of the art

This chapter presents the state of the art regarding our research. First, we discuss the role of uncertainties, 
feature importance, and their corresponding methods for explainable AI. Subsequently, we point out current 
research in the field of ML-based experimental design. 
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3.1 Understanding ML models 

Explainable AI aims to provide interpretable insights into the decision-making process of AI models to 
understand them better. Explainability is particularly important in production systems since incorrect 
predictions can cause property damage or even cause injuries. There are many tools and methods to evaluate 
the correctness and relevance of a prediction. In this work, however, we focus on two approaches: uncertainty 
and feature importance. Feature importance indicates the influence of individual factors on the responses. In 
the context of feature importance, global model-agnostic methods describe the average behavior of models 
[11]. The most prominent global model-agnostic method is permutation feature importance. By randomly 
shuffling a factor’s value and measuring the model error, permutation importance provides the importance 
of each factor for the responses [12]. Local model-agnostic methods, on the other hand, explain individual 
model predictions [11]. SHapley Additive exPlanations (SHAP) is a method that uses Shapley values, known 
from coalitional game theory, to find the contribution of each factor to the prediction [13].  

According to [14], the shell model of uncertainties divides the uncertainty of AI or ML applications into 
three areas: The innermost layer, "Model Fit," indicates whether the used model can represent the complexity 
of the data. The subsequent layer, "Data Quality," indicates whether the data contains the information and 
correlations related to the target variable. The outermost layer, "Scope Compliance," includes uncertainty 
due to differences between the model and application context. This work concerns the "Data Quality" layer, 
which describes epistemic uncertainty. Bayesian methods are essential in determining the amount of 
uncertainty [15,16]. However, since Bayesian approaches are often more computationally expensive and less 
performant than conventional ML models, [17] demonstrated that dropout in neural networks can be used to 
approximate uncertainty, combining the advantages of conventional ML with Bayesian methods. 

3.2 ML-driven Design of Experiments 

Factorial or screening experimental plans quickly reach their limits when there are many factors and complex 
processes. ML-based Design of Experiments (DoE) attempts to solve this problem and helps to determine 
process interrelationships through targeted experiments. Determining the most efficient experiments is called 
“Optimal Experimental Design” (OED). Approaches in this area use, for example, iterative exploration of 
areas in the factor space with high information content by predicting the variance [18] or introducing 
estimators for the information gain of an experiment [19]. ML-based DoE already finds application in the 
field of materials science [20], chemical reactions [21], or in the selection of fast-charge protocols [22]. 
However, these approaches are limited to discrete factor spaces and do not account for continuous factor 
spaces as they prevail in production systems. 

4. Methodology

This section introduces our ML-driven DoE for predictive models in production systems. Figure 3 shows the 
workflow of the method. 

Figure 3: Workflow for the ML-driven approach to DoE for predictive models in production systems 
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For this method to be applicable, the production system must run and provide the data generated during the 
process. All data points are snapshots of the production system at a certain time and consist of n factors. The 
first step is to train an ML model using historical data from the operation of the production system. The type 
of selected regression model must either provide the uncertainties in its predictions (i.e. Bayesian methods) 
or allow to calculate the uncertainty of its prediction with additional methods (i.e. neural networks with the 
approximation of [17]). These requirements are important at a later stage in the workflow. In some cases, 
this regression model might already produce sufficient predictions. However, the predictions are too 
inaccurate for many use cases in production systems, which is where our method comes into place. In step 
two, we calculate the feature importance of all control variables. Since we are interested in the feature 
importance over all data points, we apply a global model-agnostic method like permutation importance.  

In the third step, we determine the uncertainty of the model over historical data points. Ideally, these data 
points are a test set which the model has not been trained on. Then we pick m data points with the highest 
uncertainty for further investigation in the next step. The amount of data points to choose varies depending 
on the number of experiments and fluctuation in the data. If we plan a high amount of experiments and the 
data fluctuates considerably, an increased number of data points is necessary for step 4. 

Since it is expensive to perform many experiments, we do not want to run separate experiments for m data 
points. Instead, we want to design an efficient set of experiments that generate as much useful information 
for the ML model as possible. This is why we cluster the data points with high uncertainty in step 4. By 
clustering similar data points, we aim to compress the information of m data points into fewer experiments. 
Algorithms like k-means minimize the variance of data points within a cluster. In this case, we want to 
minimize the variance of all control variables since we cannot influence disturbance variables during 
experiments. Additionally, we weight all control variables by their feature importance. This ensures 
efficiency since factors with a high impact on model estimates also have a higher impact during clustering. 
To get a single experiment from each cluster, we calculate the average for the factors in each cluster. The set 
of all averaged clusters acts as an experiment plan for the production system. This plan provides a set of 
experiments that target areas in the factor space where the model is uncertain while focusing on the factors 
that influence the responses the most. 

In step 5, we set the control variables according to the first experiments from the experiment plan and record 
all data during production. After completing all experiments, we use the data from the experiments to further 
train the model in step 6. 

5. Evaluation 

In this chapter, we evaluate our method based on its effect on the error of predictive models in production 
systems. We apply the method at a geothermal power plant (GPP) that produces power by extracting heat 
from hot thermal water. We use 22 sensors in the process. The process operators have written the operational 
data cyclically into a database every 5 minutes for 268 days. These sensor values are the historical data and 
consist of different physical properties like water flow rate, pressure, temperatures, etc. Out of these 22 
values, we use three adjustable factors as the control variables for our method. In addition, one of the values 
that the process operators recorded is the net energy gain of the GPP, which acts as the response of the 
predictive model. After training a basic feed-forward neural network on this data, we evaluate the feature 
importance of all control variables using permutation importance. Table 1 shows the feature importance of 
all control variables. 
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Table 1: Feature Importance of the control variables 

Control variable Feature Importance 

Number of active air condensers 33.6068 
Blade angle of air condenser ventilators 32.9897 
Receiver condensate level 29.4302 

In the next step, we predict the net energy gain based on unseen data. We use the dropout method of [17] to 
estimate the epistemic uncertainty of these predictions. Figure 4 shows the uncertainty of the predictions 
over a period of 30 days. 

Figure 4: Epistemic uncertainty of the model on test data 

Since maintenance work was done on the GPP during this time, we left out some uncertainty data to avoid 
faulty estimates. The red dots mark 20 predictions with the highest epistemic uncertainty. To reduce the total 
number of experiments, we build five clusters from these 20 data points weighted by their feature importance 
and calculate the average of each cluster. The five clusters act as five separate experiments. Therefore, we 
compress the information of twenty data points into only five experiments. We adjust each control variable 
according to an experiment and run the GPP with these settings for 24 hours. We record all 21 factors and 
the corresponding response during the experiments for further training of the feed-forward neural network. 

We use the root-mean-square error (RMSE) between the predictions and the actual net power output to 
evaluate the performance of the model. Table 2 shows the RMSE of three models, which all share the same 
hyperparameters. We train model 1 on just 268 days of historical data. Model 2 utilizes an additional five 
days of regular operational data from the GPP. Model 3 uses the 268 days of historical data and the five days 
of experiments we performed based on our method. This means we trained models 2 and 3 on the same 
amount of data, whereas model 1 uses five fewer days of data.  

Table 2: Evaluation of the models based on their RMSE 

Model RMSE 

Model 1: 268 days of data of regular operation data 12.006 
Model 2: 268 regular + 5 days of regular operation data 11.935 
Model 3: 268 regular + 5 days of experiment data (our method) 10.294 
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As expected, model 1 with an RMSE of 12.006 performs worse than models 2 and 3 since we provide less 
training data. While model 2 achieves an RMSE drop of ~0.6% to 11.935, the RMSE of model 3 drops to 
10.294, a decrease of ~14.3%. The five days of experimental data provided by our method are more 
beneficial to the model than five days of regular operating data. This shows that a data-driven approach to 
predictive models can help lower the error of predictions and make these models more feasible for production 
systems. 

6. Conclusion and future work 

It is vital to decide which ML model to use and to find its best hyperparameters for any type of application. 
However, instead of focusing on models and algorithms, research in data-driven AI focuses on data quality 
and reliability. In this work, we introduce a method for ML-driven DoE for predictive models in production 
systems to generate high-quality training data yielding lower prediction errors. We achieve this by 
considering the epistemic uncertainty of model predictions and clustering them weighted by feature 
importance. With this, we create data with high value to the model while keeping experimental efforts as 
low as possible. We have shown that our method yields significantly higher-quality data than regular 
operation.  

This work focused on “in-distribution” predictions, meaning we generated data within the range of regular 
operation of the production system. However, in some cases, the optimal point of operation does not lie 
within this area of the factor space. Exploring OOD predictions might produce higher efficiency, better 
product quality, or higher overall production. Therefore, in future work, we want to focus on OOD 
predictions to find new operating conditions in production systems.  
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Abstract 

Deep Learning for Computer Vision holds great potential in warehousing logistics, for example for 
applications such as mobile robots or autonomous forklifts. However, the availability of labelled image 
datasets within this area is limited. To address this problem, we benchmarked two different datasets, LOCO 
(Logistics Objects in Context) and TOMIE (Tracking Of Multiple Industrial Entities), to find out, if these 
datasets can be used interchangeably. Therefore, we examine the usability of these datasets for Object 
Detection tasks using the YOLOv7 framework. For this we trained several networks and compared them 
with each other. A deep analysis between these two datasets shows that they are quite different and only 
suitable for specific tasks which are not interchangeable, despite having emerged from the same research 
domain. More thorough investigations are performed to find the reasons for this lack of compatibility. To 
close the gap between LOCO and TOMIE, a synthetic data generation pipeline for pallets is developed and 
18,000 synthetic pallet images are rendered. Furthermore, models are trained based on the synthetic data and 
compared with the models trained on real data. The synthetic data generation pipeline successfully closes 
the reality gap, and the performance on TOMIE is increased, but the performance on LOCO remains 
significantly weaker, in comparison. To develop a deeper understanding of this behaviour we examine the 
underlying datasets and the reasons for the performance difference are identified. 

Keywords 

Warehousing Logistics; Datasets Generation; Deep Learning; Object Detection 

1. Introduction

Robotic systems, such as AGVs (autonomous guided vehicles) and autonomous forklift trucks are 
encountered more and more in warehousing environments, solving tasks, like recognising, storing and 
collecting pallets and other objects of interest [1]. To enhance the abilities of such robotic systems, they 
require the capability of a deeper understanding of the environment by using sensors such as cameras and 
algorithms to extract semantic information. For this task, there still remains a huge untapped potential for 
Deep Learning (DL) and Computer Vision (CV). For Deep Learning however, lots of data is necessary, 
which is sparsely available for warehousing environments [2]. 

Since existing datasets from the context of warehousing logistics are limited, it first leads us to LOCO 
(Logistics Objects in COntext), which was the first dataset of its kind [3]. Also, TU Dortmund University 
recently published a tracking dataset in the field of warehousing logistics called TOMIE (Tracking Of 
Multiple Industrial Entities) [4]. 
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Both datasets are designed for Object Detection in warehousing environments, providing semantic data of 
logistical entities within their images. In addition, we address the question to what extent synthetic data can 
improve the combination of both datasets in terms of Object Detection results. 

Therefore, LOCO as well as TOMIE are being investigated in terms of their usability for DL. The use of 
synthetic data is also evaluated, and an image generation pipeline is developed for this purpose. Experiments 
are conducted using the state of the art Object Detection framework YOLOv7 [5]. 

2. Related Work

Object Detectors are normally used on a special domain, therefore the need for a specialised dataset is 
present. In the field of warehousing logistics, there was no publicly available dataset until the release of 
LOCO [3] as well as the recently published paper of TOMIE [4]. Nevertheless, there is some work that dealt 
with Object Detection in logistics using real data: In [6] a survey on DL-based Object Detection in industrial 
manufacturing lines was conducted. Another paper [1] deals with the automated detection of pallets by 
unmanned forklifts. 4,620 photos from real warehouses were used for training with the Single-Shot-
Detection (SSD) architecture. The work of [7] aimed to detect pallets and their associated pallet pockets 
using Object Detection. For this purpose, Faster-RCNN, SSD and YOLOv4 were compared, with the result 
that Faster-RCNN and SSD achieve better performance, but small objects are detected significantly better 
by YOLOv4. Pallet detection with YOLOv5 was investigated in [8]. 1,350 images were captured with three 
different cameras at different times of the day. In addition to pallet Object Detection with SSD, [9] used 
depth data to extract the 3D pallet point-cloud model for accurate positioning. For this purpose, more than 
1,000 images of pallets were taken under different lighting conditions and at normal forklift reach. 

Due to the lack of datasets in the real logistics environment, there are many efforts to generate them 
synthetically. There are different ways of creating synthetic data, one of which is rendering images with 3D 
software, e. g. with Blender or Unity. This can be roughly divided into trying to render photo-realistic 
images, imitate real world parameters as close as possible, or using Domain Randomisation (DR), for which 
the realism is not that important. DR is an approach where parameters of the source domain are randomized 
with the idea that the target domain is recognised as just another variation of the source domain by the model 
[2]. [10] focused on the detection of retail-objects, using a DR approach with random 3D objects in the 
background of the objects of interest. The Hamburg University of Technology [11] dealt with the pose 
estimation of a Euro-pallet, also using Blender. However, the focus here lays more on photorealism, the 
textures consist of RGB images from a real camera. An mAP of 0.94 was reached on own test data. In [2], 
an industry-based synthetic dataset consisting of small load carriers was used to evaluate their data 
generation pipeline using Blender and DR. In addition to rendering images and compositing real data, there 
is another promising way to generate synthetic data, which is generative AI. AI has been given a whole new 
meaning by Large Language Models like ChatGPT, but are also potentially useful in the field of Object 
Detection. GANs (Generative Adversarial Networks) for instance, can be helpful in domain adaptation in 
order to bring synthetic images closer to reality [12]. However, research on generative AI for Object 
Detection in warehousing logistics is still at the beginning. 

In the context of warehousing, only one synthetic dataset is known to us [13]. This dataset, however, is suited 
for re-identification and not for Object Detection tasks. One further dataset, which is currently available only 
for collaborators and partners, is SORDI [14], created to tackle the lack of industrial synthetic datasets. 
200,000 bounding box annotated images were rendered, containing eight different assets in 32 scenarios, 
resulting in more than 1 million bounding boxes. 
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3. Methodology

The goal of this paper is the investigation of the LOCO and TOMIE dataset in terms of usage potential for 
Object Detection. We evaluated if the Object Detection performance of LOCO can be improved by using a 
modern framework, the TOMIE dataset or self-created synthetic data. The best-case scenario would be a 
model which generalises well on all data in context of logistics by using all three sources of data. 

First, data exploration and comparison for both LOCO and TOMIE is conducted. With the base models of 
both real datasets, reciprocal inference is conducted to evaluate how well each model is performing on the 
other dataset. Regarding synthetic data (from now on referred to as the SYNTH dataset), first, a pipeline was 
created using Blender, generating images of the pallet class. To bridge the reality gap, DR as well as domain 
knowledge are used. In this case, the latter means that we already know where and under which conditions 
(i. e., loaded, on shelves) pallets are often seen. After generating these images, the pipeline also must prepare 
the data for training and data exploration. Following that, training with YOLOv7 is conducted, leading to a 
base model trained on SYNTH. As with the real data, inference is conducted with TOMIE and LOCO to 
determine how well purely synthetic pallet data works in the logistics domain. With the then available base 
models, fine-tuning is done - for the SYNTH base model with LOCO and TOMIE, for the real datasets only 
with the respective other dataset. Afterwards, inference is conducted again with LOCO and TOMIE to 
evaluate how fine-tuning helps to generalise or if catastrophic forgetting occurs. To compare the performance 
of the SYNTH dataset, base models are again trained with LOCO and TOMIE also using only the pallet 
class. The overall approach can be seen in Figure 1. 

Figure 1: Training and test approach. 

4. Data Exploration

4.1.1 LOCO 

LOCO is a dataset which is split into five subsets, representing different warehousing logistics environments. 
A total of 64,993 images were captured, images 39,101 remained after removing blurred and similar images. 
From those, 5,593 were selected for bounding box annotation for five classes: pallets, small load carriers, 
stillages, forklifts and pallet trucks. In total there are 151,428 instances of those classes, which have a 
unbalanced class distribution. Pallets make up the biggest part of the annotations, followed by small load 
carriers. Forklifts occur only 598 times in the dataset. There are 496 images without any annotations, the 
majority of the images hold at least ten annotations and a significant number even more than 50 annotations. 
Also, the relative size of the objects is smaller in LOCO than in common datasets like COCO. 90% of the 
annotations have a bounding box size smaller than 2% of the image size. In COCO, that is only the case for 
70% of the objects. The majority of LOCO annotations are even smaller than 1% of the image size. 
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4.1.2 TOMIE 

TOMIE [4] was recorded in a research facility representing a warehousing environment. In this environment, 
different warehousing scenarios were recorded using six cameras in different locations, creating six different 
data subsets. The dataset consists of 112,860 frames and 640,936 entity instances of nine classes including 
pallets, stillages, small load carriers and forklifts. Compared to LOCO this means that it offers the same 
object classes, except for the pallet trucks. The number of annotations per class is more balanced in TOMIE 
than in LOCO. Nevertheless, the pallet also dominates here, with over twice as many instances as the small 
load carriers. Stillages are the rarest while there are still twice as many forklifts. TOMIE has few instances 
per image, especially compared to LOCO, the majority of the images has no more than 10 annotations. The 
size of the annotations is more irregular compared to LOCO. This is because the camera distance to the 
respective objects remains virtually the same throughout the recordings. Furthermore, there are no 
annotations with a bounding box smaller than 0.1% of the image size.  

4.1.3 SYNTH 

Due to the scope of this paper, only one of the potential classes is considered. Pallets were chosen since they 
play the most elementary role and occur the most in the existing datasets. Thus, the performance of the 
synthetic data can be measured best.  

To ensure data diversity, 13 different pallet and three different warehouse assets are used for the generation 
of SYNTH. The pallets are randomly spawned following various parameters which are randomly selected 
based on a self-defined range that can be changed before rendering. This includes the pose, texture, form 
and quantity. In addition to labelling full pallets, 2D front and side views of pallets were added to SYNTH. 
Camera position, orientation, and field of view were also randomized. Distractor objects with random 
attributes were placed in the foreground and background. The background was randomized by changing 
floor and wall textures. 3D assets from the logistics context were placed in the background. Random lighting 
was applied, including the use of a shadow thrower to simulate poorly illuminated pallets. Rendering quality 
was varied, including resolution and number of samples. After rendering, some sanity post-processing was 
applied, like excluding pallets which are barely visible in the image, either because they are placed at the 
image edges, or because they are occluded. 

Figure 2: Examples of the different subsets of SYNTH. 

About 18,000 images were rendered. with a total of 125,937 instances, divided into 6 subsets, all with slightly 
different parameters. Examples for images from the dataset can be seen in Figure 2. The annotations per 
image distribution is located between LOCO and TOMIE with the maximum of images having 1 to 5 pallets 
and no images with more than 50 pallets, with seven on average. The size of the bounding boxes is quite 
similar to LOCO. The composition of the dataset and the split into different subsets is shown in Table 1. 
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Table 1: Statistics of the SYNTH dataset. 

 Subset Number of Images Number of Pallets Notes 
α 2,992 25,279 Full randomization 
β 3,017 15,926 Pallets only on floor level 
γ 2,989 18,797 Full randomization 
δ 3,006 15,109 Pallets only on floor level 
ϵ 2,991 32,544 No texture change for floor and wall 
ζ 3,035 19,625 No texture change for floor and wall 

More pallet front side instances 

5. Experiments

5.1 Real Data 

For the experiments with real data, the LOCO subsets (1-5) were split into training and validation sets, i. e. 
2, 3 and 5 as training sets and subsets 1 and 4 as validation sets. Using TOMIE, we split the subsets (A - F) 
so that the training set contains A, B, E and the sets C and D as the validation set. We used an image 
resolution of 1120px, a batch size of 4, an IoU of 0.5 and a confidence of 0.001. For training, the standard 
YOLOv7 P5 parameters and pre-trained COCO weights were used. 

5.1.1 LOCO Base Model 

We trained the LOCO base model with Adam, a LR (Learning Rate) of 0.001 and 5 frozen layers. Inference 
was conducted with LOCO as well as TOMIE data on the weights of the best epoch. For LOCO and TOMIE 
the results are listed in Table 2. 

Table 2: Inference results one the LOCO base model with LOCO and TOMIE. 

Class 
Dataset 

All Small load 
carrier 

Forklift Pallet Stillage Pallet truck 

LOCO 0.52 0.467 0.350 0.737 0.688 0.359 
TOMIE 0.234 0.0 0.0 0.023 0.422 - 

For fine-tuning with TOMIE, subset B was selected as training set and subset D as validation set. After 
conducting runs with several optimizer and freeze parameters (T), the best mAP@.5 reached was 0.67 using 
SGD and no frozen layers (T0). To prevent catastrophic forgetting, we applied mixed fine-tuning (M) and 
frozen layers: LOCO subset 1 was added to the training set, while subset 4 was added to the validation set, 
since both were not used to train the base model. The optimizer used was SGD and the LR was increased 
from 0.001 to 0.01 due to a higher number of and more diverse training data. Results are shown in Table 3. 

Table 3: Inference results (mAP@.5) for TOMIE and LOCO with LOCO based model fine-tuned with TOMIE. 

Inference results for TOMIE subsets A, C, E and F on 
the LOCO base model fine-tuned with TOMIE 

Inference results for LOCO subset 4 on the 
LOCO base model fine-tuned with TOMIE 

Class M T50 M T5 T0 T50 M T50 M T5 T0 T50 
All 0.65 0.645 0.630 0.624 0.182 0.006 0.033 0.001 
Forklift 0.35 0.289 0.293 0.338 0.057 0.001 0.002 0.001 
Pallet 0.608 0.65 0.656 0.562 0.552 0.022 0.127 0.002 
Stillage 0.993 0.995 0.995 0.972 0.036 0 0 0 
Pallet truck - - - - 0.081 0 0.001 0 
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5.1.2 TOMIE Base Model 

SGD was chosen, with an LR of 0.01 and five frozen layers as well as a resolution of 1152px. Subsets A, B, 
E and F served as the training set, while subset C and D were used for validation. After the 10th epoch a 
training mAP@.5 of 0.846 was reached, which was not surpassed after. Inference was first conducted with 
the LOCO benchmark (subsets 1 and 4) on the weights from the best epoch, which lead to an mAP@.5 of 
0.002. On the TOMIE base model, fine-tuning with LOCO was conducted for 40 epochs while using SGD: 
once with 10, the other time with no frozen layers. The results are shown in Table 4. 

Table 4: Inference results mAP@.5 for LOCO subsets 1 and 4 on the TOMIE base model. 

Class 
Dataset 

All Small load 
carrier 

Forklift Pallet Stillage 

LOCO 0.002 0.0 0.0 0.001 0.005 
TOMIE 0.839 0.826 0.613 0.937 0.977 

The split and the other parameters are the same as before. The mAP@.5 inference results for both trained 
models are shown in Table 5, each for the weights of the best epoch. 

Table 5: Inference results mAP@.5 on the TOMIE base model fine-tuned with LOCO. 

 Class LOCO (T10) TOMIE (T10) LOCO(T0) TOMIE(T0) 
All 0.491 0.243 0.514 0.215 
Small load carrier 0.379 0 0.485 0 
Forklift 0.258 0 0.266 0 
Pallet 0.737 0.011 0.745 0.019 
Stillage 0.652 0.961 0.663 0.841 
Pallet truck 0.431 - 0.411 - 

5.2 Synthetic Data 

In this section we analysed the quality of our SYNTH dataset by training models only with the pallet class. 
For this, we trained a SYNTH base model for 40 epochs with five frozen layers and SGD with a LR of 0.01. 
Subsets α and γ were used as training set, subset ϵ as validation set, the remaining data were used for 
inference testing. This way, the subsets with the most DR are used for training and the one closest to reality 
for validation. Proceeding with our SYNTH base model, we conducted additional experiments by fine-tuning 
the model with TOMIE and LOCO. We also trained a two staged fine-tuned SYNTH base model, which was 
first fine-tuned with TOMIE and LOCO afterwards. For inference testing we used subset 1 from LOCO. All 
experiment results are shown in Table 6. 

Table 6: Inference results (mAP@.5) with LOCO subset 1 on different configurations. 

Model mAP@.5 
SYNTH 0.096 
LOCO fine-tuning on SYNTH 0.740 
TOMIE fine-tuning on SYNTH 0.005 
LOCO fine-tuning on TOMIE on SYNTH 0.724 

In addition to our fine-tuned experiments we also tested all subsets from LOCO and TOMIE to determine 
how the inference with real data is when used only with models trained using SYNTH, which is shown in 
Table 7. 
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Table 7: Inference results on the SYNTH base model. 

LOCO subset 1 2 3 4 5 all 
mAP@.5 0.113 0.044 0.029 0.054 0.054 0.051 
TOMIE subset A B C D E F all 
mAP@.5 0.718 0.263 0.416 0.003 0.752 0.015 0.343 

6. Evaluation

6.1.1 Real Data 

The LOCO base model shows an improved mAP compared to the original paper. However, while pallets 
and stillages produce reliable results, small load carriers, forklifts and pallet trucks perform poorly. For 
forklifts and pallet trucks, the low number of occurrences and variety of the objects are likely to be 
responsible for the model’s poor performance. Delving deeper into LOCO, one reason is the annotation 
quality (see Figure 3). There are missing and faulty annotations, when comparing inference with ground 
truth. Also, the objects are in part difficult to recognise, be it due to their size or blur. 

Figure 3: Comparison of the ground truth (left) and the predictions (right) in LOCO. 

For the TOMIE base model, we discovered a fast training convergence. One possible reason for this is that 
the data is quite easy to learn on. The stillage class is detected well, which is because in all images it is the 
very same stillage instance. The performance for the forklift is, in comparison, rather poor. A reason for 
this might be the inconsistent annotations (see ig r  4) with sometimes the person dragging it being 
included and sometimes not. Annotation inconsistency also occur for other categories, which could lead 
to the notably fluctuation in training performance. Also, the model is overfitting on loaded pallets, which 
are sometimes detected even if they are occluded. 

Figure 4: Examples of annotation inconsistencies of forklifts in TOMIE. 

The performance of TOMIE data on the LOCO model is poor, except for the stillage class. Vice versa, 
performance is even worse. A central criteria is probably the camera perspective. In TOMIE it is almost a 
top-down, bird’s eye view, whereas in LOCO the pictures were all taken relatively close to the ground. In 
addition, a model trained on LOCO mostly labels the visible part of loaded pallets. With TOMIE, the 
bounding box always covers the whole pallet. This leads to incorrect predictions due to low IoU, even 
though the pallet may have been recognised correctly (see ig r  5). 
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Figure 5: Pallet annotation compared to inference results with LOCO on the TOMIE dataset. 

6.1.2 Synthetic Data 

The SYNTH model performs much better on TOMIE than on LOCO, showing that the reality gap could be 
overcome with synthetic data. A deeper investigation of the LOCO dataset shows that pallets in shelves are 
rarely recognised, especially if the pallets do not face the camera or the instance is small (Figure 6, bottom 
left). The LOCO base model can recognise these objects much better. Stacked pallets are also problematic 
(Figure 6, top images). 

Figure 6: Inference samples with LOCO subset 1 (dark green = ground truth, orange = LOCO base 

model, blue = SYNTH base model). 

For pallets, in general it seems like fine-tuning with LOCO on a base model improves performance and again 
fine-tuning on SYNTH performs slightly better than fine-tuning on TOMIE. For fine-tuning with TOMIE 
on SYNTH, the inference with subset 1 performs very poorly as usual and as expected, fine-tuning on LOCO 
still brings a better performance. Finally, we analysed the combination of the SYNTH base model with 
LOCO and TOMIE data. For inference with subset 1 with LOCO fine-tuned model, a better performance 
can be achieved by fine-tuning. 

7. Conclusion

In this paper, we conducted a thorough examination of two warehousing logistics datasets, LOCO and 
TOMIE. Our investigation not only involved a comparative analysis but also sought broader insights relevant 
to computer vision and logistics object detection. While first results demonstrated the superiority of our 
models on the LOCO benchmark, we identified inherent dataset limitations, including class distribution 
imbalances and annotation inaccuracies, particularly with pallets and small load carriers. TOMIE, with its 
consistent camera perspectives, presented challenges like label inconsistencies and fluctuations during 
training. These issues underscore the importance of robust dataset curation and annotation. Secondly, our 
analysis revealed substantial disparities between LOCO and TOMIE, spanning different camera 
perspectives, environmental conditions, and labelling approaches, shown by catastrophic forgetting during 
transfer learning. To bridge these gaps, we introduced a synthetic data generation pipeline, effectively  
leading to performance enhancements. In summary, our study not only offers insights into LOCO and 
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TOMIE but also underscores the broader relevance of robust dataset creation and domain adaptation 
challenges in logistics object detection. Bridging these gaps is crucial for enhancing model robustness and 
applicability in real-world logistics scenarios. 
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Abstract 

The increasing product variance due to the growing individualization of customer requirements leads to 
smaller batch sizes and higher process time spreads in mixed-model assembly. The resulting decline in 
efficiency pushes conventional, less flexible assembly lines to the limits of their economic viability. Matrix 
assembly is an approach to increase flexibility and efficiency by decoupling workstations and dissolving 
cycle time constraints while maintaining flow. Both matrix and line assembly are flow-based assembly 
structures characterized by assembly objects moving according to the flow principle. Due to the numerous 
design options of flow-based assembly structures and the need to consider flexibility as a central decision 
criterion, the complexity of structural planning increases. The variety of the design options as well as their 
compatibility make it challenging for assembly planners to decide which configuration provides sufficient 
flexibility for their use case. 

This paper presents a novel level-based classification for flow-based assembly structures that identifies the 
relevant configurations, ranks them according to provided flexibility, and breaks down the characteristics as 
well as their compatibility. The classification enables planners to efficiently compile, evaluate and select the 
flow-based structure configurations suitable for the individual use case during assembly structure planning. 
Planning efficiency and results are improved by transparently providing all configurations and their 
characteristics’ compatibility to the planner without any research effort. The configuration selection focusing 
on flexibility by means of the classification can be the starting point of a subsequent simulation of the system 
behavior concerning efficiency. 

Keywords 

Mixed-Model Assembly, Matrix Assembly, Line Assembly, Flexibility, Efficiency, Assembly Planning 

1. Introduction

In times of increasing individualization and diversification of customer requirements, the number of units 
per variant decreases and manufacturers use mixed-model assembly lines (MMAL) to minimize investments 
and associated risks [1, 2]. Different product variants with related characteristics are assembled in the same 
assembly line without retooling [3]. The different scopes in assembly stations make it increasingly difficult 
to maintain a uniform cycle time within the system [4]. Despite significant efforts for measures to reduce the 
cycle time spread and to optimize the variety of variants [4], conventional, clocked MMAL reach the limits 
of economic viability [5]. Therefore, companies are looking for assembly structures that are able to cope 
with the changing conditions in a short time and a paradigm shift towards more flexibility is emerging [2, 6, 
7]. 
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Both line and matrix assembly form the flow-based assembly structures. Assembly objects move according 
to the flow principle through a series of assembly stations to be completed [8]. Matrix assembly makes use 
of the advantages of job-shop assembly regarding flexibility and of flow-line assembly regarding efficiency 
by decoupling workstations and dissolving the cycle time constraint [5]. Assembly objects each take an 
individual path through the assembly stations, which can be approached independently of each other [9]. In 
comparison to MMAL, matrix assembly is highly flexible and provides better efficiency for specific use 
cases [6]. In case of unforeseen events such as a disrupted or unavailable assembly station, it can easily be 
skipped by adjusting the path of an affected assembly object and the system can be changed proactively [10]. 
The significant advantages of matrix assembly go along with a higher control effort of the entire assembly 
and increased space requirements [11]. Currently, matrix assembly systems are not known to be fully 
deployed in series production, although the concept is broadly discussed in research and tested in prototype 
applications in practice [12]. Reasons for the slow introduction include companies’ lack of experience in the 
use and planning of matrix assembly systems and the high planning complexity. 

The majority of conventional approaches to assembly planning are based on the sequential phases 
Formulation of the planning task, Rough planning, Detail planning and System implementation [13]. After 
the formulation of the planning task and requirements regarding system adaptability, the rough planning is 
performed. In this, alternative characteristics are combined and thereby competing system configurations 
developed. After an evaluation, the superior configuration is selected, and the detailed planning is conducted. 

When developing concepts during rough planning, planners are guided by classifications that differentiate 
assembly structures based on their constituting characteristics. Due to the increased planning scope in the 
structural planning of matrix assemblies, the known dimensions of those classifications do not describe the 
relevant characteristics with distinction. As a result, the system configurations of flow-based assembly 
structures are not transparent and structural planning becomes inefficient because planners must undertake 
research efforts to identify configurations. Hence a classification applicable for the structural planning of all 
flow-based assembly structures is required. In this paper, a novel classification for flow-based assembly 
structures to organize relevant configurations according to the provided flexibility is proposed. Therefore, 
the following research question is to be answered: How can the cause-effect relationships of flow-based 
assembly structures be consolidated in a classification for efficient structural planning? 

2. Literature Review

The presented systematic literature review follows the approach described by VOM BROCKE ET AL. [14] and 
aims at identifying the key publications representing configurations of flow-based assembly structures and 
approaches to classify assemblies. The review scope and strategy were defined according to the taxonomy 
of literature reviews described by COOPER [15], extended by the Starlite mnemonic [16]. The concepts in 
the research field pursue the common goal of overcoming the challenges of multi-variant assembly, such as 
limited efficiency in particular, by increasing flexibility. This topic was conceptualized by iteratively 
identifying the main search terms for flexibilization and the domain. Accordingly, the search string (flexib* 
OR agil* OR matrix) AND ("assembly line" OR "assembly system" OR "mixed-model assembly") was 
applied for titles, keywords and abstracts resulting in 2,822 publications. These were analyzed using the 
PRISMA methodology [17] and 44 relevant publications remained after the screening process. A forward 
and backward citation search provided additional four publications. In the following, selected insights 
regarding concepts of flow-based assembly structures and classifications are presented. 

2.1 Concepts of Flow-Based Assembly Structures 

Flow-based assembly structures comprise both line and matrix assembly. The review results show that 
concepts to improve flexibility of conventional line assembly such as dynamic line balancing, sequencing, 
cycle time modifications, optimized system segmentation, flexible worker utilization and team work are 
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already used in industrial practice and are therefore not presented in detail. However, these concepts reveal 
levers to improve flexibility like structuring in less dependent sub-systems, mitigating cycle time constraints 
and extending the utilization of workers' capabilities. In the following, the insights regarding matrix 
assembly structures are presented referring to these flexibility levers. 

FOITH -FÖRSTER ET AL. investigate the productivity per area of assembly structures and show that it drops 
for line assemblies with a higher proportion of variants due to the cycle time spread, whereas modular 
structures such as matrix assembly roughly maintain their level [18]. GÖPPERT ET AL. develop a matrix 
assembly structure by dissolving the coupling of assembly stations established in assembly lines with the 
aim to increase the flexibility while maintaining efficiency [12]. This involves arranging self-adaptive and 
reconfigurable stations in the form of a grid within a segment of high flexibility requirements. MINGUILLON 
also uses a grid arrangement of stations that can perform multiple operations and have redundancy [19]. The 
assembly is cycle time-independent with individual processing times and unrestricted material flow. 
HOTTENROTT AND GRUNOW investigate the initial configuration of matrix assembly structures regarding 
mixed-model assembly of heterogeneous vehicles [6]. The authors show an average efficiency gain of 
24.5 % using a matrix assembly compared to an assembly line if workers are not allowed to drift out of 
stations. The concepts share the same fundamental characteristics that the station coupling and cycle time 
constraint are dissolved but the authors provide negative definitions, i.e. it is shown which characteristics of 
a line assembly are omitted without naming the substituting mechanisms. The variety of similar, respectively 
synonymous terms, creates intransparency with respect to the central configuration characteristics. 

By mitigating the cycle time constraint, its synchronization function needs to be substituted by means of 
planning and control. Although the analyzed publications do not explicitly refer to the applied extend of 
both, central concepts can be identified. GÖPPERT ET AL. describe an approach where individual order routes 
are controlled depending on the system status, such as resource availability, and a digital twin reacts to 
assembly progress at short notice [12]. BURGGRÄF ET AL. make use of a similar control approach that allows 
the assignment of assembly operations to stations without restrictions on fixed assembly sequences [9]. In 
contrast, the approach described by GRESCHKE ET AL. uses the same sequence of operations as in a line 
structure, so that the planning and control effort is reduced at the expense of flexibility [5]. HOTTENROTT 
AND GRUNOW allow a flexible operation sequence in the assembly precedence graph with focus on planning 
[6]. Orders are assigned to individual time periods in production and short-term planning includes the 
allocation of orders to AGVs. MINGUILLON develops a method for the control of a matrix assembly to 
increase the robustness against disturbances by means of predictive-reactive scheduling [19]. Scheduling 
comprises the temporal allocation of orders to stations and is carried out predictively on the basis of delivery 
dates. In addition, reactive rescheduling is used to respond in near-real time to disruptions that exceed 
anticipated levels. The approach combines planning and control scopes but is limited to cases with sufficient 
predictability of processes. In summary, concepts with a focus on planning, primarily controlling concepts 
and such with a combination of planning and control can be distinguished. 

Different degrees of achieved flexibility can be distinguished regarding the utilization of workers' 
capabilities. FOITH-FÖRSTER ET AL. compare different structure types for assigning capabilities to assembly 
stations: universal structure, technology structure and single-process structure [18]. An assembly station of 
the universal type combines all assembly functions required to assemble the product in one single station. In 
contrast, the stations of a technology-based structure can just perform parts of the process (e.g. screw 
fastening). The highest specialization is realized within single-process stations designed for single operation 
only. In a matrix assembly, stations require multiple capabilities and redundancy is essential for flexibility 
according to several authors. In the concept according to GRESCHKE ET AL., the stations are equipped with 
multiple tools to perform various assembly operations [5]. KERN ET AL. make use of a flexible allocation of 
workers to stations so that capability profiles can be adapted [7]. The analysis of HOTTENROTT AND GRUNOW 
underlines that the mobility of workers has strong influence on efficiency [6]. SCHMITT ET AL. describe a 
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matrix assembly concept, which is characterized by the fact that all assembly-relevant assets are mobilized 
and thus a maximum of flexibility is achieved [20]. In conclusion, the assignment and adaptability of the 
capabilities in a matrix assembly has strong influence on flexibility and efficiency. The concepts reach from 
fixed to fully adaptable capability profiles by using mobile production resources including workers and 
equipment. In case of mobile resources, the capability profile of a station results from the combination of 
the capabilities of the present workers and equipment. The mobility of resources enables the utilization of 
all available capabilities in a matrix assembly and is thereby key to maximum flexibility. 

2.2 Approaches to Assembly Structure Classification 

Classifications structure complex systems by differentiating the objects in the research field. In this chapter, 
useful approaches for the classification of assembly structures are introduced. LATOS ET AL. summarize eight 
conventional assembly structures by distinguishing the kinematic variables of stationary and moving 
assembly objects and workstations, as well as the direction and type of movement [21]. For example, 
stationary workstations characterize job shop assembly, where assembly objects are routed in an undirected 
and aperiodic manner. Moreover, a clocked line assembly considers stationary workstations and moving 
assembly objects, while its kinematics can be described as periodical due to the cycle time. Although this 
classification is a well-established concept in assembly planning, the level of detail regarding the kinematics 
parameters is insufficient to differentiate matrix assembly structures appropriately. The characteristic 
undirected movement is unspecific in the context of matrix assembly and aperiodic movement is also not 
further specified to match the variances of cycle time independence. Furthermore, the mobility 
characteristics are not intended to describe complex movement of production resources in a matrix assembly. 

To the best of the authors’ knowledge, there is no classification that can adequately describe line and matrix 
assembly structures simultaneously with specific dimensions applicable to assembly planning. The following 
classifications do not refer to assembly, but feature model structures that are beneficial for the classification 
of assembly structures. FROHM ET AL. present a classification for automation in manufacturing by breaking 
down activities into physical and cognitive tasks while acknowledging the cooperation between workers and 
technology [22]. The model contains seven levels of automation, from fully manual to fully automatic 
control, by which each manufacturing task can be classified. The level structure ensures easy usability for 
planners in automation planning and can be transferred to a classification for flow-based assembly structures 
to make different levels of flexibility transparent. Another level-based classification is SAE J3016 [23], 
which describes the degree of driving automation for on-road motor vehicle systems from no to full driving 
automation. This concept creates an easy-to-use methodology to allocate automation systems within six 
levels. The driving task is divided into its three main dimensions and characteristics are selected per 
dimension. Each level in the classification represents a relevant combination of characteristics. The model 
structure can be transferred to differentiate characteristics and classify configurations in the context of flow-
based assembly structures by representing configurations as levels based on their constituent characteristics. 
Additionally, levels can be ranked according to their degree of provided flexibility. 

In summary, the following conclusions regarding flow-based assembly structures and corresponding 
classifications can be derived. The characteristics applied in matrix assembly structures are only made 
transparent to a limited extent and it is uncertain which configurations exist for flow-based assembly 
structures. Furthermore, overall flexibility of structures remains unclear. Configurations cannot be 
distinguished by applying existing assembly classifications in the phase of structural planning and the entity 
of potential solutions cannot be identified efficiently during assembly planning with limited resources. From 
this, the following objectives are derived to answer the research question. The classification needs to 
represent the relevant configurations of flow-based assembly structures in a technology- and industry-
independent way. Additionally, the level of detail of the classification is required to be adequate for the 
rough planning phase to enable the efficient identification of the suitable assembly structure for an 
application. 
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3. Morphology of Flow-Based Assembly Structures

The basis to identify the relevant assembly structure configurations for the classification are the concepts of 
flow-based assembly structures that emerge from the structured literature review. The methodological 
approach for the analysis is based on an empirically justified type determination according to KLUGE [24]. 
The morphology and classification were developed with regular involvement and systematic collection of 
feedback of an assembly expert panel. In addition to research institutes, the panel’s consortium consists of 
automotive original equipment manufacturers and system enablers. In the first development phase 
(chapter 3), the relevant comparative dimensions are extracted that adequately capture both the similarities 
and differences between the concepts under investigation and finally characterize the types. For this purpose, 
the concepts are systematically abstracted and the relevant dimensions and their characteristics are 
distinguished with support of a morphological analysis according to ZWICKY [25]. Empirical regularity is 
analysed by means of iterative grouping. The second phase (chapter 4) focuses on the identification of the 
relevant types, respectively assembly structure configurations. 

The resulting morphology of flow-based assembly structures contains the dimensions Dimensionality of 
object routes, Synchronization principle of time and Mobility of production resources in the columns 
(Tab. 1). Starting from the top, the characteristics in a column are ordered from high to low restrictions to 
adaption in an assembly structure and, by doing so, represent a ranking from low to high provided flexibility 
of the characteristics. 

Table 1: Morphology of flow-based assembly structures 

3.1 Dimensionality of Object Routes 

The Dimensionality of object routes describes the degree of freedom of the routing of assembly objects 
between stations. One-dimensional and two-dimensional object routes are differentiated. One-dimensional 
routes correspond to the sequence and strict coupling of stations in a technological process direction which 
is the same for all assembly objects in the sense of a line assembly. All assembly objects take the same path 
through the assembly system. The flow is directional and objects cannot return to previous stations. 

If stations are arranged in the form of a grid and assembly objects move freely without route restrictions, the 
object routes are considered two-dimensional. Accordingly, any other station in the system can be 
approached from each other and assembly objects can follow order-specific routes. 
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3.2 Synchronization Principle of Time 

The dimension Synchronization principle of time describes the extent to which planning respectively control 
is used to coordinate work scopes between stations in the time dimension. A distinction is made between the 
five characteristics Uniform cycle time, Average cycle time, Expected operation time, Reaction to assembly 
progress and Expected operation time and reaction to assembly progress. These differ in particular 
concerning the degree of cycle time dependency, which in turn has a major influence on the amount of 
planning, respectively control, required during operation. 

In an assembly structure with a Uniform cycle time, synchronization takes place using a cycle time, which is 
equal for all stations and after which the assembly object moves to the next station. The work scopes of an 
assembly station must be completed within the cycle time. 

In an assembly structure with an Average cycle time, synchronization is achieved using a cycle time to be 
maintained on average over a defined number of cycles for all stations. The work scope of a product variant 
at a station may exceed the cycle time, provided that this time overrun is compensated in the subsequent 
cycles by variants with a smaller scope. This requires an appropriately coordinated sequencing of variants. 

The third synchronization principle describes an assembly structure in which synchronization is achieved 
without cycle time constraint using planning based on Expected operation times. The expected operation 
time is an individual time slot per work scope for an assembly object, which is estimated based on available 
data such as MTM analyses and empirical values. Buffer times can be included in the planning to account 
for potential interruptions in the assembly process. The route through the assembly is pre-planned for each 
assembly object based on the distribution of operation times across stations for the planning period. The 
production resources in a station are bound to the predefined operation time when carrying out the work 
scope assigned to them. 

In an assembly structure, which is synchronized by means of control in Reaction to assembly progress, the 
assembly progress is permanently monitored at all stations. When an assembly process is completed, the 
system reacts by assigning the next station to be approached by the assembly object in a situationally aware 
manner. No planning of the object route exists in advance. By doing so, there are fewer restrictions compared 
to a system based on an assembly schedule, such as synchronization using expected operation times. 

An assembly structure can also be synchronized using a combination of planning in advance based on 
expected operation time and control in reaction to the assembly progress. In this case, the synchronization 
principle of Expected operation time and reaction to assembly progress is applied. As in the third 
characteristic, planning is carried out in advance according to the planning horizon. During operation, this 
plan is processed and, in parallel, the assembly progress is permanently monitored, as in the fourth 
characteristic. If deviations from the original plan occur, the system reacts by adapting control and, if the 
interruption is severe, the plan. 

3.3 Mobility of Production Resources 

The dimension Mobility of production resources describes the assignment of the resources assembly 
personnel and operating equipment to an assembly station differentiating between stationary and moving. If 
personnel and resources are stationary, they are permanently assigned to a specific station. Therefore, only 
the capability profile required at the respective station is used as a subset of the qualification matrix of the 
individual worker and the operating equipment. 

The characteristic moving describes that the assembly personnel and/ or the operating equipment can move 
between assembly stations and thus change the place of use in the assembly system as required. In this way, 
the entire qualification matrix of the worker and/ or operating equipment can be utilized and capacities at 
stations can be varied. The capability of a station is thus determined by the capability profiles of the present 
worker and operating equipment. 
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4. Classification of Flow-Based Assembly Structures

In the second phase of the methodological approach, the classification is developed based on the morphology 
by means of an analysis of the cause-effect relationships. Initially, the model structure is developed based 
on the findings regarding the classifications leading to a chart with a stepwise increase of provided flexibility 
described by levels (Tab. 2). The classification uses dimensions as columns with characteristics represented 
in the cells. A configuration of a flow-based assembly structure, respectively a flexibility level, is determined 
by the combination of characteristics as a row in the chart. The analysis comprises the formation of all 
combinations of characteristics in the morphology and subsequent prioritization with regard to practical 
relevance by the expert panel. The priorities are assigned based on empirically found concepts and the 
experiences of the experts. Relevant combinations, respectively assembly structure configurations, are 
classified as flexibility levels from low to high provided flexibility in the classification. The levels are ranked 
according to provided flexibility by pairwise comparisons of the levels’ characteristics combinations. A level 
has superior flexibility if the combination of characteristics provides fewer restrictions for adaption during 
operation (chapter 3). 

Table 2: Classification of flow-based assembly structures 

The usability and advantageousness of the developed classification in a practical context were reflected and 
evaluated by the 19-member panel of experts. By leveraging the expertise of the broad-based panel, an 
interdisciplinary evaluation including all disciplines involved in assembly planning was performed. The 
semi-structured reflection according to DÖRING AND BORTZ [26] was based on three assembly use cases and 
their products (chainsaw, automotive drive train and mobile crane assembly). The experts were asked to 
select the appropriate flexibility level for the individual application. The particular products were chosen due 
to their different requirements and each use case was described by crucial figures and properties relevant for 
planning. The chainsaw assembly was characterized by many variants in a single system (45 variants), a 
very high output quantity (30,000 pcs/year) and a long-term conversion of the shares from combustion 
engine variants to electric drive. The automotive use case contained five drive variants to be assembled in 
high output quantity (200,000 pcs/year) and with high volatility of variant shares. The use case with mobile 
cranes had a low output number (50 pcs/year) with only three main variants but with a wide variety of 
individualization options. Weighing the advantages and disadvantages of each level, the experts evaluated 
the extent to which a level was suitable for the particular use case. On this basis, the favored level was 
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selected. For the chainsaw use case, the experts suggested splitting the system into a line segment (level 1 
or 3), assembling the mostly variant independent base of the saw and a two-dimensional segment for the 
variant dependent assembly (level 9). A similar segmentation approach was considered for the mobile crane 
use case, but due to high operation duration and good predictability level 8 was favored for the overall 
structure. For the automotive assembly, the experts dismissed all levels with two-dimensional object routing 
due to too high expected effort for sequencing to re-establish the pearl chain for the following line segment 
and favored level 4. Finally, the experts evaluated the classification’s advantages in such a planning situation. 

All participating experts confirmed the classification's advantageousness for structural planning and its good 
usability in a practical context. The classification focuses on the aspects of an assembly structure that are 
essential in structural planning and reduces complexity by structuring the potential solutions. The experts 
noted that by using the classification, more attention is paid to the holistic view. This is particularly important 
when planning assembly structures with two-dimensional object routes. It was emphasized that an assembly 
could be segmented and the appropriate flexibility level is selected segment by segment. The classification 
structure supports the planning of such segment combinations and significantly reduces the required time to 
find an appropriate configuration as basis for more detailed analysis. Before planning an assembly structure, 
planners no longer have to laboriously search for dimensions, respectively characteristics, and analyze their 
compatibility. The classification also offers added value by being applicable for benchmarks by comparing 
the flexibility level of multiple assemblies. Additionally, it can be used to develop strategic target images 
and roadmaps by classifying the status quo of an assembly in the level structure and contrasting it to a target 
flexibility level or an evolution of levels in a schedule. 

During the evaluation, interesting insights were obtained concerning the expected behavior of the levels. The 
experts confirmed that the flexibility grows with the levels while complexity also increases. Overall, it was 
seen as a prerequisite for the efficiency of two-dimensional levels that process times are sufficiently high or, 
in the case of low times, a correspondingly high work in process is kept in the system. To enable workers to 
move between stations, the number of stations or operating areas in the case of multiple workers per station 
needs to be higher than the number of workers. This applies analogously to moving operating equipment 
and the ratio is highly use case-dependent. In contrast, if workers and operating equipment are stationary, a 
significantly higher work in process at all stations is required to achieve maximum resource utilization. 
Overall, the achievable utilization of the system is determined by the interaction of the ratio of workers to 
stations, respectively operation areas, the mobility of resources and the amount of work in process. 

Additionally, as the level increases, the order sequence, which is fixed in line systems, must become more 
flexible, or at least its dependence must be reduced. In the context of the use cases, the behavior of the 
systems in case of interruptions was discussed on the basis of the levels. It was underlined that for assemblies 
with a synchronization principle based on expected process times, higher planning reliability or lower 
susceptibility to interruptions is required than for primarily controlling systems. Especially for levels 5 to 8, 
good predictability of process times and limited fluctuation in the production program are essential. For these 
levels in particular, process times should not be too short and worker mobility is seen as an important enabler 
for high efficiency. Levels 11 and 12 were not favored because the expected effort measured against the 
benefit is still considered too high for the complexity described by the discussed use cases. 

5. Conclusion and Outlook

This paper presents a classification that organizes all flow-based assembly structure configurations as 
foundation for structural planning in the rough planning phase. The classification contributes to improving 
planning efficiency and results by making configurations as well as their elements’ compatibility transparent 
and thereby supports the planners. In summary, the formulated research question is answered by the 
flexibility levels including their characteristics combinations structured in the classification. 
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Extensions and possible classification improvements were identified for future research activities. For ease 
of use in practice, operationalization of the classification is desirable. A methodology that guides planners 
step-by-step through the process of structural planning using the classification needs to be developed. 
Ideally, this methodology is accessible to planners by utilizing a tool so that planner sonly need to enter input 
information of an use case and the appropriate flexibility levels are automatically prioritized. Furthermore, 
the knowledge of the implications of using a flow-based assembly structure for adjacent planning tasks needs 
to be extended for each level of the classification. This can further improve planning efficiency and 
counteract uncertainties during decision-making in interdisciplinary planning teams. 
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Abstract 

New technologies, increasing competition, and changing consumer preferences in the food manufacturing 
sector have forced companies to generate customized products in dynamic demand and thus remain 
competitive in the market. As a result, companies have had to rethink their processes and product designs to 
optimize their manufacturing operations. In addition, moving from a conventional production model to 
processes supported by intelligent systems to generate efficiency improvements in the demand planning and 
productivity in their activities is necessary. This paper aims to introduce the development of an integrated 
model of lean 4.0 practices, demand forecasting using SARIMAX and DSS in a manufacturing SME. In 
addition, a literature review allowed identifying the variables that would be affected, such as inventory, 
waste, obsolete products, and productivity. Finally, a case study in the food manufacturing sector is 
considered to validate the model. The results will be presented through a visual analytics dashboard to 
streamline plant team decision-making. 
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1. Introduction

There is growing competition in the industrial sector, where companies are choosing to improve their 
production systems to make them agile, effective, and precise in the face of the constant changes in the 
modern world [1]. Bouchard et al. mentions that the emergence of new information technologies, the 
globalization of climate change, the lack of labor, and changes in consumer preferences have led to dynamic 
demands and the need for customized mass production systems [2]. With innovation and technological 
advancement, the increase in productivity has become the current focus, developing various ways of 
achieving this, but the practices of Lean Manufacturing are the most used [3]. According to INEI, Peru's 
manufacturing sector contributes 12% of the increase in production [4]. Applying VSM and other related 
techniques give visibility to the manufacturing production process and allow for balancing the workload, the 
achievements of which are mainly measured through utilization capacity [5]. In turn, food production in Peru 
increased (20.6%) during the first half of last year [6]. Food waste is a reality, and it is rare for companies in 
the sector to focus on reducing it, as it means adapting and modifying their processes [7]. Piras et al. mention 
that modern industrial food systems are characterized by overproduction, overabundance, and waste [8]. In 
this sense, it is relevant for companies to incorporate business intelligence tools that allow them to streamline 
and optimize decision-making through machine learning models to predict demand and, in this way, avoid 
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costs by overestimating or underestimating demand [9]. Finally, several problems negatively affect 
companies' competitiveness and productivity. 

1.1 Objective 

This paper proposes a case study when applying the VSM tool with an integrated demand forecasting model 
with machine learning and DSS to optimize the production of an SME in the food manufacturing sector. In 
addition, the main objective will be to improve the productivity of a Peruvian food manufacturing company 
by improving demand forecasting and balancing the workload; in this way, waste will be reduced by 
overproduction, and loss of sales will be avoided. In addition, the research will conclude with the design of 
the DSS to monitor relevant KPIs by the plant team. 

2. Literature review

This research developed a literature review to find studies related to Lean 4.0 and Machine Learning 
techniques, according to the research question: What consequences does the application of Lean 4.0 have 
for the planning of demand and productivity in the sector? In this way, prior knowledge is synthesized, and 
the state of the art in the food manufacturing sector is analyzed. The databases used to search for the terms 
were Scopus and Web of Science. 

Figure 1: Literature Review Diagram 

2.1 Demand forecast using Machine Learning 

Using machine learning to make predictions in different business sector areas with a high degree of certainty 
is becoming increasingly popular. Companies must adapt to today’s world, characterized by the need for 
personalized products, dynamic demand, and stock reduction [2]. In turn, authors Quiroz-Flores et al. 
implement a predictive demand model using machine learning to reduce the error metric by 9.7% in a poultry 
production company. In addition, another article identifies a case study in a manufacturing company with a 
manual process. It uses machine learning to predict the best baking temperature of its products, translating 
into a better quality of the final product. The results show increased productivity, efficiencies, and a decrease 
in the company’s operating costs [10]. As we can see, there is a similarity between the authors' findings 
because they mention the advantages of generating a predictive demand model to achieve faster 
responsiveness to the market and being more accurate in production, better inventory management, and 
reduced costs due to overproduction or lack of stock. 

140



2.2 Value Stream Mapping in the food manufacturing sector 

Implementing production models based on Lean tools is an increasingly common practice. A study 
developed by Maalouf et al. shows that using the VSM technique allows identifying those productive process 
activities that are most important and add value, allowing a diagnosis to be made that serves as a basis for 
reorganizing the system and obtaining increases in productive capacity, reducing cycle times [11]. In turn, 
the VSM is used in another case study to analyze a company's conventional production system, finding that 
some activities can be omitted and restructuring the flow through a new map that allows for reducing waiting 
times and waste [12]. As can be seen, different authors agree that using Value Stream Mapping is adequate 
to identify those activities that provide value in a production process, being able to modify the sequence and 
reduce activities to optimize times. 

2.3 Decision support system using Dashboards 

The challenges of digitizing processes are mainly in using and visualizing large amounts of data collected. 
Lossie et al. report that Decision support systems (DSS) enable the plant team to be reached with accurate 
information at the right time. In this way, they designed, implemented, and validated context-sensitive 
dashboards for operators in production through expert evaluation [13]. In addition, another article presents 
the importance of giving the values of the most relevant key performance indicators (KPIs) for their 
monitoring and control. In this way, stakeholders can make better decisions and control actions in the face 
of changes in production and minimize negative impacts [14]. 

2.4 Lean 4.0 

Lean 4.0 is an approach that combines tools from Industry 4.0 and Lean Production [15]. Although research 
continues, multiple studies have confirmed that integrating both favors a company's performance and helps 
reduce operating costs [16]. There is a positive correlation between Lean Production and Industry 4.0, where 
interaction impacts processes, workers, and organizational efficiency [17]. Approximately 76.3% of all 
possible pairings of different techniques between both domains have a positive correlation [18]. This makes 
it clear that it applies in most cases and that specific tools must be selected to improve performance. Research 
is ongoing, and technological advances will bring in-depth knowledge of the subject. 

3. Methodology  

In this point, considering the low productivity and level of planning, an inaccurate demand forecast and an 
insufficient control of the production by the production plant team. The following model is proposed and 
will assist us in the analysis, improvement, application and validation of the integration of VSM, Demand 
Forecasting and DSS. The variables to predict is the amount of sales of baked goods using the historical 
demand. 
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Figure 2: Integrated Model 

3.1 Use of VSM for diagnosis in a production process and production of KPIs 

Value Stream Mapping is a technique that separates the productive process from the good in all the activities 
to transform the raw material into the finished product. In this way, essential and critical activities can be 
separated from those that can be redistributed or eliminated as required. If information collection is 
appropriate, the time needed for each activity in the process will be provided. In this way, those that take 
longer are analyzed, being able to analyze the station and its elements to generate perspectives, redistributing 
space, and reducing or eliminating steps that do not add value to be more efficient [19]. The steps to 
implement it are Identifying activities and measurement of times, elaborating the map of the current 
sequence, analyzing the state before the improvement, and designing a future map and an implementation 
plan. For the present research, a VSM of the company's current state is developed as an analysis and a future 
VSM, including the proposal for change. 

When it comes to baked goods, the main problems encountered are many manual jobs, excessively different 
times between activities, overproduction, and defective products, for which it is suggested to use the First 
in, First Out (FIFO) methodology, perform line balancing, automate processes such as cutting and manage 
inventory [20]. 

3.2 Demand Forecasting using Machine Learning 

For the construction of the demand forecast, this paper follows the CRISP-DM methodology consisting of 6 
iterative phases and is the industry standard process in machine learning projects [21]. These will be grouped 
into four steps, and the model will be built to predict monthly food production. Valuing their results by 
comparing performance metrics against the current company forecasting method is also essential. In 
addition, the Python programming language was used due to its open-source nature and the advantages of 
library availability for easy development. 

3.2.1 Business Understanding & Performance Metrics Definition 

A visit was made to the company’s bakery production plant, and the problem of low productivity and its 
negative impact on lost sales was identified. In turn, through an analysis of root causes, it was identified that 
22% of the problem is due to a poor estimate of demand. Its root is due to an outdated forecasting method 
by the company, directly affecting the production planning process since it is susceptible to the various 
variations that occur in demand generating losses and becoming obsolete. Indicators to measure the 
performance of the predictive demand model will be the coefficient of determination (upper case R squared 
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mean absolute error (MAE), mean absolute percentage error (MAPE), mean squared error (MSE), and root 
mean squared error (RMSE) to evaluate the time series model. [9] 
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Where n is the number of observations of the sample of actual production data, capital Y unit vector is the 
predicted value, and subscript i.  is the actual value of production in the period and bar below and unit vector, 
the final bar below the arithmetic mean of variable Y. 

In turn, the Forecast bias [22] and Forecast accuracy [23] of the current demand forecast method will be 
compared against the suggested model according to the following equations 5 and 6, respectively. 
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  (6)

3.2.2 Data Understanding & Data Preparation 

It should be ensured that the information does not have errors, null values, or missing data, ensuring that the 
data have the corresponding formats for processing through the open-source library of data analysis 
"pandas." Since it is a time series, the seasonality of the data prepared will be tested by the Augmented 
Dickey-Fuller unit root test (ADF), this statistical test is the extended version of Dickey-Fuller’s simple test 
which eliminates autocorrelations between variables and formulates the following null and alternative 
hypothesis [24]. 

H0: No seasonality of the data sample 

H1: Data sample presents seasonality 

To reject the null hypothesis, the ADF test must have a p-value less than or equal to the level of significance 
used.  

3.2.3 Model Construction and Selection 

For the construction of the model, pre-processed data will be used. The ARIMA (Autoregressive Integrated 
Moving Average) algorithm will be evaluated and used for the construction of time series models combining 
the relationships of historical data with the analyzed observation and its residual error, and SARIMA 
(Seasonal ARIMA) to develop models considering seasonal and non-seasonal trend data in the time series 
[25]. The model will be trained with a quantity of historical data (Training data set) while predicting the 
future time series and evaluating the amount of remaining data (Test data set); in this way, the performance 
metrics of the model shall be obtained, and the most appropriate model shall be selected [9].  

3.2.4  Deployment of the model 

Once the trained model is selected with the best fit for the data type, it is executed in a cloud code editor 
with Python programming language, and the following periods expressed in months are forecast. 
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3.3 DSS using Dashboards. 

A dashboard will be used to analyze indicators and summarize the company’s information through the Power 
BI program. It is a visual tool that allows you to channel large volumes of data, being friendly to most users 
and facilitating the decision between alternatives. Lossie et al. mention that such a system aims to enable 
decision-makers to make decisions of the highest possible quality through collecting, processing, analyzing, 
and providing information and data; this is how large volumes of data can be automatically processed and 
displayed by the user [13]. 

4. Case study

On the one hand, the respective diagnosis was made using the Value Stream Mapping tool, which can be 
found in annexes. The results obtained are summarized in the following table: 

Table 1: Value Stream Mapping Results 

Category Operation Transportation Inspection Storage Delay Total 

Value Added (VA) 10 - - - - 10 

Not Value Added (NVA) - 1 - - - 1 

Necessary but Not Value 
Added (NNVA) 

- 1 3 2 3 9 

As can be seen, there is an activity with the classification that does not add value, as it is not necessary or 
contributes significantly to the process. The current production situation in the company is characterized by 
a delay in waiting for cooling after frying. Here, the operators remain to move the product immediately after 
cooking, leaving it next to the fryers for a few minutes. Therefore, one of the proposed improvements is 
focused on the product's transport because if the frying is taken directly to the finishing area, physical space 
is released, and the filling and decoration process is expedited. In addition, a line balance will be made to 
redistribute and reorganize the workstations as part of the implementation plan. Thus, the time between 
stations will be as even as possible, increasing productivity. The demand forecasting model avoids 
overproduction, reducing waiting times and bottlenecks through more accurate projections. 

Next, the new Value Stream Mapping is presented, pointing out the solutions to consider in the diagram. 
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Figure 3: Future-state VSM 

On the other hand, the test (ADF) is developed to determine the behavior of the historical production of the 
bakery product. The null hypothesis of the test states that the data are not stationary. Otherwise, for the data 
to be stationary, a p-value < 0.05 must reject the null hypothesis. Therefore, when obtaining a p-value of 
0.98516, the null hypothesis is maintained; the demand is not stationary. As shown in Table 2.  

Table 2: Augmented Dickey-Fuller test values (ADF) 

Metrics Operation 

Test Statistic 0.509539 

p-value 0.985160 

#Lags Used 12 

Number of Observations Used 63 

Critical Value (5%) -2.908645

The data set was partitioned into a set for training and validation following a ratio of 67% and 33%, 
respectively, as shown in Figure 2. 

Figure 2: Train set and test set 

The performance of the ARIMA vs. SARIMA algorithm is then evaluated, and as shown in Table 3, the 
prognostic model will be selected using SARIMA. It should be noted that when validating the model's 
performance using the graphs presented in Figure 3, many data adjusted to the Q-Q positive trend line can 
be observed. 

Table 3: ARIMA and SARIMA Performance Metrics 

Algorithm R-squared MAPE MAE MSE RMSE 

ARIMA 0.912174 0.120384 79891.5547 12753589839 112931.7928 

SARIMA 0.922053 0.137624 75934.7801 11318930324 106390.4616 
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Figure 3: SARIMA model evaluation graphics 

 
Figure 4: SARIMA – Forecast of Bakery Products 

Finally, we evaluated the forecast of demand for the Bakery product of the case study for the next 12 months 
in units. 

Table 4: SARIMA – Forecast of Bakery Products 

Date Forecast of Bakery 

05/01/2023 1554093.38 

06/01/2023 1672452.3 

07/01/2023 1927182.61 

08/01/2023 1813367.33 
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09/01/2023 1682587.07 

10/01/2023 1831947.19 

11/01/2023 1679416.94 

12/01/2023 1697010.72 

01/01/2024 1674892.54 

02/01/2024 1741611.4 

03/01/2024 1832730.78 

04/01/2024 1832995.8 

5. Results and conclusions

In conclusion, the proposed implementation of an integrated model of lean manufacturing, industry 4.0, and 
machine learning was validated by diagnosing the company's current situation through the lean VSM tool. 
In addition, it was identified the time it takes to carry out each activity of the productive process, which, 
added to the information obtained through the literature review, allowed proposing opportunities for 
improvement. A literature review was carried out that provided knowledge about the areas of the integrated 
model, facilitating the selection of tools. 

In the case of the demand forecast model, a positive result was obtained with the SARIMA algorithm with 
a correlation coefficient of 0.922 and an absolute mean error of 75934. Also, it was discovered that the 
ARIMA model for the data set underestimated the demand value in most cases. Therefore, increasing the 
forecast accuracy of 93% to 97%. Finally, it is concluded with a dashboard designed with the requirements 
previously raised to monitor and streamline the decision-making of the plant team. 

Moreover, VSM and Machine Learning tools have a positive correlation, so their work together allows to 
identify the current situation of the company and plan production more precisely, reducing waste and 
eliminating unnecessary activities to increase productivity. 

Nevertheless, further research is necessary to improve the SME production process via Lean Manufacturing 
tools such as 5S and Standardized Work 
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Appendix 

Appendix 1: Current-State VSM 

Appendix 2: Decision Support System, Industrial Facility Team Dashboard 
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Abstract 

The economic, social and ecological crises of recent years have shown that a change in our understanding 
of production and value creation is necessary. A more even  distribution of production capacities can promote 
social and economic stability. The ability to produce locally unavailable products or spare parts at short 
notice (e.g. manufacturing medical-products during the pandemic) avoids CO2 emissions due to transport 
and increases local production sovereignty and resilience. This means that production structures need to 
become more dynamic and responsive for spontaneous demand. Increasing local production at the place of 
need seems to be a solution that addresses the problems raised. When looking at currently available local 
production structures, small and medium-sized enterprises can be found at most locations. Unfortunately 
there is still a lack of productivity compared to industrial production in this enterprises. One form of 
overarching organisation and corporate culture that is largely established as standard in industry is the Lean 
Business Model. The introduction of such a strategy offers potentials for increasing the productivity and 
performance of a company regardless of its size. However, the methods and principles are not consistently 
applied in small and medium-sized enterprises. In the context of this work, studies were identified that deal 
with the feasibility of implementing Lean Methods in the manufacturing sector worldwide. The results were 
bundled into a new data model and subjected to a secondary analysis. The aim is to obtain a complete 
assessment of all lean implementation methods according to VDI2870 Holistic Production Systems. The 
suitability of the implementability in small and medium-sized enterprises is extended by an evaluation with 
regard to the target dimensions time, costs and quality. This creates a new possibility for strategic 
operationalisation of the Lean Methods for manufacturing companies. 

Keywords 

Lean Thinking; Local Manufacturing; Lean-Methods; Operational Strategy; Small and medium sized 
Enterprises 

1. Introduction

Our way of life, politics and economy have been affected by numerous crises in recent years [1]. The CO2 
concentration in the atmosphere worldwide has increased by about 44 percent in the last 150 years and 
industrialisation has made a major contribution [2]. Manufacturing companies bear a great responsibility in 
overcoming theses Problems [3]. Furthermore, the Covid 19 pandemic has exposed the vulnerability of our 
global linear supply chains [4,5]. The war in Ukraine also demonstrates the challenge that manufacturing 
companies face in times of crisis. In Ukraine, for example, a massive shift of companies from eastern to 
western Ukraine is currently being observed. These often small and medium-sized enterprises (SMEs) face 
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the challenge of reorganising all relevant means of production in a new environment within a very short 
time. The multiple crises call for a structured response. A more distributed and local form of manufacturing 
close by the point of need could help to change the production sector [6] by making it more resilient, helping 
to achieve ambitious climate targets and creating an appropriate degree of production sovereignty. Today 
local production is represented by SMEs in a high degree [7]. In addition to the industrially driven value 
creation in large companies, SMEs have a major impact on the production sector, with about 99.4% of all 
private sector companies belonging to this category in 2018 in Germany [8]. A similar distribution can be 
found in all major economies [7,9]. The integration of local SMEs into dynamic manufacturing networks 
might be a way to promote production at the place of need. An essential aspect of economic efficiency for 
manufacturing companies is their own productivity. The Lean Business Model an  ubiquitous standard of 
highly productive and industrial manufacturing according to current estimates, is still not being applied to 
the necessary extent in SMEs [10]. The orientation of the approach is still industrial. In Germany, for 
example, the understanding of the Lean Business Model for manufacturing companies is represented by a 
uniform standard. This is a guideline of the Verein Deutscher Ingenieure (VDI) called VDI2870 Holistic 
Production Systems [12,11]. Within the framework of VDI2870, 35 Lean Methods are assigned to the seven 
principles of lean. [13, 10, 14] 

A common international understanding of the Lean Business Model exists only to some extent; the 
international studies consulted later show this clearly. Individual principles are missing or others appear, and 
the catalogue of Lean Methods also varies in length [7]. The principles and methods listed in VDI2870 are 
therefore not part of a general understanding of lean [15]. Improvement potentials and possibilities for 
increasing productivity through the implementation and integration of the Lean Business Model have been 
proven in numerous case studies [16]. 

2. Objective of Research and Current Status

2.1 Objective of Research 

SMEs are part of the economic success in many countries. Increasing productivity could be achieved by 
implementing a Lean Business Mode'. At the operational level, this requires an understanding of Lean 
Methods. For this, every company needs a specific strategy to fulfil their needs. [14, 17]  

SMEs usually do not have the necessary resources (time, personnel and costs) to deal with the possibilities 
and potentials of a Lean Business Model as intensively as they would like and to design a strategy that is 
suitable for the company [18]. This problem is to be countered by developing an overarching picture of the 
feasibility of implementing the 35 Lean Methods in SMEs in the manufacturing sector. By combining and 
systematising results from several studies, a new data basis is created for conducting a secondary analysis. 
Only companies in the manufacturing sector are included in the analysis. The results of this overarching 
analysis on the measure of feasibility will be expanded to include an aspect of strategic operationalisation. 
In VDI2870 ‘Holistic Production Systems’ the methods are sorted according to design principles, the syntax 
presented here leaves this sorting and follows a problem-oriented approach in the form of the division into 
the three target dimensions according to McKinsey: costs, quality and time. [19,11]. The research question 
answered in this paper is, 

 which Lean Methods are particularly suitable for strategic operationalisation in the 
target variables of costs, quality and time when implemented in small and medium-
sized enterprises (SMEs)? 

The aim is therefore to create opportunities for the better implementation of Lean Methods in SMEs, based 
on an international and transparent data basis. At the same time, an overview for easier method selection 
with regard to a chosen target dimension is to be made possible. 
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2.2 Current Status 

This literature study was preceded by an initial research on the topic of lean method implementation in 
SMEs, which showed that there is no internationally uniform understanding of the adaptation of Lean 
Methods in SMEs, while on the other hand there is a broad understanding of the industrial lean process. In 
particular, some older scientific contributions do not adapt the Lean-Method Model introduced in ISO 9000 
Series Quality Management Principles and ISO 9001:2015 Quality Management Systems – Requirements 
[20], [17]. The first surveys on this topic can already be found before the turn of the millennium. In 1998, 
for example, Voss et. al. described for the first time in "Made in Europe: Small Companies" methods or 
principles which, from today's perspective, can be assigned to the international understanding of the Lean 
Business Model. With the Areas of Practice mentioned there, there are two similarities to the Lean Methods 
defined according to VDI2870. In his work SMEs from all sectors were considered [21]. Another overview 
is provided by Kennedy et. al. 2003 in "A comparison of manufacturing technology adoption in SMEs and 
large companies", where 19 production-relevant variables are listed, three of which clearly coincide with 
Lean Methods. These are analysed in terms of implementation in SMEs in the manufacturing sector [22]. 
Matt et. al. published a comprehensive overview of the implementation of lean production methods in 2013, 
which includes 14 of the 35 Lean Methods according to VDI2870 and 19 other lean production methods 
some of which are now considered part of the seven basic lean principles or are assigned to other concepts 
of production organisation. Some of the Studies do not have a transparent presentation of the data or there 
was no differentiation with regard to the production sector. [17]  

3. Introducing Lean Methods for Strategic Operationalisation  

3.1 Method Catalogue of Lean Principles According to Guideline VDI2870 

The Lean Business Model is a business ideology that is a pervasive standard of the global corporate world 
involved in manufacturing [23,24]. It was designed to avoid waste of resources through organisational means 
and changes in Toyota's Production System (TPS). At the same time, increasing quality was a primary goal 
of this management orientation [25]. Today, there is still international ambiguity regarding the 
methodological conceptualisation in relation to the Lean Business Model and a generally accepted definition. 
While there is consensus on the fundamentals, opinions become more fragmented the closer one gets to 
practical implementation. In the following, the understanding of the Lean Business Model in terms of 
Holistic Production Systems (GPS) according to VDI2870 will be taken as a basis [12,11]. The aim is to 
organise and structure production to exclude activities that do not add value. Instead, processes are aligned 
with the needs of the customers. 

 
Figure 1: Lean Methods Assigned to the Lean Flow Principles. 
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According to VDI2870, the Lean Methods of GPS are subdivided as shown in Figure 1. The diagram shows 
the seven basic lean flow principles according to VDI2870, which are defined as Standardisation, Zero 
Defects Principle, Visual Management, Continuous Improvement, Employee Orientation and Management 
by Objectives, Flow Principle, Pull Principle and Avoidance of Waste. A total of 35 different Lean Methods 
are assigned to these lean principles. In the following, the extent to which these have already been 
implemented in SMEs is examined. 

3.2 Classification of small and medium-sized Enterprises (SME) and Producing Enterprises 

The secondary analysis presented later deals with the implementation of Lean Methods in SMEs in the 
manufacturing sector. These will first be defined, using the classification of enterprise categories introduced 
by EU Recommendation 2003/361/EC. Micro, small and medium-sized enterprises are defined as all 
enterprises that employ no more than 249 persons, have an annual turnover of less than 50 million euros or 
an annual balance sheet total of no more than 43 million euros. Furthermore, no more than 25 % of the voting 
rights in the company may be held by a government agency or a public corporation. At the same time, only 
companies from the manufacturing sector should be considered. The term manufacturing industry comes 
from the German Classification of Economic Activities (WZ) and is a generic term for five economic sectors. 
Subordinate to the manufacturing industry is the processing industry (classification 
WZ08-C). All industrial enterprises that convert raw materials and/or intermediate products are assigned to 
the manufacturing industry. This includes the manufacture of basic and production goods as well as capital 
goods. The manufacturing sector can be equated with industry or with the industrial sector. The 
manufacturing sector is characterised by machine production, a structured division of work steps and 
production in production facilities. For the analysis, the study data primarily (>90%) used was collected from 
SMEs that can be assigned to the manufacturing sector. [8] 

4. Methodical Approach

4.1 Literature Review 

The literature search was conducted with the help of the portal Web of Science, the search portal Scopus and 
the Online Library of the Helmut Schmidt University. First, the Scopus database was searched for all 
publications with the keyword "Lean" in the title that were published after 2011. By limiting the year, the 
necessary topicality can be guaranteed. As a result of the search, 18,026 titles were identified. The search 
results were therefore narrowed down by including the terms "manufacturing or management or thinking" 
and the number of titles was reduced to 3628. In a next step, the search was restricted further by adding the 
terms "small or medium or enterprise or enterprises or SME". With the search performed in this way at 
Scopus, 142 sources were finally identified. In the next step the same search was carried out in Web of 
Science. The adjusted literature corpus from the two searches resulted in a total of 155 titles, meaning 30 
titles were listed twice. Three further sources were identified via the web search of the library of Helmut 
Schmidt University, so that a total of 158 could be considered. The publications were then pre-screened. 
Based on the titles and abstracts, the literature corpus was reduced to a pre-selection of 33 publications for 
further consideration. These were analysed in more detail (reading abstracts, methodology, scope, etc.) to 
identify all studies that deal with the implementation of Lean Methods. In the same process, the 
trustworthiness of the reports was checked on the basis of the authors and the publisher. All sources of the 
pre-selection could be viewed in full text. The list of sources and the pre-selection can be found at the 
following link DOI: 10.17632/hhsf7hgmck.1. 

In the next step, the sources were classified and systematised with regard to the characteristics of the data 
used. In the corpus of literature defined during the literature search, nine scientific studies were identified 
that conducted data surveys among small and medium-sized enterprises (SMEs) in the manufacturing sector 
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in various countries. A selection of the studies shown in Table 1 was used for the secondary analysis [23,26]. 
Some studies mainly consider lean principles in their surveys of companies, while the authors only partially 
address the methods listed in VDI 2870 [24,27]. In order to facilitate the development of customised 
operationalisation strategies, only studies that deal in detail with the implementation of methods and 
distinguish between at least ten different methods are considered. 

Table 1: Overview of the Relevant Studies. 

RELATED STUDIES AUTHOR MENTIONED 
METHODS 

CONSIDERED 
SME'S REFERENCE 

Lean Implementation in SME in Less Developed Countries - 
Some Empirical Evidences From North Africa 

Belhadi 
(2017) 

18 
(51%) 84 [28] 

Lean manufacturing in Brazilian small and medium enterprises- 
implementation and effect on performance 

Godhino 
(2016) <10 N/A [29] 

Validity and reliability of lean enterprise frameworks in Indian 
manufacturing industry 

Jasti 
(2014) <10 N/A [30] 

Application of lean thinking in supply chain management by the 
small and medium sized manufacturers in China - A status survey 

Lau 
(2013) 

<10 N/A [31] 

Enterprises Characteristics And Lean Outcome - An Empirical 
Evidence From Vietnam Manufacturing Enterprises 

Nguyen 
(2022) 

15 
(43%) 6 [32] 

Lean implementation in small- and medium-sized enterprises An 
empirical study of Indian manufactures 

Sahoo 
(2017) 

12 
(34%) 24 [33] 

A review on issues of lean manufacturing implementation by small 
and medium enterprises 

Shirmali  
(2017) <10 N/A [34] 

Implementation of Lean Six Sigma in small- and medium-sized 
manufacturing enterprises in the Netherlands 

Timans 
(2011) 

11 
(31%) 51 [35] 

4.1 Secondary Analysis: Data Structure and Evaluation Criteria 

The literature research shows that there is already some work on the degree of implementation of the Lean 
Business Model in SMEs, by combining the results of the studies an improved data basis can be created. The 
greatest challenge here is the harmonisation of data. The evaluation criteria of the individual studies were 
analysed and systematically combined by defining a Likert scale. For this rating, scale values from one to 
five were used. A rating of "one" means that only an insufficient implementation of the method under 
consideration can be determined and less than 20% of the companies have engaged with the method. A rating 
of five on the Likert scale means that an implementation of the method could be determined across the board 
in more than 80% of the companies considered and that it is particularly suitable for use in SMEs. The 
existing evaluations of the individual studies were successfully synchronised through our processing.  

Figure 2 shows the distribution of companies in different major regions of the world that were considered. 
In total, 165 companies from the three regions mentioned could be considered in the following assessment. 
During the processing of the studies, it became apparent that there are different designations for the 
individual methods within the studies; this was taken into account in the synchronisation of the data. The 
distribution graph on the left in Figure 2 shows how many of the companies of the total number of 165 were 
surveyed in the evaluation of a method. A closer look at the map shows that there are no recent studies on 
the implementation of Lean Methods in the major business locations of the USA and China. Existing studies 
either do not distinguish between manufacturing and other types of companies or they are outdated. There 
was a research peak on the topic of lean in the 1990s; in the course of digitalisation and concepts such as 
Industry 4.0, it may be interesting to gain a current overview here. 
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Figure 2: Distribution of Studies and Share of Companies Surveyed. 

5. OUTCOME OF THE ANALYSIS 

5.1 Presentation of the Results  

By combining the various studies on the implementation of Lean Methods in SMEs, it was possible to 
improve the validity of a methods implementability in a first step. While only one study took more than 50% 
of the Lean Methods into account, when looking at the studies individually, a statement on 66% of the 
methods can be made by combining the data. In addition, the significance was improved by cumulating the 
number of companies surveyed on which the individual methods rating is based on. 

Table 2: Lean-methods and their evaluation in terms of suitability and target variables. 
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Table 2 shows the values assigned to the methods in the column Overall Suitability. The general evaluation 
was combined with an assessment of each method on the three target variables of cost, time and quality. The 
evaluation of the effect of the individual methods on the target variables was carried out in analogy to 
VDI2879. By combining the two evaluation systems, it was possible to define an assessment for each method 
on a scale of 1-15, which allows a direct assessment of whether a method is suitable for achieving the selected 
objective when used in SMEs. Assessments with a very high value were additionally coloured darker in the 
table. For example, the method Waste-Analysis was evaluated in all studies with a high degree of 
implementability combined with is effect on the Reduction of Costs the total rating get the maximum number 
of 15. The introduction of an Idea Management is considered a suitable method for positively influencing 
all three target dimensions to a high degree according to VDI2879. In accordance with this, our evaluation 
found a high degree of implementation of the method, which indicates that the introduction an Idea 
Management in SMEs is possible to a higher degree, despite known limitations, such as fewer specialist 
departments, more diffuse individual employee workload, lack of resources. In general, the table shows the 
scores of all methods for achieving the optimisation one of each target variable. In the next step, therefore, 
a possibility for the strategic operationalisation of the methods in the three target variables will be presented. 

5.2 Strategic Operationalisation Regarding Three Target Factors: Quality, Time and Cost 

To better align production in one of the target variables, a new rating for each Lean Method was introduced 
before. Normally the methods are combined by focussing the Lean-Principles. The introduced overview now 
gives the opportunity to expand the approach of designing a lean Strategy for a producing SME.  In the next 
step, a possibility for the strategic operationalisation of the methods in the three target variables is presented. 
For this purpose, the methods and their evaluation have been visualised in Figure 3. The Lean Methods were 
presented in a Web-Diagram. The Diagram has two coloured areas, in each half of the Lean-Methods are 
listed. The separation occurs at a value of 8. 

Figure 3: Illustration of the Lean Methods in the Target Variables of Time, Quality and Costs. 
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In order to achieve optimisation of the target variable Time, the Lean Methods of Waste Analysis, Idea 
Management, Process Standardisation, Kanban, Quick Changeover and Value Stream Planning should be 
focused on. It should be taken into account that some of the Methods are usually introduced together with 
other Methods of the Lean principle as you see in Figure 1 - here it should be critically questioned in each 
case, whether or not other additional Lean Methods should be considered as well.  

The sustainable orientation of the organisation of production towards the target quantity of Quality can be 
positively influenced to a particularly high degree by taking into account the Lean Methods of Idea 
Management, Autonomation, Andon, Statistical Process Control, 5S and FIFO. Here, too, the introduction 
of individual Lean principles, such as Standardisation, would usually be accompanied by a general Process 
Standardisation in addition to the 5S method.  

The introduction of lean manufacturing, optimised for the target parameter of Costs, should place particular 
emphasis on the methods of Waste Analysis and Low Cost Automation for SMEs. In addition, the 
introduction of a Kanban system and Idea Management could be suitable for achieving the goals. Again, 
some Lean methods should be introduced in combination with other methods of the corresponding Lean 
principle. When introducing the pull principle, methods such as a supermarket are also suitable for 
optimising one's own production. 

6. Discussion and Future Research

The distribution of the companies involved shows that there is a deficit of modern and up-to-date studies on 
the implementation of Lean at the operationalisation level in SME; there is a need for further research action 
here. It is also critical to see that economically strong regions of the world are not represented by 
corresponding studies. With regard to the data itself, it must be critically assessed that data could not be 
found for all methods. In the case of methods for which no data could be found, this does not mean that they 
cannot be of use to SMEs, it simply means that none of the companies surveyed have tried it yet. By 
combining the studies, it was possible to generate a more comprehensive statement on the various methods. 
The evaluation is based on the fact, that the suitability of Lean Methods can be assessed at the degree of 
implementation, which leaves out the fact that some methods may not be promoted strongly enough or that 
there are gaps in knowledge. In addition, the synchronisation of the data was done in some cases by deriving 
a suitable Likert scale based on the number of mentions found in the survey, so minor deviations must be 
assumed. Nevertheless, with the results of the secondary analysis the use of Lean Methods for SMEs is 
getting easier. The new evaluation was combined with an available evaluation to assess the suitability of a 
method for improving a production system in the target variables of time, costs and quality. This results in 
the possibility of targeted operationalisation of Lean Methods in the target variables mentioned. Through the 
integration of multiple investigations regarding the integration of lean methodologies in SMEs, an initial 
enhancement in validity was achieved. While individual studies considered only a fraction, the new data 
allows for conclusions to be drawn on approximately 66% of the methods. Furthermore the evaluation of 
individual methods could be placed on a better evaluation basis (increased number of surveyed companies) 
by combining the studies. The distribution of the companies involved shows that there is a deficit of modern 
and up-to-date studies on the implementation of Lean at the operationalisation level. By extending the 
analysis to other regions and by specifying the approach to synchronising the data even better results could 
be achieved. It could be interesting to add further data in the future, if necessary, to compare the data with 
studies from before 2011 or to compare the data according to the OECD economic ranking. 
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Abstract 

In Peru, SMEs have been affected by the crisis that caused the COVID 19 pandemic. Likewise, the hard 
competition with Asian countries like China has been a reason for Peruvian SMEs deciding to work with 
high-quality products. However, poor machine and maintenance management, high percentage of rework, 
and excessive downtime are frequent problems faced by SMEs in the metalworking sector. For this reason, 
the bending area was identified as the most critical. In this study, the case of a Peruvian SME that produces 
air conditioning products was studied. In this case, the bending area was the most critical. Therefore, the 
main objective of this study is to prove how the use of lean manufacturing tools can impact the productivity 
of the bending area, thereby improving indicators such as OEE, cycle time, unnecessary routes, and space 
reduction. 

Keywords: Lean Manufacturing; 5S; SLP; TPM; Standardized Work, OEE, Metalworking Sector. 

1. Introduction

At present, SMEs are important in our economy because they represent 90% of all formal companies. In 
addition, they provide jobs to many people since they generate approximately 70% of employment. [1]. In 
2021, approximately 2.1 million SMEs Will be registered in Peru. These SMEs represent a significant 
percentage (99.5 %) of all registered companies [2]. One of the most important sectors in Peru is the 
manufacturing sector, which accounts for 12.7 % of the country´s GDP. In addition, it generated a large 
number of jobs for people, accounting for 8.8% of the national employment. Similarly, the manufacturing 
sector registered 15.4 % of the total tax collection in 2021[3]. The metalworking sector is one of the most 
important branches of the manufacturing sector. In 2022, this sector registered more than $ 264 million in 
exports between January and May. This sector began to expand worldwide, with sales in 89 markets. Among 
the countries to which exports were made in 2022, Chile, Australia, and Argentina [4]. 

The main problem of low production is the low availability of machinery. Likewise, It is also due to poor 
machine maintenance management and poor quality products that generate low profitability for the business 
[5]. Most companies in the metalworking sector suffer drastic problems related to the poor use of resources, 
which decreases the productivity and quality of products due to poor process management [6]. Peruvian 
companies from the metalworking sector suffer from low production due to high set-up times and low 
machine availability [7]. 
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It is very important that Peruvian companies in the metalworking sector improve their productivity to meet 
national and international demand.  For this reason, this case study chose the problems of this sector in terms 
of low productivity and low machine availability.  Because of this problem, an improvement model has been 
implemented using tools such as SMED, inventory control, and work standardization [8].  

This scientific article is divided into the following parts: State of the Art, Which Will show the background 
to the problem from the perspective of different authors. Contribution: The theoretical basis of the model is 
presented, and the proposed model is described with the indicators used. Validation, which describes the 
results before using the model, implementation of pilots and simulation, and results. Finally, conclusions are 
presented.  

2. State of the Art

2.1 Metalworking sector 

There is a lot of competitiveness in the metalworking sector, which motivates companies to use tools to 
increase efficiency and continually improve competitiveness [9,10]. Quality is one of the most important 
factors to be more efficient because consumers seek high-quality products to feel safe and satisfied [11]. 

For this reason, it's important to apply a tool to achieve the objective of increasing efficiency and reduce 
costs in the production process for SMEs in metalworking sector, therefore a new model of operational 
efficiency has been implemented using tools from lean manufacturing such as the 5S, SLP, Standardized 
Work and TPM [12, 13, 14, 15]. 

In agreement with the foregoing, the application of these tools in this sector results in better efficiency. 
However, it can sometimes be improved by a large percentage or just a small percentage, so it is not always 
possible to reach an acceptable percentage. [16, 17]. In addition, lean tools are not the only way to improve 
efficiency; there are other case studies that apply DEA (), which have achieved positive results. [18]. 

2.2 5S Methodology 

5S is a Japanese methodology derived from 5 word: Seiri (sort), Seiton (set in order), Seiso (clean), Seiketsu 
(Standardise) and Shitsuke (Sustain) [19]. The 5S tool has the objectives of cleanliness and order of the 
workplace and standardization of the area. The integration of 5S motivates employees and improves process 
efficiency [20].  

On the other hand, the implementation of the 5S tool and other lean tools has improved efficiency, reduced 
operating costs, and substantially increased quality in the metalworking sector, as they address common 
industry problems such as long production times, late deliveries, and low productivity, highlighting the 
relevance of the 5S tool in this sector [21]. 

However, not always 5S brings impressive results; as expected, sometimes the company has little or no 
improvement. For example, a Peruvian company did not achieve its goals using the 5S tool because the 
performance was affected by the human factor focused on organizational culture and the standardization of 
its processes [22]. 

2.3 SLP – Systematic Design Planning 

Systematic design planning (SLP) is a methodology that allows the observation and identification of different 
scenarios to determine the one that best fits the requirements of the plant. This tool contributes to reducing 
the bottleneck rate, reducing the cost of material handling, reducing downtime, and optimizing labor to 
reduce costs and optimize the plant [23,24].  
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Likewise, the application of the SLP tool provides positive results, such as a decrease in the flow of material, 
cost reduction with respect to material handling, shortening the effort of the operators, and reducing the time 
to search for materials, since everything was assigned in the correct place [25, 26, 27]. 

On the other hand, the SLP tool is very versatile and can be applied not only in the manufacturing sector, 
but also in other sectors such as the textile and food industries.  [28, 29, 30]. 

2.4 TPM – Preventive Maintenance 

The objective of Total Productive Maintenance (TPM) is to improve the productivity and quality of products, 
as well as increase employee satisfaction at work. It reduces breakdowns, eliminates losses, and thus reduce 
costs [31]. One of the pilars of TPM is preventive maintenance, which consists of not waiting for failure to 
occur but performing maintenance to avoid it [32]. 

In addition, the implementation of the TPM methodology led to the recognition of the importance of good 
maintenance management and the continuous improvement of production processes to reduce breakdowns, 
increase availability, and improve operational performance, supporting the effectiveness of this tool in the 
industrial sector for global competitiveness [33, 34]. 

However, this tool has also been applied to the metalworking sector in other countries. A Brazilian company 
implemented TPM practices and increased the MTBF indicator by more than 700%, had an MTTR reduction 
of more than 40%, and increased availability by more than 5% [35]. 

2.5 Standardized work 

Standardized work is a tool for lean manufacturing that seeks to reduce variability and waste based on three 
elements: talk-time, sequence of operations, and work-in-process [36]. 

Likewise, Standardized work allows procedures and operations to be produced efficiently, seeking a 
minimum amount of waste. For this purpose, efficient methods and standards are used. [37]. 

On other hand, the application of this tool resulted in improvements in an SME in the manufacturing industry, 
because the percentage of reprocessing was reduced from 20.14% to 2.1% and the talk time indicator was 
reduced from 5.64% to 3.84%. [38]. 

3. Contribution

3.1 Fundamentals of the contribution 

The proposed model is developed based on work management. It can be validated through its use in different 
studies that sought organized practice but had limited application in companies specialized in ventilation 
systems, contributing to the state of the art or knowledge by validating its success in increasing efficiency. 
Figure 1 shows the proposed model. 

In this case, the 5s tools of lean manufacturing methodology were considered to focus on the organization 
and cleanliness in the workstation, contributing to the PDCA (PLAN-DO-CHECK-ACT) improvement 
cycle. These tools allow diagnostic control with different formats, 5S sequences, standard audits, and 
continuous improvements [39]. In addition, work standardization improves the training of operators to 
optimize and formalize work methods by identifying and analyzing activities that do not generate value [40]. 

Furthermore, it is important to consider the proposed structure when implementing the Total Productive 
Maintenance (TPM) strategy. It seeks the main definition of maintenance and coordination for intervention 
at critical points by applying the preventive maintenance plan to control and evaluate different phases [41]. 
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Finally, the systematic layout planning (SLP) tool is of great importance as it contributes to identifying 
different scenarios to choose the correct sequence for the areas and optimal material transportation, storage, 
and operational services [42]. 

Figure 1: Basis of the Model 

3.2 Proposed model 

The study revealed that a singular Peruvian company in the metal-mechanical sector had the main issue of 
low efficiency. This situation was primarily caused by the impact of unproductive time, where the analysis 
showed that there were three root causes of these problems: machine failures, stoppages due to the absence 
of operators, and unnecessary displacements. 

The first component of the model was problem analysis. In this section, the identification of different 
problems in the current situation is possible by applying value stream mapping to identify the operational 
efficiency, performance, cycle times, and others. Additionally, the structure of the layout diagram is used to 
record the proposed plant layout in the initial situation. Moreover, a route diagram was created to verify all 
activities involved in the process and find the best way to reduce time and distance. Finally, specific 
indicators are proposed for the four tools:5S, standardized work, SLP, and preventive maintenance, with the 
purpose of identifying the necessary methodologies for making the necessary changes (Figure 2). 

The second component focuses on the operational process, proposing the implementation of tools that reduce 
no-value activities in production. For this situation, the 5s methodology will be sequentially implemented, 
involving sorting, organizing, cleaning, standardizing, and sustaining to improve the working conditions. 
Additionally, systematic layout planning will help reduce the workflow by eliminating unnecessary 
movements during productive activities. The main tools in this component are summarized in the next 
section. 

− Red card to identify useless items.
− 5S schedule.
− 5S Waste notification report.
− Process for 5S audits.
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− Code for reasons and order of proximity.
− Correlation and thread diagrams.
− Procedure for implementing Standardized Work (SLP).

In addition, the focus on personal will be maintained, utilizing a standardized work tool to enhance their 
performance and capacity by primarily selecting methods, procedures, and work practices to reduce 
variability. The main tools in this component are summarized in the next section. 

− Standard Work Diagram.
− Standardized Work Combination Table (SWCT).
− Training Record.
− Standardized Activity Plan.

Then, the focus on production capacity will be to implement Total Productive Maintenance (TPM), primarily 
through preventive maintenance, to solve critical points within the production areas by conducting 
maintenance activities on each machine and defining the times, resources, and frequencies involved in 
reducing operational issues. The main tools in this component are summarized in the next section. 

− Failure mode and Effects Analysis (AMEF)
− Maintenance control for continuous improvement
− Preventive maintenance training plan

Finally, the third component verifies objective compliance to ensure that the developed model achieves 
increased operational efficiency. Additionally, audits will complement it to maintain activities according to 
the production standard by comparing before and after implementation. Figure 2 illustrates the 
implementation of the proposed model. 

Figure 2: Proposed Model 

3.3 Model indicators 

To evaluate the enhancements brought about by the proposed model, the following indicators must be used: 
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Overall Equipment Effectiveness (OEE) 

These investigations indicate that lean manufacturing tools can increase the OEE indicator by 3.75% [43]. 

 𝑂𝐸𝐸 = 𝐴 𝑥 𝑃 𝑥 𝑄 

𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (𝐴) =  
𝑅𝑢𝑛 𝑇𝑖𝑚𝑒

𝑃𝑙𝑎𝑛𝑛𝑒𝑑 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑇𝑖𝑚𝑒

𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 (𝑃) =  
𝐼𝑑𝑒𝑎𝑙 𝐶𝑦𝑐𝑙𝑒 𝑇𝑖𝑚𝑒 𝑥 𝑇𝑜𝑡𝑎𝑙 𝐶𝑜𝑢𝑛𝑡

𝑅𝑢𝑛 𝑇𝑖𝑚𝑒

𝑄𝑢𝑎𝑙𝑖𝑡𝑦 (𝑄) =  
(𝑈𝑛𝑖𝑡𝑠 𝑃𝑟𝑜𝑑𝑢𝑐𝑒𝑑 − 𝐷𝑒𝑓𝑒𝑐𝑡𝑠)

𝑈𝑛𝑖𝑡𝑠 𝑃𝑟𝑜𝑑𝑢𝑐𝑒𝑑
Mean time between failures (MTBF) 

A study demonstrated that a 15% increase in MTBF can be achieved by improving the level of availability 
[44]. 

𝛽 =  
𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑇𝑖𝑚𝑒

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑢𝑙𝑡𝑠

Cycle time 

Several studies have mentioned that the implementation of standardized work can improve the cycle time 
indicator by 9% [45]. 

𝛾 =  
𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑊𝑜𝑟𝑘 𝑇𝑖𝑚𝑒

𝑈𝑛𝑖𝑡𝑠 𝑜𝑓 𝑤𝑜𝑟𝑘

Unnecessary travel routes 

Many studies have indicated that the implementation of SLP can lead to an approximately 22 % reduction 
in unnecessary travel [46]. 

𝛿 = ((
𝐹𝑖𝑛𝑎𝑙 𝑇𝑜𝑡𝑎𝑙 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒

𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑇𝑜𝑡𝑎𝑙 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒) − 1) 𝑥 100 

Tool search time 

Using the 5S tool, the search time indicator was reduced by 30.27% [47]. 

𝜃 = ((
𝑁𝑒𝑤 𝐴𝑟𝑒𝑎

𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝐴𝑟𝑒𝑎) − 1) 𝑥 100 
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4. Validation

4.1 Initial Diagnosis 

The case study presents a technical gap related to low operational efficiency in production, which is below 
the 85% standard. This is because the current production model achieved only 64% efficiency.  In this 
structure for the diagnosis data collection, it was found that the main cause of the problem was machine 
breakdown, representing 86.38%. The primary causes arise from machine issues (51.41%) due to a lack of 
maintenance plans, downtime due to the absence of operators (15.14%) as the company undergoes personnel 
changes that are inexperienced in machine operation, and unnecessary displacements (6.62%) as the layout 
of the machinery results in long travel distances due to a lack of organization and cleanliness. Figure 3 
summarizes the problem tree based on the technical diagnosis conducted during 2022. 

Figure 3: Problem Tree 

4.2 Implementation for the pilot plan in 5s and SLP 

First, the tools were classified using a control card to group all objects in the warehouse, count them, identify 
their respective purpose, frequency of use, necessity in production, and observation of their condition. 
Additionally, unnecessary items were removed if they were damaged, non-functional, or not in the 
warehouse. 
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Second, signs were placed on the shelves and labels were attached to each item. These items were grouped 
based on their frequency of use, with those used most frequently being placed closer to the main door. 

Third, the entire warehouse and the instruments or tools inside were thoroughly cleaned. To establish better 
cleanliness control, a brief talk was given to explain the benefits of cleanliness, and a registration form was 
created for each operator to complete on the day they performed the cleaning. 

Next, the number of maintenance inspections was monitored to confirm the effectiveness of the work. 
Subsequently, a procedure was implemented to maintain order in the warehouse, which was posted outside 
the main door for all employees. 

Finally, a daily cleaning control sheet was developed. It is important to remind all company employees about 
the philosophy of the 5S tool and strive to achieve its objectives. Therefore, a panel was placed on the wall, 
indicating the meaning of the 5S, the objectives, and the steps to follow in this philosophy. These actions 
were undertaken to motivate operators and enable them to perform their tasks correctly. Table 1 shows the 
initial 5S audit. 

Table 1: Initial 5S audit 

Phases of 5S Start Objective Percent 

Seiri - Sort 3 10 30% 
Seison – Set in order 3 10 30% 
Seiso - Shine 5 10 50% 
Seiketsu - Standardize 4 10 40% 
Shitsuke - Sustain 3 10 30% 

An analysis of the current workshop layout and optimized plant layout design was proposed. The effort was 
then calculated to compare it with the current situation, previously determined during the company diagnosis, 
resulting in the measurement of the productivity variation. Figure 4 illustrates the proposed layout. 

Figure 4: Improvement proposal for Workshop Layout. 
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4.3 Simulation improvement proposal 

The simulation started after the 5S and systematic layout planning implementations using the Arena 
software, where the main problems identified were the excessive times in the bending activity and the 
different unproductive times owing to constant machine breakdowns. The figure shows the improved system, 
starting from order arrivals, where the ventilation system design was specified, to storage and dispatch. 
Changes were made by increasing resources with the support of an assistant in bending and shearing, 
specializing in work activities, and implementing a maintenance plan to reduce machine breakdowns and 
minimize downtime. An input of 40 samples was implemented to increase the accuracy of the values, 
considering a confidence level of 95% and margin of error of 5%. This resulted in an optimal value of 95 
repetitions with confidence intervals of [1.94, 3.29]. The distributions were adjusted using the input analyzer, 
where only values with a chi-square greater than 0.15 were accepted. Figure 5 shows the simulation of the 
process using the Arena Simulator software. 

Figure 5: Simulation model in Arena 

Table 2 lists the results of the in-house application and the simulation. 

Table 2: Model Indicators 

Problem As is Objective Results Cause Indicator Actual Improved 

Machine Failure MTTR 
1.32 
days 

5.1 days 

Low 
Efficiency 

64% 85% 72% 
Downtime due to 
absence of 
operators 

Cycle time 
2.69 hr 2.27 hr 

Unnecessary 
displacements 

Unnecessary 
travel routes 
Tool search 
time 

43 m 

5 min 

21 m 

3 min 

5. Results and Discussion

The proposed model, based on increasing efficiency in a company specializing in the production of industrial 
ventilation systems, utilized 5S, SLP, Standardized Work, and Preventive Maintenance tools. These tools 
address issues related to machine failures, operator absences, and unnecessary displacements. The results 
from Table 2 are interpreted in this section, starting with the company's efficiency not reaching the acceptable 
minimum of 85%; however, the trend shifted from poor to fair, ranging between 65% and 75%. In fact, the 
5S tool enabled a 66.67% reduction in the tool search time by maintaining order and cleanliness in the work 
environment. The SLP achieved a 104% reduction in unnecessary displacements between different areas by 
redistributing the areas for better flow. The implementation of standardized work in machine operations 
resulted in a 15.61% reduction in cycle time, as the standardization of machine functioning was established 
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owing to technical operator inexperience. Finally, the preventive maintenance program ensured that the 
Mean Time to Repair (MTTR) remained above the optimal level by approximately 200%. This was achieved 
by scheduling complete operation shutdowns on Saturdays for equipment repair and maintenance, allowing 
them to remain operational during the workweek. These methods have an impact on the standard deviation 
by reducing the variation compared with the others. However, it is important to note that the mean value 
indicates a different situation in terms of maintaining wide ranges, especially when compared to the results 
from the reviewed studies for MTTR (Mean Time to Repair) and SLP (Service Level Performance).  

6. Conclusion and outlook

This study presents a model composed of the use of four tools (Standardized Work, 5S, SLP, and Preventive 
Maintenance), which achieved an efficiency level of 72%, an acceptable level when seeking improvement, 
although it has not reached the global standard. The improvement was achieved through the reorganization 
of work areas by reducing distances using SLP, where the organization and cleanliness provided by the 5S 
tool were key to maintaining commitment to the objective. Additionally, machine downtime was reduced 
owing to stoppages caused by poor maintenance, which was addressed through a structured preventive 
maintenance plan tailored to the type of industrial machinery. The variability in equipment handling by the 
staff was also reduced by maintaining standards in work activities. Future studies should delve deeper into 
this research to verify its long-term effectiveness as this is a prototypical review of the model. 
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Abstract 

The case study is situated in a SME in the primary manufacturing sector and focuses on increasing its 
productivity using lean manufacturing tools. First, productivity was identified at 15%, while the average for 
the sector was 25%, causing a negative economic impact of approximately U$301,309 per year. Through the 
diagnosis, it was found that the main reasons were machine downtime, caused by various factors such as 
unplanned downtime and maintenance; the second reason was inadequate sorting of raw material, due to the 
lack of standardized procedures, lack of protocols and disorder in the sorting area. To address these problems, 
an improvement model was developed based on 5S tools, standardized work and TPM (autonomous and 
preventive maintenance). To validate the model, a pilot project of 5S tools and standardized work was carried 
out through an internal audit conducted before implementing the tool and after its application, an increase in 
5S compliance from 29% to 84% was evidenced. Likewise, the standardized work pilot reduced the cycle 
time of the raw material classification activity from 708 to 539 seconds thanks to the implementation of a 
procedures format that standardized the process and eliminated activities with no added value. Regarding 
TPM, it was validated using Arena software, achieving a 2% improvement in OEE and therefore a 19.4% 
increase in productivity. 

Keywords 

Productivity; TPM; Preventive Maintenance; Standardized Work; 5S. 

1. Introduction

The manufacturing sector is made up of those economic activities that transform the chemical or physical 
composition of raw materials into new products. It is subdivided into two: manufacturing, which corresponds 
to the production activities of primary products that are generally used as raw materials, and non-primary 
manufacturing, which is made up of food and beverages; textiles, leather and footwear; chemicals, rubber 
and plastics; and non-metallic minerals, among others [1]. Peru is one of the world's largest producers of 
fishmeal, which is used to formulate balanced feed for activities such as aquaculture, poultry farming, 
livestock, etc [2]. 

Fishmeal production has been increasing by 19% on average since 2019, in addition, the contribution of the 
manufacturing GDP until 2021 had a growing trend reaching up to 13%, likewise it is considered of great 
importance in the generation of employment since until 2021 it has represented approximately 8.75% of the 
national Economically Active Population (EAP) [3][4][5]. The present case study has analyzed the non-
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primary manufacturing subsector because it studies the production of fishmeal from hydrobiological 
resources.  

According to the literature reviewed, it was found that the main problem lies in low productivity due to 
various factors such as raw material selection, quality, equipment operation, reprocessing, among others. A 
case study identified as the main problem the amount of waste in the process, due to the lack of quality 
controls and inadequate transportation of raw material, which was countered with their proposal to apply 
lean tools such as VSM, Standardized Work and 5S, which reduced on average 33% the cycle time [6]. 
Similarly, in another case study, they found that their main problem was low productivity due to quality and 
waste or MUDAS throughout the process, once the waste and its causes were identified, it was proposed to 
organize the plant and reduce material search times, apply 5S. To achieve a continuous flow in the processes, 
minimize overproduction and reduce in-process inventories, the Heijunka tool was proposed [7]. Finally, the 
use of Jidoka was proposed to reduce quality problems and reduce costs due to defective products. In 
addition, a case study on an SME producer of giant squid concluded that its low productivity was directly 
related to plant downtime, so it sought to implement the TPM tool to reduce machine breakdowns and 
improve its production capacity, then apply the tool resulted in the reduction of such times by 39%, increased 
machine availability by 14% and improved the time between failures by 40% [8]. 

This case study presents a study carried out in a company that produces waste flour for export from 
hydrobiological residues. The company's main issue was low productivity, which is present in a similar way 
in other companies of the Peruvian manufacturing sector. According to a diagnosis carried out, the high 
number of machine failures, lack of standardized procedures and lack of organization at the workstation 
were identified as causal factors. These factors caused a slowdown in the production flow, resulting in less 
production than planned. Productivity was determined throughout the year by the ratio between the tons of 
finished product and the amount of raw material used, obtaining an average value of 0.15 (Tons of Finished 
Product / Tons of Raw Material). This value was contrasted with the ratio obtained by the leading company 
in the sector, which was 0.25 (Tons of Finished Product / Tons of Raw Material). In this way, a technical 
gap of 0.10 was obtained, thus demonstrating a significant difference in productivity. Additionally, it was 
identified that the economic impact amounted to U$301,309 per year, primarily due to the unproduced tons 
of finished product and excessive labor time paid. 

This article is composed as follows: introduction, which presents the situation of the sector with emphasis 
on the main problems, literature review to verify success cases related to the proposal, the methodology of 
the contribution, validation and finally conclusions. 

2. Literature Review

2.1 Improved productivity in the manufacturing sector 

Within the manufacturing industry, several improvement models have been developed, applying different 
methodologies and tools, with the objective of increasing productivity and reducing waste in the different 
stages of the process. In this sector, low productivity caused by a high level of waste and machine stoppages 
is recurrent. Therefore, among the solution alternatives, tools such as TPM can be implemented to reduce 
the frequency of machine stops and tools such as standardized work and SLP to reduce production cycle 
times, thus increasing productivity and reducing economic losses [9]. On the other hand, a study conducted 
in the food industry shows as a result a reduction of waste to optimal levels for the industry, thanks to the 
application of a model based on lean manufacturing tools such as 5S, Standardization and Kanban [10]. In 
another case study, a low production capacity and the disorder in different areas of the company were 
evidenced. After implementing the SMED, TPM and 5S tools, the model allowed a reduction of 25% in 
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maintenance times and, at the same time, the training of more qualified personnel to deal with the problem, 
thus achieving a higher production capacity [11]. 

2.2 5S 

The implementation of the 5S tool promotes cleanliness and order, which has a positive impact on work 
quality and efficiency. In addition, it helps reduce waste generated during manufacturing processes. By 
implementing 5S effectively and efficiently, organizations experience significant improvements in 
productivity. Also, this implementation results in higher profits and increased competitiveness globally in 
both manufacturing and non-manufacturing sectors [12]. A case study developed in an assembly line, 
presents the implementation of the tool, where it was possible to reduce the search time from 8.6 h to 3.1 h, 
thus improving the total process cycle efficiency [13]. Similarly, the 5S were applied with the objective of 
improving the organization of consumables, which caused a great impact on the efficient operation of 
workshops and maintenance activities. Thanks to it, a 70% reduction in the time required to locate materials 
was achieved, which went from 45 seconds to 15 seconds [14]. 

2.3 Standard Work 

Standardized work is a tool used to improve the overall productivity of a company, since it helps to identify 
areas for improvement by highlighting waste in a process and specifies exactly how work can be performed 
to gain a competitive advantage [15]. A study conducted in the automotive sector focused on standardizing 
operations, reducing or eliminating the number of activities that do not generate added value and increasing 
productivity. Thanks to the implementation of this tool, it was possible to balance the activities, achieving 
similar execution times. In addition, the new operating methods made it possible to reduce the number of 
workers required and shorten the distance between operations on the line [16]. Similarly, in another 
investigation, the tool was applied for reducing activities that do not add value to the product, managing to 
increase the workstation’s capacity, saving 31.6 seconds per cycle, and increasing process productivity by 
up to 6.5 [15]. In another study, this tool was applied in an assembly line of agricultural machinery, resulting 
in an improvement in the continuous flow of materials and a significant increase in speed and quality in 
meeting the assembly line's needs [17]. 

2.4 Total Productive Maintenance 

The TPM tool is defined by some authors as a system designed to eliminate waste such as downtime, 
unscheduled stops, production slowdowns and defective products [18]. A study conducted in an auto parts 
machining line implemented TPM in the bottleneck, where a reduction of lost hours due to unplanned 
maintenance, a 33.21% reduction in lost production and a 10.7% increase in production capacity were 
achieved [19]. Similarly, the productivity level of an organization was improved by applying a methodology 
based on the Autonomous Maintenance pillar, with which it managed to reduce the MTTR from 17 to 9 
hours and maximize the OEE by 30% [20]. On the other hand, it was designed and applied a sequential 
scheme to implement TPM in a bottling line, which allowed increasing OEE by 62.6% during after 9 months 
[21]. Another relevant study, a training plan was carried out to improve workers' skills, resulting in the 
increase of the MTBF value from 124 to 155, the reduction of MTTR from 5.26 to 4.56 and a remarkable 
increase in OEE from 95.9% to 97.1% [22]. This tool also allowed the absolute increase in yield by 6.83% 
and OEE by 6.45% [23]. Finally, a 23% decrease in breakdowns was obtained in the CNC lathes sector and 
there was an increase in machine availability and OEE of approximately 5% [24]. 

3. Contribution

To develop an improvement model, a literature review was conducted to find case studies covering problems 
related to machine downtime, lack of standardized procedures and lack of organization. Unlike other 
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research, the present model applies the TPM, Standardized Work and 5S tools. These tools were selected 
with the objective of covering some of the main problems of the sector. Likewise, it was identified that there 
are no studies applied to fishmeal processing SMEs. Table 1 shows the articles selected and the tools used 
to solve the problems identified. 

Table 1: State of the art vs. main problems comparison matrix 

Authors Unplanned shutdowns Maintenance shutdowns Lack of standardized 
procedures 

Coppo et al. (2022) Preventive and Autonomous 
Maintenance 

Mor et al. (2018) Standardized Work 
Bataineh et al. (2019) Autonomous Maintenance 
Pinto et al. (2020)  Autonomous Maintenance Preventive Maintenance 
Santos et al. (2021) Standardized Work 
Rojas et al (2021) Standardized Work 
Proposal Autonomous Maintenance Preventive Maintenance Standardized Work 

3.1 Proposed Model 

Based on the literature review, an improvement model was proposed to increase productivity in a company 
of the primary manufacturing sector through the use of three lean manufacturing tools: 5S, Standardized 
Work and TPM. These tools will be implemented together, with the objective of obtaining a greater impact 
on productivity improvement, reducing the time lost due to machine stoppages and inadequate raw material 
classification. As can be seen in Figure 1.1, the proposed model consists of 3 components: Execute protocols 
and order in the organization, implement standardized procedures and Reduce machine stoppages. 

Figure 2: Proposed model 

3.2 Model components 

The proposed model consists of three components, which are clearly related to the tools to be used for the 
improvement proposal as shown in Figure 1, each of these will be detailed in greater depth for its subsequent 
application. 

3.2.1 Component 1: 5s 

The first phase consists of implementing the 5S tool in the raw material selection area, since it became 
evident that the operators do not have an adequate and clean space in which they can carry out their activities. 
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Also, this tool will be used as a basis for implementing the following tools in a more orderly and efficient 
manner, since, according to the literature reviewed, 5S is responsible for laying the groundwork for applying 
other tools that can have a greater impact on improving processes. 

3.2.2 Component 2: Standardized Work 

In this second component, it is proposed to implement Standardized Work, which is one of the tools that 
allows increasing productivity in companies and is defined as the specific instructions that help to make a 
product in the most efficient way [15]. This tool consists of elaborating determined procedures, to 
standardize the execution of operations and previous activities, with the objective of improving the 
productivity of the operators. At the beginning of this phase, the operations to be improved must be identified 
and a work sequence must be established so that the operators have a single way of working, as well as 
determining the standard time and carrying out a continuous control to validate compliance. 

3.2.3 Component 3: TPM (preventive and autonomous) 

The TPM tool will be implemented with the objective of having an established procedure for the prevention 
of equipment failures to foresee losses that will affect productivity in the future. From this tool, only 2 of the 
TPM pillars will be implemented, which are preventive maintenance and autonomous maintenance. For the 
first pillar, it is necessary to evaluate the equipment in question and diagnose the current situation of them, 
what they need and identify the causes of this problem. Then the operators will be helped to restore the 
deterioration of the equipment, correct design weaknesses and extend the life of the equipment through good 
planning and scheduling of maintenance, schedules for spare parts, lubrication, and the necessary technical 
information such as data sheets, operating manuals, types of materials and lubricants used by each 
equipment, etc. Finally, the aim is to standardize maintenance techniques to reduce the frequency of failures 
of equipment and its parts in order to extend its useful life and make the best possible use of it without losing 
the quality of the final product. 

3.3 Model indicators 

To measure the results of the implementation with respect to the initial state of the company, the following 
indicators will be used. 

Productivity: Used to evaluate the number of tons of finished product obtained for each ton of raw material 
used. 

Objective: To increase the productivity level by at least 10%. 

𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑀𝑒𝑡𝑟𝑖𝑐 𝑇𝑜𝑛𝑠 𝑜𝑓 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙 𝐹𝑙𝑜𝑢𝑟
𝑀𝑒𝑡𝑟𝑖𝑐 𝑇𝑜𝑛𝑠 𝑜𝑓 𝐻𝑦𝑑𝑟𝑜𝑏𝑖𝑜𝑙𝑜𝑔𝑖𝑐𝑎𝑙 𝑅𝑒𝑠𝑖𝑑𝑢𝑒𝑠

 (1) 

OEE: Used to evaluate the overall efficiency of the machines involved in the production process. 

Objective: To achieve an OEE of at least 85%. 

𝑂𝐸𝐸 =  𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑥 % 𝑌𝑖𝑒𝑙𝑑 𝑥 % 𝑄𝑢𝑎𝑙𝑖𝑡𝑦  (2) 

Cycle time: Used to measure the time it takes to classify a batch of residual flour. 

Objective: Reduce cycle time by at least 30%. 

𝐶𝑇 =  ∑( 𝑇𝑜𝑡𝑎𝑙 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑇𝑖𝑚𝑒) (3)
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4. Validation

This chapter will show the results obtained throughout the realization of the case study. First, after a 
diagnosis of the current situation of the company, the productivity was 15%, which was below the 
productivity of the sector obtained from the ratios of a leading company in the sector that has a productivity 
of 25%, which shows the existence of improvements. After implementing the proposed tools, a productivity 
ratio of 19.3% was obtained, which translates into a productivity increase of 4%. On the other hand, the 
factors that were related to low productivity were machine stoppages and deficient classification of raw 
material.    

4.1 Initial Diagnosis 

Regarding the diagnosis made, Figure 1 shows the trend of the productivity indicator of the case study 
throughout the year 2022, which was between 10% and 15%, a result below the sector value of 25%, which 
shows the existence of a technical gap to be improved. The following are the first results to be improved for 
the identified causes: Deficient classification of raw material and machine stoppages.  

Figure 2. Technical gap in productivity 

Table 2 details the activities sequentially for the selection and classification of raw material, which has a 
cycle time of 708 seconds. 

Table 2. Activities of the raw material classification process 

N° Activity VA/ 
NVA 

Cycle time per operator (seconds) 

1 2 3 4 Average 

1 Receive raw material VA 304 365 258 350 48.75 

2 Load the raw material into 
the hopper 

VA 22 26 19 25 23.034 

3 Visually inspect and remove 
contaminants and unsuitable 
material. 

VA 260 242 299 312 278.2 

5 Dispose of contaminants and 
unsuitable material in the 
deposition area 

NVA 40 38 51.2 36 41.3 
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6 Collect waste from 
deposition area and place in 
container 

NVA 160 184 144 200 172.0 

7 Take waste to disposal area VA 167.5 116.58 134 160.8 144.72 

Total: 708.00 

On the other hand, in the case of machine stoppages, a record of the frequency of failures was obtained for 
each piece of equipment over the course of a year, as shown in Table 3, which provided a clearer view of 
the availability and operability of the equipment. 

Table 3. Machine stoppages in a year 

Equipment Frequency 

Mixed stove 40 

Rotary pre-strainer 40 

Double screw press 40 

Wet grinding mill 44 

Rotary tube dryer 100 

Purifier 32 

Dry grinding mill 44 

Antioxidant hopper 44 

Bagging machine 37 

Finally, Table 4 shows the OEE calculation made to verify the current situation of the equipment in use, with 
a result of 64% below the recommended OEE. 

Table 4. OEE case study 

Productive hours Available hours Availability index 

2374 2880 82% 

Designed production Produced capacity Yield index 

2883.65 3351.62 86% 

Good production Designed production Quality index 

2595.29 2883.65 90% 

OEE 64% 
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4.2 Implementation for the pilot plan 

According to what was previously described, with respect to the proposed model, it is known that 3 lean 
tools have been implemented, which are 5S, standardized work and TPM. For the 5S tool, an internal audit 
was conducted on the current situation of the raw material reception and selection area, which allowed 
measuring the degree of opportunity for improvement in the mentioned area. It is evident that there is an 
improvement in the order of the area together with improvements to identify the tools that should be used in 
the process, since the tool has not been implemented, it can be observed that the organization has a 5S score 
of 29%, which is very low compared to other companies. Likewise, a minimum score of 85% was defined 
to be reached after its implementation, however, it reached a value of 84% after applying each one of the 5S 
in the organization, a training program was carried out for all the collaborators, a team was formed in charge 
of the implementation and the pilot test was started with the elimination of everything that was not used in 
that area and occupied space that it should not, A general cleaning of the area was carried out in order to 
have a cleaner and more hygienic environment, and the health of the workers was also prioritized by placing 
trash cans that are constantly changed so that waste does not accumulate. The company also seeks to 
implement measures to ensure that organization and order are complied with following the 5S methodology, 
which is why a checklist will be used to validate implementation. Finally, activities were established to verify 
that the 3S already implemented persist over time and reinforce good habits when necessary, through the 
last 2S.  

Figure 3. Qualification achieved after implementation 

For the standardization of the work, the steps for the selection of raw material were identified, as well as the 
activities without added value that proceed to be eliminated to speed up the process, without altering the 
quality of the raw material that will enter the production. In addition, a document was designed to provide a 
visual presentation of the procedure, facilitating understanding by the operators, and always guaranteeing 
the application of the new procedure. Figure 4 shows the mentioned document. 
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Figure 4. Procedure for raw material classification 

Based on the document, the activities were carried out as a pilot test, omitting those that have no added value, 
thus reducing the initial cycle time. Table 5 shows the most efficient activities and their respective time. 

Table 5. Implementation of the standardized procedure 

No. Activity VA/NVA Average observed 
time (seconds) 

1 Reception of raw material VA 44.35 

2 Preselection VA 69.43 

3 Load Raw Material into hopper VA 26.47 

4 Visually inspect and remove contaminants and 
unsuitable material 

VA 235.24 

5 Deposit contaminants and unfit material in 
container 

VA 36.1 

6 Take waste to disposal area VA 127.37 

Total 538.96 

Regarding the improvement proposal for recurring machine stoppages, the TPM tool is implemented in the 
autonomous and preventive pillars, firstly, the autonomous pillar aims to train operators so that they can 
perform inspections and adjustments of the equipment when required and have a faster response capacity to 
any eventuality, A training session was held to introduce the employees to the principles of autonomous 
maintenance and explain its importance for maintaining high levels of productivity, after which theoretical 
and practical training is provided in a more specialized way and focused on each of the equipment used in 
the production process. 
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Table 6. Autonomous Maintenance Training Program 

AUTONOMOUS MAINTENANCE TRAINING 

User profile Methods 

Aimed at all production and maintenance related 
workers: production manager, plant supervisor, 
maintenance manager, technicians, and operators. 

Lectures, slide presentations, videos, group 
dynamics, presentation of success stories, question 
and answer session. 

Objectives 

1. To introduce the concepts and principles of autonomous maintenance.
2. To raise awareness of the benefits and advantages of autonomous maintenance in the

improvement of production efficiency.
3. To learn the steps and activities to be performed for the implementation of the

autonomous maintenance program.
4. To learn how to inspect and detect machine failures.
5. Acquire knowledge about corrective actions for the solution of failures.
6. Understand the critical success factors in the implementation of Autonomous

Maintenance.

Description of contents 

1. Introduction and awareness:
• Concept of autonomous maintenance
• Characteristics of an AM program
• Benefits of its application
• Objectives of the program
• Show success stories

2. Program implementation
• Description of the detailed steps for

implementation
• Define the tasks of the operators

3. Technical training
• Fault detection
• Root cause analysis
• Corrective Actions
• Training in equipment cleaning, lubrication,

adjustments, and calibration activities.

4. Audit of the AM program
• Evaluation of standards and procedures
• Program performance indicators and 

metrics.
• Checklist to measure compliance with

activities.
5. Actions to sustain the AM
• Evaluation and follow-up of activities
• Development of corrective actions
• Ongoing establishment of clear goals and

objectives.
6. Success factors of the AM
• Explain the importance of leadership and

commitment.
• Promote active participation of operators
• Establishment of clear standards and

procedures

Program duration 

From 06/01/2023 to 06/30/2023 

The procedure detailed in Table 6 will allow the operators to be able to solve any unforeseen failure, to the 
extent that they can solve it by verifying everything that is stated in the form. Otherwise, the maintenance 
team should be called to solve major failures.  

On the other hand, the preventive pillar of TPM was implemented, with the objective of reducing the 
frequency of failures so that they operate in the best conditions and do not cause production stoppages, in 
the same way as for the autonomous pillar, all operators must be trained, and a team must be formed to 
follow the schedule that will be established. In addition, operating manuals and instructions are required so 
that operators can detect small failures in time and even act in advance. After implementing these pillars, a 
38% reduction in machine stoppages was estimated, an average calculated from a review of case studies 
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where the tool was applied [6][25], so Table 7 shows the new data to be used in the simulation on the 
reduction of machine stoppages. 

Table 7. Machine stops after pilot test 

Equipment Frequency 

Mixed stove 24 

Rotary pre-strainer 25 

Double screw press 24 

Wet grinding mill 27 

Rotary tube dryer 62 

Purifier 19 

Dry grinding mill 27 

Antioxidant hopper 27 

Bagging machine 22 

4.3 Simulation improvement proposal 

To validate the model proposed in the previous chapters, the simulation software Arena was used to run the 
results obtained in the pilot test and see the impact it would have on the main indicators which are 
productivity and OEE. The simulation shown in Figure 5 was designed for the entire production process, 
from raw material to the production of 50 kg bags of fishmeal. In the first instance, the Input Analyzer 
software was used to determine the number of samples necessary for the replications in the simulation, of 
which 30 were used since it is the minimum recommended value for case studies, using a confidence level 
of 95% and a percentage of error of 10%, and allows obtaining the adjusted distribution for the duration time 
of each of the operations. On the other hand, two scenarios were considered for the development of the 
simulation, firstly, with the current machine stops and secondly, the number of stops and repair time reduced 
after the pilot plan, the purpose of being able to simulate both scenarios is to see the impact on productivity 
and availability in the mype, as well as to obtain an improvement in the OEE result. 

Figure 5. Simulation model of the process in Arena 
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Next, Table 8 will present the indicators proposed to measure the impact of the implementation of the tools 
used, with the objective of making a more precise comparison between the initial situation and the scenario 
obtained after having implemented the proposed tools, through pilot tests for the case of the 5S tools and 
standardized work and simulation for the TPM tool. 

Table 8. Results metrics 

Measurement of the improvement project 

Problem Current Objective Enhanced Indicators Current Objective Enhanced 

Low 
Productivity 

15% 25% 19.3% 

OEE 64% 85% 66% 

Cycle Time 708 sec. 489 sec. 538.96 sec. 

5S 
compliance 

level 
29% 85% 84% 

5. Discussion

From the literature reviewed it has been possible to verify the existence of various problems in the sector, 
however a problem constantly mentioned is the amount of wastage [6], in the present case study it is not 
supposed to be a problem since the case study company manufactures the product from hydrobiological 
resources therefore, the wastes can be reprocessed in the next batch as raw material. 

To develop the proposal, case studies were investigated where the problems present in the sector have been 
solved and have had quantitative and significant improvements in the companies. Such is the case of a 
Peruvian company that used the TPM tool to reduce machine stops, managing to reduce the frequency of 
these stops by 40%, managing to increase OEE by 4%, and improve productivity by 4.3% [23]. Furthermore, 
in a plastic company, the 5S tool was applied on the assembly line, which allowed them to improve the 
efficiency of the activities involved and increase the 5S score, from 20% to 80% [13]. Finally, with the 
objective of eliminating activities that do not generate value in the system, the Standard Work tool was used, 
where study cases were identified that validate an improvement in their activities after applying it, the case 
of a line of pre- assembly in a gearbox manufacturing company managed to reduce its total cycle time from 
67.53 to 64.69 hours for demand per day [26]. Based on the studies reviewed, it was possible to identify that 
the results obtained both in the literature and in the present research are consistent, obtaining favorable results 
in improving productivity. These findings demonstrate the importance of implementing lean tools in the 
peruvian manufacturing sector to overcome the recurring problems of the sector. In this way, the proposed 
model can serve as a framework for the application of these tools in other MSEs in the sector. 

The research project has proposed the use of TPM tools (preventive and autonomous pillars) and 
standardization of work to increase productivity, although it is true that a slight improvement was obtained, 
it is recommended to maintain and further investigate the other problems that occur in the case study 
company and make use of other Lean tools such as Kaizen to work together with those already proposed. In 
a case study it could be evidenced that the use of TPM plus Kaizen contributed to reduce the number of 
losses due to machine stoppage, with this, the OEE increased by more than 10%, this tool would allow to 
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maintain a culture of continuous improvement in the company and thus greater commitment to comply with 
the standardized work procedures and TPM that were applied in the improvement project [27]. 

Likewise, one of the main limitations in developing the proposal was the implementation of a lean culture 
within the case study company because it involved a new way of working and changing the traditional 
methods to which the workers were accustomed. Often, they tend to resist changes due to uncertainty and 
lack of confidence in the new methodologies, especially when the workers are not familiar with the benefits 
that the application of new tools would bring. To counteract this obstacle, training was developed regarding 
the lean tools to be implemented so that they feel involved and part of the project. 

Another significant limitation of this study is that the validation of the TPM was based on a simulation to 
evaluate and compares the initial and final scenario. However, this could have limited the ability to obtain 
results that accurately reflect the actual conditions and challenges that could arise during TPM 
implementation in an everyday work context. Therefore, it is recommended that future research delve into 
the empirical evaluation of the application of TPM, through its step-by-step implementation and the 
recording of the corresponding indicators for impact assessment. 

6. Conclusion

This study proposes the use of lean tools such as Standardized Work and TPM (autonomous and preventive) 
to mitigate the identified problem of low productivity. The main causes were identified through engineering 
tools such as Ishikawa diagram, Pareto diagram and TIS analysis to know them in detail and directly attack 
each of them. Therefore, a literature review related to the proposed topic was carried out to validate the use 
of the proposed tools. Based on the improvement model, the tools specified therein were applied. 

First, it was possible to demonstrate that the application of 5S allowed to improve order and cleanliness in 
the area, obtaining a substantial improvement in the level of compliance with 5S, which went from 29% to 
84%, since at first the lack of order in the space could be observed with the naked eye. However, thanks to 
an initial audit it was possible to specifically detect which areas were causing the greatest problem, to be 
solved and finally evaluated in a final audit. In addition, this tool made it possible to lay the foundations for 
the implementation of the Standardized Work and TPM tool. Subsequently, a standardized procedure was 
implemented that detailed the steps to be followed to perform the activity correctly and in the shortest 
possible time, thus eliminating downtime, thus reducing the cycle time by 23. 88%. Finally, the TPM tool 
was implemented in the autonomous and preventive maintenance pillars, resulting in a 38% reduction in the 
number of machines stops. 

Regarding the validation of the results, the Arena software and the pilot test allowed the comparison of the 
results before and after its application. It was also possible to verify that the reduction of machine failures 
generated an impact on the increase of OEE indicators of 2% and an increase of 4. 3% in productivity. 
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Abstract 

Demand for lithium-ion batteries is expected to increase significantly within the upcoming decade. This 
trend is already evident today. Accordingly, an increasing number of new production lines as well as 
extensions of existing production lines can be observed. To reduce global CO2 emissions and maintain 
competitiveness, the development of new, more efficient production technologies is essential. At the same 
time, innovative production methods can make a decisive contribution to significantly improve the quality 
and performance of lithium-ion batteries. 
Currently, the convection drying technology marks the state of the art in drying the wet-coated electrode 
foils. Accounting for approximately one quarter of the total energy consumption in battery production, this 
technology represents one of the most cost-intensive process steps along the value chain. A promising 
approach to increase quality and efficiency of electrode drying is the use of vertical-cavity surface-emitting 
lasers (VCSEL). In addition to the improved controllability compared to conventional drying processes, 
these also offer the advantage of a direct energy contribution that is tailored to the material. Furthermore, 
the exceptionally high-power density enables a reduction in machine footprint while simultaneously 
increasing production throughput. 
In this study, the general experimental setup for vertical drying of electrodes using VCSEL technology is 
described. Furthermore, the main results are presented and discussed in order to derive subsequent 
conclusions for further improvements in quality and energy efficiency in the drying process of electrodes for 
lithium-ion batteries. 
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1. Introduction

Since the beginning of the early 1990s, lithium-ion batteries have experienced a continuous increase in 
importance and have become an indispensable part of our everyday lives [1]. Their field of application 
predominantly ranges from the consumer sector up to the electromobility segment [2].  Due to the worldwide 
introduction of new regulations to increase sustainable mobility, the automotive sector is undergoing far-
reaching transformations, with particular focus in the rapid development of the vehicle electrification [3, 4]. 
Accordingly, in 2022, the EU member states and the European Parliament reached an agreement that only 
climate-neutral vehicles shall be permitted by 2035 [5]. The current profound change in the automotive 
industry illustrates the increasing importance of electrochemical storage systems [6]. As a result of this trend, 
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global demand is expected to increase between 2 and 4 TWh by 2030 [7]. 
However, the further development of the underlying production processes of lithium-ion batteries still faces 
many hurdles and is a key challenge for the industry [6]. One of the currently greatest challenges represents 
the reduction of the energy required in the production process. Together with the solvent recovery, the 
coating and drying of the anode as well as cathode foils present one of the most cost-intensive production 
steps within the value chain of lithium-ion batteries [8, 9, 10]. According to DEGEN et al., about 27% of the 
total energy consumption is attributed to this process step [10]. Furthermore, LIU et al. quantifies the share 
of energy required for drying in the total consumption at 46.84% [11]. Currently, the convection drying 
method shown in Figure 1, presents the most commonly used method for drying the electrodes. 
Disadvantages of this drying method lie in the high energy and installation space requirements. 

Figure 1: Coupled coating and convection drying machine of electrodes for lithium-ion battery cells 

Typical production speeds of the convection drying method are in the range of 25 to 80 m/min with total 
furnace lengths of up to 100 meters due to the high dwell time required [8, 12]. Due to the substantial dryer 
length, these plants are often subject to very high investment costs [12]. Compared to alternative drying 
methods, the convection drying method is also characterized by relatively low energy efficiency and thus 
also represents a burden on the environment [13]. A further disadvantage of this drying technology lies in 
its poor controllability as well as the limited responsiveness for changing production parameters. 

Figure 2: Comparison of VCSELs and edge emitters 

A solution to this problem could be the use of lasers for drying the electrodes. This technology is 
characterized by high dynamic in the adjustment and control of the energy distribution on the wet coated 
electrode foils [14]. Furthermore, the use of laser-based drying technologies enables a reduction in energy 
consumption of over 50%, while at the same time increasing product quality and greatly reducing the system 
footprint [12, 15, 16, 17]. Figure 2 shows the two most common emitter types currently used for drying 
electrodes. VCSEL (vertical-cavity surface-emitting laser) are characterized by emitting their radiation 
perpendicular to the chip surface [18]. In contrast, the edge emitters of the diode lasers emit their radiation 
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laterally to the chip plane [19]. The application of diode lasers for electrode drying has been extensively 
discussed by WOLF et al. [17, 20]. The following investigation focuses only on the use of VCSELs as an 
alternative technology for drying electrodes of lithium-ion batteries. According to GRONENBORN et al., 
VCSELs are largely scalable in power, have outstanding reliability, and offer a robust and economical 
solution, which makes an investigation of their application potential particularly interesting [21]. 

2. Experimental Setup

Figure 3 shows the schematic structure of the combined coating and VCSEL drying system used during the 
investigation. In order to reduce the risk of contamination during the manufacturing process, the machine is 
subdivided into individual chambers (“mini environments”). To further reduce the risk of product reactions 
with the surrounding process environment, each of the chambers can be operated partially or completely 
inerted. The test results shown in this experimental study were generated entirely under the exclusion of an 
inert gas atmosphere. 

Figure 3: Schematic setup of the vertical coating line Figure 4: Setup of the VCSEL drying module inside 
the machine 

The process starts by unwinding the foil and passing it through a chamber for additional equipment. The 
purpose of this second chamber is, for instance, the cleaning and activation of the film. However, no 
additional equipment was put into operation within the later described experiments. In the next chamber, the 
carrier foil is guided vertically between two opposing slot nozzles. This allows the simultaneous coating of 
the carrier foil on both sides without contact. Within this test series, the electrode slurries were coated 
centrally onto a 250 mm wide and 10 μm thick copper collector foil with a coating width of 125 mm. 

Table 1 shows the composition of the three different anode slurries used during the evaluation. The utilization 
of different mixtures is due to the fact that the main component graphite was tested of two different material 
suppliers. In addition to the graphite powder, carboxy-methyl celluloses (CMC) as well as conductive carbon 
black are also added as further solid components to the slurry formulations. 

Table 1: Composition of tested anode mixtures 

Mixture no. 1 2 3 
Components of the mixture Mass percentage [wtsolid %] 
Graphite 42.3 38.1 55.4 
SBR 3.4 3.4 4.4 
CMC 0.9 0.9 1.2 
Conductive carbon black 0.4 0.4 0.6 
Solvent 53 57.2 38.4 
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For the production of the slurries, the solid and liquid components of the mixtures were homogenized by an 
intensive mixer. In this process, the solid components are first dry-mixed followed by the continuous addition 
of the solvent. The liquid components include deionized water as well as a 40 wt.% styrene butadiene rubber 
solution (SBR). 

The coating chamber is followed by the vertical drying chamber wherein the VCSEL module is integrated. 
The general setup of the VCSEL drying module inside the machine is shown in Figure 4. Besides the laser 
drying module, the setup consists of two infrared cameras, one thermal imaging camera, an additional solvent 
suction system, as well as a resistance plate which cools and guides the collector foil during the laser drying 
process. Since only one VCSEL module was provided during the test series, only the production of single-
sided coated electrodes is investigated within this study. 

In addition to Figure 4, Figure 5 shows the structure of the sole VCSEL drying system. Apart from the 
required laser protection devices, the system also consists of the driver unit, an external cooling unit with 
two independent cooling circuits as well as additional connections for the energy, gas and data supply. 
According to PRUIJMBOOM et al. the module is specifically designed for the integration into technical 
equipment or machines for industrial thermal and photonic processing applications, such as drying [22]. 
Furthermore, the system is able to emit its energy in the form of infrared radiation at a wavelength of 980 nm. 

Figure 5: Structure of the sole VCSEL drying system Figure 6: Independent activation of the heating zones 

In total, the VCSEL module consists of 48 heating zones, which are divided into 24 VCSEL array emitters, 
each containing two heating zones. A heating zone consists of 28 VCSEL array chips connected in series, 
which measure 1.8 x 2.0 mm and contain 2205 individual VCSEL diodes [22]. This results in a rectangular 
emitter area of 209 x 40 mm from which the radiation is emitted. Each individual heating zone has a 
maximum output power of 200 W, so that a total power of up to 9.6 kW can be emitted. The area and power 
figures result in a maximum power density of 115 W/cm². 

Figure 6 shows the experimental setup with activation of several heating zones in a row as well as 
intermittently activated heating zones. The output power level of the individual heating zones can be adjusted 
incrementally from 0 to 100%, whereby a homogeneous temperature profile can only be generated upwards 
the 3% level. Within the conducted experiments, the laser was operated at power levels between 5.25 and 
11.5%. Following the drying process, the coated electrode foil is evenly wound up using a web edge control 
system. 

Table 2 gives an overview of the parameter sets evaluated in this experimental study. The parameter sets 
were determined in the course of preliminary tests, which are not further described. The aim of the parameter 
study is to identify the various measurable influences on electrode quality. These influences can be divided 
into material related and equipment related influences, the latter being the main focus of this study. In 
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addition to the influences of the web speed, the influences of changes in the laser power as well as the number 
of activated heating zones are described in the next chapter. 

Table 2: Analysed parameter sets 

Parameter set no. 1 2 3 4 5 6 7 8 9 10 
Mixture no. (acc. to table 1) 1 1 2 2 1 2 3 3 3 3 
Web speed [m/min] 0.8 0.8 0.8 1.6 0.8 1.0 0.8 0.8 0.8 0.8 
Pump capacity [%] 20 20 20 20 20 30 30 40 30 30 
Laser power [%] 5.25 5.75 11.5 11.5 6.25 11.5 5.75 5.75 5.6 5.6 
No. of activated heating zones [-] 36 36 18 36 36 36 36 36 36 36 
Emitted power [W] 378 414 414 828 450 828 414 414 403 403 
Power input per area [W/cm²] 4.1 4.49 4.49 8.98 4.88 8.98 4.49 4.49 4.37 4.37 
Energy input per area [J/cm²] 15.79 17.3 17.3 17.3 18.8 27.68 17.3 17.3 16.85 16.85 
Dry film thickness [µm] 53.93 46.87 42.47 40.87 51.6 71.27 105.5 140.3 108.0 123.4 
Residual moisture [%] 10.41 9.89 10.33 11.42 11.01 6.46 4.16 1.87 2.52 3.36 
Maximum tension stress [MPa] 0.15 0.34 0.35 0.36 0.22 0.10 0.43 0.35 0.59 0.64 

3. Evaluation

The coated and laser dried anodes are analyzed regarding different quality characteristics. In the course of 
the analysis the residual moisture, adhesion force, surface quality and dry film thickness were measured. In 
the following, the results of the process related analysis of the anode quality are presented and the presumed 
cause-effect relationships are explained. 

Figure 7: Thermographic analysis of the VCSE laser drying process 

The thermographic analysis in Figure 7 shows that the VCSE laser drying process can be divided into 
3 zones. The first zone represents the preheating zone. Due to the typically very low diffusion range of 
VCSEL arrays, this zone appears to be very short when using this technology without the addition of diffusor 
optics. The preheating zone is followed by the constant temperature zone. In this area, where most of the 
solvents are removed, the laser intensity must be specifically adapted to the evaporation of the solvent 
contained in the slurry. The third zone represents the cooling zone. In addition to convection air flows, 
cooling in this zone can be enhanced by contact with the resistance plate shown in Figure 4. 
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Figure 8: Energy input and tension stress Figure 9: Power input and residual moisture 

While Figure 8 shows the energy input per area over the maximum tensile stress, Figure 9 shows the power 
input per area over the measured residual moisture content. The analyzed experiments refer to the parameter 
sets described in Table 2 as well as the slurry mixtures shown in Table 1. With respect to the energy input 
per area, the parameters sets 3 and 4 show identical values of 17.3 J/cm². However, if the values of Figure 9 
are taken into account, it can be seen that the power input per area has doubled from parameter set 3 to 4. 
The reason for this is that the web speed was increased from parameter set 3 to 4 from 0.8 to 1.6 m/min. To 
compensate for the increased web speed, the number of activated heating zones was increased from 18 to 36. 
Hereby the heating zones of parameter set 3 were switched off intermittently, as shown in the right sided 
example in Figure 6. The activation of the heating zones of all other parameter sets, including parameter 
set 4, were carried out according to the left sided example in Figure 6. 

Within the test series, parameter set 6 experienced the highest energy input per area with 27.68 J/cm². To 
achieve this energy input, 36 heating zones were activated with a laser output power of 11.5%. At the same 
time, it is noticeable that parameter set 6 has the lowest adhesion values in the test series. Reasons for the 
poor adhesion values are most likely due to the effect of »binder migration« within the wet film layer. In this 
case, the rapid evaporation of the solvent leads to an accumulation of the binder material near the surface 
area [23]. According to JAISER et al. the inhomogeneous distribution of the binders also minimizes the 
adhesion forces between the copper foil and the active material [24]. 

Figure 10: Microscopic images of defects in the dried coating of parameter set 6 

Furthermore, the low adhesion values can be explained by an approximation or even exceeding of the 
decomposition temperature of the CMC and SBR components. The thermal stress within parameter set 6 
leads also to the formation of cracks and blisters, which are shown in Figure 10. This represents a further 
explanation for the low adhesion results of the 6th parameter set. The formation of cracks on the electrode 
surface can be partially attributed to the »skin effect«. Within this effect, an excessively high power input 
per area in combination with a high drying rate causes the solvent to evaporate too quickly from the boundary 
layers. As a result, the outer layer of the active material is dried and forms a consolidated skin that reduces 
the penetrability of solvents. After the formation of this consolidation layer, solvent is still present in the 
deeper levels of the coating layer. This residual solvent is further heated by the absorbed laser radiation, 
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which causes an expansion whereby the solvent can only slowly escape due to the limited permeability of 
the consolidation layer. Moreover, the rise of solvent by means of capillary forces is also reduced by this 
effect. This results in a pressure increase below the consolidation layer, so that the consolidation layer bulges 
outwards and blisters as well as cracks are formed. Through these cracks, the solvent is able to evaporate 
from the active material layer. According to KUMBERG et al. the application of higher layer thicknesses also 
results in a higher probability of cracking [25]. A further increase in the power input can also result in a 
»popcorn effect«. This is manifested in an explosion-like expansion of the contained solvent as a result of a
far too high power input. The principles of the skin effect and the popcorn effect are roughly illustrated in
Figure 11.

Figure 11: Illustration of the »skin effect« and »popcorn effect« 

Figure 8 also shows that the parameter sets 9 and 10 have the highest average tensile values of 0.59 and 
0.64 MPa. At the same time, both parameters have set humidity values of less than 3.5%. It is important to 
note that the parameter sets 9 and 10 with 108.0 and 123.4 μm show higher dry film thicknesses with lower 
solvent content of 38.4 wt.% compared to some of the other parameter sets. Despite the experimental pilot 
setup, these values are not far from electrodes produced in some series production. This highlights the 
applicability of the laser drying method for the production of electrodes and can be seen as a proof of concept 
for the use of the VCSEL technology.  

4. Conclusion

Vertical-cavity surface-emitting laser (VCSEL) represent an innovative technology for energy-efficient and 
throughput increased electrode drying. Other research studies have shown that drying times could be reduced 
by up to 80% as well as energy consumption could be decreased by more than 50% using similar laser drying 
technologies [15, 20]. 

In this experimental study, the drying of several slurry formulations for anodes under different parameter 
settings was investigated using the VCSE laser technology. For this purpose, the experimental setup as well 
as the general structure of VCSE laser drying modules was described. Due to their high power density 
combined with high compactness, new types of machine setups can also be realized. The VCSEL technology, 
for example, enables the vertical coating and drying of electrodes, which was also investigated in this study. 
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In pilot operation at web speeds of up to 1.6 m/min, it was shown that residual moisture and adhesion values 
close to those of mass-produced electrodes could be generated. Thereby, the obtained research results can 
be considered as a proof of concept for the applicability of VCSE lasers for drying electrodes. 

Due to the tremendously large number of different influencing variables, including numerous process and 
material parameters, the appropriate implementation of the VCSEL technology represents a complex 
challenge. The main target for the successful integration of the laser drying process is to achieve uniform 
drying, while avoiding phenomena such as »binder migration«, »skin effect« or even the »popcorn effect« 
in the event of excessively high energy input. The further increase of the web speeds as well as the 
investigation of the VCSEL application in hybrid drying processes to utilize synergies between different 
drying technologies represent further objectives for future research. 

Further advantages of the VCSEL technology lie in its high control dynamics. For example, this is shown 
by the possibility of location-selected energy input, its precisely controlled energy transmission or its fast 
switch-on and switch-off times. The integration of sensor technology as well as the development of 
intelligent control and machine learning algorithms represent further open research topics with regard to 
VCSE laser drying. Lastly, it is also important to investigate the coating material more closely with the aim 
of developing laser-optimized material systems. In summary, VCSE laser drying represents a promising 
technology for energy efficient and quality-optimized lithium-ion battery production. Additionally, this 
technology bears great potential to significantly reduce greenhouse gas emissions during the manufacturing 
of battery cells. 
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Abstract 

The description of deviations on the shop floor includes information about the deviation itself, possible 
causes and countermeasures. This information about current and already processed deviations and problems 
is a valuable source for future activities in the context of problem-solving and deviation management. 
However, extracting information from unstructured textual data is challenging. Furthermore, the 
relationships among the heterogeneous data are hard to represent. This paper proposes a framework to extract 
the knowledge contained in the deviation documentation and store it in a knowledge graph as triples. The 
proposed knowledge graph can then be used for the decision support system in production and will support 
more application scenarios in shop floor management in the future. 
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1. Introduction

The documentation of deviations serves as a valuable source of knowledge on the shop floor, encompassing 
various aspects such as problem-solving, production planning, and continuous improvement process [1]. It 
connects numerous entities involved in the production process, including people, processes, organizations, 
machines, and products. This documentation is especially useful for managers and workers on the shop floor 
as it aids in identifying significant deviations, exploring measures of similar deviations, and finding useful 
information [2]. However, processing the deviation documentation faces several challenges. One of the 
primary challenges is dealing with heterogeneous data, which comprises structured and unstructured 
information [1]. Especially the textual data, which contains crucial entities of deviations, is difficult to 
standardize due to the specificities of the production environment [3]. Moreover, the textual data often 
contains errors, making it challenging to accurately process and extract valuable insights from it [4]. 
Therefore, extracting representations of the relationships between deviations, measures, causes, and other 
relevant information from such documents containing unstructured data is challenging. Without this 
relational structure, the person accessing the information would have to search the records item by item using 
keywords, which would make it difficult to reuse the data. Over time, this knowledge of experience loses its 
value [5]. 

As a tool for organizing and integrating different knowledge and information, the knowledge graph (KG) 
has been a focus of research in the computer field since it was introduced by Google in 2012. It is capable 
of knowledge tracing and reasoning, providing significant assistance in decision support across various 
domains [6]. In the industrial sector, with the continuous advancement of digitization processes, industrial 
data has exhibited heterogeneous characteristics. As more and more application scenarios can be supported 
by data, the application of KG in the industrial sector is also gradually increasing. A KG offers a structured 
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and interconnected representation of information, enabling better decision-making, knowledge reuse, and 
the development of advanced recommender systems to drive continuous improvement and efficiency in the 
production process [7]. It can support SFM from providing the possible measures, clustering the recurring 
deviations, visualising the problem-cause-solution loop and more application scenarios. Therefore, the goal 
of this paper is to design a framework for building a KG from deviation documentation for problem-solving 
on the shop floor. Based on this, the major research contributions of this work can be summarized as follows: 

• A stepwise process is proposed and designed for constructing a KG from shop floor deviation
documentation.

• Named entity recognition (NER) and rule-based methods are used to extract entities and relations
from the unstructured data in the deviation documentation.

• Information from structured and unstructured data is fused into one KG for further problem-solving
on the shop floor.

The remainder of this paper is structured as follows. Section 2 introduces the background and related work 
of this study. Section 3 presents the framework to build a KG including each step. Section 4 shows the 
detailed steps of KG construction with data from deviation documentation on the shop floor. Finally, Section 
5 concludes this study and suggests directions for future research. 

2. Related Work

2.1 Shop floor management 

Shop floor management (SFM) is widely implemented in manufacturing to control and improve production 
processes continuously [8]. The basic elements of SFM included identifying and handling deviations, 
systematic problem-solving process for the deviation with unknown root causes, information and knowledge 
exchange in the regular shop floor meetings, and continuous improvement process [9]. For deviations that 
occur in production, if the cause of the deviation is unknown, the root cause should be analyzed through a 
problem-solving process so that it can be solved sustainably in a long-term perspective and does not reoccur 
[10]. Furthermore, while the problem-solving process can bring new standards to the processes on the shop 
floor, these criteria form the basis for new deviation measurement [11]. Deviation management and problem-
solving process are two knowledge-intensive processes in SFM that require much experience to aid decision 
support [12]. Over the last years, many articles have emphasized the importance of data analysis for deviation 
management and problem-solving processes, and there has been some research on how to extract useful 
information from shop-floor management data for decision support [13,14]. However, fewer articles have 
mentioned how to correlate the different knowledge involved in this domain specific process with each other 
to provide a good database for knowledge retrieval and knowledge inference.  

2.2 Knowledge graph 

A KG is a data representation modality in which entities (depicted as nodes in the graph) are connected to 
other entities through edges. Edges describe the relationships which connect and relate these entities to each 
other [15]. A KG adds a layer of metadata to the data (also called semantic context), defining rules for its 
structure and interpretation [6]. They can, therefore, represent complex relationships in a domain in both 
machine friendly and human-readable forms to support reasoning and knowledge discovery [6]. 

Modelling data as a KG is particularly useful when the relationships within the data help to understand and 
solve the problem at hand [16]. KG can thus be used in a variety of applications, such as to generate reports 
from the data, provide a service to an end user in a retrieval system (e.g., in question answering and 
recommender systems), and also as part of machine learning pipelines [17]. The main task of KG 
construction is to reduce the granularity of data and avoid data redundancy while aggregating a large amount 
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of knowledge, so that rapid response and inference of knowledge can be realized. KG construction methods 
are mainly categorized into top-down, bottom-up and hybrid methods [18,19]. Among them, generalized KG 
are mainly constructed using a bottom-up approach, i.e., entities and relationships are extracted from the 
data, and then ontologies are constructed. Domain KG, on the other hand, are more complex and also use a 
top-down or hybrid approach to narrow down the data by defining entities in advance. [19] The construction 
of a KG will generally be divided into the following processes: data acquisition, information extraction, 
knowledge fusion, quality control and graph construction [18,19,20]. 

2.3 Ontology 

Ontology is a formal, explicit specification of a shared conceptualization, allowing a non-ambiguous 
semantic explanation of domain knowledge, enabling a better representation of the knowledge [21]. 
Ontologies define important structures for KG. Literature shows different ontologies related to deviation 
management and problem-solving. Ebrahimioour et al. propose an upper ontology where three concepts 
related to the failure modes and effects analysis information (i.e., deviation, cause and consequence) are 
modelled as an event and activities [22]. A deviation is modelled as an event, the beginning of a consequence. 
A consequence is an activity. A cause is an activity that causes a deviation. Dittmann et al. propose an 
ontology that is specialized into the entities such as component, function, failure mode, control method, risk  
priority number, and containment action [23]. They also propose a set of relationships among the entities. 
After reviewing the mentioned ontologies, the work from Ebrahimioour et al. were taken as reference. 
Section 4.2 explains the selected concepts that were adopted and the new concepts that are proposed, which 
are part of the contribution of this work. 

3. Framework to build a KG from deviation documentation

Figure 1 presents the process of building a KG from the deviation documentation from the shop floor. The 
framework's design is based on the top-down KG construction process, as top-down KG construction is more 
suitable for domain knowledge [20]. This framework comprises five main tasks: data acquisition, ontology 
construction, knowledge extraction, knowledge fusion and KG construction. 

Figure 1 The process to build the knowledge graph 

Data acquisition describes the data collection required for KG, which may involve structured or 
unstructured data. Structured data refers to data with strict structure [24], such as the deviation type, product 
type or date. Unstructured data include the deviation description, figures or videos containing detailed 
information about the deviation. As the KG for deviation management is domain-specific, the data sources 
should be identified and analyzed during the data acquisition. 

Ontology construction is used to build a semantic explanation of the domain knowledge, which provides 
good instruction for knowledge extraction and a structure for the KG construction [7]. In this paper's 
proposed framework, the KG construction process can be started by either data acquisition or ontology 
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construction, and there may be reciprocity in both processes. Since both deviation management and problem-
solving process are essential components of SFM, their theoretical elements should be able to help 
accomplish ontology construction directly. There is also much research in the literature on how to build 
ontologies for the problem-solving process. However, in practice, a large amount of data related to deviation 
and problem-solving is knowledge-intensive, making ontology construction much more difficult [25]. 
Whether this data already exists in the system, in what system it is stored, and whether it is stored in a 
structured or unstructured form, the answers to these questions can vary greatly depending on the actual 
situation. It is, therefore, necessary to continuously adapt the ontology as it is being constructed to the actual 
situation and end use of the KG. 

Knowledge extraction in the construction process of a KG mainly targets semi-structured and unstructured 
data. Its purpose is to discover valuable information within unstructured data and extract it. Knowledge 
extraction typically involves three tasks: entity extraction, relation extraction, and attribute extraction [20]. 
Since this process often deals with textual data, named entity recognition is a primary natural language 
processing method used for knowledge extraction [26]. 

Knowledge fusion mainly focuses on the integration of different data. In addition to the structured and 
unstructured data mentioned earlier, this data can also include third-party data from external sources. 
Another key task of knowledge fusion is to eliminate ambiguity in knowledge, such as merging entities and 
relationships that represent the same content.  

KG construction involves integrating all the data based on a predefined ontology structure into a graph-
based database, and it can be visualized in a graphical format. 

4. Building a KG from deviation documentation  

In order to better illustrate how the framework mentioned in Chapter 3 can be utilized to build a KG, we 
validate the KG construction process by using deviation documents from the shop floor of an industrial 
company in Germany as a database. 

4.1 Data acquisition 

In data acquisition, we perform both data cleaning and data understanding. The primary purpose of data 
cleaning is to remove meaningless or unclear content in the data. On this basis, the data can be better 
understood, which enables better ontology construction in the next step. In this process, it is also necessary 
to distinguish between structured and unstructured data and to analyse what additional information and 
knowledge unstructured data can bring to structured data. 

4.2 Ontology construction 

Based on the data acquisition and analysis in Section 4.1, we construct an ontology structure, as shown in 
Figure 2. This ontology structure is centred on the occurrence of deviations. It contains four types of core 
content related to them, three of which can be obtained directly from the structured data, which are the 
information related to the classification of deviations, the information on the location where the deviation 
occurred, and the information on the product where the deviation was found. This covers seven different 
entities and four different relationships. The last piece of content is the information related to the deviation 
event, which includes the symptoms at the time, the causes of the deviation, and the contra measures of the 
deviation after it has occurred. The employees record these data in the form of unstructured text in the 
deviation documents and need to be extracted into the KG through knowledge extraction. This part includes 
three entities and four relationships. In addition, the deviation documentation contains other information 
related to the deviation, such as the costs incurred by the deviation. Since this information is associated with 
a single deviation, it is stored as attribute in the deviation node. The details will be discussed in Section 4.4. 
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Figure 2 KG structure of the deviation documentation 

4.3 Knowledge extraction 

As mentioned in Section 3, the structured data already has a specific data model that can directly convert to 
entity, relation and attribute in the KG. Therefore, knowledge extraction focuses on the unstructured data in 
the deviation documentation, i.e., the descriptions of symptoms, causes, and measures. Based on the analysis 
of the writing characteristics, three types of node entities are set up, namely Object, Status and Action, where 
Status and Object can describe symptoms and causes. The measure needs to be described through Action and 
Object. Four relationship entities are set as is_treated_with, appears_as, is_caused_by and appears_on. The 
process and result of extracting node entities and relationship entities are shown in Sections 4.1.1 and 4.1.2. 

4.3.1 Entity extraction 

The task of entity extraction is to recognize all the deviation related objects, status and action in the 
unstructured data, so that the information can be stored in a structural way. As mentioned in Section 3, NER 
is used as a tool to complete the task. In the dataset given the total number of text data records involving 
deviation symptoms, causes, and measures is 5518. There are 2501 deviation symptoms, 1497 causes, and 
1520 measures. The entities are labelled using the open-source annotator “NER Annotator for SpaCy” and 
stored in json file using BILOU structure as shown in Figure 3 [11]. 

Figure 3 Annotation result in BILOU structure 

In this paper, a NER model was created using the spaCy v3.6 named entity recognition system. The model 
architecture consists of a two-layer pipeline: a context embedding layer and a transformation-based chunking 
model (cite). The first layer uses a pre-trained language model to encode tokens into continuous vectors 
based on context. The second model predicts text structure by mapping it to a set of state transitions. It uses 
the output of the previous step (contextual word embeddings) to incrementally construct states from the input 
sequence and assigns entity labels to them using a multilayer neural network. We trained and compared two 
spacy-based entity recognition pipelines using German-BERT [27] and XLM-RoBERTa [28] as contextual 
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embedding layers. The ratio of training set, test set, and validation set is 3:1:1. We use precision, recall, and 
F1-Score as evaluation metrics. The calculation formula is as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
∑ The number of correctly predicted labels in sentence𝑘

𝑛
𝑘=1

∑ The number of predicted labels in sentence𝑘
𝑛
𝑘=1

𝑅𝑒𝑐𝑎𝑙𝑙 =
∑ The number of correctly predicted labels in sentence𝑘

𝑛
𝑘=1

∑ The number of labels that should be included in sentence𝑘
𝑛
𝑘=1

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 ∙ Precision ∙ Recall
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

The training results of each model on the test set are shown in Table 1. Overall, XLM-RoBERTa + spaCy 
has the better prediction performance. 

Table 1. Performances of different models on entity extraction related to symptoms 

German-BERT + spaCy XLM-RoBERTa + spaCy 

Precision Recall F1-Score Precision Recall F1-Score 

Symptoms 87.76% 83.50% 85.57% 88.66% 86% 87.31% 

Causes 79.17% 69.72% 74.15% 87.76% 83.50% 85.57% 

Measures 83.51% 76.42% 79.80% 88.21% 84.73% 86.43% 

4.3.2 Relation extraction 

Rule-based relation extraction methods are suitable for text-poor linguistic environments [29]. However, 
unlike many other relation extraction tasks, the text in deviation documents are mostly short texts and the 
syntax of sentences is often incomplete, with no words between entities that can be used to construct regular 
relations, making it unsuitable for mining relations using a relational triple extraction. By analysing the 
linguistic patterns in the data, this paper summarizes three typical relationships. For symptoms, causes and 
measures the patterns are similar: 

Figure 4 Patterns recognition for rule-based relation extraction (with symptoms as examples) 

(A) Status/Action(s) without Object: in these cases, the deviation can directly link to the Status or
Action(s) with the relationship is_treated_with/appears_as/is_caused_by.

(B) One Status/Action with more Objects: in these cases, the relationship appear_on between Status and
Object is one-to-many.

(C) More Status/Action(s) with more Objects: there are many different possibilities for this scenario. In
order to simplify the process of relation extraction, this paper analyzes the situation that comes out
of most texts and decides to assign relations on a one-to-one basis according to position. Here, the
relations between Objects and Status that are in the same order are one-to-one.

4.4 Knowledge fusion 

In the knowledge fusion process, the main task is to connect structured and unstructured data. Here, we first 
process the structured data and establish relationships between them. Tables 2-5demonstrate how the 
structured data is specifically stored in entity nodes related to deviation, location and product. 
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Table 2 Entities about deviation 

Type Label Property Example Number 
of Entities 

Node 
entity 

Deviation Name 1713 4052 

Number of Scrap 1 

Unit cost 317,88 € 

Total cost 317,88 € 

Date 26.03.2020 

Deviation Type Name Masseschluss (Ground fault) 44 

Code 443 

Deviation Class Name Arbeitsbeschädigt (Work-damaged) 34 

Deviation Category Name Produktion (Production) 10 

Relation 
entity 

is_Type (from Deviation to Deviation Type) Name is_Type 4035 

is_Type (from Deviation to Deviation Class) Name is_Type 4031 

is_Type (from Deviation Class to Deviation 
Catogory) 

Name is_Type 36 

 

Table 3 Entities about location 

Type Label Property Example Number 
of Entities 

Node 
entity 

Area Name Übertrager (Transformer) 13 

Factory Name 1002 5 

Relation 
entity 

is_Located_in (from Area to Factory) Name is_Located_in 26 

 

Table 4 Entities about product 

Type Label Property Example Number 
of Entities 

Node 
entity 

Product No. Name 847152694 1176 

Product Type Name TRIEBWERK 122 (ENGINE 122) 572 

Serial Number 4-85471-885 

Relation 
entity 

is_Type (from Product No. to Product Type) Name is_Type 1024 

 

Table 5 Entities between deviation, location and product 

Type Label Property Example Number 
of Entities 

Relation 
entity 

happened_in (from Deviation to Area) Name happened_in 4038 

happened_to (from Deviation to Product No.) Name happened_to 1259 

 

4.5 KG construction 

Using the py2neo toolkit, data is stored in the Neo4j graph database, and the visualization results in the 
following graph as shown in Figure 5. After importing the deviation-related, location-related and product-
related data from the deviation documentation into KG, 9277 nodes and 22297 relations were created.  
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Figure 5 The KG from deviation documentation in neo4j (deviation at the middle) 

Figure 5 shows an ontology-similar KG with one deviation in the center. With the KG, the deviation related 
information can be stored in with a graph-based database. In addition to store the information in KG in a 
structured way, the KG from deviation documentation can achieve more convenient query and statistic 
functions. For example, if workers on the shop floor have the deviation relevant to “Electronic” and “defect”, 
they can use the KG to find possible measures in the past. The query statement can be “MATCH 
p=(ac:Action)<-[]-()-[]->(s:Status{statusId:"defekt"})-[]->(o:Object{objectId:"Elektronik"}) RETURN p”. 
As shown in Figure 6, the Action “exchanged” pointing on the Object “Electronic” is found. 

Figure 6 The KG from deviation documentation in neo4j (searching for measures) 

Furthermore, the KG can help cluster and analyze the deviations for one product type. With the query 
“MATCH p=()<-[]-()<-[r:appears_as]-()-[]->()-[]->(pt:ProductType{producttypeId:"ROTOR 13558"}) 
RETURN p”, the KG can find out all the Status and their related Object with the relation appears_as in 
between as connection. As shown in Figure 7, all the deviations that have happened to a product type are 
automatically clustered. 
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Figure 7 The KG from deviation documentation in neo4j (categorizing the deviations for a product type) 

The KG of deviation management can serve as a data foundation for many new application scenarios in the 
future. Firstly, it enables visualization of the knowledge involved in the deviation management. With the 
queries, the information and data for certain usage can be found out based on the keywords. It is no longer 
necessary to browse through complex deviation archives; instead, the past deviations can be categorized by 
extracting the graph, which leads to a better understanding. The connections between different pieces of 
information also enable knowledge retrieval. By simply issuing straightforward command statements, the 
possible causes and solutions to deviations can be searched, which leads to the reduction of response time. 
Moreover, the KG can be utilized with artificial intelligence algorithms for predictions, such as forecasting 
the potential impact of newly occurring deviations, providing decision support for more activities in the SFM. 

5. Conclusion and Outlook

This paper describes how to build a KG in SFM from the information in deviation documents. To this end, 
in this article framework is designed for building a top-down KG based on the data characteristics and target 
application scenarios in SFM. In the process of knowledge extraction, this paper uses the NER approach to 
extract the entities out of the unstructured textual data with spacy-based entity recognition pipelines using 
German-BERT and XLM-RoBERTa as contextual embedding layers. The results showed that compared to 
German-BERT, the XLM-RoBERTa as embedding layers had a better performance. For extracting the 
relations, this paper designed a rule-based method subject to the language specifications. After completing 
the knowledge fusion for structured data and unstructured data, this paper presented the KG in Neo4j and 
illustrated the futural usages of the KG for the problem-solving process on the shop floor. 

Due to the specificity of shop floor deviation management and problem-solving data, some improvement 
space has been identified in this paper during the study of KG construction techniques, which can be 
continued through future research. For example, the process of detecting deviations, handling deviations and 
solving deviations contains not only the state of the product and the production line (time point), but also the 
attempts made by the workers to understand the deviations and to fix them (events with time periods). If 
these events and states can also be represented in the KG as entities and connected with relations, it can 
greatly help the decision support process for future problem solving. Furthermore, the large language models 
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such as the Large Language Model Meta AI (LLaMA) and the Generative Pre-trained Transformer (GPT) 
can also be tested for the NLP tasks in KG construction processes. It should be evaluated whether the large 
language models can have a better performance on the domain specific data such as the data from shop floor. 

The use of KG in shop floor-related activities is not yet widespread, but many possibilities exist. One 
example is evaluating the deviations through the complete information of the deviations in the KG, 
determining which deviations need to be handled with systematic problem-solving, and determining their 
prioritization. A knowledge backtracking of KG can also be designed to provide solutions for newly 
recognized deviations in production. Graph-based algorithms can be used to predict the possible impact of 
newly occurring deviations to trigger the proactive measures to prevent the deviations. These future 
application scenarios for KG are well worth continuing to investigate. 
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Abstract 

Lithium-ion batteries are seen as a key technology for powering electric vehicles and energy storage. Still, 
their high cost and energy-intensive manufacturing process remain a significant barrier to wider adoption. 
Due to the high moisture sensitivity of certain processed materials, the operation of dry rooms is required, 
constituting a critical contributor to cost and energy consumption in lithium-ion battery production. As the 
operating costs for these dry rooms strongly depend on the volume and adjusted humidity of the air, it is 
vital to choose an appropriate operation strategy already in the planning and designing phase of the factories. 
In this regard, simulation tools can effectively support the planning process by providing predictive 
information on the production system. The simulation model presented in this paper offers an approach to 
optimize the material and energy consumption associated with the production of lithium-ion batteries while 
also considering current material-related production challenges regarding moisture. By calculating a time-
resolved material flow, the model enables to identify individual process times and storage durations 
depending on the chosen production layout. This allows for a material-specific dimensioning of the buffers 
and supports the dry room design. Hence, the data generated by the model can serve as a basis for planning 
more cost- and energy-efficient production environments. 

Keywords 

lithium-ion battery; battery production; material flow simulation; gigafactory; dry room; moisture 
sensitivity; production planning 

1. Introduction

As the global drive towards mitigating climate change intensifies, the need for sustainable energy solutions 
has become more critical than ever. Lithium-ion batteries have emerged as a pivotal technology, powering 
a wide range of applications such as electric vehicles, grid energy storage, and portable electronic devices 
[1]. However, the increasing demand for these batteries requires cost-efficient production methods to ensure 
their widespread adoption and affordability [2]. In this context, the establishment of gigafactories – large-
scale production facilities for battery cells – has gained significant importance. These factories play a central 
role in meeting the soaring market demand, reducing production costs through economies of scale, and 
promoting the transition to clean energy alternatives [3,4]. A conventional lithium-ion battery cell, 
comprising a cathode, an anode, a separator, and a liquid electrolyte within a protective housing, is produced 
in multiple successive process steps (cf. Figure 3) [2]. In this regard, a major challenge is the requirement 
for moisture control within the production environment, as the production involves processing moisture-
sensitive materials like nickel (Ni)-rich cathode active materials or electrolyte materials [2]. Excessive 
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humidity can entail safety hazards during production and harm the battery quality, leading to losses in 
capacity, lifetime, and overall performance [5,6]. To mitigate these risks, controlled atmospheres in the form 
of dry rooms are commonly employed to maintain optimal humidity levels during various production stages 
[7,8]. With regard to the energy consumption in lithium-ion battery production, it can be stated that dry 
rooms account for about 30 to 50 % of the overall energy consumption [1,9,10]. When looking at the energy 
consumption of an exemplary dry room, it becomes apparent that it strongly depends on the adjusted 
humidity level and the number of persons in the room [11]. These relations are depicted in Figure 1 and 
underline the dry rooms’ significant impact on operational costs. Therefore, the design and implementation 
of such dry rooms must be carefully planned to ensure energy- and cost-efficiency while also considering 
material-based requirements. To address these challenges, a comprehensive and systematic approach for 
designing the production layout and dry room facilities is essential. In this endeavor, material flow simulation 
models like digital factory twins emerge as valuable tools, enabling the calculation of throughput-specific 
data like lead and storage times for various production layout alternatives. The model presented in the 
following allows for considering both material- and production-related requirements and serves as a basis 
for an optimization approach for dry room design and operation in gigafactories. 

Figure 1: (a) Distribution of energy consumption between process steps in lithium-ion battery production according to 
[10] and (b) qualitative relation of energy consumption in dependence of humidity level and number of persons in the

room for an exemplary dry room [11] 

2. Background & Approach

With regard to the current material trends for lithium-ion batteries, Ni-rich cathode active materials play a 
major role. By increasing the Ni share in the cathode active material, higher energy contents can be achieved. 
Besides that, social aspects can be addressed when substituting the critical and expensive raw material cobalt, 
which is currently widely used [12]. The progression in state-of-the-art cathodes went from Ni shares of 
around 30 % to over 80 % today, with further increasing Ni contents [13,14]. However, the increased Ni 
shares impose higher requirements on the production atmosphere as Ni-rich active materials are susceptible 
to moisture (H2O) and carbon dioxide (CO2). When in contact with the ambient atmosphere, the particle 
surface can form impurities by reacting with H2O and CO2, leading to lithium-ion consumption. 
Consequently, losses in capacity, rate capability, and lifetime occur, which are influenced by the moisture 
content and exposure time [8,15–17]. For that reason, high-quality Ni-rich cathodes require production under 
low humidity levels, which can be realized in dry rooms with controlled environments [12]. Figure 1 (b) 
indicates that for a cost- and energy-efficient production, the humidity level of the dry room should be kept 
as low as possible. However, due to uncertainty regarding the required dryness levels, drying units tend to 
be oversized to ensure that the cell quality is not negatively affected, resulting in significantly increased 
energy consumption and operational costs during cell production [18]. Consequently, this work aims to 
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establish an approach that supports practitioners to identify an efficient individual moisture management 
strategy, which is detailed in the following. 

In this regard, Figure 2 shows an overview of the methodological approach and highlights the role of the 
digital factory twin. 

Figure 2: Overview of the methodological approach for optimizing dry room design and operation and the integration 
of the digital twin 

The concept consists of three stages and starts by setting the framework conditions. Here, the cell 
configuration, including cell format and chemistry, must be determined to select an appropriate process 
chain. This step also requires the specification of factory-related variables like production capacity, operation 
days, machine availabilities, and buffer sizes. In the next stage, a suitable production layout can be identified 
based on material- and process-specific requirements using the digital factory twin. Based on the framework 
conditions, the latter enables the calculation of individual storage and lead times, which is essential for 
considering material-specific requirements. Knowing the exposure times of the intermediate products along 
the production process chain, targeted material-based experiments can then be conducted to evaluate the 
sensitivity toward a specific environment. In that way, the impacts on the material can be identified so that 
the production layout can be adjusted accordingly using the digital factory twin. By changing critical 
parameters like buffer sizes, number of machines, and dry room design, the model enables to quickly adapt 
to an appropriate production layout in terms of moisture management. To evaluate the adjusted production 
layout from both an energy consumption and cost perspective, a combined calculation model can be used. 
This model, which is part of the last stage, comprises a battery cell production cost model and a dry room 
model that is able to represent the framework conditions of the dry room design and operation.  

3. Material Flow Simulation Model

3.1 Digital Factory Twin 

Digital twin technology has emerged as a significant enabler for the production sector, offering substantial 
benefits [19]. In this context, a digital twin refers to a virtual depiction of a physical production system, 
though no single definition exists here [20]. In lithium-ion battery production, rapid development and 
uncertainty during factory planning can increase costs. Employing a digital twin in early design stages 
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enables accurate production estimation and concurrent development between product design and factory 
planning, addressing these challenges. For the herein-presented digital factory twin, discrete event 
simulation (DES) is chosen as a suitable tool to model the complex battery cell production system. In this 
regard, the platform Tecnomatix Plant Simulation (PlantSim), established by the company Siemens, is 
selected since it supports flexible large-scale simulations, enabling users to quickly simulate complex 
scenarios [21]. 

A central aspect of factory planning involves determining the optimal size of material buffers situated 
between the individual process steps. These buffers impact the factory design and space requirements, 
substantially influencing operational expenditures (OPEX). This is primarily because most processes must 
be conducted within environmentally controlled dry rooms with heightened energy consumption demands, 
as stated above. At the same time, the buffer sizes also have an impact on the exposure times of the individual 
materials to the specific environment. This circumstance allows to adapt to material-specific requirements 
by adjusting the production system. So, the purpose of the digital factory twin is to facilitate the evaluation 
of material buffers between individual processes to enable appropriate dimensioning as well as an accurate 
prediction of the space requirements. 

3.2 Modularization & Simulation Logic 

The production of lithium-ion battery cells comprises a high number of sequential and interdependent 
process steps, leading to increased complexity [22]. Hence, for expedient modeling, it is crucial to capture 
the characteristics of the process steps in terms of their interaction with the buffer. This requires a thorough 
depiction of the processes and their material throughput, whereby the general calculation principle is based 
on previous publications [23,24]. Table 1 shows the considered processes for the calculation classified as 
modules, including the general and throughput-specific input parameters. The splicing and slitting factor 
accounts for optional foil separation that might be implemented in continuous process steps. Regarding the 
modules, it needs to be mentioned that the cell assembly consists of several individual process steps. 
However, as the focus is on electrode production, cell assembly is modeled as a single process without any 
internal buffers. Additionally, to expedite simulation time, the cell assembly is modeled batch-wise, 
described by the parameter batch size. Besides the direct material-throughput parameters, also general 
machine parameters are considered that indirectly influence the throughput. Here, the yield defines the 
variable scrap rate, whereas the performance indicates the machine’s processing speed relative to the 
maximum possible speed. This factor can be used to synchronize anode and cathode processes for balanced 
buffer stocks and is particularly used for the coating process. The availability considers machine downtimes 
due to defects or maintenance work and specifies the available processing time of the machine. In this regard, 
the mean time to repair the machine and the auxiliary process time, which indicates set-up times, is also 
considered to enable more realistic modeling. Therefore, by additional consideration of blocked and idle 
machine times during production in combination with the machine-based parameters defining the overall 
equipment effectiveness, the individual process efficiencies can be determined. The process efficiency 
indicates the utilization and output yield of all machines in the respective process step. 

For a rapid and efficient parametrization, the digital factory twin incorporates functions that automatically 
update all module parameters, including equipment and buffer settings, based on input tables. These input 
tables enable a centralized adjustment and examination of different production layouts and designs. By that, 
it is possible to adapt to material and production effects seamlessly. The required data tables comprise 
product-related information like the electrode design and dimensions, process-related data like process and 
machine parameters, and production-related settings like the buffer and machine counts. The latter are used 
in a line balancing function, which autonomously places and connects the machines based on the input table. 
Line balancing aims to efficiently operate the machines while reducing the product’s lead time. For an 
efficient component routing between the modules, individual process plans for cathode, anode, and jelly roll 
(cell body consisting of anode, cathode, and separator) handling need to be defined. This allows to consider 
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the unique properties of the components and enables their appropriate handling by independent material 
flow. For smooth inter-module movement, the modules provide feedback on production availability and 
buffer space for component transfer. This feedback is crucial in ensuring efficient component flow through 
the production process. In the simulation, a function is implemented that controls the transport of the 
components after successful processing, whereby the process plan specifies the target module but not the 
specific station. To ensure even distribution and minimize bottlenecks, individual stations request 
components as soon as they have the capacity, guaranteeing movement to unoccupied stations. 

Table 1: Modules and required input parameters of the PlantSim model 

Module 
Input parameters 

Throughput-specific parameter General parameter 
Slurry mixing (Cathode/Anode) Mixing time / lBatch min⁄  

Yield / % 

Performance / %  

Availability / % 

Auxiliary process time / s 

Mean time to repair 
(MTTR) / min 

Minimum/Maximum of 
MTTR / min 

Coating (Cathode/Anode) Coating speed / m min⁄  
Slurry usage / kg m⁄  
Splicing/Slitting factor / − 

Slitting (Cathode/Anode) Slitting speed / m min⁄  
Splicing/Slitting factor / − 

Calendering (Cathode/Anode) Calendering speed / m min⁄  
Splicing/Slitting factor / − 

Post-drying (Cathode/Anode) Drying time / h 
Number of coils per chamber / − 

Cell building – Winding/Stacking Cells per minute / parts min⁄  
Anode/Cathode/Separator foil length / m 
Number of anode/cathode sheets / − 

Cell assembly Assembly speed / parts min⁄  
Batch size / − 

4. Case Study – Impact of buffer sizes

A short case study is presented in the following to demonstrate the possible applications of the digital twin 
model. For that, two scenarios are compared, which should show the applicability of the model for evaluating 
storage durations of specific cathode materials. The simulation duration was set to 17 days, with the initial 
three days designated as a tuning phase to fill the buffers and machines and to ensure a smooth process start 
[25]. Data capture and recording started after the completion of this tuning phase, considering the required 
ramp-up times of the machines to stabilize. Hence, the results represent a production run of 14 days.  

4.1 Scenario 

For the modeling of the material flow, first, the battery cell has to be defined. A state-of-the-art lithium-ion 
battery cell, currently deployed in the automotive industry, with LiNi0.8Co0.1Mn0.1O2 (NMC811) cathode and 
graphite anode, is chosen for the case study. The areal cathode capacity is set to 5 mAh cm-2, considering 
specific capacities of 200 mAh g-1 for the cathode active material and 360 mAh g-1 for the anode graphite 
material [12,13,26]. As cell format, a tabless cylindrical cell type “4680” is assumed so that a winding 
process is considered. The cell housing dimensions are chosen so that an overall energy content of about 
84 Wh is reached, aligning with current benchmark studies [27].  

The assumed process chain, depicted in Figure 3, considers coating and drying as one integrated process 
step. For the cathode, the slitting is conducted before the calendering due to the risk of wrinkles, which 
affects the tabless cell design quality [28]. The modeling ends with the cell assembly as the last module since 
the focus here is on electrode production and its intermediate products. Overall, the factory is designed with 
a production capacity of 16 GWh per year, based on the maximal output of the considered coating process 
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and assuming an operation over 24 hours per day and 365 days per year for a simplified plan machine 
occupancy of 100 %. The related machine, process, and production parameters are summarized in Table 2 
in the Appendix. The individual material buffers are located between the process steps so that, in total, five 
buffers are integrated for the electrode production, comprising slurry, coated coils, slitted coils, calendered 
coils, and post-dried coils. To showcase the effect of different buffer sizes on the storage durations, two 
scenarios are compared. For that, the buffer sizes are dimensioned based on the individual inventory 
coverage (IC) and the potential material throughput of the coating process (TC). Hence, the buffer sizes (BS) 
correspond to the same cell amount and are calculated as follows [29]: 

𝐵𝑆 = 𝐼𝐶 ∙ 𝑇𝐶 (1) 

As inventory coverage, 8 hours (representing one shift) and 24 hours (representing one working day) are 
chosen. This means that when the buffers are entirely filled, production could continue at least for this 
amount of time in case of, e.g., material shortages or delivery delays. This ensures the desired cell output 
since the production capacity and required cycle time are based on the material output of the coating and 
drying process due to the high investment costs and area footprint associated with this process step [3]. 

Figure 3: Process chain and individual process steps used as a basis for the simulation model 

4.2 Results & Discussion 

Figure 4 shows the average storage times of the products in the specific buffers along the cathode 
manufacturing process chain for the two scenarios.  

Figure 4: Average buffer storage times of the individual cathode components along the electrode process chain for the 
two simulation scenarios with 8 hours and 24 hours of inventory coverage (IC) 

Noticeably, the variation of buffer sizes leads to a shift in the storage durations with different effects on the 
individual buffers. Whereas for the IC of 8 hours, rather long slurry and coated coil storage times can be 
detected, these durations are considerably shorter for the IC variant of 24 hours. Also, significant differences 
between the two scenarios can be seen for the calendered and post-dried coil storage times. These occurring 
imbalances can be explained by the output-based dimensioning of the buffers, leading to material quantities 
that correspond to the coating throughput and, hence, differ from other process steps. This consequently 
causes blocked machines and full buffers at certain points of the process chain. Therefore, an individual 

Mixing Coating Drying Calendering

Winding

Slitting

Outside of scope 
Post-dryingAging Formation

Li-Ion
3.7 V

Cell assembly
Anode

Cathode
Separator

Jelly roll

Electrode 
coating

Current 
collector

Housing

Electrode 
coil

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42

0.98

0.68

9.18

7.71

10.420.48

8.15IC - 8 h

Average buffer storage times / h

8.335.50

20.12IC - 24 h

Slurry

Slitted coil

Coated coil

Calendered coil

Post-dried coil

217



dimensioning of specific buffers in combination with machine-based adaptions would enable a more efficient 
buffering and material flow. This would also allow the adaptation toward material-specific aspects, 
considering moisture sensitivities and storage durations. These numbers demonstrate that changing the 
buffer size can significantly impact the production system, necessitating the adaption of production 
parameters along the entire process chain. Hence, it is evident that finding an appropriate production layout 
is a complex interaction between many parameters, suggesting to proceed iteratively.  

The results also indicate that larger buffer sizes can positively influence the process efficiencies shown in 
Figure 5 for the two scenarios. These numbers suggest that increased buffer capacity can contribute to 
improved operational efficiency, as it allows for smoother material flow and reduces the likelihood of 
equipment downtime due to material shortages or blocked conditions. The rather low numbers for the slitting 
process can be attributed to the high scrap rate and relatively low availability factor assumed for this process 
step. For efficient production and material flow, it should be ensured that the machines are available for 
processing while not standing idle for longer periods. Here, available capacity in the subsequent buffer is 
essential to avoid blocked machines in the upstream process step. A potential approach for controlling the 
material flow and buffer functionality could be to adjust the coating performance, as the line balancing is 
carried out based on the coating process. Alternatively, adding extra machines at bottleneck positions could 
help to optimize the material flow efficiency. However, additional equipment entails increased investment 
costs and requires additional production space, also impacting OPEX. 

Figure 5: Process efficiencies of the cathode production line for the two simulation scenarios with 8 hours and 
24 hours of inventory coverage (IC) 

Furthermore, it should be noted that the model is generally very susceptible to changes in input parameters, 
particularly concerning the number and availability of the machines. Altering the number of parallel 
machines can significantly impact the calculated buffer storage times and subsequent material flow. More 
machines can reduce the material storage times but increase the risk of machine downtimes in case of buffer 
shortages. Therefore, when using the model, it is crucial to carefully assess and validate any modifications 
made to the machine and production layout, as they can have substantial consequences on the overall material 
flow and efficiency of the production system. Hence, the model is particularly effective when examining 
specific scenarios in real production systems, thereby supporting the decision-making process.  

5. Conclusion & Outlook

The trend towards Ni-rich cathode active materials in lithium-ion battery production imposes high 
requirements for the production atmospheres regarding H2O and CO2. Therefore, cost- and energy-intensive 
dry rooms are used to ensure the production of high-quality battery cells. As the energy consumption of these 
dry rooms significantly depends on the size and desired dryness level, it is vital to identify an appropriate 
moisture management strategy throughout production. This work presents a methodological approach to this 
challenge by introducing a digital twin of a large-scale lithium-ion battery cell production to evaluate the 
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production layout regarding material- and area-specific requirements. This model serves as a basis for 
electrochemical investigations of the material as it enables the prediction of exposure times for the materials 
and intermediate products based on a defined production layout. Hence, the model supports the planning and 
designing process of the factory by quickly evaluating the effects of critical production-related parameters. 

As a next step, the impact of buffer sizes and the overall production layout on the required dry room space 
can be examined in detail, allowing to determine the effects on operational costs. Thus, it is possible to 
optimize the dry room area by appropriately designing the production parameters. For further development 
of the digital factory twin, considering the transport conditions between processes and buffers would be an 
interesting aspect, as this impacts the exposure time and atmosphere of the material. Concerning the overall 
approach, it is essential to find appropriate experimental set-ups and measurement methods for evaluating 
the required production atmospheres for specific cathode active materials. In this respect, it is necessary to 
further identify and understand the atmosphere’s effects on the cell quality, as some studies indicate that 
under certain conditions, ambient atmosphere could be sufficient for producing high-quality Ni-rich cathodes 
[8,30]. Furthermore, for a detailed examination of the production layout from an energy consumption and 
cost perspective, a dry room model should be implemented in a battery cell production cost model. This 
would allow for considering the whole factory, enabling to point out the impact of the dry room operation 
on the total energy demand and production cost. 
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Appendix 

Table 2: Assumed machine, process, and production parameters for the simulation (A: Anode; C: Cathode), including 
the related reference (expert values and assumptions without reference) 
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C Slurry Mixing 7 5:00 h/batch - 1 1 100 98,5 90 7200 - 6000 

C Coating 2 1,3 m/s [24] 18000 x 96 3 1 100 96,5 85 7200 300 60 

C Slitting 3 1 m/s [32] 5900 x 96 3 6 100 92 [24] 75 1200 - 60 

C Calendering 10 1,6 m/s [24] 1898 x 16 1 2 100 99,45 70 1200 - 60 

C Vacuum Drying 4 12000 m2/shift [24] 1746 x 8 1 1 100 99,9 95 1200 - 600 

A Slurry Mixing 7 5:00 h/batch - 1 1 100 98,5 90 7200 - 6000 

A Coating 2 1,3 m/s [24] 12300 x 96 3 2 100 96,5 85 7200 300 60 

A Calendering 4 1,6 m/s [24] 3933 x 48 1 1 100 99,45 70 1200 - 60 

A Slitting 6 1 m/s [32] 3796 x 48 2 6 100 92 [24] 75 1200 - 60 

A Vacuum Drying 3 20000 m2/shift [24] 1887 x 8 1 1 100 99,9 95 1200 - 600 

Winding 20 1,1 m/s [33] 3.3 x 8 - - 100 95 85 180 20 [23] 1 [33] 

Cell Assembly 13 36 cells/min [24] - - - 100 98 85 180 -
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Abstract 

Lithium metal anodes (LMA) have gained significant attention for their potential to revolutionize 
rechargeable battery technology, offering high theoretical capacity and low electrode potential. Their 
implementation in various applications, such as electric vehicles and portable electronics, holds the promise 
of significantly improving energy density and battery performance. Additionally, the successful integration 
of lithium metal anodes remains a crucial and yet-to-be-resolved challenge in the development of All-Solid-
State Batteries (ASSBs), which aim to provide safer and more efficient energy storage systems. Overcoming 
the production challenges associated with lithium metal anodes is essential for realizing their full potential. 
This paper presents a comprehensive technology analysis and evaluation of production methods for lithium 
metal anodes. The analysis explores various techniques and their potential for mass production. Furthermore, 
this analysis evaluates the viability of each approach by considering factors such as the potential for 
performance improvement, cost savings, quality enhancement, and the technology readiness level. The paper 
outlines future directions for the development of these techniques while focusing on the liquid-based 
processing approach, aiming to address quality issues and enhance its scalability for large-scale production. 
In conclusion, this technology analysis and evaluation underscores the potential of liquid-based 
manufacturing technology for the mass production of high-quality lithium metal anodes and highlights the 
need to overcome production challenges. An approach is presented that offers a way to work through the 
challenge of LMA production, paving the way to next-generation battery cells. 

Keywords 

Lithium Metal; Anode Production; Mass Production; Lithium Metal Anode; Solid-State Battery; Next-
Generation Battery 

1. Introduction

Lithium metal anodes have attracted considerable attention due to their potential to revolutionize 
rechargeable battery technology. With their high theoretical capacity and low electrode potential, LMAs 
promise to significantly improve energy density and battery performance. In particular, the development of 
solid-state batteries, which are expected to provide safer and more efficient energy storage, depends heavily 
on the effective incorporation of lithium metal anodes. A focus issue in the use of lithium metal is dendrite 
growth, which must be controlled for the safe application of battery technology. In this context, the use of 
a solid electrolyte is considered particularly promising. The production of lithium metal anodes is associated 
with considerable challenges that need to be overcome to unlock their full potential for mass production. 
[1,2] 
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2. Overview of production methods 

Despite the potential benefits offered by lithium metal anodes, there are several challenges associated with 
their manufacturing and usage. For example, minor contaminants can increase lithium metal reactivity and 
trigger undesirable side reactions. Therefore, the processing of lithium metal anodes must occur in a dry 
atmosphere to prevent oxidation upon contact with air. Safety measures, including preventive fire protection, 
are recommended to mitigate handling risks with lithium. [3] Furthermore, lithium metal is highly adhesive, 
which poses challenges for roll-to-roll processes and handling tools. Special measures and supporting layers 
may be necessary to facilitate the processing of lithium metal anodes. [3] Additionally, uniform lithium 
metal deposition is crucial for future lithium metal batteries, with a required thickness range of 2–30 µm for 
lithium anodes [4]. Non-uniform deposition impacts battery performance, making precise control and 
optimization of manufacturing processes essential in lithium metal electrode fabrication. [4] In addition to 
manufacturing challenges, addressing utilization and performance challenges during the usage phase is 
imperative. These challenges include dendrite formation, volume changes, and an unstable solid-electrolyte 
interphase (SEI) [5–9]. However, in this paper, the focus lies on the manufacturing process.  

It is imperative to overcome these challenges to enable their mass production, improve performance, reduce 
costs, and enhance the overall quality of lithium metal anodes. Four production technologies are currently 
the focus of science to tackle these challenges. 

2.1 Vapor-Based Techniques 

Physical vapor deposition (PVD) techniques involve the deposition of thin films and coatings by transporting 
material from a condensed matter source through the gas phase onto a target surface. Unlike conventional 
ceramic processing methods that require high-temperature heat treatment or densification, PVD techniques 
offer robust and efficient alternatives [10]. The vapor deposition process has the potential to purify the 
lithium metal in addition to making thin lithium metal films [11]. To ensure process integrity and minimize 
potential sources of contamination, ultrahigh vacuum (UHV) conditions are established and maintained 
before and during the deposition process. PVD techniques provide a reliable and controlled approach for 
thin-film deposition, allowing for the fabrication of coatings with desirable properties in various 
applications. [1] Based on individual scientific studies, deposition rates of 1-1.5 µm/s or correspondingly 
high dynamic deposition rates of 20-30 µm-m/min are achievable for lithium. [12] PVD encompasses 
various methods, including electron beam evaporation, pulsed laser deposition, sputter deposition, and 
thermal evaporation. These techniques offer distinct advantages and are characterized by their specific 
operating principles and process parameters. [1,13] 

Electron beam evaporation 

Electron beam evaporation involves heating (T=2,000°C) a source material using an electron beam, which 
causes the material to vaporize and form a flux of atoms or molecules. [14] This vaporized material then 
condenses onto the substrate, forming a thin film. Electron beam evaporation offers precise control over high 
deposition rates and allows for the deposition of a wide range of materials. [1,14] 

Pulsed Laser Deposition 

Pulsed laser deposition utilizes a high-energy laser to ablate material from a target. The ablated material is 
then deposited onto the substrate to form a thin film. This technique offers excellent stoichiometric control, 
as well as the ability to deposit complex materials, such as oxides and nitrides, with high film quality. The 
process requires a deposition time of 1-4 h at pressures around 2x10-5 Pa. [1] 

Sputter Deposition 

Sputter deposition involves bombarding a target material with energetic ions, causing atoms or molecules to 
be ejected from the target surface. These ejected particles then deposit onto the substrate, forming a thin 
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film. Sputter deposition allows for precise control of film composition, thickness, and morphology, making 
it suitable for a wide range of materials and applications. The process promises high deposition rates and a 
temperature range between 100-500°C as well as pressures of 10-7 – 10-2 mbar. [1] 

Thermal Evaporation 

Thermal evaporation relies on heating a source material to its vaporization temperature, allowing the atoms 
or molecules to escape and deposit onto the substrate. This technique is often used for materials with low 
melting points and offers simplicity and cost-effectiveness for thin film production. The application process 
takes place in a high vacuum. Thermal effects on the substrate can be excluded due to temperatures around 
room temperature. [1] 

2.2 Liquid-based processing 

The liquid-based technique is a promising method for preparing lithium metal anodes for lithium metal 
batteries (LMBs). By utilizing the low melting point (180.5°C) of lithium, it can be easily transformed into 
a liquid state under anaerobic conditions and deposited onto a substrate or surface using methods like dip 
coating, spray coating, or doctor blading. However, the major technological challenge of this approach is the 
low wettability of melted lithium on various substrates due to its high surface energy. Regulating the 
wettability between liquid lithium and scaffold materials is crucial in this process. [1] The focus of this 
process is therefore specifically on the selection of the substrate, rather than the application process. 
Influencing parameters are accordingly the quality of the substrate, web speed, the temperature of the 
lithium, and, for instance in dip coating, the coating angle. [4]  

2.3 Electrodeposition 

Electrodeposition, also known as electroplating, is a widely used technique for depositing metallic coatings 
onto a substrate via an electrochemical process. It involves the application of an electric current to drive the 
deposition of metal ions from a solution onto an electrode surface. [1] During electrodeposition, the substrate 
to be coated is immersed in an electrolyte solution containing metal ions of the desired coating material. An 
electric potential is then applied between the substrate (acting as the cathode) and a separate electrode (acting 
as the anode) in the electrolyte. This potential difference drives the reduction of metal ions at the cathode 
surface, leading to the formation and growth of a metallic layer. [1] Electrodeposition offers several 
advantages for coating production. It allows for precise control over coating thickness, uniformity, and 
adhesion strength. The process can be tailored to deposit a wide range of metals and alloys, providing 
versatility for various applications. Electrodeposition also enables the deposition of complex shapes and 
intricate geometries, making it suitable for coating objects with intricate surfaces. [15] To optimize 
electrodeposition, various parameters need to be carefully controlled, including the composition and 
concentration of the electrolyte, deposition current density, temperature, and deposition time. These 
parameters impact the coating quality, morphology, and physical properties. [16] Electrodeposition finds 
applications in diverse fields, including corrosion protection, decorative coatings, electronics, the automotive 
industry, and energy storage. By utilizing electrodeposition techniques, researchers and manufacturers can 
achieve tailored and controlled metallic coatings with desired properties, enhancing the functionality, 
durability, and aesthetics of various materials and components. [17,18,15] 

2.4 Extrusion 

The most common lithium foils are produced by hydraulic extrusion of lithium ingots[19,20]. The lithium 
metal ingots are fed into the extruder, where they are compressed and forced through a slot-shaped exit cross-
section. This extrusion step imparts the desired shape and dimensions to the lithium metal, transforming it 
into a continuous foil. After extrusion, the lithium foil undergoes mechanical rolling at controlled pressure 
and temperature to ensure homogeneity, surface roughness, and final film thickness. This refines surface 
texture and thickness uniformity, enhancing quality and performance.  

The high-intensity process for lithium metal rolling is distinct from conventional techniques due to the 
nonporous nature of metallic lithium and the targeted thickness of 10-20 µm. Polymeric supporting layers 
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help mitigate lithium's adhesive properties, allowing the production of thin, damage-free films. 
Commercially, this method is employed to produce limited quantities of 30-75 µm thick lithium metal strips 
[21,22]. A post-production passivation coating safeguards the lithium foil, enabling processing in a dry room 
without the need for an inert gas atmosphere. It effectively prevents lithium reactivity, facilitating handling 
and integration into battery systems. [19]. Since pure lithium reacts with chromium(III) oxide, an oxide 
derived from the alloying element chromium in stainless steel, it is difficult to remove thin lithium from the 
rolls. [20] For smooth processing, use compatible rollers in extrusion and mechanical rolling. Plastic rollers, 
like polyacetal, are commonly used due to their compatibility with the adhesive nature of metallic lithium. 
[19] Due to the forming process and the resulting recrystallization, slip lines are created which would act as 
defects in electrochemical stripping/ plating. Depending on the technology and the manufacturer, lubricants 
are used that have to be removed later in the process. [23,20] Figure 1 shows schematically all previously 
described technologies. 

 
Figure 1: Schematic illustration of described coating processes 

3. Methodology 

Specific evaluation criteria have been established to evaluate selected production processes for the mass 
production of lithium metal anodes. In the style of the evaluation method of DEGEN & KRÄTZIG, evaluation 
parameters are selected based on which the selected processes are evaluated [24]. Due to the significant 
difference in the development stages and the limited research in this field of production technology, no 
conclusive validation can be made: 

Technological maturity: 

• Technology readiness level: The current stage of development and readiness for practical 
implementation of the production method [25]. 

Technology parameter: 
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• Performance improvement potential: The ability of the method to enhance the performance
characteristics of lithium metal anodes, such as capacity, cycling stability, and rate capability.

• Cost-effectiveness: The economic feasibility of the production method, considering factors such as
equipment costs, material costs, and process efficiency.

• Quality enhancement: The impact of the method on the quality and consistency of the produced
lithium metal anodes, including factors such as uniformity, porosity, and surface morphology.

The benchmarking results employ a systematic evaluation approach, including the Technology Readiness 
Level (TRL) assessment on a scale of 1 to 9 [26,25]. This allows for a standardized assessment of the 
technological maturity of each method. This standardizes the assessment of technological maturity for each 
method. Additionally, performance improvement potential, cost-effectiveness, and quality enhancement are 
assessed using separate scales, carefully chosen for a comprehensive comparison. For instance, performance 
potential can be rated as lower than reference (-; 1 point), same as reference (0; 2 points), or higher than 
reference (+; 3 points). Cost-effectiveness considers equipment, material costs, and process efficiency, while 
quality enhancement evaluates factors like uniformity, porosity, and surface morphology. Using these 
evaluation scales enables a thorough and standardized comparison, clarifying the methods' relative strengths 
and weaknesses in technological readiness, performance improvement, cost-effectiveness, and quality 
enhancement. 

The evaluation aims to identify potential production processes that could provide an alternative to the 
extrusion process in the future. In the following sections, the critical components and sub-processes are 
analyzed to provide recommendations for scalable production and increasing the TRL. To achieve further 
development of the manufacturing process, the current status and influencing parameters of the respective 
process must be identified. These are examined in more detail and defined based on parallels with existing 
production to define a methodological framework for equipment-side process and product optimization. [27] 

4. Results and discussion

The evaluation of the technology is presented in Tables 1-4 and is in each case qualitatively compared to the 
benchmark process of mechanical rolling following the extrusion process. 

Table 1: Rating of production methods for lithium metal in terms of their TRL 

Technology TRL Explanation 

Extrusion 9 Technology is widely implemented and utilized on a large scale in various 
industries. [1] 

Vapor-Based 

techniques 

7 Development phase for scalable component production for lithium anodes. 
[12,28] 

Electrode-
position 

4 Successful experiments conducted in research laboratories  [29,30,15] 

Liquid-based 

processing 

5 Development phase for scalable component production for lithium anodes. [4] 

Table 2: Rating of production methods for lithium metal in terms of their process performance potential 

Technology Rating Explanation 

Extrusion Ref. The piston extrusion method is widely used for mass-producing lithium anodes 
in current polymer solid-state batteries. It offers high efficiency, scalability, and 
significant benefits for fabrication. [31,32] 
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Vapor-Based 

techniques 

+ Vapor-based PVD methods, such as sputtering and evaporation, hold potential
for lithium metal foil production. They deposit purer and more reactive lithium
compared to rolling and electrodeposition. These established processes allow
broad coating, including roll-to-roll applications, on diverse substrates like
alloys. [1,20]

Electrode- 

position 

- Lithium electrodeposition has mixed process performance. It has strengths in its
established use across industries and the ability to structure deposited films.
However, its commercial availability is limited, and it is less commonly applied
compared to other metals. [1,30,15]

Liquid-based 

processing 

+ Lithium melt deposition shows promising process performance, creating thin
lithium metal anodes with high utilization and precise coating control. Scalable
roll-to-roll processing allows efficient high-volume production with variable
dimensions. [1,4]

Table 3: Rating of production methods for lithium metal in terms of their economic efficiency 

Technology Rating Explanation 

Extrusion Ref. Piston extrusion for lithium metal foil is economically efficient, offering 
potential cost reduction benefits. Its ability to create thin, continuous foils with 
high material utilization and scalability contributes to its favorability. Further 
multistep calendaring leads to a total cost of about 250$/kg. [31,33,34] 

Vapor-Based 

techniques 

- Vapor-based techniques for lithium metal foil production may face economic
challenges due to higher costs related to equipment, vacuum sealing, and
processing thin foils. The vapor also deposits on the walls of the vacuum
chamber, resulting in a waste of material. [1,31,12,4,20]

Electrode-
position 

0 Electrodeposition for lithium metal foil production holds promise for lower 
costs due to lower process temperatures and raw material expenses. However, 
roll-to-roll processes may result in slower production rates and significant 
electrolyte recycling costs, impacting overall profitability. [1,31] 

Liquid-based 

processing 

+ Liquid-based processing for lithium metal foil production shows promising
economic efficiency. High-quality and thickness-controlled layers on the
copper current collector, achieved through ultrathin lithium metal films, lead to
overall thickness reduction and higher energy densities on the cell level. Less
subsequent operations after extrusion lead to cost savings. [1,33,4]

Table 4: Rating of production methods for lithium metal in terms of their quality potential 

Technology Rating Explanation 

Extrusion Ref. Piston extrusion can produce thin, continuous foils with attributes like 
homogeneity, uniformity, and precise thickness control. However, the process 
may also exhibit strong texture behavior due to shear stress. [11,34] 

Vapor-Based 

techniques 

+ Vapor-based processes such as thermal evaporation in PVD enable precise,
defect-free coatings for efficient lithium metal foil production at lower
temperatures. They can remove impurities from the lithium, although controlling
the deposition rate remains a challenge. [11,4,34]

Electrode-
position 

+ Electrodeposition techniques promise high-quality lithium metal foil with pure
and homogeneous layers, allowing precise control over morphology and
thickness. Despite challenges in achieving uniform morphologies and high

227



coulombic efficiencies, conformal coatings improve battery performance and 
adhesion. [1,35,15] 

Liquid-based 

processing 

0 Liquid-based processing offers promising quality potential for producing thin 
lithium metal foil. The low melting point of lithium allows an easy transition to 
the liquid state, enabling standard wet coating methods. However, previous 
attempts at melt deposition led to unsuitable film thicknesses and weak adhesion. 
Hence, the development of efficient and scalable coating methods in the desired 
thickness range is essential. [1,4] 

Figure 2 shows the cumulative evaluation of manufacturing processes based on their TRL. The analysis 
demonstrates the potential of the liquid application of lithium, offering opportunities for process optimization 
and further development to raise the TRL evaluation. To raise the TRL from level 5 to at least level 6 and 
optimize manufacturing technology, a conceptual design of a scalable approach is essential [36]. Achieving 
these results without changing the process necessitates a close examination of the sub-processes used. 

Figure 2: Attractiveness of lithium metal production methods in terms of TRL and overall cumulative rating. 

The evaluation carried out shows that the application of liquid lithium has potential in the context of lithium 
metal anode production. SCHÖNHERR'S approach shows that there is a general feasibility, but there are still 
some challenges in industrializing this approach. For this purpose, it is necessary to take a closer look at the 
process with the individual technologies used and to identify limit values that must be considered during 
industrialization. 

The current development status of liquid lithium deposition can be divided into individual sub-processes. In 
an upstream process, the surface is modified to produce a lithiophilic surface. Subsequently, liquid lithium 
is applied in a glovebox filled with argon. Within this inert mini-environment, the lithium metal anode is 
wound up and the substrate is implicitly tempered by dipping it into the heated lithium coating. The overall 
process can thus be divided into four sub-functions in which the control of the atmosphere is not initially 
considered due to the inconsistency over the entire process.  

Surface treatment 

The lithiophilic layer is produced in SCHÖNHERR'S process using a muffle furnace. For the production of 
copper(I) oxide (Cu2O), temperatures of at least 200°C are necessary, as a result of which a chemical reaction 
with oxygen occurs. [37] When molten lithium interacts with the Cu2O layer, it is consumed, resulting in 
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Li2O and Cu species that are no longer present as a compact film and are bound in the boundary region. The 
reaction is as follows: Cu2O + 2 Li ↔ 2 Cu + Li2O [38,4]. The Cu2O layer’s formation depends on 
temperature and duration. Excessive energy input at elevated temperatures can lead to porosity and the 
formation of copper(II) oxide (CuO), observable from 320°C [38]. Delamination can occur at a layer 
thickness of 1500 nm, and CuO is less ideal for the interlayer formation. [39]. This suggests the reaction: 
CuO + 2 Li ↔ Cu + Li2O [40]. 

To determine parameters for liquid application production, assume web speeds of 80 m/min based on the 
conventional and commercially used rolling process. [41–43,34] For an inline production of Cu2O substrate 
and to increase TRL, a layer with a thickness of several hundred nanometers, not exceeding 1500 nm, must 
be produced as quickly as possible. A temperature of approx. 320°C should not be exceeded in order to 
maintain the quality or to achieve no loss of quality compared to the current process. The substrate's quality 
is directly influencing the coating process. [44,4] 

Coating process 

The liquid application coating process uses dip coating with lithium bath, bath heater, and drive as functional 
carriers in a glovebox filled with argon, primarily to avoid reactions with atmospheric humidity. Under 
normal conditions, lithium reacts slowly with air. It can be assumed that a dry air atmosphere has less effect 
on the lithium metal anode in an accelerated manufacturing process. [36] The process's physical conditions 
depend on web speed and temperature-dependent rheological properties of lithium. [27,45,36,44] At the 
melting point of about 180.5°C, lithium has a viscosity of η =0.645 mPas, a density of ρ = 516 kg/m³ and a 
surface tension of σ = 0.396 N/m². [46] The coating thickness (h) as a function of web speed (U) is 
determined by the following equation [47]: 

ℎ = 0.944 ∗  
𝜇𝑈
𝜎

1
6

∗
𝜇𝑈
𝜌𝑔

1
2

The coating's inclination was not considered due to uneven thickness distribution in case of coating on both 
sides. The equation represents web speed, and with a targeted thickness of around 20 µm, the maximum web 
speed is U = 4.3 m/min. At a production speed of 80 m/min, this results in a coating thickness of 140 µm. 
Dip-coating is not suitable for scaled consideration; therefore, alternative coating technologies like slot dies 
must be taken into account. Slot dies have easily scalable process parameters, with slurry viscosity ranging 
from 1 mPas to multiple kPas and surface tension from less than 25 mPas to more than 500 mPas, both 
matching liquid lithium requirements. [48] According to KRAYTSBERG et al. a coating with a slot die is 
considered stable if the ratio of the distance of the slot die (h) in relation to the wet film thickness (t) meets 
the following requirement: 

ℎ
𝑡

≤ 1.49 ∗
𝜇𝑈
𝜎

−2
3

At a web speed of 80 m/min and lithium at the melting point, the wet film thickness requires a minimum 
spacing of about h = 1.7 mm. [48,49] In summary, increasing quality can be achieved through controlled 
substrate treatment and varying the application system, leading to a relatively simple potential increase in 
TRL. [50]  

5. Outlook and conclusion

This paper discusses current manufacturing processes and approaches for lithium metal anode production 
and evaluates and classifies them on the TRL scale. A cumulative rating, was determined, considering 
process performance, economics and quality potential, with the liquid-based processing application 
receiving the highest rating but having a relatively low TRL. To optimize equipment, a product structure 
analysis is conducted. Relevant process parameters are presented as framework conditions for product 
development and process improvement. An alternative coating technology is proposed after a critical 
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analysis of the coating process. Detailed system design and development based on liquid lithium application 
offer a promising alternative and can enhance quality through controlled parameters. This paper serves as a 
basis for further development and accelerated progress in lithium metal anode production, which is crucial 
for future generations of battery cells. 
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Abstract 

To ensure the widespread use of sustainably produced battery cells, further progress in research is needed. 
The transition to automated data acquisition is complicated by the technical complexity of industrial data 
acquisition. Existing software solutions also fall short in meeting usability, reproducibility, extensibility, and 
cost-effectiveness requirements for research-scale battery production lines. To address these gaps, this paper 
presents and evaluates a comprehensive data acquisition and collection solution for research-scale battery 
production lines. It offers a systematic overview of the industrial data acquisition process, focusing on 
gathering data from various existing machinery and utilizing the industry standard OPC UA protocol. Given 
the lack of existing solutions that meet the specified requirements, the paper introduces the "ProductionPilot" 
software as a solution. “ProductionPilot” is designed to provide an extensible platform with a user-friendly 
web interface. It enables users to select, structure, monitor, and export live production data delivered via 
OPC UA. The effectiveness of the proposed system is validated at the CELLFAB battery production research 
facility at eLab of RWTH Aachen university, demonstrating its capability for long-term data acquisition and 
the generation of digital shadows. By addressing the limitations of current data collection methods and 
providing a comprehensive solution, this research aims to facilitate the broader adoption of lithium-ion 
batteries in renewable energy applications. 

Keywords 

Battery Cell Production; Industry 4.0; Automated data acquisition; Digitalization; OPC UA 

1. Introduction

Batteries play a crucial role in powering our technologically advanced and sustainable future, from electric 
vehicles to renewable energy storage. To meet the increasing global demand, optimizing battery production 
processes is essential. Data-driven research has proven pivotal in driving progress across industries, 
including batteries. By leveraging data analytics, researchers gain valuable insights into battery production, 
leading to enhanced processes and performance. 

Central to data-driven battery research is the development of efficient data gathering and monitoring systems. 
These systems provide real-time data from machinery and processes, enabling researchers to optimize 
production lines and embrace automation. This paper presents a comprehensive guideline for digitalizing 
battery production lines, using the PEM of RWTH Aachen University research production line as a case 
study. By showcasing the importance of data-driven research and sophisticated data acquisition systems, we 
aim to enable battery manufacturers and researchers to successfully implement digital transformation of their 
machine and plant technology. 
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2. Research Background

The following sections will delve into digitalization in production, the lithium-ion battery production 
process, and a comprehensive overview of related work in the field. 

2.1 Digitalization in production 

The term digitalization describes "the comprehensive networking of all areas of the economy and society as 
well as the ability to collect, analyse and convert relevant information into actions". [1] When referring to 
digitalization in production, the term usually refers to data collection by a physical system or process, often 
designed for a specific purpose. A definition of a digital shadow states that "a digital shadow is a set of 
temporal data traces and/or their aggregation and abstraction, collected in relation to a system for a specific 
purpose in relation to the original system." [2] The creation of a digital shadow in battery production research 
requires the acquisition of data from industrial machines. Industrial connectivity, which involves 
communication and data exchange between devices in industrial environments, plays a critical role in this 
process, such as programmable logic controllers, which are the main source of industrial data. It also entails 
communication protocols such as OPC UA, which is widely used to simplify data collection in industrial 
applications. [3,4] 

Programmable logic controllers (PLCs) are widely used as proprietary technology in industrial machinery 
for software-based control. They connect to various sensors and actuators, enabling complex machine 
operations. To enable communication between PLCs, sensors, actuators, computer networks, and other 
peripherals, a diverse range of interfaces have been adopted within the industry by PLC manufacturers. 
Common protocols include Profibus, Profinet, Modbus, EtherCAT, and EtherNet/IP. Ensuring data 
collection from heterogeneous industrial devices can be difficult due to this variety of interfaces. However, 
the adoption of OPC UA as a common standard for industrial connectivity is gaining momentum, simplifying 
data acquisition in the industrial sector. [5] 

The OPC UA protocol is an industry-standard platform-independent standard that facilitates data transfer 
between industrial devices and applications. It follows a client-server architecture and uses a binary protocol 
over TCP/IP for communication. OPC UA allows access to machine variables (tags) through server 
discovery, enabling reading, writing, and subscription-based monitoring. Subscribed clients receive updates 
when changes occur, with customizable sampling rates for data collection. OPC UA also offers encryption, 
event handling, and remote method calling. Despite its complexity, OPC UA is widely adopted and serves 
as a powerful tool for accessing and monitoring data in industrial applications. [5,6] 

2.2 Lithium-ion battery production process 

The process chain of lithium-ion battery cell production includes several essential steps. The main sections 
are electrode manufacturing, cell assembly and cell finishing (see Figure 1). The electrode manufacturing 
starts with the preparation of active materials, i.e., mixing and coating of cathode and anode materials onto 
metal foils. The active materials are then dried and calendered before the electrode webs are cut into coils. 
During cell assembly, the next step typically entails winding or stacking the anode and cathode together with 
the separator to form the cell's core compound. The separator is integrated between the electrodes to prevent 
electrical short-circuits. Tabs are then welded on, which form the subsequent poles of the battery before the 
cell is filled with electrolyte. The cell gets hermetically sealed to prevent leakage. In cell finishing soaking 
and formation processes are conducted to achieve the desired electrochemical cell performance. Lastly, the 
cell undergoes comprehensive testing and quality checks during aging and EOL testing, ensuring compliance 
with automotive standards for use in electric vehicles. [7] 

In the lithium-ion battery production process, data collection plays a crucial role. Generating vast quantities 
of data enables to effectively monitor and control the production process to meet the product specifications. 
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Figure 1: Generic process chain in battery cell production for pouch, prismatic and cylindrical cells [8] 

The data is acquired from various sources, e.g., process equipment and programmable logic controllers 
(PLC), sensors and measuring devices, laboratory and operational records. The acquired data comes in 
different formats, including time series, databases, tabular data and discrete data files. [9] Discrete data input 
may contain for instance material property information, data sheets of components as well as equipment 
features and specifications. [10] In production, a large number of heterogeneous data types are commonly 
found in the form of structured, semi-structured and unstructured data, including measured values, product 
records, text, logs, audio, video. [11] The primary objective is to determine the relevant data for the 
relationship between the process, the intermediates, and the final product. In order to capture this data, a 
variety of different production machines and analytical devices from diverse suppliers must be accessed. 
[12]  

As different equipment manufacturers are involved in various production steps, there is no uniform 
framework for seamless data exchange. [13] This hinders efficient data collection and analysis, impacting 
process optimization. Proprietary data interfaces used by specialized equipment suppliers lead to data silos 
and compatibility issues. Implementing standardized data interfaces will enable the battery industry to fully 
leverage data-driven manufacturing, ensuring a successful and sustainable battery production. 

2.3 Related Work 

Different approaches for the digitalization and data acquisition in battery cell production can be found in the 
literature. Ayerbe et al. generally explore the current status and near-term developments in digitalizing the 
battery cell manufacturing chain, combining modelling approaches, data acquisition, and communication 
protocols. [14] In this context, a practical implementation of most approaches has only been realized in 
research and pilot lines. Turetskyy et al. propose a data-driven approach to holistically capture and evaluate 
interactions between production steps and cell properties in battery cell production. This approach presents 
a concept for acquiring relevant data throughout the production line, including technical building services 
and cell diagnostics. The approach combines automated and manual data collection, integrating data from 
different sources, protocols, and formats for accessible, efficient data management, and visualization. [12] 
Han et al. addressed the challenge of integrating heterogeneous automation equipment in lithium-ion battery 
manufacturing by establishing a standardized information model. The model allows interconnection and 
interoperability of data at various network levels, enabling manufacturing informatization and intelligence. 
The approach maps the information model to OPC UA for data storage and interaction. [15] Liu et al. 
investigate the smart manufacturing of lithium-ion batteries using an event data model for data sharing and 
interoperability by implementing various sensor nodes and subsystems. Therefore, different components or 
services in battery cell production can be flexibly integrated and included. [16] Wessel et al. introduce a 
methodology for an ontology-based traceability system in battery cell production. This system integrates 
various data types and sources, enabling precise tracing throughout the manufacturing process and data 
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organization that can be adapted for similar manufacturing setups in the future. [17] Zhou et al. highlight the 
benefits of a software system based on micro-service architecture for battery cell production by using a 
supplementary extension scheme to enhance the existing Manufacturing Execution System (MES) without 
modifying it. The microservice-based approach allows for scalable and agile development, catering to 
personalized requirements of manufacturing enterprises. [18] 

While data acquisition for battery production (at research scale) has been broadly addressed, there is no 
comprehensive solution for data collection with an industrial data acquisition process integrating a vast 
variety of machinery and devices yet. Therefore, a solution shall be developed that meets these requirements 
and provides an extensible platform with a user-friendly web interface to select, structure, monitor and export 
live production data delivered via OPC UA. 

3. Approach

This paper presents a standardized framework for the structured development of a data acquisition and 
provision system. That encompasses capturing the current state of industrial systems, defining the target 
state, developing a coherent system design, and implementing the customized solution (see Figure 2). This 
adapted approach for tailored digitalization concepts [19] aims to optimize industrial data collection, 
fostering improved performance, user-friendliness and overall system optimization in research-scale battery 
cell production. 

Figure 2: Approach for deriving an automated solution for data acquisition in research-scale battery production 

The first step entails an in-depth evaluation of the existing infrastructure, equipment, and machinery. 
Through a systematic assessment of communication protocols and interfaces, insights into the setup of the 
current system are gained. The subsequent phase aims to formulate functional and non-functional 
requirements. These requirements serve as a blueprint for the planned data acquisition and provision system. 
For this purpose, criteria for data acquisition and parameter annotation are defined to ensure the reliability 
and integrity of the data. Further emphasis is placed on defining features that will improve usability and 
simplify the operation of the system. The next step centres on the setup of efficient mechanisms for data 
acquisition, storage and provision. For this purpose, a corresponding concept is developed based on the 
requirements from step 2. This includes a database, an OPC UA server, and a data management system. The 
latter represents the interface between the user and the database as well as the OPC UA server. The final step 
is the implementation of the concepts from step 3 in a concrete facility. This includes establishing a 
connection to various data sources to ensure a continuous flow of real-time information as well as selection 
of a suitable OPC UA server. To overcome proprietary limitations, the OPC UA server will be customized 
to act as a bridge between legacy systems and new devices. In addition, a custom extension of the 
“IIoTranslator” adapter is deployed to further improve data communication and translation between 
industrial components. A structured database is set up that can handle the expected volume of data and enable 
fast and reliable data retrieval. A user-friendly software interface is developed that facilitates intuitive 
interactions and system control. 

Step 1 Step 3 Step 4Step 2

● Assess the current
infrastructure and
equipment

● Examine communication
and interfaces utilized by 
the machines

● Evaluate the server and
database architecture

● Formulate functional as
well as non-functional
requirements

● Define criteria for data
collection as well as
parameter annotation

● Specify features for a
user-friendly systems

● Establish connectivity to
diverse data sources for
efficient data gathering

● Frame a structured
database for efficient
data storage and retrieval

● Develop a software as a
user-friendly interface

● Select OPC UA server
for data aggregation

● Create custom OPC UA
server to address the
proprietary protocols

● Deploy custom extension
to IIoT translator adapter 
(e.g. IPswitch devices)

» Capture current state « » Define target state « » Develop system design « » Implement solution «
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4. Results

Chapter 4 delves into the current state, target state, system design, and implementation of the data collection 
system for lab-scale battery production research. It elaborates the infrastructure, machines, interfaces, and 
protocols of the CELLFAB research production line, outlines functional and non-functional requirements, 
and introduces the components that make up the system, including the OPC UA server, database, and the 
user-friendly data management system known as Production Pilot. 

4.1 Actual state (Infrastructure, Machines, Interfaces, Protocols) 

The CELLFAB is a research production line for the manufacturing of lithium-ion battery cells and belongs 
to the PEM of the RWTH Aachen University. The line is semi-automated and is used for research of 
production processes as well as new manufacturing technologies. A picture of the CELLFAB in which pouch 
cells are produced can be found in the Appendix in Figure 6. Especially in the field of laboratory lines for 
the production of lithium-ion battery cells, there are hardly any turnkey suppliers that cover the entire process 
chain from end to end. The PEM line, for example, consists of over 20 systems from more than 14 equipment 
suppliers. In addition, there is a variety of measurement technology and offline equipment from even more 
suppliers, such as a line scan camera from Isra Vision. The machines are usually connected via their PLC. 
The fact that the equipment is very heterogeneous is shown, among other things, by the fact that not every 
system has a PLC and even if it does, these are from different manufacturers or generations. For example, 
the Bürkle Coater has both a Siemens S7 and an S7-300. The camera integrated into the line (Isra Vision), 
for example, uses a measuring computer and no PLC at all. To enable the acquisition and analysis of 
production data, a corresponding IT infrastructure was set up at CELLFAB, which consists of a network 
including Ethernet cables, switches, gateways and a server on the hardware side. In addition, hardware 
adapters were used for the connection of equipment that does not have an Ethernet interface. An example of 
this is the Eirich mixer, which only has a Profibus connection. A Helmholz NETLink PRO was used to 
integrate this into the system. This adapter provides an Ethernet interface and thus enables communication 
via Internet protocol. The server represents the central unit of the system in which the data is aggregated and 
made available. For this purpose, all production equipment was connected to the server via Ethernet cable. 
On the equipment side, the CELLFAB battery production line incorporates diverse interfaces such as RS 
232, Fanuc PLC, Siemens S7-300, Siemens S7-1200, and others. Some equipment, like the Coatema coating 
machine, has a fixed/static IP address predetermined by the manufacturer, while others can obtain an IP 
address through DHCP. Additionally, certain equipment supports the OPC UA protocol (e.g., Coatema or 
Saueressig calenders), while others utilize proprietary protocols (e.g., Binder climate chambers). 

4.2 Target state (Requirements analysis) 

In order to develop a user-friendly data collection system, specific requirements categorized into functional 
and non-functional types shown in Figure 3, are presented in this chapter. In terms of Device & Tag 
Visualization, the system should display a selection of connected devices and their available tags, including 
their online status, names, update counts, last known values, and timestamps. Filtering methods for tags 
should be provided, allowing users to create parameters from the displayed tags. For Parameter Selection & 
Annotation, the system should store a list of parameters referring to device tags, annotated with user-
specified names, sampling intervals, units of measurement, and descriptions. Parameters should be grouped 
into machines, with the ability to add, modify, and delete machines and associated parameters. Regarding 
Data Collection, the system should query parameter values at their specified sampling intervals, collect and 
store the data points in a structured format, and associate each measurement with the corresponding 
parameter and timestamp. It should also display the status of data collection for each parameter and machine. 
In terms of Data Management & Export, the system should provide structured formats for exporting selected 
measurements that can be easily imported by programming languages and spreadsheet applications. It should 
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also allow users to organize measurements into batches, defined by unique names and containing tuples of 
machines, start and end times. Additionally, an API may be provided to allow access to the data base. 

Figure 3: Overview of functional and non-functional requirements 

In addition to functional requirements, non-functional requirements play a crucial role in the user experience, 
adaptability and reduction of training requirements. These non-functional requirements ensure that the 
application is user-friendly, adaptable to evolving research needs, and easily maintainable and extensible. 
For usability, the application should minimize training requirements and focus on relevant features. 
Interactions should be automated, and the user interface should update tag and parameter values in a timely 
manner. The application's user interface must be accessible over a computer network without requiring the 
installation of specific software on client devices. It should also minimize external dependencies and 
configuration requirements for quick setup. In terms of flexibility and extensibility, the application should be 
able to integrate future devices without modifying its source code. It should be simplified for improved 
maintainability and extensibility. The source code should be available and modifiable by user organizations, 
and the application should use mature, documented, and actively maintained libraries. 

4.3 System design 

The system to be developed, based on the requirements outlined in Chapter 4.2, consists of three essential 
components OPC UA Server, Database and Data Management System. The OPC UA Server functions as 
the data collector and aggregator. The database serves as the storage for the collected data. The data is 
grouped in the database according to defined parameters and machines. Data Management System is a newly 
developed software component. It undertakes several tasks to provide a user-friendly interface for managing 
the data, specifically targeted towards battery production researchers. A schematic illustration of the system 
can be seen in Figure 4. It serves as a user-friendly interface for managing the data within the system. 

Figure 4: Overview of the structure and core functionality of the Data Management System and periphery 

R1: Device and Tag Visualization
• Enable identification of relevant tags with convenient filtering function and live parameter values
R2: Parameter Selection and Annotation
• Identify, filter and organize machine tags into descriptive and enable annotation capabilities
R3: Data Collection
• Continuously record all parameters for later research into a systematic and standardized database
R4: Data Management and Export
• Organize measurements into batches and export them in a standardized format (such as .csv or similar)
R5: Usability
• Offer a streamlined, device-independent user interface with a focus on relevant features and parameters
R6: Flexibility and extensibility
• Design as an extensible open-source application capable of integrating future machinery or devicesN
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First, it provides an interface to manage the connected data sources via the OPC UA Server. Researchers can 
define and monitor these sources effectively. The data management system also enables the creation of new 
data points in the database and facilitates the seamless transfer of data from the OPC UA Server. Researchers 
can add new data points as required and ensure the continuous flow of information for analysis. Furthermore, 
the Data Management System offers a data provisioning feature, allowing researchers to select specific 
facilities, parameters, and time frames of interest. It then extracts the requested data and provides it in a 
convenient CSV file format. Lastly, data management system includes visualization capabilities, providing 
researchers with real-time insights into facility statuses and live machine data. This enhances their ability to 
monitor and analyse production processes effectively. Overall, the Production Pilot acts as a user-friendly, 
comprehensive interface for battery production researchers. It simplifies data management tasks, enables 
easy data selection and extraction, and enhances the efficiency of production research activities. 

4.4 Implementation 

Based on the requirements outlined in Chapter 4.2, a data collection, management, and provisioning system 
were designed. The structure and components of the system can be seen in Figure 5. 

Figure 5: Data acquisition and collection architecture of the Data Management System 

The machine integration, data acquisition, and aggregation were implemented using KepserverEX, a 
connectivity platform provided by PTC that is based on OPC technology. OPC UA was chosen as the 
communication protocol due to its ability to standardize data collection on the OPC UA standard. OPC UA 
is increasingly becoming an industry standard, enabling secure communication and has been a focal point in 
research projects such as DataBatt and Enlarge conducted at PEM. KepserverEX offers a wide range of 
drivers for machine communication, facilitating seamless data acquisition from various machines. For 
devices such as energy meters and climate chambers (Binder) that required specific communication 
interfaces, a custom-developed IIoTranslator was employed. To address the challenges associated with 
proprietary protocols, a custom adapter called IIoTranslator was developed. This adapter, depicted in Figure 
5, functions as an OPC UA server and establishes connections with devices using their unique protocols. It 
then converts the data into OPC UA tags, ensuring compatibility with the OPC UA standard for a range of 
target devices. A suitable database was selected to store the acquired data. Factors such as data volume, data 
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structure, and query performance were considered during the selection process. The chosen database 
provides efficient storage and retrieval capabilities for the collected data, ensuring data integrity and 
accessibility. As shown in Figure 5 a TimescaleDB database, was used. TimescaleDB is an extension built 
on PostgreSQL and is specifically designed for managing time-series data. The decision to select 
TimescaleDB for the application is based on the advantages it offers, particularly its foundation on 
PostgreSQL. This allows TimescaleDB to inherit the benefits of its parent relational database management 
system (RDBMS), including SQL support, scalability, and reliability. The support for standard SQL queries 
in TimescaleDB is expected to reduce training requirements, as SQL is widely used in the industry and 
developers are likely to already be familiar with this query language. Another advantage of using a widely 
adopted RDBMS database is the availability of support in the Java Persistence API (JPA) framework. A data 
management system was developed as the user interface for data collection and provisioning. This system 
serves as a centralized platform for users, specifically battery production researchers, to interact with the 
data acquisition system. It allows users to manage connected data sources, create new data points in the 
database, perform data pipelining from the OPC UA server to the database, and extract data based on user-
defined criteria. Additionally, the data management system provides visualization of equipment status and 
real-time machine data, enhancing the user experience and facilitating efficient data exploration and analysis. 
The Production Pilot software acts as an OPC UA client in the system as shown in Figure 5. For data 
collection and aggregation, ProductionPilot has a way to select and semantically describe data points (tags). 
As the screenshot in Figure 7 in the appendix shows, the semantic description includes the assignment to a 
machine, naming, human readable explanation, and unit. In addition, the query rate for the respective tags 
can be determined. For direct access to the database, the program has a REST API. The REST API in 
ProductionPilot provides researchers with a standardized method to access stored information, ensuring 
compatibility and ease of integration with a future Python API. With its user-friendly design and integrated 
Swagger UI documentation, researchers can explore the API's functionality and perform direct testing from 
their web browser, facilitating efficient retrieval of data on machines, parameters, batches, and 
measurements. In general, ProductionPilot is web-based to allow access from different end devices with 
internet access. A central user administration is used to ensure that only authorized persons have access. The 
User Interface (UI) component of Production Pilot serves as the primary platform for users to interact with 
the application as can be seen in Figure 7 in the appendix. It displays the application's state and relies on 
various other services. The UI is designed to fulfil functional requirements such as displaying an overview 
of tags with their live values, implementing filtering methods for tags, allowing users to create parameters 
from tags, presenting a list of parameters grouped by machine for easy management, and showing a list of 
batches with options for creating, editing, and deleting them, along with an export functionality for 
downloading measurements in a user-friendly format. 

5. Discussion and Conclusion

The research paper successfully demonstrates the digital connectivity of heterogeneous machine parks for 
research-scale battery production, showcasing the potential of advancing automation in data acquisition. By 
utilizing battery production as an example, the study emphasizes the importance of user-friendly systems for 
data acquisition, storage, and access to facilitate data-driven research. The proposed framework, exemplified 
by the PEM system at RWTH Aachen University, serves as a valuable blueprint for other facilities aiming 
to implement similar automation strategies. As future prospects, the authors suggest expanding the system 
to achieve end-to-end traceability for automated linking of process data with products and visualizing the 
data through dashboards to enhance decision-making capabilities. In addition, an extension of the system 
with ontologies that enable a semantic description and linking of the data is conceivable. This could simplify 
an automated analysis of the process data using AI. This advancement in data acquisition will undoubtedly 
drive improvements in battery production processes and contribute to the development of efficient and 
reliable energy storage solutions. 
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Figure 6: CELLFAB Battery Cell Production Line at PEM of RWTH Aachen University 

Figure 7: User interface of the Production Pilot data management system 
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Abstract 

Growing price pressure due to an increasing number of global suppliers, increasing individualization of 
products and ever-shorter development cycles are challenges facing the engineering industry. In this context, 
mass personalization represents the customized production of customer products with batch size one at the 
low unit costs of mass production. 

The possibilities of digitalization and automation of technical order processing open up the opportunity for 
companies to significantly reduce their complexity costs and lead times and thus increase their 
competitiveness. Many companies already use a range of simulation tools and configuration solutions but 
only as stand-alones. Often, the expert knowledge of employees is hidden in "knowledge silos" and is rarely 
networked across processes. 

The concept “DesignChain” will address these challenges by automating and digitalizing technical process 
planning from recording customer requirements to releasing a product to the shop floor. Configurators within 
DesignChain allow for mapping variant-rich products. This transformation of customer requirements into 
product properties makes it possible to generate even complex CAD models, such as models for large-scale 
equipment based on specific rules. An automated CAx chain will help to digitally transfer production-
relevant documents to the shop floor for parts fabrication. This process, which can be fully automated, allows 
for the customized creation of variants based on current approval statuses. 

Keywords 

DesignChain; mass personalization; configurator; CAD; automation; CAx; process chain; CAM; technical 
process planning, digitalization 

1. Introduction

The advent of modern technology and changing consumer preferences have led to an increased demand for 
personalized products. Customers now seek products that reflect their unique tastes, preferences, and 
requirements. Nowadays, companies have to keep the balance between offering products tailored to customer 
needs and manufacturing products quickly and cost-effectively. Achieving these goals poses a challenge to 
production as such and to the preparation of production – especially in technical process planning. Manual 
activities in indirect areas of the order processing chain lead to long lead times and high costs for customized 
products [1]. Employees across departments and functions spend a large proportion of their working day 
searching for the right information. This is mainly due to the insufficient coordination of cross-departmental 
processes. This paper explores what role a DesignChain can play in the technical order processing of 
customized products. It examines how the successful integration of DesignChain can enhance the efficiency 
of order processing and customization ultimately lead to improved customer satisfaction. 
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1.1 Initial situation 

The procedure for processing orders is heavily dependent on robust technical process planning, which 
includes designing individual variants, creating bills of material, as well as numerical control (NC) programs 
for machine tools. These are manual tasks that can hardly be tailored to batch size one. This means that, if 
the case arises, separate individual designs, parts lists and NC codes must be created for each variant. In the 
toolmaking industry, for instance, the continuing automation of production brings about that more employees 
are distributed to processes carried out in upstream production stages [2]. At the same time, 29% of design 
work is outsourced due to a lack of capacity [2]. This means that production preparation requires more and 
more time while the necessary specialized staff is missing or not available in sufficient numbers. This leads 
to the following problem statement:  

How can the production preparation effort be reduced as the degree of customization continues to increase? 

1.2 Possible solutions 

Solutions are already available that use digitalization and automation tools for addressing the challenge of 
skilled workers shortage in production preparation: 

1) (Product) configurators for translating customer requirements into technical specifications [3]; [4],

2) Automation of CAD programs for rule-based modification of designs [5], and

3) Computer-aided manufacturing (CAM) programs for simulating machining operations and the associated
derivation of NC programs [6].

The process chain is typically not end-to-end and, thus, the IT landscape is very heterogeneous. 

2. State of the art

2.1 Mass Personalization 

The proliferation of e-commerce platforms and advancements in manufacturing technologies provides better 
access for customers to unique and customizable products. From clothing and accessories to home decor and 
electronics, personalized options are becoming increasingly prevalent across various industries. 
Customization allows customers to feel a sense of ownership and connection with their products. It enables 
businesses to create a unique selling proposition, differentiate themselves from competitors, and foster 
stronger customer loyalty. As a result, companies must adapt their operations to meet the demands of 
individualization effectively. This trend can be observed both in the end customer segment, and in the 
business-to-business (B2B) segment. Even complex industrial goods are increasingly required to adapt to 
the customer’s individual circumstances. 

Accordingly, mass personalization calls for a paradigm shift from “production to stock” to “production to 
order” [7]. This paradigm shift must be accomplished in the order processing chain, which will be discussed 
in the following paragraph. 

2.2 Order processing 

Order processing refers to the process of managing customer orders, from order lead to delivery of the 
product or service to the customer (lead to cash) [8]. Thus, order processing is a typical end-to-end process. 
It includes planning, monitoring, and controlling orders to ensure they are completed on time and within 
budget. Order processing also involves communication with customers, coordination of suppliers, and 
management of contracts and financial aspects. The typical handling of a customer order covers three process 
phases: Clarification and release, procurement and production, and shipment and completion [8]. In a 
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commercial environment where personalization plays a major role, make-to-stock processing is rarely 
applicable. Products and/or semi-finished products cannot be kept in stock for specific individualization. 
These use cases often require to provide a certain amount of technical functions in the order processing. 

The Y-CIM model according to Scheer illustrates how logistical and technical tasks in a production company 
interact [9]. The model seeks to represent functions in the order of sequence, indicating details down to the 
level of data and function model [9]. It thus provides a framework for the systems used and how they are 
connected. The left branch consists of the logistic tasks for production planning and control. The right branch 
points out the typical engineering process chain. The model assumes that the planning and implementation 
phase only begins after the design phase. 

Figure 1: Information system in production, in accordance with [9] 

So far, product configurator software has primarily been utilized as commercial sales configurators within 
order processing systems [10]. These configurators effectively handle products composed solely of pre-
designed components. However, certain products require a combination of pre-designed, parametric, and 
customizable elements, such as specialty valves used in the process industry. In such cases, the engineering 
phase necessitates support both from a configurator and from other applications, such as CAD/CAM/CAE 
tools to ensure the seamless creation of a fully functional end product. Since these software depend heavily 
on user input, which in turn depends heavily on the business context, they are mainly operated by humans. 

2.3 Technical process planning 

The current state of the art in technical process planning for manufacturing preparation is to use 3D 
modelling and simulation-based planning software [11]. These methods allow processes to be virtually tested 
and optimized before being implemented in production. This can lead to greater efficiency, lower costs and 
shorter time to market or time to customer. 

State of the art in supporting the technical process planning of order processing are computer-aided software. 
The goal is to improve process efficiency and accuracy by automating manual tasks. The technologies and 
methods mainly used in work preparation include [12]: 
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CAD (Computer-Aided Design): CAD software is used to create digital models of products. These models 
are used to create a virtual production environment in which production processes can be simulated and 
optimized. (E.g.: Autodesk Inventor, Dassault Systèmes SolidWorks, Siemens NX and many more) 

CAM (Computer-Aided Manufacturing): CAM software is used to plan and control production processes. 
The software automatically generates work instructions and machine programs that control the production 
process. (E.g.: HCL Technologies CAMWorks, Dassault Systèmes SolidWorks CAM, Mastercam and many 
more) 

PDM (Product Data Management) software manages and organizes production data. It provides a central 
source for storing and managing information about the product, including design data, bills of materials, 
work instructions, and manufacturing processes. (E.g.: Autodesk Vault, Siemens Teamcenter, Parametric 
Technology GmbH Windchill and many more) 

ERP (Enterprise Resource Planning) software collects and integrates data from different business areas 
such as production, purchasing, sales and finance. These software enable seamless communication and 
coordination between the different departments. In the technical context they are mainly used for managing 
and/or creating work plans. (E.g.: SAP, Microsoft Dynamics NAV, Infor, proALPHA and many more) 

Further developments in the field of technical process planning for manufacturing preparation include the 
integration of artificial intelligence (AI) and machine learning [15]. These technologies enable processes to 
be predicted and optimized even more accurately. In addition, AI systems can make decisions on their own 
and automatically adjust processes to achieve optimal results. Current research in this field is mainly related 
to deriving workflow sequences and work plans. 

The general state of the art in technical process planning enables greater efficiency, flexibility and quality in 
manufacturing preparation. Using 3D modelling, simulation-based planning, advanced software solutions 
and AI enables companies to respond quickly to changes in the market and remain competitive. 

3. Definition and components of the DesignChain

DesignChain describes a digital, automated and seamless technical end-to-end process chain from the 
recording of customer requirements to the handover to the shop floor. In its final stage of maturity, it will 
fully autonomously convert technical customer requirements into the relevant information of the product 
needed for production – still, it is currently more of a vision than a feasible solution. However, similar to the 
various levels of automating the driving functions in automobiles, DesignChain can already offer benefits 
even at lower levels of autonomy.  

Current implementation ranges from systematically recording customer requirements using company-
specific workflows to transferring a validated NC code to production. The focus lies on methodically 
organizing and controlling features, addressing gaps in the CAx chain, and discovering potential 
opportunities for cost savings [16]. In the Y-CIM model, DesignChain is intended to bring the upper 
"branches" of the Y closer together. Like a zipper pulled from the bottom to the top, the branches can be 
mutually integrated. In addition, DesignChain further extends the Y-CIM model. In the Y-CIM model, the 
perspective of automation and end-to-end integration is only considered to a limited extent. Looking at 
typical CIM process chains in companies today, it appears that only few of them are automated. Accordingly, 
continuous automation of process execution, availability of information and provision of information is not 
given. Thus the term “DesignChain” is used if there is a need for continuous automation of technical process 
planning. 
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DesignChain consists of five major building blocks: 

1) Product configuration: Query and transfer of individual technical customer requirements into
technical parameters and interpretation of the corresponding product structure according to customer
requirements. Current implementations (e.g. Configure-Price-Quote-Software (CPQ)) focus on
quick quoting and lack integration into product design. As a result, the scope of variants is limited,
since the focus is clearly on customer guidance.

2) Quotation costing: In most cases, relevant information for the quotation process can already be
derived from the customer configuration. If this is insufficient, the following modules, e.g.,
automated model construction, can add further detail. This process step provides an interface to the
activities of business order processing. Currently, rigid cost rates are usually used, which estimate
the cost of producing the component in advance for example on the basis of the volume or surface
area.

3) Automated model construction: The technical planning and derivation of machine paths or even
manual assembly processes, requires the creation of a 3D CAD model. With the set of rules for the
company's product portfolio, these models can be built up in the CAD software based on rules and
adapted to the customer-specific configuration derived in process step one [13]. These
implementations still lack an end-to-end integration into the business aspects of a company. They
require a high degree of human control and, by automating the technical task, are also bound by the
rules established in the implementation.

4) Automated preparation of manufacturing information: The information relevant to manufacturing is
derived from the 3D model, for example, the generation of an NC code. However, the 3D model can
also be enriched with further information such as measuring points for an automated on-machine
inspection [14]. Current implementations, with the help of feature and macro technologies, allow
programming know-how to be saved for reuse or later application. This requires a predetermination
of the manufacturing features already in the design, so that the CAM software can interpret them via
standardized product and manufacturing information embedded in the 3D-model.

5) Process control: A higher-level process control system helps to connect, the individual systems in a
chain. Depending on the company's internal requirements, this allows for considering the established
process sequences. Optimal process sequences for the display of additional interfaces or output
formats, e.g., for a sales-optimized 3D model, can also be integrated into the process chain. In
addition to the automated model construction, the highest degree of individualization in
DesignChain can be found in setting up process control. Furthermore, the process control is
responsible for facilitating the information exchange through for instance XML- (Extensible Markup
Language) or JSON-files (JavaScript Object Notation) and save them temporarily for further use
(for example by the CAD-System) or save them long-term in the database (PDM). Current
implementations of process control mainly focus on business processes. An extension to technical
processes therefore means dealing with technical parameters and information.
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.  

Figure 2: Building blocks of the DesignChain 

4. Practical application 

The first use cases in the industry are already showing promising results. As an example, with the help of 
DesignChain, the effort required for model creation in design in the construction industry could be 
significantly reduced. Now, individual assemblies are generated within a few minutes. With a user from the 
toolmaking industry, it was possible to build up a vision like the one shown in Figure 3. The area outlined 
in Green thus sets the limits for the scope of DesignChain and shows the interfaces from the company 
context. This means that steps one to three are within scope, and steps four to seven indicate possible 
interfaces to DesignChain. Step four represents the automated production of parts already designed and 
planned in DesignChain. The fifth step points out data acquisition on the shop floor. The data collected there 
can be used, for example to better coordinate order processing but also to offer added value to the customer, 
for instance through capacity-checked delivery dates. Step six, packaging and logistics, and step seven, the 
product delivery, complete the end-to-end customer-to-customer process. 

 
Figure 3: Implementation of an end-to-end process based on the example of Design-to-Order aimed at automating 

order processing [16] 

In order to implement such a vision suitably into the corporate context, it is necessary to integrate the existing 
IT systems. The typical process chain of DesignChain utilizes the existing software in the company for 
technical process planning: CAD (2), CAM (3), PDM (4) and ERP (5). This process chain can be exemplified 
on a job shop for milled parts. First, customers enter their specific requirements for the desired milled part 
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in the customer configurator (1). Assuming that the contract manufacturer does not accept externally created 
3D models, customer requirements must be translated into technical parameters. As an example, the desired 
surface finish in conjunction with materiality may require specific cutting parameters. These technical 
parameters and customer requirements are stored in the PDM (4) with clear reference to the customer order. 
In the next step, the 3D model construction starts. The parameters are used to control the CAD (2) software, 
based on rules. The 3D model can be enriched using customer parameters, e.g., a tolerance class. The 3D 
model is then saved in the PDM (4) software and a bill of material (BOM) is derived. Then, the BOM can 
be transferred to the ERP (5) software via interface. To get the necessary information  on the shop floor (6), 
machine paths and tools, for example are derived in the CAM (3) software. For this purpose, the 3D model 
is simulated in the CAM (3) software and enriched, for instance with the tool information from the ERP (5) 
software. Thus, at the end of the process chain, all information is available for production release and for 
manufacturing the product in the machine tool. 

Figure 4: Typical IT-landscape in which DesignChain can be set up 

With DesignChain, the functional areas are better linked, gaps in the CAx chain are closed, and potential 
cost savings are transparently displayed. Advantages of an implemented DesignChain include (1.) shorter 
throughput times, (2.) reduced effort, also in the indirect departments of the company (3) optimized 
information flow and (4) flawlessness of information generation. For a deeper understanding, the following 
paragraph elaborates on the benefits of DesignChain. 

5. Key benefits of the DesignChain

By integrating DesignChain into their production, companies can streamline order processing and production 
processes. By consequently leveraging existing technologies such as computer-aided design (CAD), 
computer-aided manufacturing (CAM), and enterprise resource planning (ERP) software, businesses can 
efficiently manage customization requests, optimize production schedules, and reduce lead times. The 
benefits of DesignChain, are elaborated below: 

1) DesignChain caters to individual customer needs and fosters higher levels of customer satisfaction. By
offering personalized products, businesses can meet specific customer needs and preferences. Satisfied
customers are more likely to become loyal brand advocates, leading to increased customer retention,
positive word-of-mouth, and long-term business success.
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2) DesignChain enables faster production throughput times, thereby improving the efficiency of order
processing of customized products. As both technical process planning and design departments use
DesignChain to derive information automatically, they move closer together, eliminating lengthy
information searches.

3) DesignChain enables the potential for human error to be avoided in the provision of information through
digital and automatic process flow. This ensures error-free information generation and transfer, even in
hectic project business or when processing large amounts of data.

4) DesignChain automates recurring, previously manual processes in production preparation and thus
relieves employees of recurring manual tasks. This enables information provision and derivation of
variants with batch size one.

5) DesignChain uses the systems available in a company (CAD, CAM, PDM, etc.) to get started with
automation and end-to-end consistency. This means these systems are still open for manual operations,
and Engineer-to-Order (ETO) development processes can be performed in parallel and the product
portfolio is further developed.

As elaborated above a potential user group that benefits most is the design department in a company. 
Recurring tasks customizing a product design can be adopted by the system and executed without errors. 
The error-free nature of the system also plays a major role for the work preparation personnel, who are also 
key users. 

6. Discussion

Implementing DesignChain involves overcoming various challenges, such as managing a diverse range of 
customer preferences, ensuring the scalability of production processes, and coordinating multiple 
stakeholders effectively. Businesses must invest in robust systems, technologies, and training to address 
these challenges and seize the opportunities presented by customization. Especially in small and medium 
enterprises it is challenging to implement the necessary IT landscape. The development of DesignChain is 
also associated with a comparatively high initial effort. These frontloaded tasks consist of developing a set 
of rules, automating the individual systems and establishing integration - in the sense of a digitalized, 
automated end-to-end process. It remains to be seen how this initialization can be structured best and how, 
with the establishment of a digital and automated chain, a simple product structure can be created. So it is 
evident that DesignChain can offer a particularly large benefit when as many variants as possible run through 
DesignChain in order to offset the initial effort. In addition, another potential that has not been considered 
so far is to extend DesignChain to assembly and also have these scopes planned by an automated and digital 
chain. 

7. Conclusion

Integrating DesignChain into order processing requires streamlining communication and collaboration 
between different departments and stakeholders. This integration enables efficient handling of customization 
requests, accurate production planning, and seamless coordination between design, manufacturing, and 
delivery processes. DesignChain ties in with the Y-CIM model, even if the business perspective has not been 
considered enough so far. Thus, DesignChain extends the established Y-CIM-Model and allows businesses 
to translate customer preferences into tangible products in a digitalized, automated and end-to-end integrated 
way. By involving customers at an early stage, companies can gather valuable insights, refine product 
concepts, and can ensure that the final product aligns with individual needs. This collaborative approach 
promotes innovation and enhances the overall customer experience. In conclusion, DesignChain serves as a 
catalyst for facilitating order processing of customized products. By effectively integrating and leveraging 
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the DesignChain tool, businesses can meet the growing demand for customization. Thus, through the 
DesignChain production preparation effort can be reduced significantly as the degree of customization 
continues to increase. 
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Abstract 

The trends of shorter product lifecycles, customized products, and volatile market environments require 
manufacturers to reconfigure their production increasingly frequent to maintain competitiveness and 
customer satisfaction. More frequent reconfigurations, however, are linked to increased efforts in production 
planning and control (PPC). This poses a challenge for manufacturers, especially in regard of demographic 
change and shortage of qualified labour, since many tasks in PPC are performed manually by domain experts. 
Following the paradigm of software-defined manufacturing, this paper targets to enable a higher degree of 
automation and interoperability in PPC by applying the concepts of service-oriented architecture. As a result, 
production planners are empowered to orchestrate tasks in PPC without consideration of underlying 
implementation details. At first, it is investigated how tasks in PPC can be represented as services with the 
aim of encapsulation and reusability. Secondly, a software architecture based on asset administration shells 
is presented that allows connection to production data sources and enables integration and usage of such 
PPC services. In this sense, an approach for mapping asset administrations shells to OpenAPI Specifications 
is proposed for interoperable and semantic integration of existing services and legacy systems. Lastly, 
challenges and potential solutions for data integration are discussed considering the present heterogeneity of 
data sources in manufacturing. 

Keywords 

Service-oriented production; asset administration shell; service-oriented architecture; interoperability; 
Industry4.0 

1. Introduction

The integration of modern information technologies into production systems, as proposed by concepts such 
as Industry4.0 [1], promises to be an answer to handle the increasing volatility in markets [2,3] and the need 
for more efficient, automated and adaptive manufacturing [4]. Although digitalization enables the continuous 
exchange of information between IT-systems and the shop floor for monitoring or control purposes, many 
processes in production planning and control (PPC) are still performed either manually or with software that 
only supports proprietary interfaces and often lacks automation and integration capabilities [5]. The trend 
towards more volatile, uncertain, complex, and ambiguous markets, as summarized by the VUCA world [6], 
emphasizes reliable planning as a crucial factor to get into production quickly, especially for low-volume 
products and complex product portfolios. Concepts such as reconfigurable manufacturing systems enable 
frequent and responsive adaption of system structure and logic to efficiently meet current customer demand 
[7,8] . However, frequent reconfigurations also increase the effort in PPC, motivating for digitalization and 
automation in this domain [9,10].  
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In this sense, technological advances show potential for developing and integrating software solutions for 
planning and control of manufacturing systems that can interact in an interoperable way with each other and 
with the manufacturing system itself [11,12]. The availability of large amounts of data from a digitized shop 
floor enable the use of algorithms for analysis and planning, such as realistic simulation models for prognosis 
and analysis [13], optimization tools for capacity planning or layout planning [14], and machine learning for 
production control [15,16]. Although existing solutions could serve as components for a more automated 
and data-driven PPC, integrating them into company software architectures for automation poses a challenge 
in terms of data integration and algorithmic orchestration due to the variety of data sources [17] and the 
complexity of PPC [18,19]. To date, such algorithms and models are mostly implemented for specific use 
cases with proprietary tools and lack integration and generalization capabilities [20,21,5]. For example, 
material flow simulation models of manufacturing systems are mostly modelled by experts during 
production planning with manual parameter input and are not maintained and used over the life cycle of the 
later realized manufacturing system [13]. 

There have been great improvements in interoperable data exchange through technologies such as OPC UA, 
MQTT, or the asset administration shell (AAS). However, in sight of the volume and variety of data sources 
in manufacturing [17], a software architecture is needed that is manageable at large scales and prevents data 
silos and incompatibilities. The software-defined manufacturing (SDM) paradigm suggests to decouple 
software applications from the underlying manufacturing infrastructure through a control layer that 
simplifies the orchestration of information flows by abstraction, virtualization, and interface unification 
[22,23]. Developing solutions for tasks in PPC based on unified interfaces either through standardization or 
integration promises to increase their reusability and interoperability. 

A related principle that is widely promoted in the areas of Smart Manufacturing [24], Cyber-physical 
Production Systems (CPPS) [11], Industry4.0 [1] or Cloud Manufacturing [25] is service-orientation. It is 
already the leading principle in many technologies such as OPC UA or web services and has emerged as a 
suitable architecture for a highly scalable orchestration of software systems [26]. In a software-oriented 
architecture (SOA), software components, i.e. services, are self-contained and modular units of functionality 
that communicate via standardized interfaces [27]. Due to the separation of interface and implementation, 
these services can interact with each other in complex scenarios without the need for mutual understanding 
of their underlying functionality [27]. The capabilities of SOA in terms of adaption, abstraction, and 
integration make it a suitable architecture to realize SDM in the domain of PPC. Therefore, we investigate 
how the principles of service-orientation can be applied to tasks in PPC to improve their potential for 
reusability, automation, and integration in an appropriate software architecture. 

In the following, Section 2 reviews existing approaches in the literature that aim at digitalization of PPC and 
assesses their degree of service-orientation and integration capabilities. In Section 3, we will present an 
approach that aims at the servitization of PPC by describing PPC tasks as services with consideration of data 
integration theory. Moreover, we present a software architecture that considers SOA, SDM principles, and 
state-of-the-art technologies for a flexible, automated and data-based PPC. Thereby, special attention is 
given to the integration of existing legacy systems in manufacturing. Finally, Section 4 concludes the paper 
and provides an outlook for further research.  

2. Related work

The goal of SOA is to organize networks of software systems in large scales while maintaining a flexible 
and maintainable system that enables interoperable data exchange between components [26]. According to 
Valipour et al. [27], services comprise of 3 components, i.e. protocol, interface, and implementation, and 
must implement the following 6 characteristics in SOA: 

• Discoverable and dynamically bound: services can be discovered by consumers in registries
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• Self-contained and modular: services are modular components that encapsulate specific
functionality

• Interoperable: services are able to communicate and interact with each other using standard
protocols and data formats

• Loosely coupled: a low and well-known number of dependencies between service consumers and
service providers

• Location transparent: location of services is provided by registries at runtime allowing for simple
load balancing

• Composable: services can be combined to applications or orchestrations due to their modular
structure.

In order to evaluate existing concepts and approaches for digital planning and control of manufacturing 
systems, we classify their degree of service orientation based on the fulfilment of the aforementioned design 
principles of SOA. The literature review was thereby conducted based on the methodology of Mayring [28]. 

Services provide a distinct description how to interact with them by specifying their interface and protocol. 
The protocol denotes thereby how to interact with the service, e.g. covering authentication or payment, and 
the interface defines all possible requests of the service and their associated schema, i.e. the input and output 
data format of a request. However, data still needs to be right in the right format, i.e. data conforms the 
schema of these interfaces, to ensure interoperability when interacting with a service. Especially in 
manufacturing, interoperability is challenging due to legacy systems and a large variety of data sources 
[29,30]. The field of data integration deals with this problem by combining data from different sources  to a 
unified view for the user [31]. Formally speaking, data integration can be described by the tuple 〈𝐺, 𝑆, 𝑀〉, 
where a global schema 𝐺, i.e. the unified view, is obtained by applying a mapping 𝑀 to a source schema 𝑆. 
The mapping 𝑀, responsible for translating between schemas 𝑆 and 𝐺, aims to handle with data 
heterogeneity, both in terms of notational and conceptual heterogeneity [32]. Notational heterogeneity 
concerns communication protocol or language whilst conceptual heterogeneity is summarized by differences 
in schema or semantics of the used data models.  

Besides the degree of service orientation, we assess the integration capabilities of existing approaches in the 
field of digital manufacturing based on the degree of data heterogeneity they can manage. In this literature 
analysis, we will not cover abstract architectures, like the RAMI4.0, as they miss the technical depth for a 
direct realization, as stated by Wang et al. [33]. Instead, we will concentrate on approaches that are either 
implemented and evaluated in case studies or concepts that provide enough detail for assessing their fit for 
a service-oriented PPC.  

Lee et al. [34] motivate for the use of CPPS in Industry4.0 to control production operations and present 
therefore a 5-tier architecture, consisting of the levels: connection, conversion, cyber, cognition, and 
configure. They emphasize the importance of a tether-free method for exchanging data from various sources 
with consideration of needed data transformations. The architecture covers with its levels all relevant features 
of a CPPS but misses detail how to transfer this architecture directly to SOA and implement it with current 
technologies. A similar approach is proposed by Pérez et al. [35] with a model-based architecture for CPPS 
that enables vertical integration from the shop floor to the cloud. In this approach, they utilize existing 
standards and information models to represent manufacturing entities and exchange this information via 
OPC UA-based services.  

Liu et al. [36] present and demonstrate a framework for CPPS that aims for reconfigurability of digital 
production systems by the use of digital twins and remote control. The authors motivate for a SOA to 
implement their CPPS and realize it with webservices and MQTT. To limit their efforts in regard of data 
integration, they use one unified domain ontology that ensures conceptual data homogeneity. A conceptually 
similar but technologically different approach is shown by Ye et al. [37] based on AAS for interoperable 
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data exchange between cloud and edge software components. They utilize OPC UA for communication to 
assets and organize applications as AAS-based webservices. The authors note the importance of semantic 
integration of data for interoperability and ease of integration. 

Table 1: Overview of approaches for architectures of digital manufacturing with consideration of production 
planning and control and service-orientation 
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Lee et al. (2015) [34]  ○ ◐ ◐ ◐ ○ ○  ◐ ○ 
Pérez et al. (2015) [35]  ○ ● ◐ ○ ○ ○  ◐ ○ 
Liu et al. (2020) [36]  ○ ● ● ○ ○ ◐  ◐ ○ 
Ye et al. (2021) [37]  ◐ ● ◐ ● ● ●  ◐ ○ 
Wang et al. (2020) [38]  ◐ ● ◐ ● ● ●  ◐ ◐ 
Biesinger et al. (2019) [39]  ○ ○ ● ○ ○ ◐  ◐ ◐ 
Qiu et al. (2007) [40]  ○ ● ◐ ● ○ ○  ◐ ◐ 
Grassi et al. (2020) [41]  ○ ● ◐ ◐ ○ ◐  ◐ ○ 

 
To enable digital PPC, Wang et al. [38] motivate to integrate different enterprise application, such as 
enterprise resource planning (ERP) or manufacturing execution systems (MES) for more collaborative and 
synergetic information exchange. In their proposed architecture, they utilize industrial internet of things 
(IIoT) for an interoperable information exchange with production resources. They emphasize the potential 
to disassemble monolithic applications into services to increase reusability and ease of integration. Yet, a 
clear explanation how data integration is performed, is missing.  

Biesinger et al. [39] concentrate on this data integration by utilizing an enterprise service bus as a central 
integration entity that allows to connect to heterogenous data sources on the shop floor. They show how to 
utilize dedicated parsers to extract information in real-time from these data sources and integrate this 
information in other software systems.  

Another approach is introduced by Qiu et al. [40] with a 3 layered architecture where production resources 
and their controllers are integrated by a service-oriented integration framework with enterprise business 
applications for planning and control of production. They use pre-defined data formats and protocols to 
perform the factory integration of heterogenous data sources by mapping the data to knowledge graphs. The 
demonstrate the approach in semiconductor manufacturing for process control and recipe management 

Grassi et al. [41] are concerned with enabling orchestration of control in  digital manufacturing. They argue 
for a decentralized control approach, that is able to handle complexity of manufacturing systems by 
abstraction of controllers. Yet, their architecture is a monolithic ERP application, that prevents realization 
of SOA on the application level. 

To summarize the reviewed approaches, they all emphasize the importance of an interoperable and flexible 
information architecture to realize the potentials of digital manufacturing. Although the approaches follow 
different architecture paradigms and utilize different technologies, all architectures separate business 
applications from communication with production resource through a dedicated layer for integration, similar 
to SDM. Moreover, the approaches motivate for decentralized approaches to realize CPPS.  
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In recent surveys in the areas of smart manufacturing, cloud manufacturing or CPPS, enabling 
interoperability and information integration are seen as major challenges in realizing these concepts 
[42,24,43,44]. Although most of the reviewed approaches agree, they do not consider advanced data 
integration technologies that are scalable for notational and conceptual data heterogeneity. Instead, most 
approaches rely on tailored integrations or global data models that enable integration.  

Another limitation of existing approaches is their degree of service-orientation. Although most of the 
reviewed approaches promote SOA, they fail to implement essential characteristics. Service discoverability 
and composability, that is important for SOAs to scale, are mostly not considered. Additionally, 
compatibility and consideration of existing SOA technologies is mostly not achieved. Lastly, the 
interoperability of approaches is mostly also limited since only one communication technology, such as OPC 
UA, is considered. To resolve existing limitations, the remainder of this paper aims to present an approach 
that considers all described key characteristics of SOA and allows to handle data heterogeneity considering 
notation but also concepts.  

3. Approach to realize service-orientation in production planning and control 

The approach considers at first (Section 3.1) how tasks associated with PPC can be described in terms of 
SOA. Building up on this logic, we describe a software architecture (Section 3.2) that implements the 
principles of SOA and allows for all data exchanges required to automate PPC. Section 3.3 gives thereby 
special notice to data integration in this architecture for integration of legacy systems.   

3.1 Service abstraction for production planning and control 

The aim of PPC is to efficiently and effectively operate production to satisfy customer demands [45]. To do 
this, a set of tasks is considered by PPC frameworks that are sequentially performed in iterations whereby 
each task contributes some aspects to the overall PPC solution. Typical tasks are, for example, capacity 
planning, shop floor scheduling or material requirements planning (MRP). There exist algorithms or models 
for many PPC tasks which shows the potential for automation. Yet, implementations are mostly done 
custom-tailored to specific use cases without possibilities for reuse.  

To resolve this problem and also ensure that integration in software architectures is not prevented by 
incompatibilities, software implementations for PPC tasks should follow the design principle of services. 
Valipour et al. state that the “[…] most important aspect of SOA is that is separates the service’s 
implementation from its interface.” [27] This infers for PPC that the data required and produced when 
solving a PPC task should be separated from the algorithmic solution to solve this task. This makes it not 
only clear for service consumers how to use this service but also allows use of the service without knowledge 
of the algorithmic solution, i.e. the implementation. Additionally, implementing PPC tasks as services 
motivates for a use-case independent implementation with a parameterized interface.  

To be precise, a PPC task can be seen as a function 𝑓, where 𝑓:  𝑥 → 𝑦. Thereby, 𝑥 is data required to perform 
the PPC task and 𝑦 the solution of the PPC task. For example, data required for performing MRP comprises 
of the production schedule and the bill of materials of all products in the schedule and the output covers 
cardinalities for material. Considering the contextual meaning of both 𝑥 and 𝑦 respectively in 𝑓, it is possible 
to define their schemas 𝑋 and 𝑌. Schemas for MRP would be clear definitions of the data models describing 
the production schedule or the bill of materials. With this formulation, a PPC task can be implemented as a 
service where its interface conforms 𝑋 and 𝑌 and its implementation realizes 𝑓.  

With this logic, it is possible to transfer the logic of service composition and orchestration to PPC for creation 
of planning pipelines in PPC. For example, we could define a service that is a composite of scheduling and 
MRP, where the input of the composite service are the placed orders of customers and the associated bill of 
materials. Output of this service would be a production schedule and cardinalities for all required materials. 

259



Thus, we could abstract the sequential PPC logic, i.e. performing MRP after scheduling, in this service 
composition and thereby reduce complexity. Considering the orchestration capabilities of SOA, complex 
process models for PPC services could be realized for automation.  

3.2 Software architecture to implement service-orientation in manufacturing 

To realize an integration of PPC services and production data sources, a software architecture is required 
that is able to deal with the data heterogeneity of manufacturing and allows to orchestrate complex service 
networks for PPC tasks. Aligning with the concept of SDM [22] and the architectures discussed in section 
2, our proposed architecture consists of three layers - infrastructure layer, reference layer and application 
layer – as shown in Figure 1. 

The infrastructure layer is thereby a collection of data providers and consumers, i.e. production hardware 
and data bases, and their associated way of communication. The reference layer serves two purposes: data 
integration and service integration. At first, it aims for integrating the infrastructure to a more manageable 
representation by use of data integration technologies and providing the infrastructure’s functionalities as 
services. Next, service integration is concerned with the registration, integration and orchestration of services 
in order to make them discoverable, compatible, and manageable. Lastly, the application layer comprises of 
the services itself and the configuration interfaces to control the components of the architecture. 

In the data integration of the reference layer, data heterogeneity needs to be handled considering notations 
and concepts of data. There have been great advancements in terms of reducing notational data heterogeneity 
in shopfloors by middleware communication technologies. One example is the Eclipse BaSyx middleware 
(https://www.eclipse.org/basyx/) that allows to connect multiple industry protocols and make the 
information available in AAS. However, other integrations might be necessary besides the shop floor to data 
bases or enterprise applications such as MES or ERP systems (see Section 3.3), that are considered by 
integration services. The AAS serves as a promising technology to realize the target of data integration of 
the reference layer by making the data available in a manageable representation. It is a standardized 
description language with a service-oriented design that suits well for standardization of data formats. 
Currently, there exist many ongoing standardization procedures to create distinct domain models for AAS 
to ease integration.  

Apart from its advantages, AAS technology is complex to use, and, unfortunately, not yet as compatible and 
mature as existing technologies for SOA and web services. Realizing data models with AAS requires precise 
knowledge of the AAS meta model, posing a high barrier to entry. Although AAS allow for the creation of 
schemas using templates, existing implementations for AAS currently do not provide any validation of these 
schemas. Technologies that support building an SOA like load balancers, health monitoring or data 
integration tools for services are not compatible with AAS. Instead they are widely compatible to existing 
solutions for describing web services. One example, the OpenAPI Specification, is a definition language that 
allows to describe, produce, consume, and visualize web services in a machine-readable form.  
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Figure 1: Visualization of the proposed architecture for realization of a service-oriented PPC 

To make use of the benefits of AAS, i.e. standardized representation of data and compatibility to industrial 
data sources, and OpenAPI Specification, i.e. compatibility to SOA technologies and ease of use, we propose 
a middleware that integrates these languages. For this integration, we developed a mapping between the 
components of the meta models of AAS and OpenAPI schemas, as shown in Table 2. Note, that we 
considered only the most important components of both languages in this work. Extensions, however, to 
cover more aspects of the meta models are possible. Meta-information of schema and attribute names, 
necessary for this transformation, is specified within the DataSpecifications of the AAS. A more detailed 
explanation of this mapping based on a simple example can be found in the Appendix. 

By considering these mapping rules, the AAS-OpenAPI middleware automatically transforms data between 
these two formats. To make the middleware useable, it provides a CRUD (create, read, update, and delete) 
REST API for its data models that is dynamically generated based on provided AAS or OpenAPI 
specifications. Queries against this CRUD interface are transformed and forwarded to the AAS and are 
transformed again upon return from the AAS interface. For an implementation of this middleware, refer to: 
[46] 

Table 2: Mapping logic for transforming AAS to OpenAPI Specifications and vice versa 

AAS Meta Model OpenAPI Mapping Transformation 

Asset administration 
shell 

object 
ID, IDshort, and semantic ID are mapped as strings, 
submodels are mapped as attributes 

Submodel object 
ID, IDshort, and semantic ID are mapped as strings, 
Submodel Element Collection are mapped as attributes 

Submodel Element 
Collection 

object 
ID, IDshort, and semantic ID are mapped as strings, 
Submodel Element Collection are mapped as attributes 

Submodel Element 
List 

array Values of the list entries are mapped to an array attribute 

Property 
string | number | 
integer | boolean 

Value of the Property is mapped to the associated primitive 
data type attribute (either string, number, integer or boolean) 

ReferenceElement string 
Value of the Reference Element is mapped as a string 
attribute 

261



3.3 Data Integration and compatibility with legacy systems 

The consideration of integration of legacy systems for PPC in this architecture is one essential component. 
The first step for integration is to ensure that these systems provide their functionalities as services, e.g. by 
wrapping their typical API in web services. Existing procedures are widely applicable and have been 
performed for many applications, such as in [30]. Although this allows to include legacy systems in the 
architecture, connecting them still requires data integration.  

PPC tasks are strongly dependant on each other due to the sequential nature of PPC, input and output of 
different PPC tasks can have intersections or be subsets of each other. Let, for example, the output of 
scheduling service conform schema 𝑌𝑆 and let the input of an MRP service conform schema 𝑋𝑀𝑅𝑃  that is an
integration of a scheduling schema 𝑋𝑆 and a bill of material schema 𝑋𝐵𝑂𝑀. Then, one would need to find a
mapping 𝑀𝑆  that integrates both scheduling schemas 𝑌𝑆 and 𝑋𝑆 in order to integrate scheduling and MRP
service. 

Considering the number of tasks in PPC, the efforts for data integration with heterogenous interfaces can be 
huge. In fact, a worst-case scenario could require to define 1

2
𝑁(𝑁 − 1) mappings for 𝑁 schemas in a point-

to-point integration [47]. However, concepts from data integration reduce this complexity by considering 
global or at least mediated schemas that reduce the number of necessary mappings in the best case 𝑁 [31,29]. 

Semantically annotated data also has great potentials for data integration by use of schema matching 
technologies, automated semantic integration and ontology mapping [48,49]. Lastly, in case of missing 
semantics, one could employ existing machine learning approaches, or more specifically natural language 
processing, from other domains to automate the integration [50,51]. 

4. Conclusion and Outlook

This work aims to enable service-orientation in PPC by applying the principles of SOA to PPC and creating 
an architecture that allows the integration of such services with production data sources. At first, related 
approaches from literature are analyzed with consideration of their degree of service-orientation and their 
capabilities to handle heterogenous data sources. Analysis showed that the reviewed approaches either miss 
realization of some SOA principles or they rely on homogenous data sources. To close this deficit, we 
propose a concept that transfers theory from SOA and data integration to PPC frameworks, showing that 
PPC tasks can be described as services which are modular and composable. Based on this, an architecture is 
introduced that allows to synergistically use digital industry and SOA technologies for data exchange in 
production. It allows to orchestrate loosely coupled services to perform PPC tasks and to exchange data with 
production in an interoperable way. By integration of AAS with OpenAPI Specifications, the architecture 
achieves to handle notational data heterogeneity since the most common protocols and languages in practice 
can be interchangeably transformed. Lastly, special focus is given to handle legacy systems and conceptual 
data heterogeneity. Although the use of OpenAPI requires schema definitions of service interfaces, 
integrating these schemas is still linked to high efforts. To resolve this problem, integration with global 
schemas or use of automated approaches to find these schema mappings are recommended. In our future 
research, we will build up on this approach and demonstrate its effectiveness in use cases. Moreover, more 
detailed evaluation of the potentials of methods utilizing machine learning or semantics for data integration 
is focused.  
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Appendix 

In the following, we will explain the mapping defined in Table 2, for the integration of AAS and OpenAPI 
Specification schemas, based on a simple example. A reference implementation is available at [46]. The 
example is concerned with a data model (Figure 2a) that describes attributes of products that are required in 
typical PPC tasks, such as MRP or scheduling. The data model of the product specifies three attributes: an 
ID to identify the product, an attribute for required production processes and an attribute for its bill of 
material. The data model is depicted in Figure 2a as UML class diagram and an instance of the data model 
is shown in Figure 2b.  

The result of applying the mapping logic between AAS and OpenAPI Specifications on this example is 
displayed in Figure 3. Here, the described data model is displayed in JSON-serialization for its 
representations conforming OpenAPI and AAS Meta model.  

 

 
Figure 2: UML class diagram (a) and object diagram (b) of the exemplary data model of an electric motor  

 
Figure 3: UML class diagram (a) and object diagram (b) of the exemplary data model of an electric motor  
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Abstract 

Machine learning approaches present significant opportunities for optimizing existing machines and 
production systems. Particularly in hot rolling processes, great potential for optimization can be exploited. 
Radial-axial ring rolling is a crucial process utilized to manufacture seamless rings. However, the failure of 
the mandrel represents a defect within the ring rolling process that currently cannot be adequately explained. 
Mandrel failure is unpredictable, occurs without a directly identifiable reason, and can appear several times 
a week depending on the ring rolling mill and capacity utilization. Broken rolls lead to unscheduled 
production downtimes, defective rings and can damage other machine parts. Considering the extensive 
recording of production data in ring rolling, the implementation of machine learning models for the 
prediction of such roll breaks offers great potential. To present a comprehensive overview of the potential 
influencing factors which are possibly relevant to the lifetime of mandrels, a systematic literature review 
(SLR) focusing on work roll wear in hot rolling processes is conducted. Based on the results of the SLR, a 
first selection of features and the used investigation procedures are presented. The insights can be used for 
the prediction of mandrel failure with machine learning models in further work. 

Keywords 

Radial-Axial Ring Rolling; Work Rolls; Fatigue; Systematic Literature Review; Machine Learning; 

1. Introduction

Seamlessly formed, ring-shaped components with high required specifications, such as highly dynamic load 
capacity and high product variability, are necessary for many machines and systems in all branches of 
industry. Typical areas of application are rail transport, aerospace, the automotive industry, plant and energy 
plant engineering, and special machine construction. Radial-axial ring rolling (RARR) (see Figure 1) is an 
important process for the production of such components.[1] A currently not sufficiently explainable failure 
in the domain of RARR is the failure of the mandrel, which occurs unpredictably and without a directly 
identifiable reason. The large amount of influencing factors (e.g. rolling temperature, rolling pressure, rolling 
material)[2], which also have non-linear interdependencies, hinders the use of proven research methods to 
identify qualitative and quantitative influences that are related to failure.[3] In this context, machine learning 
algorithms offer a new approach for identifying and weighting the influencing factors and predicting the 
remaining lifetime of the mandrel. It has already been demonstrated by Fahle et al. that machine learning 
models are suitable for applications in the field of RARR.[4] Furthermore, comprehensive data recording is 
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already available in many industrial companies, which is a basis requirement for the implementation of 
machine learning applications.[5] 

Figure 1: a) Scheme of the RARR process; b) illustration of the mandrel 

To exploit the potential of machine learning algorithms effectively, it is beneficial to gain a fundamental 
domain knowledge about the conventional investigation procedures. However, given the limited availability 
of publications pertaining to the field of RARR, which were also included in this systematic literature review, 
it is not feasible to establish a scientifically robust investigation exclusively from the domain of RARR. 
Consequently, the scope of this study is broadened to encompass the broader domain of work rolls in hot 
rolling. In this field, it is well known that the service life of work rolls is mainly influenced by thermal stress, 
mechanical stress and wear. Consequently, the objective of this scientific paper is twofold. Firstly, a 
systematic literature search will be conducted which aims to classify the used research procedures and their 
limitation to investigate hot work roll wear. Second, the identified publications will be reviewed for potential 
capabilities in predicting work roll life. By accomplishing these goals, this study establishes a solid 
foundation for a well-informed machine learning application. 

2. Structured Review Methodology

This chapter describes the literature search phase for the presented literature selection in Appendix 1. The 
literature selection was conducted using a combined approach by vom Brocke et al. [6] and Cooper [7] with 
the primary focus of identifying all relevant studies dealing with the investigation of factors affecting the 
wear and fatigue of work rolls in hot rolling. In addition, the approaches in the selected articles were 
examined for their ability to predict work roll life. 

The Scopus database was used for the literature search as it provides a comprehensive international literature 
database from different research areas. The search was conducted in July 2023 using the search string shown 
in Figure 2 with the aim of presenting a literature review that was as comprehensive as possible in terms of 
the topic while still limiting the number of results to a controllable quantity. Specific filters were used to 
exclude irrelevant articles. The filters limited the search results to articles written in English or German, to 
articles from the subject area Engineering or Material Science and the document type Article or Conference 
Paper. Since many of the articles are dealing with the wear of bearings, rail wheels, gear, or cold rolling, 
these were also filtered out using keyword limitation. 

Figure 2: Search string 

radial-axial ring rolling mandrel

mandrel guide roll upper axial roll

forming roll lower axial rollguide roll

ring

a) b)

TITLE(*rolling* OR roller OR "rod mill" 
OR "working roll*" OR "*strip mill*" OR 

rarr OR mandrel)

TITLE(damage* OR crack* OR defect* OR 
failure OR fatigue OR wear)AND

Working Roll Defect

269



The search results as well as the outcomes of each filtering stage are shown in Figure 3. After performing 
all filtering stages, the initial number of 2,566 articles were reduced to 59. The selection of literature was 
limited to papers in which, firstly, the work rolls themselves are made of metallic material and, secondly, 
metallic materials are formed. Furthermore, the work rolls must perform forming work. This also includes 
backup rolls of strip steel mills, as they make an active contribution to the forming of the rolled material. 
Centering rolls, which mainly have a stabilizing role and do not contribute to the actual forming, are not 
considered. The effects of applied lubrication are also not considered since they play a minor role in the 
domain of RARR. Moreover, some studies were not considered, because it was not possible to clearly 
determine the influence factor for the defect that occurred. In addition, the selection has been reduced by 
papers where the conditions for increased wear of the work roll are not related to the forming process but to 
the manufacture of the work roll (e.g., development of internal stresses due to previous heat treatment of the 
working roll), as well as by papers where only the abstract, but not the full text, is available in English. 
Furthermore, in the case of a few papers, despite great efforts, it was not possible to gain access to the full 
paper. 

Figure 3: Levels of the systematic literature review 

3. Summary of the Literature Review

3.1 Dimensions of the Analysis 

In the following, the publications from the final pool are inspected in more detail. A list of the identified 
articles can be found in Appendix 1. The publications were divided into different categories in the areas of 
examined influencing factors, used investigation procedure and investigation objective. In the area of 
investigated influencing factors, a distinction is made between the categories temperature, which describes 
the effects on the rolls triggered by the high process temperatures, material stress, where the focus is on the 
forming forces required in the process and the associated stresses on the rolls, material, which inspects the 
material behavior, process factors, in which process variables, as well as influences of the system control 
and product properties are taken into account, and roll design, which describes the effects of different roll 
forms on wear. Within the area of investigation procedure, a distinction is made between Simulation 
Approach, Experimental Approach, In-situ Analysis and Post process Investigation. A closer description of 
the individual areas is given in the subsections of section 3.2. A more detailed look is also taken at the 
investigation objective. A distinction is made between a focus on general wear and a focus on the end of 
service of work rolls. End of service in this context means that either the roll has a defect which prevents the 
roll from being reused or the roll must be reworked within a maintenance. If the article focuses on the end 
of service, it is also checked whether methods for predicting the end of service are considered. 

3.2 Publication Metadata Analysis 

To identify trends and research priorities, an analysis of the metadata was carried out regarding the areas 
introduced above. In Figure 4, it is evident that the focus of research efforts is on simulation approaches and 
the application of an experimental approach, while the integration of in-situ analysis and the category post 

Documents identified through database searching

2,566 2,511 646 117 43 59

55

Duplicate Filter Title Filter

1,865

Abstract Filter

529

Full text Filter

74

Forward & 
Backward Search

16

Final Pool
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process investigation remains comparatively limited. In addition, the general importance of the topic is 
highlighted by the continuously increasing number of publications over the years. The limited number of 
articles in the years 2020-2023 can be justified by the fact that articles are often entered late in the databases 
and the year 2023 was not completed at the time of the literature search.  

Figure 4: Superficial article analysis 

Furthermore, with exception of the influencing factor roll design, all other categories in the articles were 
investigated with the same frequency (between 22 % and 26 %). The same applies to the investigation 
objective of the articles. 31 articles focus on the wear of the work rolls while 28 articles focus more on the 
end of service of the rolls. Six of the 28 articles also introduce new ways to predict end of service. 

3.3 Summary of the Literature Review 

In the following section, the publications identified by the literature review (see table in Appendix 1) are 
examined regarding the analyzed influencing factors within each publication. The articles are grouped 
according to the employed investigation approach. If a publication could be assigned to more than one 
investigation procedure, the one that accounts for the largest part of the paper was chosen. The respective 
category is highlighted in the table in Appendix 1. The assigned categorization can also be taken from the 
table. Due to page limitations, the publications are summarized briefly in the assigned categories. 
Nevertheless, all articles have been analyzed in detail and are referenced for further interested parties. 

3.3.1 Simulation Approach 

The category Simulation Approach includes all articles that deal with the development of models to replicate 
the wear and failure behavior of the work rolls without using real world data in the first place to create the 
model. 

For this purpose, Dong and Cao created a finite element method (FEM) model that analyses the contact 
behavior of asperities in the strip mill. Especially in the asperity areas, increased stresses could be found, 
which support crack initiation and propagation.[8] Furthermore, Wu et al. developed an edge contact model 
to account for the time-varying contact strength of the surface of rolls. Through this work, a deeper 
understanding of the correlation between the vibration characteristics of rolls and roll wear could be 
generated.[9] A three-dimensional model dealing with the stress behavior of high-chromium work rolls was 
developed by Masoudi et al. Based on the stress behavior, the crack growth behavior can be modeled and 
the life of the roll can be predicted.[10] Further research regarding the possibility of calculating the service 
life of rolls was presented by Hu et al. Here, the thermoelastic and plastic behavior of high-speed steel (HSS) 
rolls were analyzed. The occurring residual stresses induced by thermal and mechanical influence were 
investigated by means of a FEM-Model, which allows to calculate the service life up to crack initiation on 
the rolls.[11] A FEM model for the development of internal fatigue fractures in bimetallic rolls induced by 
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mechanical stresses is presented by Aridi et al.[12] The development of a model for the prediction of 
elliptically occurring cracks and fatigue phenomena in work rolls in continuous casting processes, which 
could be evaluated using FEM and experimental data, was presented by Tolcha et al.[13] Negahban Boron 
et al., on the other hand, investigated the effects and stress development triggered by thermal or mechanical 
loading or a combination of both types of loading in mandrel and main rolls in the RARR area. For this 
purpose, a FEM-Model was developed which reflects the stress behavior in the rolls.[14] For the 
investigation of thermal crack growth, Fedorciuc – Onisa and Farragia performed a FEM analysis, which 
can estimate roll life in terms of thermal fatigue.[15] Lundberg and Gustafsson developed a heat transfer 
model to determine thermal stresses based on the wear and friction behavior of rolling materials.[16] A 
model which is used to predict fatigue damage to backup rolls in strip mills is listed by Yuan et al. Based on 
the contact stresses that occur and taking into account the non-uniform wear of the rolls, fatigue phenomena 
can be predicted after the rolled material is fully formed.[17] Traino et al. developed a finite difference 
method (FDM) approach to predict the wear rate in strip rolling mills considering the friction path and the 
friction force in the deformation zone.[18] Song et al. developed a wear law by means of theoretical analysis 
and creation of FEM -Models to calculate the wear behavior of quenched and tempered rolls in the strip mill, 
which are mainly characterized by increased wear due to lack of lubrication and oxidation. The model was 
evaluated and verified in practice.[20,19] A development of a FEM-Model to investigate the wear load in 
hot strip mills for roll shifting strategies and changing rolling schedules was presented by Cao et al.[21] The 
investigation of rolling force and roll speed with respect to their influence on the wear of mandrel rolls was 
studied by means of FEM simulation by Behrens et al. In addition, the influence of lubrication was also 
investigated, although this is estimated to be low.[22] A consideration of roll wear in strip rolling mills, 
considering existing process factors and roll geometries, was carried out by both Guo et al. and Liu et al. 
Guo et al. also considered the existing roll geometry, roll material and friction coefficients.[23] Liu et al., on 
the other hand, considered the prevailing temperatures to calculate the wear rate.[24] An evaluation and 
comparison of different models for calculating and predicting the wear behavior in hot strip mills was 
presented by Souto et al. The models consider material hardness, material and roll geometry, and applied 
forces. Subsequently, the approach with the best results was implemented in an artificial neural network, 
again resulting in an improvement.[25] Qin et al. developed a theoretical model for damage development on 
backup rolls, taking into account the periodic reworking of the roll surface after its use.[26] A simulative 
consideration of abrasive wear caused by an oxidation layer forming on the surface of HSS rolls was 
developed by Phan et al. using the discrete element method.[27] 

3.3.2 Experimental Approach 

The Experimental Approach is concerned with the study of publications in which experimental studies were 
carried out either by means of test setups (e.g., twin disk rolls) or in the actual rolling mill. 

Li et al. investigated the effects of temperature, rolling force and slip on the wear rate of HSS rolls used 
within strip rolling mills. The investigations were carried out by means of a self-developed test setup.[28,29] 
An investigation of different roll materials with respect to their wear behavior was implemented by Pelizzari 
et al. Within a twin disk roll test setup, high alloy HSS, cast iron and indefinite chill iron were analyzed. For 
the evaluability, a disk made of unalloyed C40 steel is heated to 700°C by induction and rolls against the 
sample with predefined contact pressure. In addition to the wear rate, the surface roughness of the specimens 
before and after the test run were determined.[30] The wear of HSS and nickel-grain iron based on the 
thermal fatigue property was analyzed by Ryu and Ryu. HSS showed much better fatigue properties in this 
case. The investigations were carried out by means of experimental setups as well as in the rolling mill.[31] 
To check the thermal fatigue and hot wear resistance of HSS materials, Tremea et al. developed two test 
setups that evaluated the specimens in terms of their correlation between the microstructure and the defects 
that appear.[32] Garza-Montes-de-Oca et al. studied the effects of the oxide layer on the wear rate on HSS 
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rolls. Several tests were carried out at different temperatures and environmental conditions (water, both 
gaseous and liquid, and laboratory dry air). Due to the formation of a larger oxide layer, a higher wear rate 
occurred in the wet tests.[33] Based on the results, further studies were conducted regarding the formation 
of oxide layers and the emergence of cracks and spalling, taking into account the high-frequency thermal 
cycling of work rolls.[34]  

Optimization of the thermal load was the focus of the research work by Raudensky et al. Temperature sensors 
were installed inside the roll and a relation was established between increasing roll speed and increasing heat 
flow. The knowledge gained enabled adjustments to be made in the rolling process, which led to a reduction 
in the peak temperature within the rolls.[35] 

Some studies, which deal with the optimization of the roll material, could also be taken from the literature 
search. Zhang investigated the influence of deep rolling on the thermal fatigue performance of hot work tool 
steel.[36] Furthermore, Delaunois et al. examined various iron alloys regarding their suitability in rolling 
mills. Here, the focus was primarily on the characteristics of the developed oxide layers of the individual 
alloys. In particular, iron alloys which develop a fine oxide layer are suitable in rolling mills due to their low 
coefficient of friction.[37] Molinari et al. investigated the influence of matrix hardness in the thermal fatigue 
behavior of several HSS. The matrix hardness was varied by the tempering temperature.[38] Furthermore, 
Xiao-Feng et al. investigated the behavior of the hardness of Cr5 backup rollers under cyclic loading, where 
the hardness of the backup rollers decreases as the number of cycles increases and fatigue occurs.[39] 
Finally, a study by Flora et al. could be identified, which deals with the material behavior of 55NiCrMoV7, 
which is used as mandrel roll material in ring rolling mills. Different hardness grades were compared and 
evaluated with respect to their hot wear and thermal fatigue behavior.[40] 

Other studies are concerned with the thermal fatigue behavior of work rolls. Ohkomori et al. investigated the 
occurrence of spalling on back-up rolls used within hot strip mills. The resulting spalling is due, on the one 
hand, to excessive contact stress at the roll ends and, on the other hand, to the thermal shocks experienced 
by the rolls.[41] Besides Sonoda et al investigated the cracking of high-speed steels using damaged work 
rolls. Experimental studies are presented for the identification of influencing factors, in which an 
independent consideration of mechanical and thermal cyclic loading took place. The main factor for crack 
initiation could be traced back to thermal stress. Crack growth, on the other hand, is significantly influenced 
by mechanical stresses.[42] Weidlich et al. calculated a coefficient for determining surface damage, taking 
into account cross-section reduction, material temperature and rolling speed. The coefficient correlates with 
the plastic strain of the rolls and can thus be used to determine service life. The design was developed using 
rolls from a pilot mill as well as industrial data.[43] A quantitative model to study the crack morphology of 
backup rolls mimicked by a twin-disc rolling machine was presented by Frolish et al.[44] An investigation 
of the backup roll of a steel strip mill was implemented by Dong et al. using FEM. Heterogeneous stress 
distributions lead to cracks and accelerate fatigue failure.[45] Based on the results, a more homogeneous 
distribution of contact stresses was aimed at and the geometry of the backup rolls was adjusted, thus reducing 
premature crack initiation.[46] Bombač et al. also conducted investigations on crack initiation in rolls due 
to cyclic heating. The investigation was carried out by means of a self-developed test rig, which heats a 
specimen conductively. The sample can be cooled in a controlled manner by means of a built-in cooling 
channel. Different temperature ranges were investigated, as well as different material compositions in a 
build-up study.[47,48] Drobne et al. investigated the fracture mechanics and fatigue crack growth of high 
chromium work rolls under thermal loading.[50,49] Belzunce et al. also analyzed the fracture toughness of 
rolled materials here the research focus was not only on thermal loading but also on mechanical loading.[51] 
Furthermore, Mercado-Solis et al. investigated the surface deterioration of HSS and carbon containing 
chromium steels. The study focuses on the progressive surface deterioration triggered by thermal fatigue. 
The investigation of the behavior of the steels is implemented by a standalone twin-disc simulation machine 
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under conditions that are comparable to those of hot rolling of steel, which also takes into account cyclic 
thermal heating.[52] In addition, Akiyama et al. investigated the initiation of cracking due to thermal stress 
in mandrel rolls used to produce seamless rolled tubes. Real mandrel rolls were used for this purpose, but 
laboratory tests and FDM investigations were also carried out.[53] Further possibilities for the design of 
mandrel rolls were researched by Musa-Zade et al. The focus here was on adapting the geometry of the 
mandrel roller to reduce the wear rate.[54] 

3.3.3 In-situ Analysis 

In-situ Analysis contains publications that deal with the implementation of methodologies that monitor the 
wear of the work roll based on logger and production data in-situ during the process. 

Two of these publications focus on determining the service life of the work rolls. Jiao et al. focused on 
calculating the remaining duration until the next maintenance of the roll. The prediction was based on neural 
networks that take into account the process factors of work rolls used in strip rolling mills.[55] Struin et al., 
on the other hand, dealt with the adjustment of control parameters to optimize the service life of mandrel 
rolls in tube mills.[56] 

Other publications in the field of In-situ Analysis focus on the calculation wear rate of work rolls in different 
rolling mills. This includes the publication by Mohammed and Widell, which evaluated the possibilities of 
predicting the wear rate using two models. The focus was on the comparison of the two models regarding 
different rolling materials and stands in the strip mill. Industrial data as well as test campaigns were used for 
the investigation.[57] John et al., on the other hand, developed a roll force model which predicts the wear 
behavior of the work rolls in a strip mill on the basis of the available process factors.[58] Furthermore, a 
methodology for calculating the average friction wear rate of work rolls in hot strip mills was developed by 
Servin Castañeda et al. Process variables, the geometries of the rolls, and existing friction coefficients were 
considered. In addition, an evaluation using real-world data is presented.[59] 

3.3.4 Post process Investigation 

Post Process Investigation, publications were reviewed which examined the wear behavior of work rolls 
previously used in the rolling mill.  

In this category, Nierkuziak and Kubinska investigated the wear behavior of work rolls in strip mills. Real-
world process data and laboratory tests were considered for the analysis. This made it possible to calculate 
the wear rate of the rolls in use and to optimize the selection of roll materials for different production 
lines.[60] Investigations focusing on the assessment of the topography of rolls in plate mills were carried out 
by Bataille et al. Here, the main focus was on abrasive and adhesive wear as a function of rolling time.[61] 
Dobrik and Moiseenko, on the other hand, investigated under which conditions the treatment of work rolls 
by means of friction hardening contributes to an increase in service life.[62] Colás et al. investigated wear 
phenomena in work rolls using a scanning electron microscope. Colás et al. attributes the wear fatigue that 
occurs here to thermal fatigue and contact stresses that occur. The oxidation inside the cracks accelerates the 
wear rate.[63] 

In addition, Palit et al. describes in a case study the breakage of two rolls in use, which can be attributed to 
different failure cases. Both failures indicate insufficient roll quality. The roll failure was attributed to an 
unsuitable microstructure and a defect caused in the manufacturing process.[64] Furthermore, broken work 
rolls were checked by ultrasonic measurement. The crack initiation was caused by exceeding the shear 
strength.[65] Another case study was carried out by Sinha et al. Here, the failure of an ICDP work roll, which 
was in use in a strip mill, was investigated. It was found that the extensive spalling that occurred on the roll 
surface was caused by a weak shell-core bond.[66] 
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4. Conclusion

Radial-axial ring rolling (RARR) is an important process to produce ring-shaped components across various 
industries. This study aimed to contribute to the understanding of mandrel failure to develop machine 
learning based approaches for failure prediction in further research. For this, a systematic literature review 
examined the current state of the art of publications, which dealt with the identification of influencing factors 
for determining the fatigue behavior of work rolls in hot forming. The analysis revealed that this field is 
attaining higher interest in recent years. An overview, of the results as well as the influencing factors 
analyzed in each publication, can be obtained from the table in Appendix 1. 

In conducting this work, two major research gaps were uncovered that offer potential for future research. 
First, the articles found, mainly focus on optimizing the service life of the work rolls. Here, all influencing 
factors except for the roll design are equally researched. Optimization is mainly implemented by optimizing 
material properties and control parameters or avoiding errors in production. Prediction of service life is 
addressed in only a few research papers. In conjunction with online prediction, there is only one research 
paper that explores the possibility of predicting maintenance timing in strip mills. Jiao et al. applied neural 
networks to predict the remaining time until the maintenance of the roll.[55] However, transferability to 
RARR is not possible due to significant process differences. Hence, suitable methods for the prediction of 
the service life with consideration of production scheduling are still missing. A reliable prediction of the 
service life of work rolls in the domain of RARR could optimize the production system as a whole so that 
the coordination of upstream and downstream production steps can be enhanced while avoiding 
downtimes.[67] Besides, developing the capability of accurately predicting the lifetime of mandrels could 
also enable manufacturers of RARR machines to adopt data-based service activities and embrace innovative 
business models such as Product-Service Systems.[68] Second, our study revealed that there is only one 
additional article that deals with the field of machine learning algorithms. Souto et al. uses neural networks 
to improve already existing models for calculating and predicting wear behavior.[25] Nevertheless, none of 
these machine learning algorithms were specifically focused on the domain of RARR. This indicates that the 
potential of machine learning algorithms to identify influencing parameters within the RARR domain still 
remains unexplored, although a sufficient data infrastructure for employing machine learning already 
exists.[5] 

In addition, due to the challenges of measuring various influencing factors in real processes, such as 
temperature distribution [16,35] or heterogeneous mechanical stress distribution (e.g. [8,45,46]) besides the 
costly implementation of measurement setups in industrial plants, many studies are using simulations or 
experimental approaches (see Figure 4). In this context, machine learning algorithms offer a promising 
approach for industrial research, as they allow the inclusion of significant influencing factors without direct 
measurements. This is achieved by extracting relevant information from other measurable variables with 
known correlations and then inferring the non-measurable information. 

Based on the research results presented here, in further research, it will be the main focus to investigate the 
suitability of machine learning algorithms for the prediction of the service life to fracture of mandrels. In 
particular, the thermal and mechanical influences will be in the foreground. Due to the removal of finished 
rolled rings and the loading of the line with new blanks, downtimes occur after each rolling operation where 
the mandrel can cool down. For this reason, emphasis is placed on the number and characteristics of the 
thermal heating cycles. The machine learning model can acquire knowledge about the mechanical stress of 
the rolls by incorporating the forming forces, prevailing forming rate, and the material composition of the 
rings. This integration enables the machine learning algorithms to gain valuable insights into the process 
factors, thereby minimizing information redundancies right from the outset. 

Acknowledgements 

Funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) – 464881255. 

275



Appendix  

Appendix 1 Results of the systematic literature review 

Le g e nd:
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pro cedure  tho ugh it is  no t the  main fo cus

✓ : Co nta ins  e lements  o f predic ting end o f 
s e rvice

● ● ○ ● ○ ●
● ● ● ○ ●
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Abstract 
For effective Continuing Vocational Education and Training (CVET), a field of reference is needed. This 
can either be established through the concept of occupation (CO) or the actual job role. The concept of 
occupation can sociologically be understood as a community of practice of specialized people with particular 
qualifications and competences and therefore perform subtasks of larger groups and communities. “Members 
of this specialized community of practice gain knowledge about work processes, how to optimize 
procedures, and develop specific tools” [1]. Occupations are defined as social forms, whose members are 
similar to each other and different from others [2]. Organizational professions are understood as bundles of 
skills. The Standing Conference of the Ministers of Education and Cultural Affairs of the Länder in the 
Federal Republic of Germany (Kultusministerkonferenz, KMK) suggests a Concept of Capacity to Act 
(CCA) which can serve as an instruction for further vocational education. It is described as the individual's 
willingness and ability to behave in professional and social situations in an appropriately thought-out and 
individually and socially responsible manner [3] The CCA comprises the components of professional, social 
and personal competence, linked by methodological, learning and communication competence. These 
competence dimensions denote a leitmotif for the professional learning activities and processes. The 
occupation serves as a frame of reference for further education and training activities in the case of the 
professional community of practice, which is based on a group of people working in the field, with identical 
or very similar training and similar experiential process knowledge. These parameters can be used as a basis 
for the instructional design of competence development. Many jobs – most commonly in the field of 
academic positions in companies and organizations –   are not defined by the CO, but by the actual job role. 
In production companies, employees who need to be addressed by the job role tend to work in fields like 
Research and Development or product design, whereas jobs that are structured by the CO can be found in 
production or logistics. People who execute a certain job role have various courses of study, professional 
experience, and competences. In contrast to jobs referring to the concept of vocation, there is no reference 
framework which can be used as a reference to design CVET. This has a direct impact on the didactics and 
instructional design, the skill and competence development in CVET. Due to the variation of knowledge and 
previous education, it is not possible in these cases to refer to a common training content. In these cases, 
CVET is not standardized in the same way as in the case of the occupations. Therefore, competence 
development goals cannot be structured in the same way. This raises the question on application of didactic 
and learning-theoretical basic categories to the conception of further training formats for this group of 
employees. However, it is still unclear if the job role as a category can be used as a frame of reference for 
CVET in a similar way as the CCA. The impact of the CCA and the job role on the learning theory and 
instructional design of CVET programs and competence development is evaluated in this article. 

Keywords 
Continuing vocational education and training; competences; occupation; job role; competence 
development 
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1. Work structured by the concept of occupation versus job roles

Working conditions, working environments and working requirements are changing more rapidly with the 
accelerated release of new technologies, as well as with cultural and societal changes. This makes CVET 
and lifelong learning essential for organizations, companies, and individuals. For CVET, a field of reference 
is essential to establish the frame of the training and define a starting point of the training. In this paper, we 
look at two different reference approaches: The CO and the concept of the job role. The core of the CO is 
the dual apprenticeship. The dual apprenticeship is a unique training system in the vocational education and 
training in the German speaking countries (Germany, Austria, Switzerland and Lichtenstein). Apprentices 
learn and practice during their apprenticeship (usually two to three years) at two different training locations: 
The company and the vocational school (VS). Training in the companies takes place three to four days a 
week, with vocational school days on one or two days. This dual system with theoretical inputs from the 
school lessons and practical learning parts in the companies, is reflected in the CO. This concept means that 
the dual education is structured by recognized training occupations and prepares for specific activities. In 
this context, occupations can be understood as communities of people who have specialized qualifications 
and competences and therefore perform subtasks of larger groups and communities. “Members of this 
specialized community of practice gain knowledge about work processes, how to optimize procedures, and 
develop specific tools [1]. In the field of production, jobs which are structured by the CO often are so-called 
blue-collar jobs. Many employees who are carrying out jobs on the shop floor are specialists with completed 
recognized training occupations. 

In contrast to the CO, the concept of the job role is defined by the job description, which outlines the 
respective assignments, functions and tasks in a certain work area. There is no defined education and training 
way into a job role, it can be performed by people with numerous backgrounds.  

Vocational education and training is strictly regulated for certain job roles and thus, occupations develop 
along the actual requirements of work. Changes of the work requirements are integrated into the training 
framework curricula of the dual apprenticeship to guarantee the innovation process within vocational 
education [4]. Thus, vocational learning is subject to continuous adaptation to labor market requirements 
and new technologies. Through vocational training, current knowledge from the work is carried directly into 
the training. The CO serves therefore as a central reference category for competence development and 
occupational communities of practice structure of the labor market and communities of practice, which 
allows identification with fields of action, work tools and a group of people [5].  

2. Occupationally and academically structured fields of work

The occupation is a central category for CVET activities that can be initiated by the group members 
themselves. It is often related to the content of the working area. Thus, it serves as a central category for the 
didactic design of CVET activities. The competence orientation and the preceding contents of the dual 
apprenticeship provide a content-related and formal framing. Additionally, a relative homogeneity of the 
learning group can be assumed due to the similar learning biographies. These determinants provide a 
framework for the didactic design and content orientation of CVET activities [5]. Regarding the learning 
trajectory the fields of work structured by occupations contrast with fields of work that are mainly structured 
by job roles, which are supplemented by – predominantly academic – training paths. As a rule, academic 
training paths are independent from work and business processes.  
Academic studies are integrated into the scientific processes of specialized disciplines. Conveying content 
in academic fields is based on a higher level of abstraction, with a focus on basic research. Basic curricula 
consist of fundamental subjects such as mathematics and the natural sciences. For example, an aspiring 
production engineer has to focus on mathematical and scientific studies before specializing on applied 
content in advanced studies. Training for the actual job role is predominantly independent from academic 
studies. Thus, design and structure of CVET is subject to other premises than jobs that are structed by the 
CO. 
In the following section, the central reference points for competence development in training occupations, 
both structured by the CO (Chapter 3) and by job roles (Chapter 4)) are described. Finally, indications for 
the design of CVET in production are contrasted and summarized (Chapter 5). 
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3. Frame of Reference Concept of Occupation

The Concept of Occupation consists of the following core aspects: 

• The Concept of the Capacity to Act (CCA, berufliche Handlungsfähigkeit),
• The community of practice
• The shared occupational and learning biography.

Below, abovementioned aspects and a discussion of their relevance to CVET are described. 

3.1 Concept of the capacity to act professionally 

The CCA allows apprentices to acquire "vocational skills, knowledge and abilities that are necessary to do 
qualified occupational work in a changing world and to acquire the necessary work experience” [6]. The 
CCA is a fixed element of the dual apprenticeship by the German Vocational Training Act 
(Berufsbildungsgesetz 2005). 
The Concept of Competence (CoC) is central to the CCA. While there are several approaches to define the 
CoC, this paper focuses on the concept of The Standing Conference of the Ministers of Education and 
Cultural Affairs of the States in the Federal Republic of Germany (KMK) as the central actor within 
vocational education and training. The CoC simply means that actions are divided into different types of 
skills and abilities to execute them. Competences can be understood as the ability to apply learning outcomes 
adequately in a defined context which may be work, education or personal areas [7]. 
CCA comprises the components of professional, social and self-competence, linked by methodological, 
learning and communication competence (KMK). 
Vocational training – with a focus on professional skills – aims to develop skills in everyday professional 
life.  
Professional competence within the KMK´s concept is defined as the “willingness and ability to solve tasks 
and problems in a goal-oriented, proper method-oriented and independent manner on the basis of 
professional knowledge and skills and to assess the result” [3] . Self-competence is “the disposition to 
clarify, think through and assess development opportunities, demands and limitations in family, work and 
public life, to develop personal talents and to formulate and develop life plans” (Federal Ministry of 
Education and Research (Bundesministerium für Bildung und Forschung, BMBF)). This includes qualities 
such as independence, critical thinking, self-confidence, reliability, and sense of responsibility. It also 
includes the development and self-determined commitment to well-thought-out ethical values. Social 
competence represents the willingness and ability to live and shape social relationships, to grasp and 
understand affections and tensions, and to engage and communicate with others rationally and responsibly. 
This includes the development of social responsibility and solidarity. 

Fig.1 BMBF Concept of Professional Competence [8] 
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Cross Cutting Competences consist of the communicative competence, the learning competence and the 
methodic as cross-cutting competences. Communicative competence is the willingness and ability to 
understand and shape communicative situations [3] This includes the ability to think critically and develop 
an own opinion, being aware of needs and intentions as well as communicating them to others in a 
understandable way. But also, the comprehension of the thoughts and needs of others is meant by the 
communicative competence.  
Learning competence is the willingness and ability to understand and evaluate information about facts and 
contexts independently and together with others. To classify information in mental structures and patterns. 
Learning competence also includes the ability and willingness to develop learning techniques like 
metacognitive strategies to observe which learning strategies work well. The application of those techniques 
on the job and beyond the job sector and to use them for lifelong learning are comprised within the learning 
competence as well. Methodological competence is a key competence that refers to the ability to use 
different methods to obtain, structure and analyze information. Methodological competence also means 
recognizing connections and deriving solutions from these structures [7]. 

Within the KMK framework CCA is described a blend of knowledge and skills. It is defined as the ability 
and willingness to work independently on professional tasks and to solve problems in a professionally 
appropriate and methodical manner – CCA includes the ability to assess the outcome and to derive patterns 
or re-evaluate workflows. A person's professional competence enables them to successfully master certain 
tasks, problems or challenges in his or her field of expertise [3]. 

Vocational actions can be fully structured and translated into training objectives, utilizing the conceptualized 
vocational action processes as defined within the CCA. In this way, requirements that arise (e.g. due to 
innovative technologies) are integrated into vocational training. This enables the restructure of training with 
content that responds to the changing work requirements in the various areas. In addition, the CCA enables 
the content to be organized and structured according to a system that emphasizes the progression of 
competence development from vocational novice to expert in professional work. Content can be organized 
by components of qualification, consisting of coherent sets of knowledge, skills and competences. A unit can 
be the smallest part of a qualification that can be assessed, transferred and, possibly, certified [7]. 
Vocational education and training provide a framework through the competence development goals, that 
represent an organizational framework for CVET. The learning content for further training can be designed 
along or complementary to the training regulations specified by the fields of action. 

3.2 Community of Practice 

The second aspect of the Concept of Professionalism, which can serve as a reference for instructional design 
for CVET, is the so-called communities of practice with their shared training and working experience. This 
leads to common ways of thinking and acting, as well as similar rituals. This enables the development of 
templates for thinking and action that can be applied in similar situations, while at the same time allowing 
for the integration of innovation. Due to the steady renewal of vocational training (see section above), as 
well as the identification with and affiliation to a vocational community of practice, the dual apprenticeship 
contributes to a high innovation potential. German small and medium-sized enterprises (SMEs) with their 
high level of training have the highest values in the EU for self-developed innovations, as well as innovations 
in sales, organization, and production (EU 2010). The strength of German industry therefore lies in the large 
number of skilled employees, who can contribute to optimized working processes and innovation through 
the CCA [9]. 

Therefore, the CCA is embedded in larger contexts than just the immediate wage-earning function. It 
connects a business and social context that cannot be reduced to the profit orientation of the employing or 
qualifying companies. Early on, this function was defined as an "inner vocation” or contribution to identity 
formation. It is based on the assumption of social tasks, which goes back to the original social division of 
labor and to which professions can still be assigned today [2]. 
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Members of a professional community resemble each other based on shared collaborative experiences that 
impact them. This causes an alignment between one another and a difference in relation to the others. “These 
considerations again make a strong point, how into the occupation-relevant knowledge and ability certain 
personality structures are embedded, here in the form of certain handling forms with itself (its personal past, 
its experiences, fears and hopes) in addition, in the form of certain argumentation styles, ways of 
understanding the world, forms of thinking and consciousness" [10]. Occupations are to be understood as 
social forms that emerge in certain regions and cultures and as subcultures of a society, "formative on those 
who enter them and those who deal with them" [2].  

This is useful when designing CVET programs: The members of the community have a similar 
understanding of their work processes and the goals of their work. They have a similar understanding of 
materials and dangers involved with their working process. For example, welder share a common experience 
related to working materials and have common knowledge about how to deal with problems that might come 
up during work processes. All of this can be presupposed by the instructor when elaborating the didactic 
design. 

3.3 Identification through training and professional biography 

Considering the community of practice and the sense of identification with the profession that comes with 
it, people have a similar training biography, which represents an additional identification factor: occupational 
and learning biography. 
The feeling of identification with the community of practice is strengthened by the fact that people working 
in these professions have similar training histories. This represents another identification factor. Both, 
structural and individual characteristics, contribute to the formation of identification with the respective 
professional field.  
With the development of CCA, a professional identity is formed. The nature of professional requirements 
and the willingness to solve and master them are essential for the development of identification with 
professional tasks. This desire forms a common basis among the learners.  
In addition, there is the socialization through the trainees’ institutions. The trainees are shaped by the same 
experience of attending both places of learning, (vocational) school and company, and learning together in 
theory and practice. They learn on practical and theoretical exams and thus develop similar learning 
heuristics. This shared influence creates a sense of identification with each other and, ideally, with the 
profession in terms of professional ethics.  
Such a sense of professional responsibility – as an expression of professional ethics as action-reflective 
knowledge – is an essential prerequisite for responsible professional action and thus for professional design 
competence  [11]. This is shared among the trainees. Ideally, ethics goes closely together with the desire to 
maintain and improve the professional environment in terms of work design [11]. On the one hand, this can 
be conducive to the design of further education formats since the learners bring their own concerns in terms 
of content and concept. Furthermore, it simplifies the didactic design of further education since a group with 
similar learning requirements can be assumed. 

The concept of competence-oriented training with practical components in the company, the community of 
practice and the shared learning biographies enable a targeted and tailor-made further training design, that 
can be strictly oriented towards the needs of the learners. 

4. Job role reference frame

In areas of production that are design and development oriented, there are many fields of activity that are 
carried out by people whose work and training are not governed by the CO, but by job descriptions or job 
roles. The lack of a CO means that employees have different, mostly more abstract qualifications. They only 
get to know the job requirements while working. Fields of activity that require academic education are 
therefore not filled with people who have had reproducible training. They often learned more abstract, non-
specific content with a strong focus on methods that can be used in various fields of application. The 
abovementioned reference points for CVET must be reconsidered at this point. In these cases, the knowledge 
and skills relevant to the activity are located differently and the training and biographies of those carrying 
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out the work differ considerably. This has a direct impact on the didactic design of learning, education and 
competence development processes in work-related CVET. In these cases, it is not possible to refer to the 
CCA, the community of practice or the common learning experiences in vocational training.  
CVET cannot be standardized in these use cases in the same way as for training professions. Therefore, other 
learning theories and basic categories must be applied to create effective training for this group of employees. 

4.1 Analysis of tasks within the job role 

To be able to conceptualize further training needs in these fields of work, the work tasks and job descriptions 
as well as the company are considered as central reference points for the didactic design of job-related further 
training. The work tasks and activities usually merge into the job role. When determining the objectives of 
the further training programs, the importance of the company is in the foreground, as the corporate strategy 
sets direction and content of the further training. In order to design the learning objectives, the current 
specific activities, i.e., the job role of the person carrying out the work, must be seized accordingly. The basis 
of this analysis can be the competence assessment and survey. This involves looking at the work tasks that 
employees in a particular job role are currently performing. These work tasks serve as an anchor for the 
development of further training activities. In contrast to the classic work and requirements analysis, it is not 
the content of the individual tasks (the "what") that is relevant, but how they can be mastered in a goal-
oriented and successful manner (the "how”) [12]. To determine the goals of continuing education activities, 
it is usually important to align them with strategic corporate goals. The analysis of a work environment with 
the modeling and design of competence building activities is described, for example, in the Competence 
Compass developed at Fraunhofer IAO. 

4.2 The Fraunhofer Competence Compass as an instrument for analyzing work tasks and the 
design of continuing training 

The Fraunhofer Competence Compass describes an approach for identifying the goals of CVET through 
strategy linkage by the identification of competences and their development of competences through training 
activities. The Fraunhofer Competence Compass can be used to identify competence needs in organizations 
[13]. It offers a systematic approach for strategic competence management with the analysis, design, and 
balancing of continuing training needs and strategic competence development as well as continuing 
education planning for organizations. 

For all stakeholders involved, such as employees and managers, it is necessary to schedule sufficient time 
for the competence needs assessment. Depending on the focus, the assessment can be carried out, for 
example, in the form of interviews, employee discussions, management discussion rounds, etc. This applies 
not only to the actual time required for the competence needs assessment, but also to the planning, 
introduction and follow-up for all stakeholders involved in the process. 

Orientation of the further training activities 
The first step is to determine the goal of the CVET. In order to design training activities in a didactically 
meaningful way, the goal of the activities must first be determined. This can be done, for example, by holding 
workshops with subject matter experts and executives to derive specific fields of action from the corporate 
strategy and to identify areas of activity that the company will need to master in the future. This is followed 
by the specification of tasks in the fields of action that the company, its departments or employees will have 
to master in the future. In an internally or externally moderated workshop with relevant representatives of 
the company, the current situation of the company can be systematically examined, and future developments 
and strategic targets can be reflected upon. Strategic learning objectives for further training can be derived 
from this. 

Competence assessment 
The competence assessment ensures that the required competences are available for all important work tasks 
in organizations and that employees are optimally qualified for current and future tasks. Therefore, the 
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second step is the systematic structuring and specification of a model considering the work context. To create 
a competence model, competence classes must first be selected according to which the competence 
requirements assessment is to be structured. A competence model includes competence classes (Which 
competences do we want to consider?), the scope of the model (A model for the whole organization or only 
for certain functions?), assessment levels or competence levels (e.g. beginner-expert) and the specification 
of competence profiles (Existing competences today? Important competences in the future?). A competence 
model also defines key terms for the organization and creates a common understanding among all 
stakeholders [14]. 

Competence Measurement 
The decision of a competence model for the fields of work for which further training activities are designed, 
is followed by the third step. The third step is to measure and assess the existing competences within the 
framework of the competence model and a competence requirement assessment. In measuring and assessing 
competences, it is necessary to answer the question of which competences exist today and at what level, and 
which competences need to be developed or acquired in the future. Methods of measuring existing 
competences are for example, self-assessment and external assessment of employees, observation of work 
processes, interviews and questionnaires, and, if necessary, further assessments. 
The measurement results in the ACTUAL competences of the employees. These ACTUAL competences can 
now be contrasted with the required TARGET competences of the strategic corporate, divisional and 
departmental goals from step 1In this way, "gaps", which contain the goals of the further training activities 
become visible. The contents of the gaps represent the contents of the CVET.   

Competence development 
This also represents the fifth step in the competence compass. This step is about the way in which 
competences can be built up and (further) developed.  
Depending on the training objective, a specific method is suitable. For example, a self-learning phase or 
trainer input may be well suited to impart knowledge. For building specific skills or developing a specific 
behavior, other methods like business simulation games, simulations, or role plays, are better choices [15]. 
The proximity or remoteness of the training to the workplace also depends on the objective of the measure 
[16]. Should the learning activities take place in the process of work in order to learn as close to the 
application as possible or are cross-situational competences addressed that are initially learned outside of an 
everyday work situation. The type and content of the build-up measure are derived from the respective 
objective. In addition, it must be determined whether the measure is more concerned with the development 
of a specific behavior or rather with the transfer of knowledge. It must also be determined which employee 
groups are to be addressed and to what extent. 

For a meaningful and targeted design for a successful implementation, a competence needs assessment 
requires clear responsibilities for the design and implementation of the activities and acceptance by all 
stakeholders. This can be achieved, for example, through planned change management.  

Competence reassessment 
The activities can be assessed in a fifth step to evaluate wether they have been successful in the sense that 
the competences have been developed or if the need to be adjusted. 

5 Conclusion 

The two approaches different core concepts of competence development show that both, the CO and work 
in the sense of the job role, can serve as a field of reference for the design of curricula and the didactic 
structure of CVET. The argumentation explicitly shows that the orientation towards occupations offers a 
more structured framework. It allows an orientation towards existing competence frameworks and 
qualifications when creating CVET offers.  

The communities of practice serve as a framework because they enable the reintegration of work changes, 
and work experiences into the curricula. Therefore, curricula are always up to date, allowing for state-of-
the-art training- and CVET. Similar learning biographies allow instructors to find familiar learning formats. 
Additionally, instructors benefit from homogeneous prior knowledge of learning methods within the group. 
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Regarding the non-occupationally organized fields of activity, it is first necessary to identify the existing 
qualifications and competences. A structure for competence development needs to be elaborated in the 
different work contexts. This provides a basis for determining which skills can be assumed. Once the skills 
have been analyzed, they can be a starting point for the didactic design of further education, like in the 
occupational fields.  

Communities of practice can be replaced by identification factors such as the product or the job family. In 
many cases, a similar learning biography cannot be assumed for activities organized by job role. During the 
academic study, it would be worth considering whether the increased emphasis on methodological 
competences, as well as the socialization processes can be treated as similarities in learning biographies. 

The two approaches to the design of continuing education and training show that both occupation and work 
in the sense of the job role can serve as a reference field for determining competences and designing 
continuing education and training. In this way, the job role or work as a reference field for continuing 
education has similar orientation factors as the occupation. In general, however, it can be stated that 
vocational education is more pre-structured, and this simplifies the didactic design of continuing education 
and training.  

Nevertheless, there are also many cases in which both, vocationally and academically trained employees, 
need to build up competences, e.g., through the introduction of a new technology. It should be noted that the 
needs of both groups must be considered to ensure successful competence development. 
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Abstract 

The proton exchange membrane fuel cell (PEM-FC) makes it possible to provide electrical energy for a wide 
range of applications without polluting emissions as a by-product. However, various challenges need to be 
overcome before widespread use of this technology is possible. In addition to optimizing its performance 
and lifetime, a key challenge is to reduce production costs. Production processes significantly affect these 
three objectives. Tighter manufacturing tolerances on the main components, membrane exchange assembly 
and bipolar plate, for example, can improve the functions above. However, manufacturing to tighter 
tolerances usually leads to higher production costs. To resolve the contradiction between ‘tight tolerances’ 
and ‘low costs’, the principle of dynamic tolerancing was developed. So far, this principle has only been 
implemented for a shaft-hub connection. The approach presented here applies the principle to the assembly 
process of a stack for a PEM-FC and shows how the channel offset within a stack can be reduced without 
increasing the requirements for individual part tolerances. 

Keywords 

Manufacturing technology; Assembly process; Cost reduction; Manufacturing tolerances; Stack assembly 

1. Introduction

Fuel cells are becoming increasingly important as a source of energy. They convert chemical energy, 
provided in the form of fuel and an oxidant, into electrical energy. The fuel cell technology discussed in this 
paper is the polymer electrolyte membrane (PEM) fuel cell, which runs on hydrogen. It is the most common 
type. Compared to other fuel cells, the PEM fuel cell offers high (electrical) efficiency, low reaction 
temperatures, good quick-start capability, availability and handling of the fuel, and a high level of 
technological maturity [1]. 

1.1 Research issue 

An essential criterion for the suitability of fuel cells for mass production, besides available infrastructure [2] 
and acceptance [3], is cost. It includes not only fuel costs but also the costs of producing the fuel cell. The 
manufacturing costs of fuel cells are currently higher than those of combustion engines of the same size. The 
largest share of manufacturing costs is attributed to the assembly of the fuel cell stacks, in particular for 
composing the bipolar plates (BPP) and membrane exchange assemblies (MEA) [4]. As some of this work 
still needs to be done manually, it represents a quality- and time-critical bottleneck in production [5]. The 
long-term goal is to further develop the production processes to allow for automatic mass production of the 
fuel cell and thus reduce production costs [6] and improve quality. A major influence on the quality of the 
fuel cell stack is geometry [2]. For constant and consistent functionality, the geometries must be 
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manufactured reproducibly within narrow tolerance limits. This can be achieved by very tight tolerances on 
the individual components and by high accuracy of the systems involved in the process. Both measures lead 
to higher manufacturing costs, which contradicts the goal of reducing production costs. 

1.2 Objectives and tasks 

Lorenzoni was able to resolve the contradiction of high quality vs. larger tolerances with his approach of 
dynamic tolerancing using a shaft-hub connection (Lorenzoni et al., 2019). Since a fuel cell stack is different 
from a shaft-hub connection, this paper aims to examine a possible application of dynamic tolerancing and 
to develop it further, if possible. Therefore, the paper addresses the following issues: Section 2 of the paper 
presents the necessary fundamentals. These are, in overview, the PEM-FC, the fuel cell stack including the 
manufacturing process, the geometric quantities relevant to quality, and Lorenzoni's dynamic tolerancing 
approach. Section 3 presents the developed approach. Section 4 gives a short summary and an outlook on 
further objectives for research on this topic. 

2. State of the Art

The following gives an overview of the functionality and structure of a PEM-FC. It explains the stack and 
points out where applying dynamic tolerancing offers potential. Then, the most important geometric 
parameters influencing the characteristics of a PEM-FC are mentioned, and the approach of dynamic 
tolerancing is presented. 

2.1 PEM-FC 

As mentioned above, PEM-FC converts the chemical energy of hydrogen into electrical energy by adding 
an oxidizing agent. The essential components are two electrodes separated by two gas diffusion layers, two 
catalysts, and a semi-permeable membrane. The two electrodes, anode and cathode, are bipolar plates in the 
PEM-FC. On the anode side, hydrogen oxidizes to cations. On the cathode side, oxygen reduces to anions 
as an oxidant and can react directly with the hydrogen ions diffused through the membrane to form water 
(see Figure 1, left side). The voltage generated in this process is insufficient for most applications. Therefore, 
several cells are arranged in a stack and connected in series [3]. The bipolar plates act on one side as an 
anode for a single fuel cell and on the other side as a cathode for the next single cell of the stack. In addition, 
the gas diffusion and the catalyst layers are usually applied to the MEA. This structure is complemented by 
a current collector and an end plate at each end of the stack (see Figure 1, right side) [4]. 

Figure 1: Left: design and function of a PEM-FC 
based on [4]; above: schematic structure of a fuel cell 
stack [5] 
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The stack assembly starts with pre-assembling the lower-end plate and the lower current collector. Then, the 
MEAs and BPPs are alternately placed on the stack. After depositing the required number of MEAs and 
BPPs, the upper current collector and the upper-end plate are placed next. Guide elements are used to ensure 
the exact alignment of the individual components of the stack (see Figure 2). [9] 

Figure 2: Illustration of the stacking process [9] 

2.2 How geometrical sizes of the fuel cell stack and its components affect the target sizes of the 
PEM fuel cell 

A literature search prior to this paper identified a number of important geometric variables for fuel cell 
performance [2]. Power and lifetime of a fuel cell, for example, were assumed as relevant performance 
criteria. ‘Flatness of the stack’, ‘different channel depths’, ‘channel offset’, and ‘channel cross-section’ were 
identified as influencing geometric variables [10,7,6,8,9]. The focus of this paper will be on the ‘channel 
offset’: In a stack, opposite BPPs are arranged mirroring each other. The aim is to achieve an exact match of 
the opposing flow fields so that the individual channels of the two flow fields coincide. If they do not 
coincide, this is referred to as a channel offset (see Figure 3). Aichele shows that this misalignment affects 
various functions of a PEM-FC and reduces the performance and lifetime of a PEM-FC [2]. The 
misalignment is production-related and can have the following causes: 

• Variations in the spacing of the channels (absolute and with respect to parallelism) of the BPP during
primary forming and welding of the plates [11]

• Varied position of the flow field to the reference points of the stack, depending on how the individual
BPP is cut from the coil [12]

• Varied stacking positions in assembly due to inaccuracies of the robots and fixtures used [13]
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Figure 3: Schematic representation of two superimposed BPPs with channel offset based on [14] 

2.3 Dynamic Tolerancing 

The dynamic tolerancing methodology involves manufacturing two components of a fit function in sequence 
and logistically combining them in an assembly. In the first step, the first component of the assembly is 
manufactured. In the next step, the geometric size required for the fit function is measured and documented. 
The target value of the geometric size of the second component relevant to the fit function is calculated based 
on the actual value of the first component. The second component is then manufactured to these 
specifications (see Figure 4). The matched components are then assembled. The advantage of this method is 
that it eliminates the need to divide the tolerance field available for manufacturing between two components. 
Instead, it can be used either for manufacturing processes with lower tolerance requirements, thus saving 
costs. Or, it can be used to achieve higher accuracy and thus higher quality of the fit function for the same 
manufacturing cost. [15,16] 

Figure 4: Basic approach of dynamic tolerancing [16] 
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3. Approach

A straightforward application of the dynamic tolerance approach described in Section 2.3 to channel 
misalignment in a fuel cell stack is not practical. In the case of hydroformed BPP, it is not possible to adjust 
the channels without significantly increasing the cost. Therefore, the dynamic tolerance approach must be 
applied in a different way. The first part of this chapter develops a basic scheme for doing this. The second 
section provides further details, including an example calculation. Section 3 integrates the concept into the 
overall stack assembly process. 

3.1 Transfer of the basic idea 

Although in a different manner, the basic idea of dynamic tolerancing can also be applied to stack assembly. 
Dynamic tolerancing consists of three building blocks: Information, criteria, and options. Information 
represents the actual value of the first component. Criteria is the fitting function to be fulfilled. Together, 
information and criteria are used to derive the options, i.e., the target dimension, including the tolerances for 
the second component that still needs to be produced. 

To apply this concept to the stacking process, we also need information, criteria, and options but in a different 
sequence: Information indicates the actual values of the geometric quantities of the BPP to be stacked. 
Instead of criteria, options come first, implying alternative stacking options. With actual values and  
alternative stacking options, it is possible now to check how the criterion can best be fulfilled for a BPP to 
be joined. To create alternative stacking options, several stacks can be stacked in parallel in the process. On 
the other hand, a point-symmetrical design enables an additional stacking option rotated by 180°. Assuming 
that two stacks are stacked in parallel and a point-symmetrical design is present, four stacking options are 
available (see Figure 5). 

Figure 5: Placement options for the next BPP to be placed. The numbers in the corners indicate the orientation of the 
respective BPP. 
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3.2 Marginal conditions and sample calculation 

For the further detailing of the approach the following marginal conditions have to be considered: 

1. With regard to the causes of channel misalignment to be considered (see section 2.2):
o Due to the tool-bound process of hydroforming in the production of the BPP, the variances

in the distances between the channels (absolute and with regard to parallelism) are minimal
and thus negligible [17].

o The channel offset caused by inaccuracies of the robots and fixtures used, only arise during
assembly. The approach of dynamic tolerance uses dimensions that arise before assembly.

It follows that only the varying position of the flow field in relation to the reference points of the 
stack can be considered in the dynamic tolerance approach. 

2. A relevant deviation of the flow field occurs only in the x-direction, since this can be caused by the
cutting process. No offset is to be expected in the y-direction, since this is only influenced during
hydroforming and, as mentioned, this is a dimensionally stable process.

3. The joining edges for the stack are two outer edges: one each in x- and y-direction (see Figure 6).
4. From 2. + 3. follows: The possible deviation from the position of the flow fields can be represented

by the dimensions dx1 and dx2 between the joining edge and the flow field (see Figure 6).
5. The nominal distance dx is 50.00 mm and its tolerance is ±0.125 mm (typically for hydroforming)

[11].
6. The actual size of the dimensions is normally distributed.
7. The BPP is point-symmetric.
8. two stacks are stacked in parallel with one robot.

Figure 6: Schematic representation of the flow field on a BPP 

To obtain a result concerning the channel offset from the deviations of the flow field, it is necessary to 
determine the maximum value of dx1 and dx2 of the BPP on the stack (‘BPP Stack’) and the BPP to be 
joined (‘BPP 2’). Due to the marginal conditions shown above, the maximum value is the relevant value for 
offset of the flow fields and accordingly for the channel offset in the stack. The maximum values of the BPP 
to be joined and the BPP on the stack must then be subtracted from each other (see formula 1). If a point-
symmetric BPP additionally allows for a 180° rotated placement, dx3 and dx4 of BPP 2 must be considered 
instead of dx1 and dx2. Then, the resulting channel offset is calculated according to formula 2. If the desired 
overlap of the flow field is as high as possible, i.e., there is a very low channel offset, the difference is as 
close to 0 as possible. To create an optimal channel offset with several delivery options, the minimum 
difference must be selected (see Formula 3). 
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𝐶𝑂𝐵𝑃𝑃2−𝐵𝑃𝑃 𝑆𝑡𝑎𝑐𝑘 = 𝑚𝑎𝑥(𝑑𝑥1𝐵𝑃𝑃 2; 𝑑𝑥2𝐵𝑃𝑃 2) − 𝑚𝑎𝑥(𝑑𝑥1𝐵𝑃𝑃 𝑆𝑡𝑎𝑐𝑘; 𝑑𝑥2𝐵𝑃𝑃 𝑆𝑡𝑎𝑐𝑘)  (1)

𝐶𝑂𝐵𝑃𝑃2−𝐵𝑃𝑃 𝑆𝑡𝑎𝑐𝑘 = 𝑚𝑎𝑥(𝑑𝑥3𝐵𝑃𝑃 2; 𝑑𝑥4𝐵𝑃𝑃 2) − 𝑚𝑎𝑥(𝑑𝑥1𝐵𝑃𝑃 𝑆𝑡𝑎𝑐𝑘;  𝑑𝑥2𝐵𝑃𝑃 𝑆𝑡𝑎𝑐𝑘) (2)

𝑚𝑖𝑛(|𝐶𝑂𝑂𝑝𝑡𝑖𝑜𝑛1|; |𝐶𝑂𝑂𝑝𝑡𝑖𝑜𝑛2|; |𝐶𝑂𝑂𝑝𝑡𝑖𝑜𝑛3|; … )       (3)

An example calculation illustrates the approach presented below. According to Figure 6, there are four 
stacking options: Positioning on stacks 1 and 2, each at 0° and 180°. BPP 1 is on stack 1, and BPP 2 is on 
stack 2 in the 0° position. BPP 3 is now to be joined with as little channel offset as possible. The necessary 
dimensions are found in Table 1. These are used for calculating the channel offset for each stacking option 
(see Table 2). The best option for this example is to select tray option 4. BPP 3 should therefore be added to 
stack 2 and rotated by 180°. It allows for achieving a flow field offset of 0.01 mm. This is a 66% improvement 
compared to stacking options 2 and 3 and an 80% improvement on stacking option 1. 

Table 1: Relevant values of the BPPs 

BPP dx1 [mm] dx2 [mm] dx3 [mm] dx4 [mm] 

1 50,05 50,02 49,97 49,95 

2 50,02 50,03 50,01 49,97 

3 50,00 49,98 50,02 49,95 

Table 2: Example calculation for an optimized channel offset 

Stacking 
option 

description 𝑚𝑎𝑥 (𝑑𝑥1𝐵𝑃𝑃 𝑆𝑡𝑎𝑐𝑘;
 𝑑𝑥2𝐵𝑃𝑃 𝑆𝑡𝑎𝑐𝑘

) 𝑚𝑎𝑥 (𝑑𝑥1𝐵𝑃𝑃 3;
𝑑𝑥2𝐵𝑃𝑃 3

) 𝑚𝑎𝑥 (𝑑𝑥3𝐵𝑃𝑃 3;
𝑑𝑥4𝐵𝑃𝑃 3

) CO 

1 BPP 1;     0° BPP3 50,05 50,00 not relevant 0,05 

2 BPP 1; 180° BPP3 50,05 not relevant 50,02 0,03 

3 BPP 2;     0° BPP3 50,03 50,00 not relevant 0,03 

4 BPP 2; 180° BPP3 50,03 not relevant 50,02 0,01 

3.3 Integration into the stack assembly 

The basic applicability of dynamic tolerancing has been demonstrated in sections 3.1 and 3.2. However, the 
successful integration of a stack into the assembly process with a robot requires further steps. For this 
purpose, the stack assembly process presented in section 2.1 is applied. For stacks 1 and 2, pre-assembly of 
the bottom end plate and the bottom current collector is performed first, followed by the placement of one 
BPP per stack. This is where the dynamic tolerance approach from section 3.2 comes in. The relevant 
dimensions of the already placed BPP are recorded and stored. The next BPP to be placed is measured and 
the measurement data is stored. The recorded data can now be used to calculate and realize the optimal 
placement position according to section 3.2. Depending on the selected position, new measurements must 
be stored for Stack 1 or Stack 2 and an MEA must be placed on it. The process must be repeated until the 
required number of BPPs and MEAs are placed on a stack. Finally, the top current collector and top end 
plate are added to the stack, closed, and removed from the assembly area by the robot. The process begins 
again at the location of the ejected stack (see Figure 7). 
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Figure 7: Sequence in a stack assembly with integration of the dynamic tolerancing approach 

4. Conclusion

The presented approach demonstrated that applying and implementing the dynamic tolerance approach for 
the channel offset in stack assembly is possible. The exemplary calculation for joining two BPPs 
significantly improved the channel offset. However, in order to improve not only the channel offset, but also 
the characteristics of a fuel cell, more research is needed. For example, the extent to which performance and 
lifetime are improved by reducing tolerances needs to be demonstrated. It is also important to note that the 
dynamic tolerance approach does not only improve the channel offset. Other geometric quantities are the 
geometric variables of channel depth, cross-section, and flatness (mentioned in section 2.2). The parallel 
application to several quantities may require the development of a meta-model. This would enable the 
assembly of the best possible stacks, taking into account the individual approaches.  
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Abstract 

With the development of publicly accessible broker systems within the last decade, the complexity of data-
driven ecosystems is expected to become manageable for self-managed digitalisation. Having identified 
event-driven IT-architectures as a suitable solution for the architectural requirements of Industry 4.0, the 
producing industry is now offered a relevant alternative to prominent third-party ecosystems. Although the 
technical components are readily available, the realisation of an event-driven IT-architecture in production 
is often hindered by a lack of reference projects, and hence uncertainty about its success and risks. The 
research institute FIR and IT-expert synyx are thus developing an event-driven IT-architecture in the Center 
Smart Logistics’ producing factory, which is designed to be a multi-agent testbed for members of the cluster. 
With the experience gained in industrial projects, a target IT-architecture was conceptualised that proposes 
a solution for a self-managed data-ecosystem based on open-source technologies. With the iterative 
integration of factory-relevant Industry 4.0 use cases, the target is continuously realised and validated. The 
paper presents the developed solution for a self-managed event-driven IT-architecture and presents the 
implications of the decisions made. Furthermore, the progress of two use cases, namely an IT-OT-integration 
and a smart product demonstrator for the research project BlueSAM, are presented to highlight the iterative 
technical implementability and merits, enabled by the architecture. 

Keywords 

Event-Driven IT-Architecture; IT-OT-Integration; Data-Ecosystem; Self-Managed; Industry 4.0 

1. Introduction

Since its conception in 2011, the term Industry 4.0 defines the digital revolution of industry and proposes a 
target vision for digitalisation activities for production environments [1]. While developments of the last 
decade have achieved the realisation and validation of Industry 4.0 use cases in both research demonstrators 
and integrations into commercial system solutions [2], the overall state of digitalisation in the industry has, 
in experience, remained poor. While the realisation of a true data-driven ecosystem, as proposed in Industry 
4.0, poses a challenge, a previous investigation proposes the perceived problems to derive from an IT-
architectural point of view and has identified event-driven IT-architectures to be a suitable fit for the 
application in and realisation of Industry 4.0 [3]. 

The adaption of event-driven architectures (EDA) as an overall IT-architecture for production addresses the 
need for a multi-agent, real-time, data-driven ecosystem while retaining a manageable complexity due to 
modularity, decentralisation, and decoupling [4,5,3]. While businesses from a broad range of branches have 
already identified event-driven IT-architectures as an efficient tool to self-manage business operations via 
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digital services in a distributed way [6,7], the adaption in industry is limited to a few prominent examples, 
mainly from the automotive industry [8–10]. In experience, the industry’s interest in such an architecture in 
production is quite high, yet only few decided to undertake such a transformation. The is mainly due to the 
uncertainty of success in the face of high initial effort; the proposed long-term benefits are undermined by 
the short-term expenditures. Furthermore, the philosophy of self-managing IT-architecture development and 
digitalisation still poses a barrier despite the existence of publicly available, powerful software solutions. 

To solve this stalemate, the decision was made to undertake such an endeavour within the research 
environment of the Cluster Smart Logistics in Aachen. The research institute FIR partnered with the IT-
expert synyx to transform the Demonstration Factory Aachen (DFA) into an event-driven smart factory. The 
factory is subject to various research entities and partners acting and developing in the production 
environment, which induces heterogenous IT-solutions with secluded data spaces and uncertain 
organisational responsibilities, resulting in an IT-landscape comparable to commercial productions. The goal 
of the transformation lies in the creation of a unified data space for enhanced data availability and for the 
DFA to regain control and independence in the management of its complex IT-landscape. To address the 
DFA’s IT-strategy in creating a self-managed data-ecosystem, a target vision was conceptualised, and its 
iterative realisation addressed along use cases, generating a tangible benefit. 

2. State of the art and design principles

The conceptualisation and realisation of a self-managed, event-driven IT-architecture intends to establish 
sustainable digital sovereignty. The aspiration for the executing parties is to reach this goal both efficiently 
and effectively, which is pursued by value-creating development increments in an agile manner and the 
utilisation of a CI/CD process for streamlining deployments. The following chapters present the principles 
of event-driven architectures, digital sovereignty, agile software development and the CI/CD process. 

2.1 Event Driven Architectures 

Event-driven architecture (EDA) describes an architecture in which components communicate 
asynchronously through the exchange of events via a middleware (= broker). Such events can be described 
as a data package communicating, for example, a state change of a component or the attainment of 
information by a service. Events consist of a payload carrying event-relevant data that is contextualised by 
specifying an action that this data has occurred in (e.g., an end of operation or a measurement). The 
transmission of events is conducted by a component publishing/producing an event in a specific topic 
(analogous to a directory) of the broker and recipients actively subscribing/consuming events by topic from 
the broker. The overall design principle of distributed systems entails eventual consistency (possibility of 
data not being known to all systems at a single point in time) and possible loss of events that is to be dealt 
with accordingly in application design. [11–14] 

Because this architecture enables the interconnection of distributed functionality and various systemic 
domains, event-driven architectures have historically evolved from a central design principle for operating 
system to a backbone for complex software solutions [11]. With the availability of industrially proven open-
source broker software, like Apache Kafka, this design principle can now be extrapolated to the scale of 
corporate data-driven IT-architectures, to interconnect business domains in a manageable decoupled manner. 

2.2 Digital Sovereignty 

Digital sovereignty describes the extensive control of a company over its own data. This logically 
extrapolates towards control over the software and hardware that process such data, and ultimately implies 
complete control of their value chain. This provides valuable insights into mission critical business processes 
or can reveal indicators on how to execute them more reliably or efficiently. Digital sovereignty thus can 
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support making the right business decisions towards business evolution, growth, or expansion into new 
markets. [15] 

To achieve digital sovereignty, a transformation, or digital evolution, of a company is necessary. Digital 
processes are not a simple replacement for existing ones, but become the essence of the value chain, and 
thus move in the centre of the organisation [16,17]. Thus, Conway's Law [18] applies: The organisational 
structure of a company is necessarily reflected in any digital design. This relation is isomorphic, and thus 
the companies’ organisational structure and digital value chain are interdependently related [19]. Adoption 
of modern software development methodologies are the means to facilitate this evolution. This includes agile 
methodologies borrowed from e.g. DevOps to streamline teams around a common vision. EDA as an 
architecture style can help uncover communication flows in the company, between departments or parts of 
a facility. These can then be analysed with modern sociological approaches e.g. Luhmann's system theory 
[20], and the complex interplay of requirements engineering and recent trends in modern software 
development be combined and tackled. 

2.3 Agility and agile software development 

Agile software development has become the state-of-the-art methodology of modern software development. 
Since the publication of the agile manifesto in 2001 [21], methodologies like SCRUM, Kanban or Extreme 
Programming have become the de-facto standard in professional software development. Agile focusses on 
customer satisfaction with working software as the highest goal and accepts that the world is permanently 
unpredictably changing requirements. This is tackled by continuously learning, and results in development 
employing frequent increments, inspect and adapt patterns, fail fast philosophy, and short feedback cycles. 
Techniques from domain-driven design (DDD) [22] experience increased awareness as integration into agile 
software development processes (elaborated in appendix). These techniques are event-centred and focus on 
communication flows, thus comply with EDA naturally. 

Ultimately, agile is a characteristic of an organisation's vision and mindset, not it’s IT department. Agile 
organisations are more viable in free markets by the ability to adopt to everchanging environments and 
regulations [16]. In experience, agility is not a buyable off-the-shelf tool for incorporating or outsourcing 
software development but needs cross-functional software teams to be embedded in agile organisations (or 
projects). Often, this means to introduce a new mindset in an organisation and comes along with the 
complexity of change management and associated challenges. If not addressed properly, the boundaries 
between the agile (software) development teams and rigid organisation structures become bottlenecks for 
communication flows and prevent efficient decision-making processes, as stated, again, by Conway’s law. 

2.4 CI/CD – Continuous integration and development/deployment 

In Experience, modern software systems are subject to frequent changes that need to be releasable into 
production on a regular basis on short time scales, in case of mission-critical bugs within hours or even 
minutes. To have control and knowledge about the components that run in production, proper versioning of 
every software service is inevitable. Versioning systems like git are widely used in combination with 
integrated platforms like GitLab or GitHub that provide DevOps methodologies. These systems offer 
mechanisms for automating the release process of software into test, staging and production environments 
and, at the same time, ensure compliance with defined quality standards. 

Preferably, this is an automated process that deploys the new (or any other stable wanted) version into 
production environments: continuous integration and development/deployment (CI/CD). At best, every 
successfully implemented feature (i.e., feature that passes the quality gate) triggers an automated 
deployment. That way, software development teams can release features into production several times per 
day. High deployment cycles (at least to test and staging environments) and short lead time for changes are 
valuable, as they enforce high quality software and keep the teams trained, thus increasing confidence and 
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reducing cognitive load [17]. Automated CI/CD pipelines in general serve several purposes which are further 
discussed in the appendix. 

3. Proposed solution

The implementation of an event-driven IT-architecture in a production environment is not to be understood 
as a general solution to Industry 4.0 use cases. The selection of an IT-architecture is a strategic decision that 
must match the requirements and prospects of the concerned company [3]. The applicability of EDA for the 
Demonstration Factory Aachen (DFA) was identified as a solution to address the challenges specific to the 
situation of multiple stakeholders acting in one factory (refer details in appendix). With the decision of EDA 
to be the central design principle for the DFA, the IT-architecture was then specified along the by experience 
relevant architecture dimensions technology, organisation, data, and applications. 

3.1 Technology Dimension 

The foundation of an event-driven architecture is a central entity accepting and making contextualised data 
packages available [11]. In the scope of an IT-architecture, such a central entity is often implemented using 
a message broker to integrate all components within the network. From experience gathered in industry 
projects, the realms of IT (e.g., IT-Systems, Applications) and OT (e.g., PLCs, machines, sensors) have 
different demands towards the central connectivity: IT-systems conventionally expect data persistence as in 
query-able master records, OT puts more demands on real-time availability. Consequentially, the allocation 
of two dedicated interconnected brokers is proposed, providing technologies that complement and serve IT 
and OT separately. The developed technical IT-architectural is visualised in Figure 1. 

Figure 1: IT-Architectural overview of the EDA concept for the Demonstration Factory Aachen 

Regarding limited resources in the transformation process and retaining an overall independence in the 
DFA’s research environment, the choice of broker systems focuses on publicly available open-source 
solutions. The chosen technologies are Apache Kafka and Eclipse Mosquitto. Kafka offers valuable 
scalability and persistence capabilities for IT on top of the TCP based Kafka messaging protocol. Mosquitto 
is based on the IoT standard protocol MQTT and provides real-time and lightweight interconnectivity for 
OT. Even though the industry standard OPC-UA does offer plug-ins to support publish/subscribe patterns, 
the decision was made to focus on MQTT, due to its reduced complexity, broader support for IoT-sensors 
and the enhanced flexibility to individually structure event on different abstraction levels (for e.g. custom 
services) [23]. Ultimately, OPC-UA natively employs 1:1 data-querying, which in the context of DFA both 
risks maintainability and does not inherently fulfil the contextualisation of data in events. Prospectively, a 
more production-robust OT-solution will be evaluated with commercial products that offer convenience 
functionality for integration (including OPC-UA endpoints). IT- and OT-endpoints that do not natively 
connect to the brokers, will be integrated via a dedicated service and eventually a technical solution for 
physical endpoints. The broker software is planned to be deployed on-premise on dedicated servers within 
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the network of the DFA, accessible for all relevant resources. The deployment of the broker software and 
subsequently developed services that interface network-components or implement specific logic, is handled 
via CI/CD, using a locally maintained Gitlab instance and a docker container runtime. 

3.2 Organisation Dimension 

From an organisational point of view, the main challenge lies in combining various demands regarding 
functionality and available datapoints into a single consistent model and governing adherence, which is 
required for the functioning of distributed systems [12]. To align demands in the central data structures and 
corresponding responsibilities, the architectural orchestration is proposed as a change management process. 
Any request for change regarding data access and the centralised data model is funnelled through designated 
architects, who align them with the architectural vision and derive specific measures. These measures are 
communicated to the corresponding owners that are then responsible for implementation. From a technical 
perspective, each endpoint is required to manage its own connector to the broker, if not already defined 
within the standard stack of interfaces provided by central organisation. Adherence to correct usage of 
devised models will be governed with access control and schema validation. The management of services, 
interfacing endpoints and implementing specific logic components is handled via CI/CD that serve as a 
quality gate for the software and ultimately install deployable artifacts into production environments. 

3.3 Data Dimension 

Managing distributed systems in a centralised data space requires the definition of a standardised data model, 
to be adhered to by contributing components [12]. The overlying philosophy is defined to be “finding data 
instead of searching for data”. This philosophy is expected to harmonise with the nature of EDA to 
contextualise data by specifying the context in a topic that the event is published within. The data dimension 
of the architecture focuses on designing a coherent structure for the topics that allows a user to find data by 
matching its context against the literal topic. Furthermore, the data dimension specifies top level segments 
designated for production, development and third parties, to structurally decouple these domains and allow 
for an effective management of authorisation. 

Hence, the top level of the topic tree defines the domains dfa (DFA, as the main productive domain), dev 
(development) and ext (external) – the domain fir was later added for production unrelated research projects 
by FIR. The dev and ext branches define subtopics named after use cases and external company name, 
respectively. The dfa topic partitions subtopics into both specific and abstract business objects. For in depth 
reference, Table 1 presents an overview of the topic structure envisioned for the EDA. 

The topics define a tightly scoped context that allows for specification of strict responsibilities. The base 
topic of each business object contains general events regarding the resource; further segmentation (e.g., 
identifiers for individual orders) and specific data points (e.g., sensor data of a machine) are placed in 
individual subtopics. For potential direct interaction with a domain, a “request” subtopic is defined for topic 
necessitating such a functionality. Data schemas transported via the topics are still in development, as they 
will be defined according to the requirements of implemented use cases and hence are omitted in this paper. 
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Table 1: Topic structure within the broker based on business objects 

Business Object Topic structure Potential Owner 3F3F3F0F0F

1 Description 

OT-Device dfa.ot.<id> Respective device 
Status updates of shopfloor machines, 
sensors, or robots 

IT-System dfa.it.<id> Respective system 
Proprietary (not adhering defined model), 
but relevant data produced by IT-systems4F4F4F1F1F

2

Microservice 
(Business 

Functionality) 
dfa.svc.<id> Respective service 

Results and heartbeats of microservices 
managing logic, data transformation, and 
analysis 

Order dfa.order e.g. ERP Updates on production orders 
Operation dfa.operation e.g. MES Updates on shopfloor operations 

Transport Order dfa.transport e.g. EWM, FTS, MES Updates on intralogistics orders 
Warehouse dfa.warehouse e.g. EWM Warehouse inventory 

Product dfa.product e.g. PLM, ERP Assembly status of parts / product 

Master Record dfa.rec.<record> 
e.g. ERP, MES, EWM, 

CRM 
Persistence for e.g. material specifications, 
packaging lists, worker info or customers 

Development 
Domain 

dev.<use case> 
Respective use case / 

service 
Data space for use case specific 
developments by research entities 

External Domain ext.< name> Respective partner 
Data space for partners for integration and 
testing of individual IT and OT 

FIR Services fir.svc.<id> Analogous to dfa.svc.<id> 
FIR Devices fir.dev.<id> Analogous to dfa.ot.<id> 

3.4 Application Dimension 

The application dimension in the IT-architectural design focuses on the definition of standard applications 
and their integration into the IT-landscape. While the DFA has specific IT-systems defined for required 
functionality (e.g., an ERP), EDA does not require for a specific system to be set as a standard application. 
In fact, the architectural design allows for the expected heterogenous IT-landscape to incorporate multiple 
IT-Systems reading and writing data from and to the centralised broker. 

Nevertheless, the specific role of existing IT-Systems and general applications within the DFA’s IT-
landscape need to be defined, to manage responsibilities regarding provided data. By applying a 
contextualised data space as proposed in 3.3, the distribution of responsibilities regarding these data spaces 
can be determined and retained. Data-producing applications are bound to their respective service or business 
object in accordance with Table 1 in appendix. Prospectively, standard applications will be defined for 
developing dashboards, interfaces, and low-code / no-code logic with the aim to accelerate the utilisation of 
the architecture by new stakeholders. 

4. Implementation and validation of proposed solution

Having proposed a concept for the IT-architecture’s dimensions, the goal was set to pursue its 
implementation. Like experienced in the industry, the risk of implementing an unverified concept with a lack 
of ample resources hinders the extensive implementation at once. Hence, the advancement was decided to 
derive from actual realisable increments with a tangible benefit that iteratively pay into the overall vision of 

1 Likely candidates. Any designated service can own a topic to abstract interfacing one or even multiple IT-systems. 
2 Business-object-relevant data is either directly published to the domain-topic or handled via a topic-designated service. 
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the IT-architecture. This iterative approach suits the design of an EDA [3] and allows to consecutively add 
new requirements and adapt the choices made during the design phase in an agile manner. 

Derived from user stories in agile development, the basis for these realisable, beneficial increments are use 
cases within the environment of the Cluster Smart Logistics. Relevant use cases for and with a self-managed 
data-ecosystem were identified in discussion with stakeholders like the DFA and research entities, and in 
regard of demonstrators for active research projects. Subsequently, a roadmap was designed by breaking 
down use cases with an adequate benefit to effort ratio into sprints with a priority on creating a minimum 
viable product first. The two use cases implemented by the time of this paper are a case of machine data 
acquisition for transparency and a demonstrator for smart products further discussed in 4.2 and 4.3 
respectively. Section 4.1 first presents an overview on the current state of implementation. 

4.1 State of Implementation 

The DFA’s current EDA solution is deployed on dedicated on-site Linux servers. A single Mosquitto Broker 
(MQTT) handles both IT and OT to rationalise complexity in the early stage of development. A self-hosted 
GitLab instance is used for software version control and serves as the environment for CI/CD pipelines. 
Microservices, mainly written in Rust, interface the broker and enable the use cases functionality by 
gathering data from endpoints like machines and sensors, feeding data to endpoints like databases and 
dashboard, abstracting endpoints into digital interfaces and executing logic. 

These services are developed and maintained in a GitLab project that is CI/CD enabled and defines pipelines 
that trigger project build, test, and image creation. For now, a manual containerisation and deployment step 
is necessary to start the service into the production environment with Docker. At a later stage of the 
transformation, a container orchestration tool like Docker swarm or Kubernetes will be used to maintain the 
overall operations infrastructure, and pipelines will be extended to directly deploy into production 
environments. Such container orchestration platforms also offer means to comply with requirements to the 
availability of services, via health checks and monitoring, including automatic restarts and dynamic scaling. 

4.2 Validation: Machine data acquisition – Tracking inert gas usage for laser cutting process 

The first developed use case developed into the EDA addresses an uncertainty that the DFA faces regarding 
the consumption of inert gas for a laser cutting process. While the material processing is mainly unconcerned 
from the eventual exchange of gas containers during the process, personnel had no way to estimate the 
remaining useful levels for short term planning or estimate required volumes for specific orders. This 
impaired the scheduling of resupplies, predicting the order-specific cost and fine planning operations. The 
target was hence to achieve transparency in the inert gas usage and predictability regarding orders. 

The realisation of the use cases first focused on attaining real-time process data (unbuffered, 1 Hz – 10Hz) 
from the laser cutting machine. This was achieved by a stack of flow sensors and relay-states feeding into 
an IoT-Box0F0F0F2F2F

3, a component attached to the machine and establishing connectivity. The data was then pulled 
into the centralised broker via a dedicated microservice, continuously fetching the data from the IoT-Box 
and posting it into the machine specific topic dfa.ot.trumpflaser and respective sensor subtopics. Moreover, 
the service enriched the forwarded data by determining the operation state of the machine into a predefined, 
factory-wide data format. To achieve the first benefit the data was then written into a time-series database 
via a dedicated second microservice, to allow the implementation of a simple Grafana dashboard for the end 
users. Thus, workers were able to match the usage of gas to the periods of corresponding operations and 
ultimately the consumption of inert gas per type of operation. To automate the matching of process to order 
data, a microservice similar to the connection of the OT device will then interface the ERP’s API and post 
current order data into the topic dfa.order with subtopics specifying the order id. This data will both serve 

3 Based on an HPE Edgeline EL300 with OT Link 
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to generate a workers’ dashboard of active order (that is required in another use case) and feed into a 
microservice mapping the integrated consumptions to produce estimates per known type of order. 

The realisation of this use case allows to validate certain assumptions made with the pursuit of an EDA in a 
production environment. The integration of the laser cutting machine via an IoT-Box showed that the 
architecture is robust against various types of endpoints in context of specific protocols and formats or it 
being a server or a client. By the utilisation of a dedicated microservice the integration did not need to rely 
on the machine proactively posting its data but could remain a passive endpoint. Furthermore, the 
architecture provided excellent availability and usability of the machine data, without the necessity of 
gateway systems like MES or third-party platforms. At last, the scope of the deployed microservices were 
precise, which allowed for a clear identification of responsibility and introduction of changes along the 
development process. Yet, as stated in 2.2, the implementation required direct confrontation with technical 
challenges and hence expertise in the technical solution design and development of software-components. 

4.3 Validation: Demonstrator for research project BlueSAM – Realisation of a smart product 

The second use case substantiated itself in the planned demonstrator for the publicly funded research project 
BlueSAM1F1F1F3F3F

4. The research project aimed to construct Blueprints for Smart product Architecture Management 
that derive relevant IT-architectural components for the pursuit of individual use cases with the application 
of a smart product. In the project a method was developed and build into a publicly accessible webtool2F2F2F4F4F

5 
which helps users identify relevant smart product use cases and learn among others about functional 
requirements a respective IT-architecture must fulfil. As part of the research project, the method was tested 
with a digitalised espresso machine (specified as DE1) as an exemplary smart product to (analogously) 
demonstrate digital use cases on handcraft with industrial machines. The espresso machine already offered 
Bluetooth capabilities and a local interface for operation but needed to be upgraded to realise the envisioned 
smart product use cases of assisting the user in the operation of the machine, offering data analytic 
capabilities to the user, and upgrading the provided digital services on data-based learnings. 

Figure 2: Smart product architecture of the BlueSAM demonstrator utilising the centralised event broker 

The realisation (as illustrated in Figure 2) first focused on the digital interfacing of the machine. This was 
achieved by creating a service running on a Raspberry Pi situated at the espresso machine that both interfaces 
the machine via Bluetooth and directly communicates with the centralised broker. This way status updates 

4 IGF/CORNET no. 303 EN 
5 Webtool is available at bluesam-tool.fir.de 
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by the machine were published in the topic fir.dev.de1 (specifying dev for device instead of ot) while 
listening for direct requests to the machine on the topic fir.dev.de1.request. The demonstrator required the 
integration of two more devices handled likewise by the Raspberry Pi, namely an USB NFC sensor for user 
identification (fir.dev.de1-nfc) and a Bluetooth weighing scale for the espresso making process interface 
(fir.dev.decentscale). Three further digital services required for full operation were then iteratively added 
and incorporated into the EDA and deployed on an on-premise server: A service to supervise the espresso 
extraction process and command the DE1-machine to stop on a specific weight (fir.svc.decentbarista); a 
service to interface a remote Neo4J database to store and provide process and configuration data 
(fir.svc.decentpersistence); and a user application to provide a web-application as an user interface to a tablet 
mounted on the machine (fir.svc.decentapp). All services were designed to strictly interact only via the 
broker, reacting to event data and if necessary, placing requests into each other’s topics. 

The resulting demonstrator was not only capable of realising all use cases envisioned within the research 
project BlueSAM, but with EDA also offered further non-functional benefits. The services could be adapted 
independently and deployed anywhere without the need for reconfiguration of the entire system. This not 
only benefitted the role of the demonstrator to represent a smart product that is situated in the field and is 
hence mobile. It also allowed for multiple instances of user application to be accessed and used remotely for 
testing and demonstrating vendor-supervision with each instance receiving live data from the machine. The 
incorporated responsive design induced by the EDA also deemed to be essential during error fixing. 
Anecdotally, the remote database crashed in the week of project conclusion and demonstration. Even though 
the functionality of saving and loading process and configuration data was thus lost, the application and 
machine control did not seize to respond correctly to the otherwise usual operation. Furthermore, the 
database functionality was then easily and fully restored by setting up a new local database from a backup 
and linking the responsible decentpersistence service to the new database endpoint. Whereas in conventional 
software/application design a reconfiguration of any service using the database would have been necessary, 
the decoupled design induced by EDA reduced the outage and maintenance to a precise and limited scope. 

5. Conclusion and Outlook

The introduction of EDA in the production environment of the DFA and its surrounding research 
environment was conducted along the implementation of two use cases as an iterative increment towards the 
proposed architecture target. In the scope of the use cases the EDA was an effective tool to precisely scope 
the development of new components within the network and achieve high data availability. With adherence 
to the design principles of EDA, the developed solutions offered good decoupling and hence robustness in 
the case of errors. As the achieved state of realisation for now only focuses on two use cases in a small 
development team, the effectiveness of multiple top level domain design (dfa, dev, ext, fir), of the 
architectural governance via the change management process and the overall management of authorisation 
in the broad data space could not yet be validated. 

For now, the overall applicability of EDA regarding the DFA is perceived as good. The diverse environment 
at the Cluster Smart Logistics offers availability of expertise for technical enquiries, software development, 
IT infrastructure and process knowledge, which proof to be of great value in the self-managed development 
of a data ecosystem. Even in its infancy the project has gained prominence and broad interest within the 
Cluster, which stems from the promise of high data availability and the reactive, real-time design. 

The overall applicability in the context of other production depends both on the heterogenous nature of the 
environment and the willingness to develop and self-manage such an ecosystem. From experience even small 
factories offer enough complexity due to organisational divisions, which fulfil the heterogeneity of interest 
in the scope of a shared data set. The willingness itself is dependent on the individual IT-strategy of a 

308



company. A pursuit of event-driven IT-architecture is not advisable if the IT-strategy does not include own 
digital expertise and organisational adaptability or a third-party market solution in its standard does suffice. 

The continuation of the project will focus on the concurrent iterative addition of use cases into the EDA of 
the DFA. The current roadmap includes the integration of order data via a microservice interfacing the ERP, 
the creation of worker terminals for active orders and the implementation of external data spaces with use 
cases from external partners of the Cluster’s Center Connected Industry CCI and Center Integrated Business 
Application CIBA. 
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Appendix 

Addition on 2.2 Digital Sovereignty: Technical dimension on digital sovereignty 

When it comes to technical solutions to achieve digital sovereignty, operation of the IT solutions must be 
thoroughly considered. Usually, different parts of a complex (naturally distributed) ecosystems have 
different requirements to availability, resilience, and fault tolerance. Thus, these components can, in 
principle, be operated, with different SLAs. By buying or outsourcing crucial components of the digital 
infrastructure, full data sovereignty must be secured in the operations by contracts. The danger of 
disadvantageous vendor lock-in and reliability on third parties resides. Open-source solutions and on-
premise operations are a way out to achieve complete control but come with the cost to secure the knowledge 
and work power in the organisation to guarantee stable operations and demanded SLAs. 

Addition on 2.3 Agility and agile software development: Domain driven design (DDD) 

DDD centres the development around a model and language common to developers and domain experts, 
strengthening the cross-functional character of and incorporating communication into the development 
process [24]. With DDD collaborative modelling techniques arose like domain-story telling [25] or event 
storming [26]. These incorporate sociological/sociotechnical and psychological research [27–29] and bring 
together different stakeholder groups to make the most of shared knowledge. 

Addition on 2.4 CI/CD – Continuous integration and development/deployment: Software Development 
process 

Following the agile philosophy, software is developed in short iterations, each delivering small, valuable 
increments, developed on small, short-lived feature branches within the version control system. These 
branches are merged into one common main branch that always needs to be stable and releasable (in the 
current as well as in all former versions). During the software development process, developers ensure that 
the software meets certain functional requirements by writing and maintaining sets of tests that describe 
aspired quality standards. Successful tests serve as the quality gate and are integrated in the development 
process via test-driven or behaviour-driven development to ensure correctness of both, technical and 
business-behaviour of the service, at best always including stakeholders in the process. So-called pipelines 
run these tests automatically before merging a new feature into the stable main branch. Once the pipeline 
succeeds, the new version of the software can be released into production. 

Addition on 2.4 CI/CD – Continuous integration and development/deployment: Automated Pipelines 
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Automated Pipeline enforce documented and repeatable processes, decrease error rates and shorten mean 
time to restore by automating rollbacks (i.e., deployments of known stable versions). Failures in a pipeline 
prevent faulty versions to be rolled into production, and thus enable fast feedback cycles by braking builds. 
This enables highly endorsed continuous learning processes [30]. The term ‘DevOps’ is often used for this 
set of methodologies. From the DevOps culture and DevOps topologies ultimately Team Topologies arose 
[17], ideas on how to streamline development teams along the value chain to enable for fast development, 
improvement of production software and maintenance of the software development and production 
infrastructure. Agility and adoption of a DevOps mindsets need to be embedded in the core of an 
organisations value chain to make it efficiently work. Again, Conway’s law applies - digitalisation at full 
scale that aims to achieve digital sovereignty, demands a structure that is fully organised around their digital 
value chain. 

Addition on 3 Proposed solution: Information on the Demonstration Factory Aachen (DFA) 

The DFA represents the practical test ground within the Cluster Smart Logistics in Aachen. While being an 
independent organisation executing individual production to order, it offers capabilities to develop, test and 
demonstrate applications and technologies related to Industry 4.0 within a genuine production environment. 
Stakeholders of such demonstrators are research entities at the cluster as well as partners using the 
environment for individual development. Over time, this environment has evolved into a heterogenous IT-
landscape with numerous isolated solutions that are organisationally, and hence functionally, unrelated. To 
centrally organise the development of solutions within the DFA, and to allow for implemented solutions to 
build on each other regardless of their owner, the introduction of an IT-architecture that focuses on digital 
sovereignty for the DFA as the de facto central entity was deemed necessary. Having a broad spectrum of 
capabilities available at the Cluster, the self-reliant technical conventionalisation and implementation of 
digital solutions does not present an obstacle. EDA offers a suitable solution to manage multiple stakeholders 
acting within a data ecosystem with heterogenous solutions, by abstracting interfaces into a centralised, 
collaborative dataspace to reduce organisational and technical dependencies [3]. 

References 

[1] Kagermann, H., Lukas, W.-D., Wahlster, W., 2011. Industrie 4.0: Mit dem Internet der Dinge: auf dem Weg zur
4. industriellen Revolution. VDI Nachrichten (13), 2.

[2] BMWK, 2022. Mittelstand Digital - Demonstrationsorte. https://www.mittelstand-
digital.de/MD/Navigation/DE/Praxis/Demonstrationsorte/demonstrationsorte.html. Accessed 15 December
2022.

[3] Kremer, S., Konrad, L., Stroh, M.-F., Schuh, G., 2023. Event-driven IT-architectures as enabler for Industry 4.0.
Hannover : publish-Ing.

[4] Duggan, D., 2012. Enterprise software architecture and design: Entities, services, and resources. Wiley, Hoboken,
N.J., 482 pp.

[5] Jahn, U., 2021. Verteilte Systemarchitektur für mobile Roboter. Dissertation, Bielefeld.

[6] Confluent Inc., 2020. Event-Streaming als Herzstück der Industrie 4.0: Whitepaper, 12 pp.
https://assets.confluent.io/m/119f24bff45a5865/original/20201231-WP-
Event_Streaming_at_the_Core_of_Industry_4-0-DE.pdf. Accessed 28 January 2022.

[7] English, J., 2019. Event Mesh: Event-driven Architecture (EDA) for the Realtime Enterprise, online, 10 pp.
https://solace.com/resources/stream/wp-download-intellyx-eda-for-real-time-enterprise-
nov19?utm_source=Email&utm_medium=Direct&utm_campaign=EDA-Nurture&utm_content=Intellyx-EDA-
Paper&mkt_tok=MDcyLUNCSS05MjUAAAGCfiI5xBZdldMPBNgIGuxRDD9sKOol08MCnX0bnaz6Zw8rEs
VRThL1qpeA39ADgNNvUtLghxGoTj27yUvAjuK-LHm_ca0NPASoRn1Q0CnluZE. Accessed 9 February
2022.

310



[8] Confluent, Inc., 2022. Confluent-Kunden: Echtzeit-Event-Streaming für alle Branchen | DE.
https://www.confluent.io/de-de/customers/. Accessed 31 January 2022.

[9] Kai Waehner, 2021. Real-World Deployments of Kafka in the Automotive Industry - Kai Waehner.
https://www.kai-waehner.de/blog/2021/07/19/kafka-automotive-industry-use-cases-examples-bmw-porsche-
tesla-audi-connected-cars-industrial-iot-manufacturing-customer-360-mobility-services/. Accessed 28 January
2022.

[10] Solace, 2022. PubSub+ Customer Success Stories - Solace: Powered by Solace - From startups to the world’s
largest companies. https://solace.com/company/customers/. Accessed 31 January 2022.

[11] Bruns, R., Dunkel, J., 2010. Event-driven architecture: Softwarearchitektur für ereignisgesteuerte
Geschäftsprozesse. Springer, Berlin, 241 pp.

[12] Hastbacka, D., Kannisto, P., Vilkko, M., 2018. Data-driven and Event-driven Integration Architecture for Plant-
wide Industrial Process Monitoring and Control, 2979–2985.

[13] Jakubowski, S., 2020. Warum Event Driven Architecture für Ihr Unternehmen sinnvoll ist.
https://newcubator.com/blog/warum-event-driven-architecture-fuer-ihr-unternehmen-sinnvoll-ist. Accessed 11
February 2022.

[14] Wipro Digital, 2020. A Guide to Enterprise Event-Driven Architecture. https://wiprodigital.com/2020/11/10/a-
guide-to-enterprise-event-driven-architecture/. Accessed 14 January 2022.

[15] Hummel, P., Braun, M., Tretter, M., Dabrock, P., 2021. Data sovereignty: A review. Big Data & Society 8 (1),
205395172098201.

[16] Forsgren, N., Humble, J., Kim, G., 2018. Accelerate: The science behind DevOps : building and scaling high
performing technology organizations. IT Revolution, Portland, Oregon, 257 pp.

[17] Skelton, M., Pais, M., 2019. Team Topologies: Organizing Business and Technology Teams for Fast Flow. IT
Revolution Press, California, 5 pp.

[18] M. E. Conway. How Do Committees Invent? 1967.

[19] Lise Hvatum, Allan Kelly, 2016. What do I think about Conway's Law now?: Conclusions of a EuroPLoP 2005
Focus Group.

[20] Mennerich, C., Meseck, F., 2020. Systemtheorie und Softwaredesign: Wie Soziologie und Softwareentwicklung
zusammenspielen können 4, 48–53.

[21] Kent Beck, 2001. The Agile Manifesto. https://agilemanifesto.org/. Accessed 29 July 2023.

[22] Evans, E., 2004. Domain-driven design: Tackling complexity in the heart of software /  Eric Evans. Addison-
Wesley, Boston, London.

[23] Biedermann, E., 2023. OPC UA versus MQTT: Gelingt der direkte Vergleich? WEKA Industrie Medien GmbH,
January 1.

[24] Vernon, V., 2013. Implementing domain-driven design. Addison-Wesley, Harlow.

[25] Hofer, S., Schwentner, H., 2022. Domain storytelling: A collaborative, visual, and agile way to build domain-
driven software. Addison-Wesley, Boston, 1 online resource.

[26] Alberto Brandolini, 2021. Introducing EventStorming: An act of Deliberate Collective Learning.
https://leanpub.com/introducing_eventstorming. Accessed 3 July 2023.

[27] Kahneman, D., 2012. Thinking, Fast and Slow. Penguin Books, London.

[28] Syed, M., 2016. Black Box Thinking: Marginal gains and the secrets of high performance, First published in
paperback ed. John Murray (Publishers), London.

[29] Taleb, N.N., 2007. The Black Swan: The impact of the highly improbable. Random House, New York. N.Y.

[30] Humble, J., Farley, D., 2011. Continuous delivery. Addison-Wesley, Boston, Mass., London.

311



Biography 

Sebastian Kremer, M.Sc. (*1994) is head of division Information-Technology-
Management and PhD candidate at the FIR e.V. at RWTH Aachen University since 
2020. As a senior project manager, Kremer executed research projects in the field of 
IT-OT-integration towards a digitally connected factory and industry projects for the 
development of modern IT-architectures for producers and logisticians in Germany. 

Dr.-Ing., Dipl-Inf. Christian Mennerich (*1981) has studied computer sciences with 
a focus on theory and implementation of database systems. He started working with 
synyx GmbH & Co. KG in 2013. Here, he is occupying himself with NoSQL and 
message-oriented distributed systems. Mennerich talks at conferences and user-
groups, writes articles and occasionally edits books. Since 2022, he is lives in England 
and establishes synyx UK. 

Max-Ferdinand Stroh, M.Sc. (*1991) is head of division Information-Management 
and PhD candidate at the FIR e.V. at RWTH Aachen University since 2018. As a 
senior project manager, Stroh executed research projects in the field of cyber-physical 
systems, smart products and IT-OT-integration towards a digitally connected factory. 

Dr.-Ing. Dipl.-Wirt. Ing., Univ.-Prof. Günther Schuh (*1958) is director at the FIR 
e.V. at RWTH Aachen University. As a directing professor Schuh oversees
digitalisation projects at the Institutes IPT, WZL and FIR at the Campus Melaten in
Aachen.

312



CONFERENCE ON PRODUCTION SYSTEMS AND LOGISTICS 
CPSL 2023-2 

__________________________________________________________________________________ 

DOI: https://doi.org/10.15488/152  
ISSN: 2701-6277 

5th Conference on Production Systems and Logistics 

A Control Architecture For Energy Systems With 
Multiple-Energy Carrier Devices  

Kerim Torolsan1, Mirja Mannigel1, Janosch Hecker1, Alexander Sauer1,2 
1Institute for Energy Efficiency in Production EEP/University of Stuttgart, Stuttgart, Germany 

2Fraunhofer Institute for Manufacturing Engineering and Automation, Stuttgart, Germany 

Abstract 

As energy systems become increasingly complex with integrating multiple-energy carrier devices, there is a 
growing need for advanced energy management systems that can effectively coordinate and control the 
diverse elements within the system. This paper presents a novel architecture for energy management systems 
explicitly designed for energy systems with multiple-energy carrier devices. The proposed control 
architecture encompasses three distinct levels: the device level, the subsystem level, and the system level. 
Each level incorporates operation models that are the foundation for implementing use cases in operation 
targets. The overall concept combines a bottom-up and top-down approach, where operational goals are 
transferred from the upper to the lower levels and, conversely, the lower levels communicate state 
adjustments to their respective upper levels, enabling feedback based on the established goals. A unified 
input-output data exchange is introduced to increase the control architecture's applicability. The interaction 
between the individual levels of the control architecture makes it possible to implement use case-dependent 
operation targets. Their execution is carried out through dedicated operation models representing devices 
and logical control structures capturing state-change processes. This paper provides a comprehensive 
overview of the proposed control architecture by applying it to the energy system of the industrial research 
platform WAVE-H2, with multiple energy carriers, heat, hydrogen, and electricity. This work highlights the 
proposed architecture's potential for adaptability regarding complex energy systems and facilitating efficient 
operation. 

Keywords 

Hierarchical control architecture; Multiple-energy carrier devices; Complex energy systems; Logical control 
structures; Unified input-output 

1. Introduction

The increasing energy demand and the requirement for sustainable and efficient energy systems have led to 
the widespread use of multiple-energy carrier devices (MEDs). These devices, such as electric heat pumps, 
fuel cells, electrolyzers, and energy storage systems, couple a variety of energy carriers, such as heat, 
hydrogen, and electricity, and allow them to be integrated into a single holistic system. This enhances the 
performance and flexibility of the energy supply compared to conventional single-energy carrier systems 
whose sectors are treated independently [1,2]. 

However, the integration and control of these MEDs present significant challenges due to their 
heterogeneous characteristics, diverse operational constraints, and complex interactions, e.g., implementing 
optimal energy scheduling in the presence of uncertainties, e.g., variable prices or uncontrollable energy 
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demands [3].To address these challenges, the development of an effective control architecture is necessary. 
Such an architecture should provide an intelligent control framework that ensures the synergistic operation 
of the MEDs while considering the dynamic changes in energy supply and demand. Interactions with the 
outside world and between the various energy networks are important aspects of the multi-energy carrier 
system (MES). Furthermore, the system size can range from building-level to entire countries [2,4]. The 
interaction points between MEDs are referred to as energy hubs, where different energy carriers are 
transformed, converted, and stored [2,5]. 

Optimization objectives of MESs are typically based on reducing system operation costs or pollutant 
emissions, improving the stability and quality of the energy supply, increasing system reliability and 
minimizing outage duration, or increasing overall system efficiency [6–9]. 

Several topologies of control architectures are used in different contexts and applications. The most common 
topologies are described below, although variations or combinations of the topologies can also be found. 

• Centralized control architecture: A central authority is responsible for monitoring and managing all
the relevant energy data within a system in this topology. It involves centralized decision-making,
control, and coordination of energy generation, distribution, and consumption. This topology lacks
efficiency and flexibility, as it must be modified to integrate additional devices and has extensive
computational costs [10,11].

• Decentralized control architecture: This topology distributes decision-making and control authority
to multiple subsystems within a system. Each subsystem has a degree of autonomy in managing
energy resources and optimizing energy consumption. A decentralized control architecture is
primarily employed in distributed energy systems and microgrids [12,13], often with respect to
isolated energy carriers [14].

• Hierarchical control architecture: This topology is based on a structured multi-level architecture. It
divides energy management tasks and decision-making into distinct levels, each with its own set of
responsibilities and objectives. This topology enables coordinated decision-making at multiple
levels, from long-term strategic planning to short-term operational control. Hierarchical control
architectures are commonly applied in MESs, where different energy carriers and subsystems must
be coordinated [15,16].

In the context of scientific research, it is also necessary to model and simulate complex energy systems to 
improve their operating parameters. As the complexity increases, expertise from multiple disciplines must 
be combined. This paper proposes a hierarchical control architecture that facilitates a simple and flexible 
application across MEDs. It combines a bottom-up and top-down approach, transferring operational 
objectives from the upper to the lower levels and vice versa. This enables scientists and engineers to work 
on the same project using their preferred software, leading to efficient implementation and integration and a 
scalable and modular aggregation of a multitude of MEDs. 

The following sections of the paper are structured as follows: Section 2 discusses the characteristics of the 
current developments and research results in hierarchical control architectures for MEDs. The different 
hierarchy levels of the control architecture are described in Section 3. Section 4 shows the conceptual 
application of the control architecture to an industrial research platform. Finally, Section 5 provides a 
conclusion and future extensions of this work.  

2. Control Architectures in Literature

Coordinated the multi-energy carrier systems (MESs) offer specific opportunities to improve energy 
efficiency and enhance energy supply flexibility. However, operating an integrated energy system, 
considering all the interdependencies between the different energy supply networks, also presents various 
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challenges in terms of modeling and planning the control architecture [17,18]. Recently, researchers have 
shown significant interest in optimizing the operation of MESs. The proposed control architectures vary 
based on energy consumption and time scale [19]. Typically, the hierarchical control architectures are 
developed based on a two- or three-level control architecture, depending on the system's complexity. 

The two-level control architecture controls multiple-energy carriers by dividing the control tasks into two 
distinct levels: main or supervisory control level and a primary or unit control level [18,20,21]. Each level 
has specific responsibilities in managing and optimizing the usage of the energy carriers in the system. The 
main control is responsible for setting the overall objectives and constraints for the system, such as energy 
demand and cost. The main control considers the specific requirements of the system and the constraints of 
the energy carriers to determine the optimal energy demand. The primary control coordinates the operation 
of the different energy carriers to meet the energy demand set by the main control. It translates the objectives 
and constraints into specific control actions for individual energy carrier devices. This control architecture 
has been successfully applied in several studies, some of which are briefly addressed in the following. 

The authors in [21] introduce a control strategy for the operation of an autonomous distributed generation 
system with multiple energy sources, storage devices, and wind energy based on a two-level hierarchical 
control architecture. The main control manages the entire system, distinguishing control actions for the 
electrical and heat systems, while the primary control embedded in each component ensures fast and accurate 
control of individual components to maintain desired set points. The results for a residential district 
application demonstrate stable and efficient performance of the control strategy in a 24-hour simulation. 
Leading to achieving the balance between demand and supply for both electricity and heat systems. The 
authors suggest that it can be adapted for different configurations of multiple energy carrier systems, making 
it a robust and applicable control solution for autonomous distributed generation systems with various energy 
sources. 

In [18], the author designed a two-level control architecture for the application in systems with multiple-
energy carriers. Here, the unit control is a local control system installed in each controllable unit, operating 
independently but receiving signals from the main control. Whereas the main controller oversees the entire 
system, monitoring parameters, allocating generation power, optimizing the use of multiple energy sources, 
and distributing the load among the controllable units. The control architecture was tested at the DENlab, a 
renewable energy laboratory located at the Power Systems Group of Delft University of Technology, on an 
off-grid energy system configuration, considering electricity and gas as input and electricity and heat as 
output. The results of the study demonstrate that the multi-carrier hierarchical control architecture is robust 
and stable under normal operating conditions. The control strategy successfully handles perturbations and 
load changes in the system, keeping main control parameters within defined boundary conditions. 

The authors of [20] presented a hierarchical control architecture for a hybrid energy system built in Lambton 
College, Sarnia, Canada. The two-level control architecture consists of a supervisory level with long-term 
resource planning (hours) and a low-level control reacting to rapid dynamic system changes (seconds) for 
dynamic real-time optimization and ensuring that each unit operates at its set point determined by the 
supervisory level. The different time scales of the higher- and low-level control are buffered by a battery, 
serving as a dynamic energy storage. Simulation results of case studies based on average weather data for a 
24-hour period in the month of June in the Ontario region and a typical load demand of the hybrid system 
show effective energy management with hydrogen and battery storage systems. The authors suggest that the 
strategy can be adapted for other standalone energy systems with multiple units, offering flexibility in 
integrating operational, economic, and safety objectives. 

In more recent studies, a hierarchical control architecture for MES involving three levels of control have 
been proposed. In [22], a hierarchical control architecture for multi-source multi-product microgrids is 
presented. The system includes a supervisory control layer, an optimizing control layer, and an execution 
control layer. The proposed control architecture coordinates thermal, gas, and electrical systems and 
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incorporates static energy hub models and dynamic characteristics of the microgrid components. Numerical 
studies demonstrate that the proposed system enables economically efficient operation of multi-source multi-
product microgrids. The interactions among thermal, gas, and electrical systems are effectively managed, 
resulting in cost savings and sustainable operation. The authors suggest that developed control architecture 
can be implemented for microgrids with various energy sources without the need for a completely new 
energy management system. 

The authors of [23] propose a hierarchical control architecture for multi-energy system that is divided into 
three levels: superior control, intermediate control and subordinate control. The superior control level serves 
as the management platform. It is mainly responsible for monitoring operation parameters and analyzing the 
centralized control strategy of the system. The intermediate control level schedules operation strategies for 
each subsystem, ensuring flexible and optimal scheduling within the complex energy system. It determines 
the cooling, heating, and power supply required by each subsystem based on forecasts, maintaining energy 
supply balance. The subordinate control manages local equipment operations, start-stop, temperature, and 
flow controls. Based on the simulation results the authors come to the conclusion that this hierarchical 
approach effectively considers all factors and optimizes the system control at different levels, resulting in a 
more efficient multi-energy system operation. 

Both presented forms of control architecture offer a clear division of control tasks, facilitating the control 
and optimization of the system. As each level is responsible for specific functions, new elements or energy 
sources can be integrated without fundamental changes to the existing control architecture. The three-level 
approach provides a more holistic and efficient approach to managing the complex interactions and dynamic 
requirements of multiple energy sources. A two-stage system may lack the level of detail and flexibility 
required to effectively manage the complexity of a larger multi-energy system. Without the intermediate 
level to provide fine-tuned control, a two-level system may struggle to address the complexity of a larger 
multi-energy system and manage the specific needs of the various energy carriers and of their interactions. 
The examples of three-level control architectures presented in literature are limited in scope, as they have 
been developed for specific applications. The objective of the work at hand is to develop a standardized 
control architecture based on a three-level system. This contributes towards the applicability of the 
architecture for different systems and aims to maximize adaptability and extendibility after initial 
implementation. 

3. The Proposed Control Architecture

The proposed architecture consists of three hierarchy levels: the system, the subsystem, and the device levels 
(Figure 1). Each level can comprise one or more operation models that form the basis for implementing the 
use cases into operation targets. The presented concept combines a bottom-up and top-down approach, where 
the data flow is bidirectional, with the purpose depending on the direction.  

Figure 1: Hierarchy levels of the proposed control architecture. 

316



The hierarchy levels of the control architecture serve the purpose of clearly structured distribution of function 
and applicability to different energy system compositions. In the following, the framework and tasks of the 
hierarchy levels are specified, summarized in Table 1. 

The system level contains the management logic of the energy system. Here, use cases, e.g., market price-
dependent choice of energy carriers and hydrogen production from renewable generation, are implemented 
through operation targets, and the allowed state changes are determined dependent on system constraints. Its 
task is to coordinate the overall energy system by evaluating the input from the subsystem level regarding 
required changes in the operational state and the input from use cases regarding the targeted operation to 
determine necessary adjustments.  

The subsystem level consists of energy carrier-specific systems. Their task is the supervision of the operation 
point of each involved device. Here, the individual operating points are aggregated into the overall operating 
state of the energy carrier's respective subsystem. A continuous comparison between the targeted and the 
current operational state is carried out. This level optimizes the system efficiency and ensures the security 
of the energy supply. 

The device level contains all devices of the examined energy system. Its task is to facilitate information 
exchange between the devices and the overlying subsystem level, ensuring the execution of targeted 
operations. From the control architecture viewpoint, these devices are black boxes connected to the 
subsystem level through an input and an output. The devices themselves are then operated decentral 
according to the parameters of their respective operation model, which also ensures the operational safety of 
the devices. This enables easy integration of various devices with minimal limitations to the underlying 
model of the respective device. 

Table 1: Framework and tasks of the proposed control architecture hierarchy levels. 

Hierarchy level Framework Task 

System 
Overlying management 
logic 

Specify the operation targets and determine allowed 
operational state changes based on system constraints. 

Subsystem Energy carrier-specific 
systems 

Supervise the operational point of devices and form an 
overall energy carrier-specific operating state. 

Device 
System devices 
(black boxes) 

Enable device integration and ensure the execution of 
targeted operations. 

The management logic at the system level evaluates the requested adjustment to the operating state of the 
originating energy carrier-specific subsystem and the resulting changes in other subsystems according to the 
implemented system constraints. If the requested state change of one subsystem is determined to result in a 
constrained operational state of another, the management logic calculates compensational operating states 
across all involved energy carrier-specific systems. After each newly determined compensational 
adjustment, the management logic again assesses whether or not the adjustment results in a constrained 
operating state for any of the involved energy carrier-specific systems. The concluded operational states are 
then generated as output and passed on to the subsystem level. In the case of user instructions in the form of 
use cases, the management logic follows the identical logical path for implementation. For the management 
logic, a distinction regarding the origin of input is not necessary, as the intention behind the input is always 
an adjustment of the operational states. The described process of input evaluation prevents undesired or 
critical operation states across the energy system and is generically depicted in Figure 2. 
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Figure 2: Generic depiction of the management logic at the system level. 

The subsystem level is an information carrier between the system and device levels. After the concluded 
adjustment to the operational state is communicated, the subsystem level passes the resulting operating point 
adjustments to the device level as input. Here, the black box approach allows the input to be of the same 
form independent of the addressed device. Thus, the system architecture communicates solely through 
operating states, the only differentiation being informational and requested ones flowing upwards and 
directive ones downwards. This allows for easy application of the architecture to various energy carriers and 
devices and simplifies the integration of differing software used for modeling. This also contributes to the 
control complexity's scalability by unifying the data flow content between all architecture levels, 
independent of the energy carrier. 

4. Application to the Industrial Research Platform WAVE-H2

The system architecture concept was applied to the hydrogen industrial research platform (WAVE-H2) [24]. 
The platform is now under construction and will be operated on an industrial scale. The ideal hydrogen value 
chain for different industrial applications can be tested by using different technologies. The platform offers 
a hydrogen-based innovation stage for a wide range of industrial applications, further driving the 
decentralized decarbonization of the industrial sector. The platform consists of a multitude of devices 
working with different energy carriers. The photovoltaic modules for on-site renewable energy generation 
and a battery energy storage system for buffer storage are the only devices that are exclusive to a single 
energy carrier system. Following devices are incorporated regarding the use of multiple energy carriers: a 
combined heat and power plant capable of running on a mixture of natural gas and hydrogen, two 
electrolyzers for hydrogen production, one a proton exchange membrane (PEM) electrolyzer and the other 
an alkaline electrolyzer, a PEM fuel cell, and a heat pump. Subsequently, the platform has three energy 
carrier systems, hydrogen, electrical and thermal. Apart from the photovoltaic modules and the battery 
energy storage system, the devices are at least part of two energy carrier systems. The proposed control 
architecture was used to model the complex interdependencies of the platform's energy system. Figure 3 
depicts these interrelationships by mapping the devices' input and output sides to the control architectures' 
overlying levels. 
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Figure 3: Map of input/output interrelationships between hierarchy levels of the control architecture, depicted by 
mirroring the architecture according to the device consumption and supply sides. 

At the system level, the management logic has been adapted to the constraints of the respective energy carrier 
systems, e.g., given the research purpose of the platform, it must only act as a consumer of the connected 
energy grids. Thus, real-world circumstances are depicted, through which the reasonability of operation 
targets is evaluated before they are acted upon. The three energy carrier systems were integrated at the 
subsystem level and linked to their respective devices (D1 to D7) at the device level. Table 2 describes the 
resulting structure of the platform's control architecture and the linking of the hierarchy levels through the 
input and output parameters. Figure 3 depicts these interrelationships by mapping the devices' input and 
output sides to the control architectures' overlying levels.  

Table 2: Operation models of the industrial research platform and their input and output parameters. 

Hierarchy level Framework Purpose of Input/ Output 

System Management (Mgmt.) logic 
Adjustment requirement/ Operation 
state adjustment 

Subsystem 
Thermal (Therm.) system, Electrical (El.)  
system, Hydrogen (H2) system 

Devices operating point and 
adjustment/ System operation state 
and adjustment requirement 

Device 

Photovoltaic modules (D1), Heat pump (D2), 
Combined heat and power plant (D3), 
Battery energy storage system (D4), PEM 
fuel cell (D5), PEM electrolyzer (D6) and 
Alkaline electrolyzer (D7) 

Adjustment of operating point/ 
Current operating point 
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One of the main objectives of such projects as WAVE-H2 is to provide expansion opportunities, ensuring 
that the work remains adaptable and can grow as new ideas and technologies emerge, which is essential to 
the long-term success of any scientific endeavor. This paper also encourages and facilitates the development 
and mapping of a digital twin of the industrial research platform it was applied to. It simulates the physical 
system and can model, analyze, and optimize its performance. As a result, researchers can gain valuable 
insights into the systems' behavior and identify areas for improvement, such as enhancing the overall system 
efficiency, improving the integration of several of multiple-energy carrier devices (MEDs), ensuring 
interoperability between different MEDs, and promoting the use of low or zero-carbon energy carriers to 
achieve decarbonization goals. 

5. Conclusion

Today, energy systems are expected to include multiple-energy carriers, such as hydrogen, natural gas, and 
heat, rather than being dominated by a single-energy carrier, like electricity. With an increasing number of 
energy carriers in one energy system, multiple-energy carrier devices (MEDs) are also becoming the 
standard. Managing the resulting interdependencies between MEDs and their respective energy carrier 
systems is challenging. The proposed control architecture addresses this need and provides adaptability by 
establishing a three-level hierarchical control architecture with unified data content regarding the inputs and 
outputs.  

The hierarchy levels of the control architecture fulfill specific but not application-bound tasks. Firstly, the 
system level specifies the operation targets and determines allowed operational state changes based on 
system constraints. Secondly, the subsystem level supervises the operational points of devices and forms an 
overall energy carrier-specific operating state. Conclusively, the device level enables device integration and 
ensures the execution of targeted operations. The data flow between the hierarchy levels only contains the 
operational state information, informing the overlying level and instructing the level below. This allows 
system devices to be integrated and exchanged with relatively low effort. 

Accordingly, the main contribution of this research can be considered as follows: 

• Proposal of an appropriate control architecture designed for facilitated applicability to complex
energy systems with MEDs.

• Simplified expandability of a multi-energy carrier system (MES) due to the flexibility of the
proposed architecture.

• Facilitated development and mapping of a digital twin of a MES.

The next step in this research is the advancement of the digital twin, which implements the proposed system 
architecture by integrating operation models regarding the subsystem and device level. Subsequently, the 
aim is to optimize the operation through the proposed architecture. Therefore, a mathematical description of 
dependencies between the inputs and outputs can be defined mathematically, e.g., by a coupling matrix to 
minimize a resulting objective function oblique to the optimization objective of the system. Regarding the 
complexity of interrelationships between energy carrier systems, optimization is required to address multi-
objective problems. For this purpose, typical use cases, e.g., peak shaving and consumption-dependent 
generation, must be defined and tested in combination. Thereafter, it is necessary to analyse the digital twins 
operational behaviour in comparison to their real-life counterparts before realizing it as the energy 
management system for the industrial research platform. 
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Abstract 

Hydrogen has emerged as a promising solution for achieving a sustainable economy in various industrial 
sectors. This paper provides an overview of the use of hydrogen in various industrial applications, including 
energy and heat supply in industrial processes, raw material utilization, and transport. The benefits and role 
of hydrogen in industrial defossilization are discussed, highlighting its potential to reduce greenhouse gas 
emissions from energy-intensive industries. The storage properties of hydrogen offer a solution to decouple 
the availability of renewable energy from its generation time and to increase energy flexibility. In addition, 
the paper examines the strategic aspects of hydrogen deployment in Germany, such as policy considerations, 
the economic viability of hydrogen technologies, external influences such as imports, and the current 
technical challenges associated with its widespread adoption. Considering these aspects, an overview and a 
roadmap for the integration of hydrogen in industrial sectors are presented, and recommendations for a 
successful transition to hydrogen are given. 
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1. Motivation

In the Paris Climate Agreement, 195 countries agreed in 2015 to reduce their climate-damaging emissions 
to prevent climate change and limit global temperatures [1]. To achieve this goal, 27 of the EU Member 
States signed the European Green Deal. Thus, the European Union aims to become carbon neutral by 2045 
[2]. As an initial measure, greenhouse gas emissions should be reduced by at least 65 % until 2030 compared 
to 1990. In a further step, emissions should continue to fall, aiming to achieve an 88 % reduction by 2040 
[3]. In Germany, greenhouse gas emissions have been continuously reduced over the past years. In 2022, 
they accounted for about 746 million tons of CO2-equivalent (Mt CO2e), which represents a reduction of 
40 % compared to the 1990 levels. The main source of emission corresponded to CO2 from fossil fuel 
combustion, which accounts for 84 % of total greenhouse gas emissions [4]. 

In order to achieve climate neutrality in an industrialized nation such as Germany, the reduction of CO2

emissions must be continuously pushed. In 2022, the industrial sector was responsible for emitting around 
164 Mt CO2e. This sector is Germany’s second largest source of greenhouse gas emissions after the energy 
supply sector, accounting for 22 % of total emissions. To achieve the 2030 targets, the industrial sector must 
reduce its emissions by about 70 Mt CO2e [5]. For this reason, the motivation to use hydrogen as an 
alternative energy source is significant. It could be used to defossilize industrial processes and generate 
energy or heat, as these processes often rely on fossil fuels combustion. This article provides insight into the 
role of hydrogen and its potential use in the industrial sector as an alternative energy carrier to reduce 
emissions. It also examines its future prospects. 
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2. Industrial Hydrogen Utilization 

2.1 Green Hydrogen as an Alternative Energy Carrier 

Hydrogen, chemically H2, and in Latin hydrogenium, translates "water maker". This underlines hydrogen's 
crucial role in water formation, which was demonstrated by the scientist Antoine Laurent de Lavoisier in 
1785 [6]. Hydrogen is the most abundant element in the universe. On Earth, however, it is usually found 
with other elements, such as oxygen or carbon. To obtain H2 in its pure form, it must be separated from the 
other elements. There are various methods to produce hydrogen, each labeled by a color scheme: black from 
coal gasification, brown from lignite gasification, grey from gas steam reforming, blue if carbon capture 
storage or utilization (CCS or CCU) follows the steam reforming and turquoise from methane pyrolysis.  
Hydrogen is only classified as green and, therefore, climate-neutral if the electricity used for the electrolysis 
comes from 100 % renewable sources, such as solar or wind power [7,8]. 

Green hydrogen can be used as an alternative energy carrier to reduce the industry's dependence on fossil 
fuels. It is therefore considered a key element in the energy transition and climate protection in Germany's 
industrial sector [9]. Green hydrogen is CO2 emission-free and can be used in a wide range of industrial 
applications. It plays an important role in defossilizing industrial processes that cannot be electrified. In 
addition, hydrogen is a long-term energy storage medium to store the excess energy from renewable sources 
effectively. The production and storage of green hydrogen are important due to the high variability of energy 
production from solar and wind sources. It provides a valuable and effective solution during periods of high 
energy supply and low demand, as it can decouple the availability of renewable energy sources from the 
time of their generation due to weather conditions. The efficiency and use of renewable power plants can be 
fully exploited, as the plants do not need to be shut down when energy demand is low. In addition, energy 
flexibility is addressed to support the expansion of renewables into the industrial energy system. Hydrogen 
offers the advantage of excellent transportability and storability, as it can be compressed and stored in both 
gaseous and liquid form. It could be transported through a gas network and used as a fuel at refueling stations 
[10]. Finally, it allows for energy security since geopolitical developments often affect both the availability 
and price of fossil fuels [10,7,6]. 

Given the limited availability and higher costs associated with hydrogen production, it is important to 
prioritize direct electrification over hydrogen technologies to accelerate the defossilization process of the 
industrial energy system. Hydrogen should be used primarily in cases where direct electrification is not 
viable, such as aviation, heavy-duty transport, international shipping, and specific industrial applications. 
Hydrogen can also be an optimal choice, where a flexible energy system is required. 

2.2 Current and Potential Use of Hydrogen in Industrial Applications  

At present, hydrogen has significant industrial applications, particularly in the chemical industry and 
refineries (as shown in Figure 1). This is predominantly grey hydrogen produced by steam reforming of 
natural gas. However this chapter aims to explore the prospects for green hydrogen and its many potential 
future applications. 
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Figure 1: Global hydrogen usage by sectors in 2019, according to [11] 

2.2.1 Hydrogen in Industrial Energy Production 

Combined heat and power (CHP) plants and fuel cells provide energy-efficient conversion of hydrogen into 
electrical energy. For industrial applications, fuel cells can be used as decentralized power generators to 
produce the plant's energy requirements. By utilizing waste heat, plant efficiency can be increased while 
generating heat for industrial processes. Considering different manufacturers, fuel cells and CHP units offer 
an overall efficiency of over 80 % for the simultaneous production of heat and electricity [12–18]. The 
electrical efficiency of fuel cells is 1-2 % higher than that of CHP units [19–22]. The focus of fuel cells is 
usually on electricity generation. For CHP units, a distinction can be made between the mode of operation: 
heat and/or electricity-driven. The heat-driven mode is usually predominant [23]. Start-up time and dynamic 
operation are also important characteristics that should be considered. CHP and polymer electrolyte fuel 
cells (PEMFC) have a short start-up time compared to phosphoric acid fuel cells (PAFC), molten carbonate 
fuel cells (MCFC), and solid oxide fuel cells (SOFC). Dynamic operation and emergency power capability 
are only possible with CHP and PEMFC [24]. 

2.2.2 Hydrogen in Industrial Heat Production 

In the industrial sector, process heat production accounts for about 67 % of final energy consumption. In 
addition, about 6.5 % of energy is used for heating buildings and producing hot water [25]. Industrial heat 
demand below 100 °C represents only 8.8 % of the total heat demand. If hot water and space heating are 
included, this percentage rises to 21 % [26]. Processes involving temperatures above 100 °C include the 
metal industry, with its melting and casting processes, and glass production, which requires high 
temperatures for the melting process. Paper manufacturing is also associated with cooking and drying 
processes. In food processing, high temperatures are used for sterilizing, cooking and drying products.  

Temperatures below 100 °C can be covered by waste heat from a CHP or a low-temperature fuel cell. Fuel 
cells can be used in different temperature ranges. They are divided into low, medium, and high-temperature 
fuel cells. The electrical efficiency of a fuel cell is higher than its thermal efficiency. However, waste heat 
is available at different temperature levels. The polymer electrolyte fuel cell (PEMFC) and the alkaline fuel 
cell (AFC) are low-temperature fuel cells operating at up to 120 °C. The medium-temperature fuel cell 
includes the phosphoric acid fuel cell (PAFC), which operates at temperatures up to 220 °C [24].  

For high-temperature applications, the molten carbonate fuel cell (MOFC) and the solid oxide fuel cell 
(SOFC) can operate at temperatures up to 450 °C – 1,000 °C [24]. Furthermore, the hydrogen combustion 
can be adapted to existing burner technology for natural gas and its associated systems. Due to hydrogen’s 
different calorific values and combustion characteristics compared to natural gas, burner adaptation is 
required to maintain consistent product quality or process heat supply [6]. Several applications are currently 
under development, such as crucible furnaces for melting aluminum materials, which allow using pure 
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hydrogen for combustion [27]. The most energy-intensive process in cement production is clinker 
production, which requires high temperatures. Hydrogen is emerging as a viable alternative, providing an 
opportunity to reduce emissions during the heating phase [28]. Hydrogen is also emerging as a clean-burning 
fuel alternative in the glass manufacturing and pulp and paper industries, offering the potential to reduce 
emissions in key high-temperature processes. Additionally, thermal oil systems can use hydrogen 
combustion to heat the thermal oil. Thermal oil is a pressureless heat transfer medium and can be used in 
various processes with temperatures of up to 350 °C. Another option for direct steam generation is the 
oxyfuel process, which is currently under development. Here pure oxygen is used for combustion to avoid 
the formation of NOx. The combustion of pure hydrogen and pure oxygen produces water, which can be 
used as direct process steam after combustion [6].  

2.2.3 Hydrogen as a Raw Material for Industrial Processes 

Green hydrogen reduces CO2 emissions in industrial processes where grey hydrogen is used as a raw material 
for the production of various materials. Here are a few examples of industrial applications: 

− In steel production, green hydrogen can be used as a reducing agent in the Blast Furnace (BF)
instead of carbon to reduce CO2 emissions in the extraction of iron ore for the production of raw
steel. In the BF/Basic Oxygen Furnace (BOF) process, hydrogen and combustion air reduce iron ore
in the blast furnace (BF). The resulting liquid iron is then transferred to the converter (BOF) for
further processing into raw steel. Initial trials have confirmed the promising direct use of hydrogen,
and a second experimental phase is investigating the impact of hydrogen technology on the
metallurgical processes in the blast furnace [29]. Another promising approach to steelmaking is the
Direct Reduction/Electric Arc Furnace (DR/EAF) process. In this method, iron ore is reduced using
hydrogen in a direct reduction (DR) plant, and the obtained iron is then introduced into the electric
arc furnace (EAF). These plants are typically fuelled by natural gas, allowing the possibility of
transformation to hydrogen. The direct reduction process exhibits the highest potential for emission
reduction, and its application has already been successfully demonstrated in the small-scale
innovation project μDRAL [6,30].

− In the chemical industry, hydrogen is used to produce basic chemicals such as ammonia and
methanol. Ammonia, composed of nitrogen (N) and hydrogen (H), finds application in fertilizer
production, as a refrigerant in cooling systems, and in the production of various chemical
compounds. Methanol, produced from carbon monoxide (CO), carbon dioxide (CO2), and hydrogen
(H), serves as a feedstock for the synthesis of many chemical compounds, including plastics,
solvents, and pharmaceuticals [31]. Currently, grey hydrogen derived from natural gas reforming is
predominantly used. The chemical sector accounts for about half of the annual hydrogen demand
and offers significant potential for emission reductions through substitution. As certain chemical
processes rely on CO2 from steam reforming, the substitution of this process with alternative carbon
sources is being investigated. The Carbon2Chem project investigates the utilization of process gases,
such as blast furnace gases from steel production, as carbon sources and feedstocks for basic
chemicals [32].

− In refineries, hydrogen is used for fuel desulfurization and hydrocracking, breaking down heavy
crude oil fractions to produce high-value products. Refineries are currently the most significant users
of hydrogen. These processes use both grey hydrogen from natural gas reforming and on-site
generated hydrogen from refinery operations [31].

2.2.4 Hydrogen in Industrial Transport for a Sustainable Mobility 

Hydrogen in fuel cell vehicles offers an environmentally friendly solution for reducing emissions in freight 
transport. Whether for heavy-duty and long-haul vehicles or within logistics centers, particularly for forklift 
trucks, hydrogen as an energy carrier offers a sustainable alternative. 
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2.3 Key Factors for the Use of Hydrogen in Industry 

Investments must be carefully balanced, considering both economic viability and sustainability. In addition, 
certain technologies need to reach certain development milestones (TRL levels) to become cost-effective for 
industrial implementation. In addition, policy choices, such as investment strategies and international 
cooperation, will play a key role in shaping their progress. 

2.3.1 Political Goals for a Sustainable Transition 

Europe's hydrogen strategy is ambitious: By 2050, the percentage of renewable hydrogen in the European 
energy mix should increase to 13-14 %. In the first phase, from 2020 to 2024, electrolyzers with a total 
capacity of 6 GW are planned. By 2030, the capacity is expected to reach 40 GW to promote the use of green 
hydrogen in the energy system. The aim is to make green hydrogen competitive with other production 
methods by 2030 and to support an energy system based on renewable sources. In the final phase, from 2030 
to 2050, renewable hydrogen technologies should be ready for large-scale deployment across all sectors [33]. 

In Germany, the National Hydrogen Strategy (Nationale Wasserstoffstrategie NWS) 2020 has been adopted 
to accelerate the use of this climate-friendly alternative. The strategy includes establishing local production 
facilities, developing hydrogen technologies, expanding the hydrogen infrastructure and cooperating with 
international partners for imports. In this way, the market for a green hydrogen economy will be gradually 
prepared. By 2030 electrolyzers with 10 GW of capacity will be installed [34]. 

The National Hydrogen Strategy Review in July 2023, expands on the 2020 strategy with the goal of adapting 
the delivery of safe, sustainable, and climate-neutral hydrogen. By 2030, the new Hydrogen Strategy aims 
to lay the foundations for a sustainable future by ensuring an abundant supply of hydrogen, building a robust 
infrastructure, promoting its integration into the industrial, energy and heating sectors, and creating the 
optimal framework to facilitate these transitions. By 2027/2028, Germany plans to have an initial hydrogen 
network in place. It will consist of 1,800 km of upgraded and new hydrogen pipelines. In parallel, a 
"European Hydrogen Backbone" of about 4,500 km across Europe will be developed. The aim is to have a 
network by 2030 that directly connects all major hydrogen production, import and storage hubs with primary 
consumers. In 2030, hydrogen and its derivatives are expected to have widespread use in industrial 
applications, heavy-duty vehicles, and air and maritime shipping. In the electricity sector, hydrogen will 
increase energy security by means of flexible gas power plants (H2-ready). Conditions for its use in 
centralized and decentralized heating systems are being developed. Germany aims to lead hydrogen 
technologies by 2030, with companies covering the entire value chain from electrolyzers to fuel cells [35].  

2.3.2 Marketability and Economic Viability 

To compete with other energy sources and achieve a breakthrough, green hydrogen’s price must be reduced 
further. At present, the cost of producing hydrogen is very high. Figure 2 shows the current cost of hydrogen 
for different production methods. Technologies for green hydrogen production need to be further developed, 
and the cost of fossil fuels must increase, for example, through a carbon pricing mechanism, to make green 
hydrogen more competitive [36]. Revenues from carbon pricing could support investment in renewable 
hydrogen. In 2022, the price of a CO2 allowance in the EU Emissions Trading Scheme (EU-ETS) will 
average around €81/tCO2 [37]. In 2021, the National Emission Trading Scheme (nEHS) will start selling 
allowances at a fixed price of €25/tCO2. By 2026, the price will be set at €55-65/tCO2 [38]. The National 
Hydrogen Strategy estimates investment expenditure for hydrogen development at least €10 billion [34]. For 
Europe, the investment is estimated at €180-470 billion [33]. 

Additionally, the development of production routes is essential. Due to continuous technological advances, 
the cost of electrolyzers has already fallen by 60 % compared to previous years. Improved efficiencies and 
economies of scale are expected to further reduce the price by 2030 [33,7]. The average capital expenses 
(CapEx) for electrolyzers currently are €800/kW. It is expected to fall to around €650/kW just before 2030 

327



and to below €500/kW after 2030 [39]. The expansion of renewable energy sources will also lead to a 
reduction in electricity costs, which will have a positive impact on operating costs. 

Figure 2 presents the projections for hydrogen production costs according to [40]. Two trends are shown for 
green hydrogen. Assuming a constant natural gas price and a carbon price of €100/ton, a conservative trend 
emerges in which green hydrogen is slightly more expensive than grey or blue hydrogen by 2050. The second 
trend assumes a rapid development of electrolyzers. In this scenario, green hydrogen could become cost-
competitive before 2050. 

Figure 2: Hydrogen costs [€/kg] according to [40] 

2.3.3 Technical Hurdles and Challenges of Hydrogen's Technologies 

It takes about 9 kg of water to produce 1 kg of hydrogen. In addition, about 50-55 kWh of electrical energy 
is required. [41]. Seawater is abundant but must be desalinated before it can be used in processes such as 
PEM electrolyzers. New insights into hydrogen production from raw seawater by electrolysis have been 
successfully tested and are under development [42]. Other approaches to hydrogen production are also being 
explored, such as the use of biomass. In particular, the study of purple bacteria derived from fruit and dairy 
waste opens up promising avenues for hydrogen production [43]. 

Another critical issue is the availability of key materials essential for implementing a hydrogen economy. 
The hydrogen sector requires materials such as aluminum, copper, nickel, and zinc for developing renewable 
energy sources, and platinum and iridium for advancing electrolyzer technologies. However, the increasing 
scale of demand in the coming years may pose challenges in sourcing these materials, potentially leading to 
shortages or higher prices. It is projected that platinum demand for hydrogen production could exceed current 
production levels by more than a third by the 2030s, while iridium demand for PEM electrolyzers could 
increase by more than 160 % over current production levels by 2040. Given this increased demand for critical 
materials, the importance of recycling, improving efficiency, and extending the life of these technologies 
must be assessed to achieve a sustainable hydrogen economy [44]. 

Another technical barrier is the transport of hydrogen in the existing gas network. A hydrogen blend of up 
to 20 vol-% has already been achieved. Further development of up to 30 vol-% is expected [45]. Higher 
blends bring uncertainties about material degradation of the pipeline steel and pipeline components such as 
compressors, valves, or pressure-reducing stations. The handling of gas leaks is also much more delicate. 
Finally, end-user equipment would also need to be adapted to this blend, as the different calorific and density 
properties may affect the end-use application [46]. Hydrogen blending in pipelines reduces energy 
transmission efficiency due to its lower volumetric energy density than natural gas, requiring higher 
operating pressures to maintain constant transmission capacity. However, this poses challenges for steel 

328



materials. In addition, exceeding the maximum velocity can cause damage or erosion to the pipeline walls, 
leading to wall leaks or other problems [47]. 

2.3.4 External Influences on Hydrogen's Economy Development 

Renewable energy sources, such as solar and wind, have lower operating costs than conventional fossil fuels 
once the equipment is amortized. Countries with abundant solar or wind resources can direct their economic 
growth towards renewable energy [7]. The European Hydrogen Strategy foresees partnerships with 
neighboring countries and regions, especially in North Africa [33]. 

2.4 Development of a Hydrogen Roadmap for Industrial Energy Supply 

Based on the issues discussed in the previous chapters, a comprehensive hydrogen roadmap for the industry 
is proposed. This roadmap outlines the short-, medium-, and long-term goals that must be achieved to 
facilitate a successful transition to a hydrogen-based energy system. 

The transition to renewable energy sources for industrial power supply in industry is increasing. However, 
renewable energy fluctuations require a flexible energy demand and storage in industries, which could be 
achieved through the integration of hydrogen. The results of Stuttgart University's Energy Efficiency Index 
survey from 2021 show that over 60 % of the companies have integrated or are integrating renewable energy 
within the company. In addition, more than 30 % of the companies have or plan energy storage solutions. 
According to the survey, the use of hydrogen in industry is currently very low at 8 %. However, about 58 % 
of the companies surveyed are currently investigating the use of hydrogen or have plans to investigate [48]. 
As renewable energy is expected to continue to grow, the industry has identified the potential of hydrogen 
for energy storage or as an alternative fuel and is exploring its implementation. 

Figure 3: Survey Results: Industry's Current State of Implementation [48] 

In the short and medium term, the use of H2 blending in natural gas can be a solution to reduce CO2 emissions 
for the industrial energy supply using the existing technologies. The availability of hydrogen-ready 
technologies allows a switch in operation without additional plant modifications. Some CHP engine 
manufacturers, allowing a blending percentage in the existing plant of up to 40 %, are following this 
approach [49]. As described in the previous chapters, it is expected that the high prices of hydrogen and 
electrolyzers will decrease while the import of hydrogen increase, so that in the long term hydrogen can be 
used economically as an energy source in industry. In addition, the development and ongoing research in 
hydrogen technologies will enable a long-term breakthrough in the industry. 
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3. Summary and Outlook 

This paper provides an overview of the potential development of green hydrogen technologies in industrial 
applications focussing on their use in achieving climate neutrality goals. The analysis considers political and 
economic developments as well as technical barriers associated with hydrogen production and use. The 
results suggest that significant hydrogen economy development can be expected after 2045. This projection 
is based on several factors, including expected cost reductions for hydrogen, the availability of abundant 
renewable energy sources, and advances in related technologies and infrastructure. Looking forward, the 
outlook for green hydrogen technologies appears promising. With projected cost reductions and advances in 
renewable energy sources, hydrogen is expected to become a viable and competitive option for various 
industrial applications. In addition, the continued development of technologies and infrastructure will further 
increase the adoption and implementation of hydrogen-based solutions. This transformation holds great 
potential for reducing carbon emissions and promoting sustainable industrial practices. 

3.1.1 The Vision of an Industrial Research Platform: WAVE-H2 

To achieve climate neutrality and advance the technological development of hydrogen technologies on an 
industrial scale, the Federal Ministry of Education and Research (Bundesministerium für Bildung und 
Forschung BMBF) is funding the establishment of a "Versatile, Energy-Flexible, and interconnected H2 
Industrial Research Platform (WAVE-H2)". The University of Stuttgart will establish a dynamic hydrogen 
infrastructure by 2025. The aim is to investigate the optimal and flexible path for hydrogen in terms of 
production, distribution, storage, and consumption in industrial energy and heat supply, considering different 
technologies [50]. 

Nomenclature 

CapEx  Capital Expenditures   
CHP  Combined Heat and Power 
FC  Fuel Cell 
MCFC   Molten Carbonate Fuel Cell 
PAFC  Phosphoric Acid Fuel Cell 
PEMFC Polymer Electrolyte Membrane Fuel Cells 
SOFC  Solid Oxide Fuel Cell 
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Abstract 

The demand for battery-powered electric vehicles is growing rapidly as more and more OEMs are shifting 
their strategy towards an all-electric vehicle fleet. The lithium-ion battery cell is considered as the core 
component in terms of performance, range and price of electric vehicles. Since the development of the 
functional principle of the lithium-ion battery, both the product and the associated production technology 
have evolved significantly. OEMs, start-ups, equipment suppliers and other players in the automotive 
industry are investing heavily in research and development of various technologies to improve both the 
battery as a product and its production. An essential aspect is to enable sustainable battery production. While 
breakthroughs in battery technology are regularly announced, the actual merits of the technologies and the 
potential remain uncertain until commercial deployment. The aim of this paper is to systematically identify 
upcoming breakthroughs and announced innovations to provide an overview of promising battery 
technologies that companies should focus on to enable the planning of resilient and sustainable production 
systems. Hence, a hype cycle assessment following Gartner was adopted as the underlying approach to 
evaluate battery technologies for deployment in electromobility and mass production. First, various 
technologies, innovations, research activities and announcements in the field of battery technologies were 
screened, recorded and classified in order to obtain an overview of the current state of developments on both 
product and production levels. This includes an overview of innovations in battery design and configuration 
as well as process technologies and production systems. Subsequently, these technologies are evaluated 
according to predefined evaluation criteria in order to enable a systematic classification of the individual 
technologies in the hype cycle. The result is a consolidated overview of emerging battery technologies for 
sustainable battery production and a display for further recommendations for relevant companies and 
stakeholders.  

Keywords 

Hype Cycle; Technology Assessment; Lithium-Ion Battery; Battery Production 

1. Introduction

In order to become independent of fossil fuels and minimize greenhouse gas emissions, a change in mobility 
is essential. A major step in this sector is electrification, thus increasing the importance of batteries as one 
of the key drivers. [1,2] Because of their excellent properties for use as a rechargeable energy storage system, 
lithium-ion batteries (LIBs) have established themselves in various applications from consumer electronics 
up to stationary storage systems. Especially in the automotive industry, batteries gained significant 
importance as a key technology for electric vehicles (EV). Due to the current pace of automotive 
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electrification, the global demand for lithium-ion batteries is projected to surpass over 3,970 GWh in 2030. 
[3] 

Lithium-ion batteries have become the focus of research in recent years. New battery concepts and material 
combinations are being researched and developed to meet current demands and to drive further 
developments. Also, the production of battery cells requires improvement through innovation. Recent studies 
shown that the production of 1 Wh of storage capacity requires a cumulative energy demand of 328 Wh [4]. 
Since the battery cell production is very energy and time consuming, resulting in high manufacturing costs, 
innovative approaches towards a greener cell production must be advanced. [5,6].  

Breakthroughs for product and process innovations in the field of battery technology are regularly presented 
in scientific journals and announced by companies. However, the progress and significance of these research 
activities and developments of various innovations cannot always be concluded from the quantity of 
announcements. Therefore, new technologies and innovations need to be systematically identified and 
assessed from the multitude of announcements. Hence, an approach for the evaluation of technologies needs 
to be explored to provide an aggregate and generalized overview of emerging battery technologies and to 
derive a long-term strategy regarding future activities and developments for various stakeholders. In this 
paper, a variety of product and process innovations in battery technology were identified, analysed according 
to the hype cycle and classified in a priority matrix. Subsequently, an aggregated overview of emerging 
battery technologies was created to enable a long-term orientation. 

2. Fundamentals on lithium-ion technology

Current advancements and technological trends are based on the ongoing market drivers and requirements 
for the lithium-ion battery. Some of the key market drivers and requirements are energy density, power 
density, safety, life cycle behaviour, product quality, life-time, product safety, cost and expenditure, and 
sustainability. However, it is not yet possible to maximize all these properties with a single cell chemistry or 
design. Therefore, during system development, the appropriate cells and their properties must be carefully 
selected and designed depending on the application. [7,8] 

The energy density is decisive for EVs, as it determines the range to a large extent. [9] A high power density 
enables fast charging capabilities of the battery or fast acceleration of an EV. [10] The lifetime is determined 
by the electrochemical processes within a cell that lead to the decrease of cell capacity and performance. 
Regardless of the battery, a distinction is made between two forms: calendrical and cyclical life. [11] For 
EVs, battery cells are generally required to have a service life of more than 10 years [7]. Safety-critical 
situations can arise when external influences such as high temperatures or mechanical impacts occur [7]. In 
particular, the cost factor is constantly improved to reduce the costs of battery systems, as it is responsible 
for up to 33 % of the total cost of an EV. [12] Lithium-ion batteries have emerged as a key technology and 
currently strongly dominate the market as they meet and satisfy most requirements and market drivers for 
EVs to a high degree. 

2.1 Basic structure and cell formats of LIBs 

A LIB in its basic form is composed of the following main components: two electrodes (anode and cathode), 
a separator and the liquid electrolyte. The anode typically consists of a copper foil coated with graphite. The 
cathode typically is composed of aluminium foil coated with a lithium-containing compound as an active 
material. The separator is a porous membrane, that electrically isolates the two electrodes, yet allows ions to 
pass through. The electrolyte consists of an ionic conducting salt and serves as a transport medium for the 
ions between the two electrodes. [13] The term lithium-ion battery covers various chemistries and material 
combinations [14]. While carbon composites such as graphite are usually used as the active material for the 
anode, different cathode lithium-containing materials can be seen. [15,16] 
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There are currently three battery cell formats used for mass application in EVs: Pouch, cylindrical and 
prismatic cells [17]. The various battery cell formats use the same general structure as described previously. 
They mainly differ in the design and manufacture of the inner cell composite and thus in the outer shape. 
Depending on the application, different battery cell formats can be beneficial. In general, the production and 
application experience are most profound with cylindrical cells, as they have been commercially used in 
many consumer applications since 1991. Higher energy and packing densities can be achieved with pouch 
cells. However, they are more susceptible to deformation as they only consist of a thin pouch foil as a cell 
casing. The prismatic cell combines properties of both cell types and offers high packing densities on module 
level with higher bending stiffness. [18] For use in EVs, the single battery cells are assembled to a module. 
The module consists of the cell stack, a wiring harness, the module housing and the bracing. Afterwards, the 
modules are integrated into a battery system, that typically consists of several modules, the electrical and 
thermal management system as well as the casing and external interfaces. [7,19] 

2.2 Production process for LIB manufacturing 

The production of battery cells can be divided into three main segments starting with the electrode 
manufacturing, followed by cell assembly and lastly cell finishing. Figure 1 shows a schematic overview of 
the production processes of the three battery cell formats: pouch, cylindric and prismatic cells. 

Figure 1: Overview of the general process chains for manufacturing of different lithium-ion battery cell formats 

In electrode manufacturing, material-specific anodes and cathodes are produced using two separate lines. 
First, the active materials are mixed into a slurry. Afterwards the slurry is coated onto a thin metal foil and 
dried. After two roll-to-roll processes, calendaring and slitting, the finished electrode is vacuum dried and 
transported to the next production section. In cell assembly, the used process technology and sequence are 
strongly influenced by the cell format. First, alternating layers of anode, separator and cathode are assembled 
to form the inner electrode-separator composite (jelly-roll or stack). After the packaging and electrolyte 
filling, the cell housing is sealed und the cell is fully assembled. In cell finishing, the battery cell is charged 
for the first time to establish the final electrochemical properties of the cell. Starting with soaking of the 
electrolyte, the formation is done by controlled charging and discharging cycles. During this process, gases 
can occur which must be evacuated. After a monitored storage (aging), the end-of-line (EOL) testing is 
conducted and the cells get graded according to their quality. The process flow in cell finishing is almost 
identical for the cell formats, but the equipment may differ in its technical realization. [19,20] 

2.3 Innovation and emerging battery technologies 

Innovations are an essential factor for long-term success and capability to compete globally. Innovations can 
be described as "the development and implementation of an innovative idea that generates tangible added 
value" [21]. In this context, the pursuit of technological progress and the object of innovation can have very 
different characteristics, ranging from products and production processes to services and organizations. Next 
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to focused advancement of certain technologies, entire industries can be influenced by overall market trends 
such as ‘Internet of Things’ or the discovery of new material applications. [21] 

In this paper, the focus is on product and process innovations in battery technology. When referring to 
advancements, innovations and emerging technologies in this paper, the established state of the art of LIB 
and the previously described prevalent process chain and technologies for battery cell production form the 
basis.  

Product innovations generally describe new or improved products by technically enhancing an existing 
product, adding a new product feature to the existing portfolio or creating a completely novel product line. 
Typically, product innovations follow an external perspective by focusing on the customer or the application 
of the product, whereas process innovations often pursue an internal perspective by focusing on the processes 
and operations. Process innovations result from novel combinations of manufacturing techniques and aim at 
more efficient, reliable and economical as well as high-quality and green production by implementing certain 
improvements (e.g. tools, controls, sensors). [21,22,23] Product and process innovations are often linked, as 
new processes are needed to produce innovative products or new product opportunities are created through 
innovative processes. The introduction of different types of innovations can lead to different competitive 
advantages. [21,22] 

Breakthroughs in a variety of different battery technologies are announced regularly. Numerous battery 
chemistries and designs have been researched and demonstrated in laboratory or prototype applications. 
Major advances in cell chemistry and material composition for battery applications typically aim to increase 
key properties such as energy and power density. But various innovations and technologies are also emerging 
in the context of production. There are many critical process steps along the entire process chain that are 
decisive for the quality of the battery cell. Also, since the production of battery cells is time and energy 
consuming, energy-efficient and accelerated processes are essential, among other aspects, to reduce battery 
costs and increase productivity. 

3. Method and approach

The field of battery research has been explored intensively for years, and various technologies are advancing 
rapidly. In this dynamic environment, a frequent overview of upcoming technologies is essential for industry 
and research. Literature is filled with various battery roadmaps, reviews and assessments of current and 
future battery manufacturing [24,25,26,27]. Yet, these assessments are focused on single approaches 
regarding a certain technology or its implementation (e.g. dry coating) or they compare a few technologies 
regarding one specific topic (e.g. battery materials). There was no paper found that provides a holistic 
overview for strategic development of the multitude of battery technologies in the future. 

Figure 2: Hype cycle by combining hype level and technology maturity [28] 

In 1995 Gartner Inc. introduced the Gartner Hype Cycle which is intended to be a graphical representation 
of the hype (expectation) of a technology over time. As similar patterns of hype and disillusionment can be 
applied to various concepts and technologies, an assessment approach based on Gartner's Hype Cycle was 
used in this paper to evaluate product and process battery technologies. The hype cycle is an accumulation 
of two effects: The hype level and the technology maturity (Figure 2). The graph reflects the nature of 

Hype Level Hype cycleTechnology maturity
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enthusiasm as the technology develops. Gartner has normalized the vertical scale as the expectations for each 
technology may vary based on its importance to industry and society. Thus, all individual hype curves fit 
into one hype cycle. The time is plotted on the horizontal axis and divided into five stages. Every technology 
will proceed through each stage, but each at its own pace. Some technologies might be in a particular phase 
for a short time, while others might persist for a longer period to reach mainstream adoption. [28,29] 

3.1 Criteria for the hype cycle assessment 

As Gartner’s initial analysis of the hype cycle is mainly focused on information technologies, the assessment 
categories and their criteria had to be modified in order to adapt them for battery products and processes. 
The goal of the assessment is to identify the current hype of a technology and to evaluate the technological 
maturity, the time to market, and the overall potential. Therefore, the hype cycle assessment was conducted 
based on these four categories. 

Hype level is based on the phases of the Gartner Hype Cycle and comprises five levels. As the interest in an 
innovation grows, so do the expectations until the pinnacle of expectation is reached. [30] The respective 
hype level of a technology is determined based on a consensus assessment of the maturity level and the 
frequency of reports and announcements.  

Readiness level describes the maturity of a technology, a design or a process. The maturity was classified 
according to the readiness levels. The technology readiness level (TRL) was introduced by NASA to support 
the “tracking [of] technologies in development and their transition into production” [31]. The manufacturing 
readiness level (MRL) refers to development activities “when a (manufacturing) technology or process is 
matured and transitioned to a system” [31]. TRL and MRL share a similar numbering system by using a 
common metric and vocabulary for assessing readiness and technology risk described in detail in [31]. 

Potential describes the expected benefit of a technology. Each type of technology was evaluated and 
measured against defined reference points (e.g. product quality, cost reduction, energy consumption). In each 
case, the potential refers to a fully mature technology and not to the current development status. For the 
identified technologies, the current state of the art for LIB and cell production was used as a reference. 

Time-to-market describes the duration until the technology will enter the market and will be commercially 
available. Since maturity is not related to market availability, it is also possible that a technology is on the 
market and at the same time is not yet fully mature. The final assessment regarding time to market were 
made based on various announcements, which have been reviewed and affirmed regarding their plausibility. 

3.2 Approach for technology research and scouting 

The scouting and evaluation of emerging innovations in the field of battery technology was conducted in 
four steps: initial scouting, information gathering, technology evaluation and final aggregation. This 
approach enabled to systematically translate the wide range of innovations, announcements and activities 
into a final selection of technologies. The goal was to identify various product and process technologies in 
the battery industry.  

The technology research was conducted based on a scouting in various sources, including scientific journals 
and databases (IEEE Xplore, Web of Science, MDPI, Elsevier, etc.), as well as public presentations and 
proceedings of conferences (Future Battery Forum, The Battery Show, AABC, etc.). Additionally, news sites 
(battery-news.de, electrive.net, etc.) were reviewed, along with expert panels (e.g. the Battery Brunch), 
battery roadmaps (e.g. VDMA, Fraunhofer), as well as press articles and events like the Tesla Battery Day 
and Volkswagen Power Day. Patents were searched using search terms such as "battery," "lithium-ion 
battery," "battery cell production," and "battery production". This comprehensive approach ensured that 
emerging battery technologies were identified, enabling a systematic selection of promising technologies 
across a wide range of sources. The search was conducted between October 2021 and December 2022. An 
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iterative screening process was used to determine whether the technology was state of the art or a novel 
approach.  

After the preliminary scouting a total of 65 technologies have been listed. An initial assessment of the 
technology's utility was also conducted. Since some development activities are aimed at a similar or the same 
technology, a few innovations have been combined in this case (e.g. optimized NMC compositions such as 
NMC-955 or NMx), leaving a total of 54 technologies. During the technology evaluation, further research 
was conducted to obtain sufficient data for a valid assessment. Expert interviews were added to challenge or 
expand upon the available information for certain technologies, if needed. The technology research was 
concluded with a set of 39 technologies for both product and process innovation. 

4. Results

The following section presents the results of the hype cycle assessment for battery technologies and derives 
a priority matrix based on potential benefits. 

4.1 Hype cycle for emerging battery technologies 

The battery hype cycle for emerging battery technologies is shown in Figure 3. The technologies are divided 
into product and process innovations. Due to the tremendous efforts in various research areas, the overview 
is a snapshot in time, in which certain innovations may progress faster than others. 

Figure 3: Battery hype cycle for emerging battery product and production process technologies (as of 2023) 

Product innovation:  A total of 17 technologies at battery product level have been considered. A majority of 
the emerging product technologies focus on innovations in material pairing and combinations for the battery 
cell active material. Lithium-based materials such as LFP but also lithium-sulphur or lithium-air batteries 
are beyond the hype and advancing in their development. Currently, sodium-ion, aluminium-air, zinc-air and 
aluminium-ion batteries are experiencing a major hype. However, high expectations are also being placed 
on novel material combinations such as potassium-ion or magnesium-sulphur batteries. Other product 
innovations focus on novel product designs such as large-format cells, e.g. prismatic blade cells or cylindric 
4680 cells. On the other hand, individual key components of the battery cell are being further advanced, e.g. 
non-woven membranes or metallized plastic foil current conductors for increased intrinsic safety of the 
battery cell. 
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Process innovation: In total, 22 technologies have been considered in the context of production. Noticeably, 
many of the process innovations focus on advancing single aspects or steps of the current LIB manufacturing 
processes rather than overall production. One focus area is the reduction of energy costs, e.g. through 
improved drying technologies such as infra-red drying, UV curing, laser drying or controlling the process 
atmosphere in energy-efficient mini-environments. Besides, various coating processes are investigated 
which would render the drying process obsolete, e.g. ALD coating, ESD coating or 3D printed electrodes. 
Dry coating is receiving a particularly large amount of attention. In addition, some other process steps are 
optimized by innovations regarding their process quality and efficiency, such as continuous mixing, high-
speed stacking or intelligent EIS wetting. Others focus on improving product quality, for example eddy 
current sensors for inline quality inspection of the active material slurry or pre-lithiation for increased cell 
capacity. 

The selected technologies show the broad spectrum of current research activities. In this context, it is 
important to emphasize that the battery hype cycle does not claim to be exhaustive, but rather provides a 
representative overview of current developments and innovations and must be updated and aligned on a 
regular basis for further evaluation. 

4.2 Priority matrix for strategic technology selection 

The priority matrix contains additional information about the potential or benefits of an innovation or 
technology. It is a tool for presenting innovation opportunities and covers all the technologies presented in 
the hype cycle. Unlike the hype cycle, the priority matrix does not focus on the hype or attention a technology 
gets, but on its prospective benefits.  However, its value is in providing decision support on which 
technologies a company should focus on or invest in. Therefore, the rating of the potential is sorted into four 
categories: transformative, high, moderate, and low. This is then combined with the expected time to market. 
In Figure 4, the derived priority matrix from the battery hype cycle is shown. 

Figure 4: Priority matrix for emerging battery technologies 

In the technology assessment, seven technologies were identified that are expected to fundamentally 
transform the current market for automotive battery technologies. On the product level, transformative 
innovations include silicon anodes, as they will increasingly displace graphite in particular as an active 
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material for anodes from the market in the upcoming years. Apart from this, current trends already show that 
large-format cells are more and more prominent and especially blade cells (prismatic) are prone to enable 
the cell-to-pack approach. Furthermore, novel material compositions are becoming increasingly important, 
with sodium-ion (more abundant and less expensive) and all-solid-state (high energy density and more 
stable) batteries. However, their full market maturity is not expected for another 5 to 10 years. In the 
manufacturing context, dry coating and pre-lithiation are seen as transformative, as their market introduction 
may enable new processes and procedures for all battery material technologies, which will lead to major 
changes in the dynamics of battery production. [32] Other innovations expected to reach full market maturity, 
particularly in the next 2 years, include large-format 4680 cells (cylindrical), the widespread introduction of 
LFP cathodes to take NMC shares, and the introduction of mini-environments, continuous mixing and 
simultaneous double-sided coating. As for 4680 cells first announcements about mass production were made 
and terminated for a time within the next two years, also emphasizing silicon anodes as they are both a 
transformative and an upcoming technology [34,33].  

The priority matrix shows that technologies located in the upper left corner are particularly relevant and 
directly seeking involvement in these technologies should be explored. The technologies which can be found 
in the lower right corner are recommended to be observed or invested in with caution as these technologies 
show a relatively low benefit on the battery industry and won’t reach the plateau of productivity within the 
next 10 years. 

4.3 Discussion 

In comparison to other reviews dealing with the assessment of battery technologies, this paper addresses a 
holistic overview of innovations in the context of battery application in EVs and its manufacturing in mass 
production. This hype cycle can provide an initial basic strategic orientation for a broad number of 
stakeholders. For specific industries or companies, however, the hype cycle assessment should be focused 
to address specific areas. Pantoja et al. [26] for example compare different materials for alternative battery 
technologies and conclude with two material hype cycles for promising anode and cathode materials. The 
same approach and level of detail might be useful, for example, for a focus in the area of mechanical and 
plant engineering (e.g. application of laser technologies in battery production), and must therefore be 
specified depending on the industry and use-case of the hype cycle. 

The sentiment of publications can generally not be measured but it plays a significant role in the positioning 
of a technology. Especially publication with a negative sentiment can cause a decrease in the hype and a 
tendency for the technology to enter the trough of disillusionment. Thus, the publication number is no longer 
sufficient to give an accurate picture. Since the assessment is based on public literature and announcements, 
a dark figure of missing information has to be considered. This include unrestricted and global access to 
intellectual property and research results, as well as the industrial research and development activities of 
individual companies that keep their results under lock and key until final application. 

5. Conclusion 

In this paper, emerging technologies for battery production have been evaluated using a hype cycle 
assessment regarding the expectations and maturity of various technologies. The assessment provides an 
overview of where a technology is in its development lifecycle and helps identifying promising technologies. 
Yet, a hype cycle is only representing a snapshot at a particular point in time. The hype cycle derived in this 
paper includes a total of 39 product and process technologies. The priority matrix shows, the classification 
of technologies according to their respective benefits and time-to-market. Nonetheless, the assessment shows 
to be useful for identifying potential opportunities and challenges related to the adoption of new technologies 
in the battery manufacturing industry and helps companies make informed decisions about which 
technologies to invest in and how to position themselves in the market. Further research is necessary to 
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identify and setup a systematic approach on how to face individual technical challenges for the strategically 
selected emerging technologies that must be overcome and how they can be commercialized. 
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Appendix 

Table 1 shows the assessment of the selected emerging battery technologies based on the defined assessment 
criteria. Please note that this overview indicates the status as of mid-2023. New findings due to vast market 
dynamics and current technology developments require a regular review and update of this list.  

Table 1: Assessment of emerging battery technologies 

# Battery technology Hype cycle Readiness Potential Time-to-m. 
1 4680 cells (cylindric) Trough of disillusion TRL 7-8 High ≤ 2 years 
2 3D printed electrodes Trough of disillusion TRL 5-6 Low 5-10 years
3 3D stacking Innovation trigger TRL 3-4 Medium 2-5 years
4 All-solid-state batteries Trough of disillusion TRL 5-6 Transform. 5-10 years
5 ALD coating Trough of disillusion TRL 3-4 Low 2-5 years
6 Al-air battery Peak of expectations TRL 3-4 Medium ≥ 10 years
7 Al-ion battery Innovation trigger TRL 5-6 High ≥ 10 years
8 Blade cell (prismatic) Slope of enlightenment TRL 9 Transform. 2-5 years
9 Continuous mixing Slope of enlightenment TRL 7-8 Medium ≤ 2 years
10 Double-sided coating (simult.) Slope of enlightenment TRL 9 Medium ≤ 2 years
11 Dry coating Peak of expectations TRL 5-6 Transform. 2-5 years
12 Eddy current measurement Innovation trigger TRL 3-4 Low 2-5 years
13 Electron beam curing Innovation trigger TRL 5-6 Low 5-10 years
14 ESD coating Peak of expectations TRL 3-4 Medium 5-10 years
15 External formation Innovation trigger TRL 1-2 Low ≥ 10 years
16 Gaseous electrolyte Innovation trigger TRL 3-4 Low ≥ 10 years
17 High-speed stacking Trough of disillusion TRL 3-4 Medium 2-5 years
18 Infrared drying Slope of enlightenment TRL 9 High 2-5 years
19 Intelligent EIS wetting Trough of disillusion TRL 3-4 Medium 5-10 years
20 K-ion battery Innovation trigger TRL 3-4 Medium ≥ 10 years
21 Laser drying Peak of expectations TRL 3-4 High 2-5 years
22 LFP cathode (Li-ion) Slope of enlightenment TRL 9 High ≤ 2 years
23 Li-air battery Trough of disillusion TRL 3-4 Transform. ≥ 10 years
24 Li-sulphur battery Trough of disillusion TRL 3-4 High 5-10 years
25 Metallized-film collector Peak of expectations TRL 7-8 High ≤ 2 years
26 Mg-sulphur battery Innovation trigger TRL 3-4 High ≥ 10 years
27 Mini-environments Trough of disillusion TRL 7-8 Medium ≤ 2 years
28 Na-ion battery Peak of expectations TRL 7-8 Transform. 5-10 years
29 NMC cathode (Li-ion) Plateau of productivity TRL 9 Low ≤ 2 years
30 Non-woven membranes Peak of expectations TRL 5-6 High 2-5 years
31 Pre-lithiation Peak of expectations TRL 7-8 Transform. 5-10 years
32 PVD coating Innovation trigger TRL 3-4 Medium 2-5 years
33 Rotary screen printing Trough of disillusion TRL 9 Low ≤ 2 years
34 Silicon anodes Trough of disillusion TRL 9 Transform. ≤ 2 years
35 Trajectory mixing Innovation trigger TRL 5-6 High 5-10 years
36 Ultrasonic mixing Slope of enlightenment TRL 3-4 Medium 5-10 years
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37 UV curing Trough of disillusion TRL 7-8 High 5-10 years
38 Zig-zag stacking Innovation trigger TRL 3-4 Low ≥ 10 years
39 Zn-air battery Peak of expectations TRL 5-6 High ≥ 10 years

References 

[1] Lazkano, I., Nøstbakken, L., Pelli, M., 2017. From fossil fuels to renewables: The role of electricity storage.
European Economic Review 99 (1), 113–129.

[2] Yong, J.Y., Ramachandaramurthy, V.K., Tan, K.M., Mithulananthan, N., 2015. A review on the state-of-the-art
technologies of electric vehicle, its impacts and prospects. Renewable and Sustainable Energy Reviews 49 (4),
365–385.

[3] Bernhart, W., 2022. Battery Monitor 2022: Technology And Sustainability In The Battery Market.
https://www.rolandberger.com/en/I-nsights/Publications/Battery-Monitor-2022-Technology-and-sustainabili-ty-
in-the-battery-market.html. Accessed 19 December 2022.

[4] Peters, J.F., Baumann, M., Zimmermann, B., Braun, J., Weil, M., 2017. The environmental impact of Li-Ion
batteries and the role of key parameters – A review. Renewable and Sustainable Energy Reviews 67 (7490), 491–
506.

[5] Bockey, G., Kampker, A., Dorn, B., Offermanns, C., Wennemar, S., Clever, H., Sasse, K., Vienenkötter, J.,
Locke, M., Soldan, N., Kisseler, N., Cacciotti, P., 2022. Battery Atlas 2022: Shaping the European Lithium-Ion
Battery Industry, 1. Auflage ed. PEM der RWTH Aachen University, Aachen, 20 pp.

[6] Michaelis, S., 2016. Roadmap Batterie-Produktionsmittel 2030, Update 2016 ed. VDMA Batterieproduktion,
Frankfurt am Main, 76 Seiten.

[7] Heimes, H.H., Kampker, A., Haunreiter, A., Davids, H., Klohs, D., 2020. Product-requirement-model to approach
the identification of uncertainties in battery systems development. Int J Interact Des Manuf 14 (3), 911–922.

[8] Thielmann, A., Isenmann, R., Wietschel, M., 2010. Technologie-Roadmap Lithium-Ionen-Batterien 2030, 1.
Aufl., Stand: Juni 2010 ed. Fraunhofer ISI, Karlsruhe, 22 S.

[9] Schmaltz, T., Wicke, T., Weymann, L., Voß, P., Neef, C., Thielmann, A., 2022. Solid-State Battery Roadmap
2035+.

[10] Dorrmann, L., Sann-Ferro, K., Heininger, P., Mähliß, J.D., 2021. Compendium: Li-ion batteries: Principles,
characteristics, laws and standards. VDE Verband der Elektrotechnik Elektronik Informations-technik e. V,
Frankfurt am Main, 30 pp.

[11] Vetter, J., Novák, P., Wagner, M.R., Veit, C., Möller, K.-C., Besenhard, J.O., Winter, M., Wohlfahrt-Mehrens,
M., Vogler, C., Hammouche, A., 2005. Ageing mechanisms in lithium-ion batteries. Journal of Power Sources
147 (1-2), 269–281.

[12] König, A., Nicoletti, L., Schröder, D., Wolff, S., Waclaw, A., Lienkamp, M., 2021. An Overview of Parameter
and Cost for Battery Electric Vehicles. WEVJ 12 (1), 21.

[13] Vuorilehto, K., 2013. Materialien und Funktion, in: Korthauer, R. (Ed.), Handbuch Lithium-Ionen-Batterien, vol.
414. Springer Berlin Heidelberg, Berlin, Heidelberg, pp. 21–29.

[14] Leuthner, S., 2013. Übersicht zu Lithium-Ionen-Batterien, in: Korthauer, R. (Ed.), Handbuch Lithium-Ionen-
Batterien. Springer Berlin Heidelberg, Berlin, Heidelberg, pp. 13–19.

[15] Ding, Y., Cano, Z.P., Yu, A., Lu, J., Chen, Z., 2019. Automotive Li-Ion Batteries: Current Status and Future
Perspectives. Electrochem. Energ. Rev. 2 (1), 1–28.

[16] Miao, Y., Hynan, P., Jouanne, A. von, Yokochi, A., 2019. Current Li-Ion Battery Technologies in Electric
Vehicles and Opportunities for Advancements. Energies 12 (6), 1074.

[17] Tschöke, H., 2015. Die Elektrifizierung des Antriebsstrangs. Springer Fachmedien Wiesbaden, Wiesbaden.

345



[18] Röth, T., Kampker, A., Reisgen, U., Hameyer, K., Doncker, R.W. de, Stolze, T., Vetter, A., Hagedorn, J., Sauer,
D.U., Müller, D., 2013. Entwicklung von elektrofahrzeugspezifischen Systemen, in: Kampker, A., Vallée, D.,
Schnettler, A. (Eds.), Elektromobilität, vol. 13. Springer Berlin Heidelberg, Berlin, Heidelberg, pp. 235–334.

[19] Pettinger, K.-H., Kampker, A., Hohenthanner, C.-R., Deutskens, C., Heimes, H., Vom Hemdt, A., 2018. Lithium-
ion cell and battery production processes, in: Korthauer, R. (Ed.), Lithium-Ion Batteries: Basics and Applications,
vol. 196. Springer Berlin Heidelberg, Berlin, Heidelberg, pp. 211–226.

[20] Heimes, H.H., Kampker, A., Lienemann, C., Locke, M., Offermanns, C., Michaelis, S., Rahimzei, E., 2018.
Produktionsprozess einer Lithium-Ionen-Batteriezelle, 3. Auflage, [revidierte Ausgabe] ed. PEM der RWTH
Aachen; VDMA, Aachen, Frankfurt am Main, circa 24 ungezählte Seiten.

[21] Jäcklin, B., 2021. Führung und Innovation. Springer Fachmedien Wiesbaden, Wiesbaden.

[22] Dietrich, J.R., Meitinger, T.H., 2021. Innovationsmanagement, in: Dietrich, J.R., Meitinger, T.H. (Eds.),
Erfinderhandbuch. Springer Berlin Heidelberg, Berlin, Heidelberg, pp. 27–35.

[23] Schawel, C., Billing, F., 2018. Innovationsmanagement, in: Schawel, C., Billing, F. (Eds.), Top 100 Management
Tools. Springer Fachmedien Wiesbaden, Wiesbaden, pp. 161–162.

[24] Degen, F., Kratzig, O., 2022. Future in Battery Production: An Extensive Benchmarking of Novel Production
Technologies as Guidance for Decision Making in Engineering. IEEE Trans. Eng. Manage., 1–19.

[25] Liu, Y., Zhang, R., Wang, J., Wang, Y., 2021. Current and future lithium-ion battery manufacturing. iScience 24
(4), 102332.

[26] Ma, J., Li, Y., Grundish, N.S., Goodenough, J.B., Chen, Y., Guo, L., Peng, Z., Qi, X., Yang, F., Qie, L., Wang,
C.-A., Huang, B., Huang, Z., Chen, L., Su, D., Wang, G., Peng, X., Chen, Z., Yang, J., He, S., Zhang, X., Yu, H.,
Fu, C., Jiang, M., Deng, W., Sun, C.-F., Pan, Q., Tang, Y., Li, X., Ji, X., Wan, F., Niu, Z., Lian, F., Wang, C.,
Wallace, G.G., Fan, M., Meng, Q., Xin, S., Guo, Y.-G., Wan, L.-J., 2021. The 2021 battery technology roadmap.
J. Phys. D: Appl. Phys. 54 (18), 183001.

[27] Pantoja, W., Perez-Taborda, J.A., Avila, A., 2022. Tug-of-War in the Selection of Materials for Battery
Technologies. Batteries 8 (9), 105.

[28] Blosch, M., Fenn, J., 2018. Understanding Gartner’s Hype Cycles. https://www.gartner.com/en/documents/3887-
767

[29] Strawn, G., 2021. Open Science and the Hype Cycle. Data Intelligence 3 (1), 88–94.

[30] Dedehayir, O., Steinert, M., 2016. The hype cycle model: A review and future directions. Technological
Forecasting and Social Change 108 (5), 28–41.

[31] OSD Manufacturing Technology Program, 2018. Manufacturing Readiness Level (MRL) Deskbook: Version
2018. http://www.dodmrl.co-m/MRL_Deskbook_2018.pdf.

[32] Bryntesen, S.N., Strømman, A.H., Tolstorebrov, I., Shearing, P.R., Lamb, J.J., Stokke Burheim, O., 2021.
Opportunities for the State-of-the-Art Production of LIB Electrodes—A Review. Energies 14 (5), 1406.

[33] Crider, J., 2022. Panasonic Now Mass-Producing Tesla 4680 Batteries. https://cleantechnica.com/2022/06/03/pa-
nasonic-now-mass-producing-tesla-4680-batteries/.

[34] Randall, C., 2022. Panasonic to launch 4680 battery cell production next year. https://www.electrive.com/2022/0-
1/24/panasonic-to-launch-4680-battery-cell-production-next-year/

Biography 

Achim Kampker (*1976) is head of the chair “Production Engineering of E-Mobility Components” (PEM) 
of RWTH Aachen University and known for his co-development of the “StreetScooter” electric vehicle. 
Kampker also acts as member of the executive board of the “Fraunhofer Research Institution for Battery 

346

https://www.electrive.com/2022/0-1/24/panasonic-to-launch-4680-battery-cell-production-next-year/
https://www.electrive.com/2022/0-1/24/panasonic-to-launch-4680-battery-cell-production-next-year/


Cell Production FFB” in Münster. He is involved in various expert groups of the federal and state 
governments. 

Heiner Heimes (*1983) studied mechanical engineering with a focus on production engineering at RWTH 
Aachen University. From 2015 to 2019, he was head of the Electromobility Laboratory (eLab) of RWTH 
Aachen University. From March 2019 to 2023, he was PEM's Executive Chief Engineer before being 
appointed Professor. 

Benjamin Dorn (*1990) is research associate at the Chair of Production Engineering of E-Mobility 
Components (PEM) at the RWTH Aachen University since 2018 and chief engineer for Production 
Technology & Organization since 2021. He studied business administration and engineering specializing in 
mechanical engineering at the RWTH Aachen University. 

Daniel Neb (*1992) is research associate at the Chair of Production Engineering of E-Mobility Components 
(PEM) at the RWTH Aachen University and group lead for the research group Battery Production 
Management since 2023. He studied mechanical engineering specializing in automotive engineering at the 
RWTH Aachen University. 

Henning Clever (*1992) is research associate at the Chair of Production Engineering of E-Mobility 
Components (PEM) at the RWTH Aachen University and group lead for the research group Battery 
Production Management from 2021 to 2023. He studied mechanical engineering specializing in production 
engineering at the RWTH Aachen University. 

Jennifer Machura (*1996) has been a master student at the Chair of Production Engineering of E-Mobility 
Components (PEM) at the RWTH Aachen University and has specialized in battery technologies. She 
studied business administration and electrical engineering at the RWTH Aachen University. 

347



CONFERENCE ON PRODUCTION SYSTEMS AND LOGISTICS 
CPSL 2023-2 

__________________________________________________________________________________ 

DOI: https://doi.org/10.15488/152  
ISSN: 2701-6277 

5th Conference on Production Systems and Logistics 

Transforming AC-Powered Production Machines For Operation In 
DC Microgrids: From Methodology To Realization 

Dietmar Hölderle1,2, Janosch Hecker1,2 Alexander Sauer1,2

1Fraunhofer Institute for Manufacturing Engineering and Automation (IPA), Stuttgart, Germany 
2Institute for Energy Efficiency in Production (EEP), University of Stuttgart, Germany 

Abstract 

Manufacturing processes play a major role in the emission of greenhouse gases. To achieve the international 
goal of climate neutrality, it is necessary to decrease the amount of energy consumed by factories and their 
production machines. A promising approach is to improve grid efficiency and reduce voltage converter 
losses by using DC microgrids (DC-MGs). Furthermore, DC-MGs have proven suitable for an efficient 
integration of renewable energy producers and prosumers with energy recuperation capabilities.  

To establish DC-MGs successfully in production environments, it is necessary to provide solutions for DC-
MG integration of AC-powered machines. This paper describes how to enable production machines 
originally designed for AC-grid use to be operated on industrial DC-MGs. The article focuses on a 
methodology for AC-DC transformation of machines, including definition of specifications, system analysis, 
and redesign. The methodology is described using the example of an injection-moulding machine. Finally, 
the results of the transformation process are evaluated.  

Keywords 

DC Microgrid; Production Machines; AC-DC Transformation; Industrial Microgrids; Transformation 
Methodology 

1. Introduction

Recent research activities on direct current microgrids (DC-MGs) have revealed the great potential of this 
technology regarding multiple criteria such as energy efficiency [1], resource efficiency [2], grid stability 
supply reliability [3], and energy flexibility.  

Climate change is one of humanity’s biggest challenges within the next decades. To achieve international 
climate targets, more sustainable technologies for decreasing energy consumption and its resulting carbon 
footprint are needed. The industrial sector is still one of the biggest final energy consumers in the European 
Union with 25.6 % of the total consumption, amounting to approximately 10.2 Terajoules in 2021 [4]. Using 
more energy-efficient production machines and more efficient energy grids can contribute a lot to reducing 
the emission of the greenhouse gas carbon dioxide, which results from fossil power generation.  

DC-MGs have attracted attention as a means to make industrial electricity supply more efficient. More
electrical high-power devices are now DC-powered, such as servo drives or battery electric vehicle (BEV)
chargers. Many devices use DC parts, such as intermediate circuits or consist semiconductors, which are DC
systems by design. Consequently, it takes many conversion steps to integrate such consumers into a standard
alternating current (AC) grid. Integrating DC consumers directly into DC grids, makes many parts such as
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converters and filters and their resulting energy losses superfluous. With fewer losses, less electric power is 
necessary, while fewer heat losses lead to a reduction in cooling devices.  

Most modern lighting systems in factories use light-emitting diodes (LED), which are DC-powered due to 
integrated AC-DC converters. Here, using lamps with DC-DC converters instead could save between 3 % 
and 5 % of energy [5]. The energy reduction in data centres can be even higher when using DC grids, with 
savings between 7 % and 28 % [6]. 

Apart from efficiency improvement, another convincing argument for DC-MGs is their ability to recuperate 
power. Dynamic processes such as robot handling can recuperate kinetic energy. Usually, the energy released 
during braking is fed back into the DC link of the machine and transformed into heat by a braking resistor 
[7]. Dynamic robot processes are able to feed back 5 % to 20 % [8] of energy depending on the moving 
profile. 

Additionally, the importance of integrating decentralized electrical power generation into factory grids, such 
as photovoltaic (PV) plants, is increasing. By directly integrating PV panels into DC-MGs, a reduction of 
conversion losses of up to 8 % is possible [9].   

As AC-specific constraints, such as the transmission of reactive power or frequency stabilisation become 
superfluous. However, there are many issues to face before being able to establish DC-MGs in great variety. 
One are the missing DC-powered production machines on the market. Only few equipment manufacturers 
respond to the current technological change. As the production machine market is not yet ready, it is 
necessary to refurbish AC production machines for DC grids. This article offers a methodology for 
transforming AC-powered consumers for use in DC-MGs. The methodology does not claim to make 
machines more efficient but enabling the dissemination of DC Microgrids as a more efficient grid 
technology. 

2. Methodology for the AC-DC transformation of a production machine

Key components, such as DC-DC converters, safety breakers, and ultra-fast fuses for use in DC-MGs, have 
already been developed. DC-powered production machines are not yet available in sufficient numbers, but 
are needed to establish DC-MGs in factory environments. One approach is to retrofit existing equipment, 
most of them three-phase AC-powered. The presented methodology was developed to facilitate the 
integration of standard AC machines for use in DC-MGs. Its properties are described in the system design 
of the research project DC-Industrie2 [10].  

First, the requirements are defined before the transformation methodology is implemented. Second, the 
methodology is described theoretically and applied on an injection moulding machine. Finally, the 
methodology for AC-DC transformation is validated on a real-life injection-moulding machine.  

2.1 Requirements of the transformation methodology 

Defining the requirements of the DC transformation methodology (DC-TM) requires taking a closer look at 
the factory environment. The properties of AC and DC grids mirror the constraints of the start and the target 
state of the transformation of production machines. In addition, human aspects such as worker qualification 
should not be neglected. The requirements of the DC-TM are defined as follows: 

1. The methodology needs to be valid for every kind of AC-powered production equipment.
2. The methodology needs to be valid for integrating a machine into a DC-MG, specified by the DC-

Industrie2 system concept.
3. The methodology needs to reduce the complexity of the transformation by dividing the process into

several manageable steps.
4. Every step of the methodology has defined input and output parameters.
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5. The methodology needs to deliver an outcome that any electrically qualified team member can put
into practice.

As the following points are not relevant to the machine's functionality, they should not be kept in mind as 
hard requirements but only criteria of optimization.  

To better manage the transformation process, the DC-TM should result in minimally invasive modifications 
on the target machine. This means the machine should maintain the same physical size, and the most 
important parts should not be modified. 

Moreover, machine-specific control software is usually protected against operator modifications to avoid 
changes to functionality or making safety adjustments. When replacing actuators or control elements, it 
should be kept in mind that closed-loop control behaviour can change without the option of adjusting control 
parameters in the software.  

2.2 Requirements for result achievement 

To ensure that a machine's transformation leads to the desired result, the requirements for validating the DC-
TM need to be defined.  

1. The method must not lead to any changes in the grid topology or grid behaviour
2. There must not be any safety problems with the machine after transformation
3. The production performance of the machine must not be influenced negatively

A main target for applying DC-MGs is to raise energy efficiency compared to standard electric grids in 
production environments. Since the redesign of an existing machine may reveal more design constraints than 
developing from scratch, a transformed machine probably is not an ideal solution in terms of energy 
efficiency. Nevertheless, the methodology should result in the same or even in improved energy efficiency. 

2.3 First stage: Definition of specifications 

Based on the defined requirements, a suitable DC-TM can be developed. A methodology for transforming 
production machines was described by Knapp [11] as a procedure model based on the systems engineering 
approach. The approach offers a methodology composed of a block diagram describing specific activities in 
the transformation process. Each block is organised into the four superior stages of dimensioning, state 
analysis, procurement, and results. The sub-stages of this process provide an overview of and orientation in 
the transformation process, including recommended actions and the specific input parameters that are 
needed. After working out each stage, the kind of an output parameter is defined for continuing. Knapp 
formulates the procedure of his methodology in a very general way to suit any type of machine. The 
machine's functionality is not of any relevance. He also mentions the possibility of non-feasibility in 
particular cases. The methodology focuses on electric drives, closed-loop control, and electro-mechanic 
energy converters. Supply systems, cables, energy storages, and filters are not taken into account [11]. To 
allow for its claim to general validity, the procedure does not go into detail at some points. In consequence, 
users have to select their own methods adapted to the specific case to reach the next step. 

The transformation methodology (DC-TM) in this article takes up and advances the approach of Knapp. The 
general procedure of the expanded DC-TM was presented in [12]. This article presents the DC-TM in greater 
detail, and evaluates it on an exemplary transformation of an injection-moulding machine.  

Generally, the DC-TM is structured into the three major stages of specification, system analysis, and 
implementation (Figure 1). The three stages must be carried out one after the other. The output of every stage 
forms the input parameters for the next stage.  
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Figure 1: Overview of the three stages of the DC-TM 

The specification stage is meant to provide a set of basic conditions for redesigning the machine. The system 
analysis stage proposes a decision algorithm to assess the machine properties, based on the defined 
requirements. The output is an action matrix with defined action propositions. At the implementation stage, 
the propositions are turned into practice by keeping, replacing, adding, or deleting specific components and 
their resulting functions. The technical documentation records the changes to the machine design.  

When defining the specifications, the considered production ecosystem is divided into three major 
consideration units (Figure 2). The unit members are allocated with regard to system boundaries and flux 
variables that need to be considered during the transformation process.  

The first unit defines the production environment of the machine. This unit can be divided into two sub-
units. The first one is the physical environment of the machine. Its conditions can be defined through 
parameters such as space limitations, temperature limits, dust, explosion hazard, or requirements for the 
operators. Most of them are not further considered as the conditions do not change neither for AC- nor DC-
powered machines. However, they need to be considered in redesigning or in designing specific machine 
parts from scratch. The second sub-unit defines the attributes more essential for energy supply.  

The sub-unit focuses on the replacement of AC-supply by DC-supply, i.e., it points out the constraints linked 
to the electrical grid properties. In some cases, multiple energy supplies with combined or hybrid grid forms 
are possible. Some transformation methodologies aim at a step-by-step transformation, where consumers 
can have multiple power supplies [13]. Usually, the aim is to replace the previous electrical energy supply 
with pure DC-supply. For some cases, transforming the machine to run on hybrid energy supply may be 
more economical. Such optimizations can take place in the third phase of the DC-TM.  

The second unit deals with the output environment, comprising the process, the production technology, and 
the machine’s output. This unit is not to be modified in any case, as the output product or the production 
process parameters must not be changed. Therefore, it is recommended to consider the two parts together 
and to take heed of any possible changes to the product resulting from the machine’s transformation process. 

The third consideration unit is the most relevant one for transformation and is defined as the transformation 
object. Its system boundaries are limited by the machine-inherent energy transition components. The input 
and output parameters greatly influence the execution of the transformation. One of the difficulties in the 
DC-TM is to define the interfaces between units two and three. The part mostly affected by transformation
lies within the transformation unit and will be dealt with in detail at the system analysis stage of the DC-TM.
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Figure 2: Extracting relevant system boundaries (orange) and constraints (red) for transforming production machines 
by defining three consideration units.  

Applying the consideration unit model on the injection-moulding machine leads to grid- and the machine-
inherent specifications, which are the constraints for the transformation process. Environmental 
specifications can be neglected due to marginal changes.  

2.3.1 Grid-inherent specifications 

Grid-inherent specifications are linked to the energy supply of the production environment. Originally, 
energy was supplied by a three-phase AC grid with amplitudes of 230 V and fuses for maximum currents of 
16 A.  

The specifications of the DC-MG are defined by the system design of the research project DC-Industrie [10]. 
The most significant attribute is the voltage band, which can vary within the nominal operation band of 
620 V and 750 V. The grid has two phases, DC+ and DC- and a protective conductor. In line with safety 
aspects, faster fuses are necessary than in AC grids. 

2.3.2 Machine-inherent specifications 

Every component needs to be suitable for use with a maximum voltage level of more than 800 V in error 
cases. Special attention needs to be paid to clearance and creepage distances. Furthermore, the safety 
standard for operators and machines must be the same as in AC-grid use. Short circuit protection and voltage 
separation have to be guaranteed. 

2.4 Second stage: System analysis of the transformation object 

At the end of the first phase/stage, after defining the requirements of the system, the system analysis of the 
machine can take place in three steps. First, the transformation object is analysed at component level. Second, 
the component diagram is transferred to functional group level. Third, the components are evaluated 
according to relevance and their functional suitability for DC grids, based on a decision tree. The results are 
compiled in an action matrix. 
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2.4.1 Analysis at component level 

Based on the technical documentation, the energy transition technology of the machine is analysed and 
visualized in a component diagram (Figure 3Figure 3: The flux variables illustrate the impact of the 
components on the electrical signal, where Ui is a voltage signal, Ii a current signal and fi a frequency signal. 
The index stands for changes in the signal characteristics. Left side: Component diagram of the energy 
transition unit of an injection-moulding machine. Right side: Function diagram of the energy transition unit 
of an injection-moulding machine.).  

Every box represents the component of a component in during the period of energy. The index of flux 
variables clarifies the changes to the electrical input generated by a particular component. 

Figure 3: The flux variables illustrate the impact of the components on the electrical signal, where Ui is a voltage signal, 
Ii a current signal and fi a frequency signal. The index stands for changes in the signal characteristics. Left side: 
Component diagram of the energy transition unit of an injection-moulding machine. Right side: Function diagram of 
the energy transition unit of an injection-moulding machine. 

2.4.2 Transformation from component model to functional model 

The component diagram is transferred to a functional diagram (Figure 3: Right side). The composition of 
the components as to their particular functions helps to get a more detailed view of the system.  

Sometimes it can be reasonable to regroup similar functions into one functional block. The visualized 
functional relation is the basis for the DC suitability evaluation.  

2.4.3 Assessment of components and functional groups 

The components and their functions are listed in a table (Table 1). A decision tree is used for evaluating DC-
grid suitability of each component and its function, illustrated in Figure 4. Executing the decision tree with 
every component leads to the four different actions of maintaining, replacing, deleting, or adding further 
components. The results are marked in the action matrix.  
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Figure 4: Decision tree for evaluating the DC suitability of AC components. 

The user needs to determine the data on which each decision is based, according to the defined constraints. 
The decision algorithm is adapted to the specific case of electric transformation from AC to DC. For other 
use cases, the decision tree needs to be modified. 

Table 1: Action matrix for reengineering exemplified by an injection-moulding machine 

COMPONENT FUNCTION DECISION 
Maintain 
component 

Replace 
component 

Add further 
component 

Delete 
component 

Grid connector Connect energy supply X 
Main switch Switch on/off X 
Grid filter Eliminate frequencies X 
Fuses Avoiding overload X 
AC-DC Converter Convert power X 
Control CPU Control power X 
DC-DC Converter Convert power X 
Triac Circuit Convert power X 
Motor driver Convert power X 
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Once the action matrix has evaluated the action for every component, the system analysis phase ends. 

2.5 Third stage: Implementation and redesign 

In the last phase of the DC-TM, the results of the previous phases are implemented and transferred to the 
machine’s technical documentation. The implementation stage can be compared to the standard model care 
process, the difference in this case being that the machine is already on site. The redesign process requires 
to be done iteratively as described in the standard literature for development methodologies, e.g., [14–16]. . 
Therefore, this stage is not described in detail.  

The transformation of the injection-moulding machine led to several minor and major changes in the machine 
design. Minor changes, such as replacement of plugs, fuses, or connection cables, are not described in detail. 
Noteworthy adjustments were made to the power electronics of the heating resistors. Originally, they were 
controlled by triacs, which are AC-specific components. A specifically designed electronic board with 
IGBTs (insulated gate bipolar transistors) replaced the triac circuits. Optical couplers assured necessary 
galvanic isolations. An advantage of this design is that it requires no adaptations in the control software.  

Minor changes were made to the motor board of the hydraulic pump. The AC-DC converter was replaced 
by a DC-DC converter to reduce the input voltage to a suitable motor voltage of 300 V. A great advantage 
being the fact that the motor did not require any further modifications.  

3. Results

The example of the injection-moulding machine illustrates the successful transformation of a production 
machine by the DC-TM. All requirements were fulfilled at the end of the transformation process. The 
machine’s operation did not bring about any noticeable changes with regard to safety aspects, machine 
performance, or influences on the DC grid.  

Functional proof was provided by applying the DC-TM to the production machine under consideration. The 
requirements for the methodology were defined in section 2.1. The first requirement mentioned above is that 
the DC-TM is to be valid for any kind of AC-powered production machine. This requirement is partially 
fulfilled by applying the DC-TM to one type of production machine. For complete validity, the DC-TM 
needs to be applied to further machine types. Requirements two to five were accomplished without 
restrictions. 

4. Conclusion

The transformation of AC-supplied machines for operation with DC enables the establishment of DC-MGs. 
The DC-TM is a suitable to support the transformation process and leads through the different stages of 
definition of specifications, analysis of the production machine, and hardware redesign. An algorithm for 
evaluating DC suitability of components concerned is provided in form of a decision tree. The results are 
presented in a compact action matrix as a guideline for redesigning the machine.  

In the future, the DC-TM should be applied to different types of production machines. Additionally, several 
aspects of the methodology need to be further specified. Furthermore, the DC-TM can be abstracted to 
become a universally valid methodology for redesigning field machines. A detailed classification in the field 
of development methodologies is pending. The energy efficiency before and after the transformation process 
can be evaluated. Probably, design guidelines for cost-effective and energy-efficient redesign could be added 
to the DC-TM. 
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Abstract 

The possibility of acquiring data in production and manufacturing processes is almost limitless. But 
especially small and medium-sized enterprises (SMEs) lack the knowledge to successfully integrate digital 
tools and use real-time production data for critical decision-making. Numerous initiatives already exist to 
inform and support SMEs in Germany, funded at various levels by municipal, federal, and state entities. 
These initiatives offer expertise in digitalisation and provide diverse activities to support SMEs across 
different industrial sectors. To make abstract concepts such as artificial intelligence (AI) or digitalisation 
more tangible, demonstrations and practical best practice showcases demonstrate methodological 
approaches for facilitating independent implementation initiatives within SMEs. However, most of these 
activities primarily showcase rudimentary and isolated technological implementations, with limited 
integration into the complex environment of a manufacturing company. This paper focuses on a holistic 
methodical brownfield implementation of a demonstrator for digital data consistency in an assembly line of 
a learning factory by applying an extended methodology for implementing demonstrators and its validation 
by industrial participants. It stresses the complexity of production data acquisition in a practical environment 
and illustrates a best-practice showcase. Key performance indicators are visualized by acquiring, storing, 
and cross-linking data points. The demonstrator is implemented and evaluated by SMEs’ representatives, to 
show promising potential for sustainable knowledge transfer into the SMEs. 

Keywords 

digitalisation; industry 4.0; production data acquisition; factory planning; machine learning; learning 
factories, demonstrator 

1. Introduction

Exploiting a company's value creation potential within production sites is paramount in achieving substantial 
revenues. The utilization of digital tools becomes crucial for the enhancement of lean implementation as 
well as decisions with great impact, as they provide real-time data for informed decision-making [1]. This 
data needs to be extracted from machines (machine data) or processes (operating data) at essential 
information points and serve as data points to establish transparency by key performance indicators (KPIs) 
[2]. Especially small and medium-sized enterprises (SMEs) often lack such implementations of data usage 
in their production sites [3]. Consequently, decision-making tends to be delayed or based on inaccurate 
assumptions due to the absence of transparency in value-creation processes [2]. Existing initiatives of various 
centres of competence funded on municipal, federal, and state levels already assist SMEs on this matter by 
informing companies on digitalisation or artificial intelligence (AI) and showcasing best practice use cases 
to make these topics tangible [4]. Such demonstrations tend to be downscaled or simplified for better 
understanding and were developed as greenfield implementations [5–7]. Furthermore, existing brownfield 
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concepts often prioritize hardware infrastructure and production processes and do not consider the extension 
of existing IT infrastructure [8]. The object of research, presented in this paper, is a solution which can be 
easily transferred to SMEs thus ensuring an applicable transposing of production processes. Following the 
established learning factory (LF) approach [9], using realistic and industrial-like surroundings for best 
transfer results, the existing infrastructure of the Learning and Research Factory (LFF) of the Chair of 
Production Systems (LPS) at the Ruhr-University Bochum [10] was extended. Consequently, a demonstrator 
for digital data consistency is methodically developed, focusing on assembly lines as an illustrative example. 
An extension of the existing methodology for a demonstrator’s brownfield implementation into an existing 
environment constitutes the primary emphasis of this paper. The functional implementation of the 
demonstrator serves as the extended methodology’s proof of concept. Validation is then conducted through 
integration into informational events and subsequent surveys. However, it is important to note that the 
validation is not part of the methodology itself and paper does not address the comprehensive development 
of a competency-based LF environment (LFE) for action-oriented learning. 

2. Fundamentals 

2.1 Learning factories and demonstrators 

LFs provide hands-on and experimental training for students and industrial employees. These facilities aim 
to replicate industrial settings, allowing participants to acquire practical knowledge and skills in a controlled 
and safe environment. [11] A comprehensive classification morphology has been developed to describe 
different types of LFs. Initially introduced by TISCH ET AL. [9], this framework has recently been updated 
and expanded to a total of eight dimensions [12]. Of relevance to this paper and therefore to the 
implementation of a demonstrator, are the dimensions of process, setting and product, as they describe the 
environment of a LF. The LFE includes the overall physical or virtual setting that emulates a real industrial 
or manufacturing workspace. It consists of various workstations, machinery, equipment, and resources that 
replicate those found in actual industrial settings. This LFE is designed to fulfil the didactical requirements 
as a secure and controlled space for this purpose. It enables participants to acquire knowledge and skills 
related to production processes, production management, digitalisation, automation, and related areas [13]. 

On the one hand, demonstrators are typically characterized as model-scale environments [5] and are 
interpreted in this paper as components within an existing or future LFE. They serve to represent specific 
technologies, processes, and best practices, or provide foundational information on various topics [13]. These 
segregated systems offer participants hands-on experiences and facilitate a deeper understanding of the 
practical applications of the technologies being showcased. Demonstrators play a crucial role in bridging the 
gap between theoretical knowledge and practical implementation and are frequently utilized in knowledge 
transfer initiatives such as the "Mittelstand-Digital Zentren" in Germany [14]. Demonstrators can be 
categorized as either material or non-material manifestations. Materialistic demonstrators can be either 
mobile [15,7] or stationary [6,8]. On the other hand, the LFE in the narrow sense encompasses the broader 
setting that replicates an industrial workspace and provides a comprehensive learning experience with 
various workstations and resources [16]. 

2.2 Existing design approaches for demonstrators 

Various design approaches have already been established for the development of LFEs. One comprehensive 
approach, pioneered by Tisch et al. [9] and used most often [17], focuses on creating a LFE that offers direct 
applications of competencies for extensive learning modules. This approach contains two didactic 
transformations. The first didactic transformation encompasses organizational requirements and learning 
objectives, while the subsequent stage involves the configuration and implementation of the didactic and 
sociotechnical infrastructure. Another approach, which builds upon TISCH ET AL. [9], specifically addresses 
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the development of a mobile demonstrator [7]. Additionally, there is an effort to create a model scale 
environment tailored to enhance energy efficiency [5] or a demonstrator’s framework in cyber-physical 
production systems [18]. The application of a reference architecture for demonstrators [19] does not match 
the usage of demonstrators as mentioned above, but the simulation of new cyber-physical systems. 
Consequently, a gap exists in the existing methodology when it comes to the technical implementation of 
demonstrators as a preliminary step within an already established hardware and software infrastructure. 

2.3 Learning factory evaluation 

To ensure the success of a demonstrator and its effectiveness in illustrating specific information to 
participants, evaluation is essential. When assessing the success of LFs, the Kirkpatrick Model [20] is 
frequently used already [21]. The Kirkpatrick Model is a widely recognized framework for evaluating the 
effectiveness and impact of training and development programs. This model provides a systematic approach 
to evaluating training outcomes across four levels. The first level focuses on participants' immediate 
reactions to the training program. It measures their satisfaction with the training, their perception of its 
relevance, and their overall engagement. Feedback is typically gathered through surveys and questionnaires. 
The second level assesses the extent to which participants have acquired new knowledge, skills, or 
competencies because of the training. It measures the increase in participants' knowledge and understanding. 
The third level of evaluation examines the extent to which participants apply the newly acquired knowledge 
and skills in their workplace. The highest level of evaluation focuses on the overall impact of the training on 
the organization's outcomes. Considering that demonstrators primarily serve as a form of learning but may 
not address high-level competencies [13] due to their limited interaction period with participants, this paper 
focuses its evaluation on the initial reactions and low-level learning outcomes [20]. Specifically, it examines 
the taxonomy levels of remembering and comprehension [22] in stage two. 

3. Methodology

The foundations for the systematic development and implementation of a LFE have already been established 
[9], and there are already comparable instances of mobile [7] and stationary demonstrations that have built 
upon this foundation. The subsequent chapter describes the extension of the existing approach, including the 
necessary adaptations to meet the given specific use case, which entails integrating a demonstrator into the 
existing hardware and software infrastructure and surroundings within a brownfield LFE. The pre-existing 
design approach of a first and second didactic transformation is still the macro-structure. However, 
adjustments to align this approach with the technological focus of the demonstrator are made. Considering 
the requirements of a practical demonstrator, alongside the extensive implementation within an existing 
operational infrastructure, more comprehensive guidance is relevant for the conception and execution 
phases. This can be accomplished by complementing the existing approach with the incorporation of the 
VDI 5200 [23] guideline for factory planning (see Figure 1).  

4. Implementation

4.1 Phase 1 – setting of objectives 

The main target groups for the demonstrator primarily comprise representatives from SMEs. Their 
professional roles include digitalisation officers, process engineers, plant managers, and potentially other 
positions. The second group consists of multipliers, such as chambers of commerce, associations, and 
consultants. Each target group has distinct transfer objectives, which are further categorized as primary and 
secondary objectives (see Table 1). The primary objectives aim to generate participants' interest and foster 
their understanding of the functionality of live data acquisition, interfaces, and the steps involved in 
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establishing KPIs, using the demonstrator as a best practice example. Moreover, the secondary objectives 
aim to encourage SMEs to take further steps towards implementing similar digitalisation practices in their 
production processes. 

Figure 1: Phase model of a demonstrator’s brownfield implementation following TISCH ET AL. [9] and VDI 5200 [23] 

It is important to note that other groups, such as students or works councils, are not listed as primary targets, 
as their specific transfer objectives may differ from those of the primary target groups. The transfer 
objectives play a crucial role in evaluating the demonstrator later. They were developed in discussions with 
the target groups and condensed in expert brainstorming sessions. 

Table 1: Target groups and transfer objectives of a demonstrator for digital data continuity 

target groups primary transfer objectives secondary transfer objectives 

digitalisation officers, 
process engineers, plant 
managers, etc. 

• Generating participants' interest in
live data-driven KPIs

• Understanding the concept and
functionality of the demonstrator

• Understanding the basic
digitalisation phases

• Increase in understanding of digital
data continuity

• Stressing the variousness of
interfaces and the system’s entities

• Initializing digitalisation efforts by
showcasing best practices

• Raising awareness of the
challenges and complexity of
digital data continuity

• Supporting SMEs initiatives for
digitalisation

• Increasing transparency and data-
based decision-making in
manufacturing SMEs

multipliers, industrial 
chambers of commerce, 
associations, etc.  

• Showcasing best practice examples
for digital data continuity

• Train-the-trainer format in
digitalisation of production sites

• Creating a presumption of
competence to hold joint events

• Multiplying gained impressions to
manufacturing SMEs

4.2 Phase 2 – establishment of the project basis 

To address the transfer objectives, various hardware and software solutions already exist. By integrating the 
new demonstrator into the existing infrastructure, investments and efforts can be reduced by selecting the 
most suitable project foundation of already existing hard- and software. Three potential scenarios are 
considered within the LFF: a hybrid assembly line [24], a terminal strip assembly line with real production 
orders [25], and the UniLokk bottlecap assembly line [26]. These scenarios are listed and compared, 
highlighting the pros and cons of each (see Table 2). All the scenarios can equally leverage the established 
IT infrastructure of the LFF, which encompasses essential components such as a router for the 
communication standard Open Platform Communications Unified Architecture (OPC UA router), a 
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Structured Query Language database (SQL database), and a broker of the message protocol Message 
Queuing Telemetry Transport (MQTT-Broker). Among these options, the UniLokk assembly line presents 
the most compelling advantages. It mostly captivates with the existing track and trace system, and cognitive 
worker assistance systems, incorporates AI for object detection and quality management [26], and offers 
various human-machine interfaces (HMI). These features provide a well-suited project foundation for 
achieving the desired transfer objectives (see Table 1). The setup consists of three assembly stations (see 
appendix Figure 3 and Figure 4). The first station serves as a preassembly area where the worker (1) is 
responsible for glueing tasks. In the subsequent station, worker (2) assembles the pre-assembled component 
from station one along with the remaining UniLokk components. Following the hardening process, worker 
(1) transitions in the meantime to station three to conduct quality inspections on an assembled UniLokk
before packaging the final UniLokk product and moving back to station one for finishing the preassembly.

Table 2: An overview of the advantages and disadvantages of given assembly line scenarios in the LFF 

scenarios pro scenario contra scenario 

COssembly  
(hybrid assembly 
line) 

• Already existing digital twin
• Machine data of robots available
• Production data is available

o Very complex system
o Complex start-up procedures for

hard- and software
o No database connected

terminal strip 
assembly line 

• Manufacturing execution system already
integrated

• Order production for customers
• High amount of production data

(also used for research)

o Interference with production
results in loss of piece numbers

o Interference with production
results in falsified research
results

UniLokk 
bottlecap 
assembly line 

• Isolated digital applications already exist
(AI object detection, track and trace system)

• Versatile product with most frequent use in
other transfer events, formats and topics

• Various cognitive worker assistance systems
exist (pick-to-light system, HMI-based, etc.)

o No database connected
o No interfaces or connections to

frontends exist
o Lean processes via paper

4.3 Phase 3 – concept planning 

Enhancing the transparency of the UniLokk assembly line includes gathering target KPIs and extrapolating 
the general functionalities of the demonstrator. Relevant data points of each assembly station are listed in 
Figure 3 in the appendix. An overview of the approximate function and information flow is depicted in 
Figure 2. The flow traverses the primary dimensions, including the human dimension, the human-machine 
interface, and the cyber-informatic dimension. These flows will be elaborated in greater detail in phase 4. 

4.1 Phase 4 – detailed planning 

Subsequent planning efforts yield a comprehensive draft outlining the detailed information flow (see 
appendix, Figure 5). This precise depiction describes the specific dimensions and processes involved in 
customer interaction and worker assembly. The digital dimensions are derived from the digitalisation phases 
outlined in the acatech phase model [27], differentiating between data collection, data processing, data 
provision, data storage, data visualization, and data analysis or prediction. Each station of the UniLokk 
assembly line is equipped with radio frequency identification (RFID) scanners to facilitate seamless and 
contactless tracking of the product. The RFID chips’ identification number captured by the scanners is 
processed through their programmable logic controllers (PLCs) and afterwards mapped by the OPC UA 
router to ensure efficient signal transmission. To showcase the capability of utilizing two frequently used 
communication standards in production digitalisation, the OPC UA router further processes the signals into 
the MQTT protocol, which is then published by the MQTT broker. Open-source software, such as node-red, 
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Figure 2: Concept planning of a digital data consistency 

incorporates various programs and flows to assimilate the data and write it into the database. Additional 
node-red flows provide diverse front-end interfaces customized for both workers and plant managers on 
screens, featuring different KPIs. The application of the YOLOv7 AI algorithm [28] enables object 
recognition via camera, providing relevant data for comparing the manufactured product with the customer 
configuration. However, beyond this specific function, no further data analysis or prediction is conducted. It 
is important to note that the interpretation of the dashboard data by the plant manager or worker is not 
depicted in Figure 5. Lastly, each RFID chip, which identifies the current product in each station, triggers a 
pick-to-light flow to guide the worker in picking the appropriate parts. 

4.2 Phases 5, 6 and 7 – preparation, monitoring of realization and ramp-up support 

The hardware yet to be acquired was obtained through offers and procurement requests. The execution of 
the project involved a collaborative effort among students undertaking their final theses, research assistants, 
technical personnel, and academic staff. All persons involved worked together on parallel tasks or 
coordinated milestones. The collaboration involved interdisciplinary teams composed of students 
specializing in applied informatics, electronic engineering, automation engineering, and process 
management. These teams worked together to synchronize their efforts and ensure smooth integration among 
the various components of the previously described system architecture. A conventional ramp-up process is 
dispensable due to the non-commercial and non-value-added utilization of the demonstrator's environment. 
However, despite this fact, a series of stress tests and iterative optimization cycles remain essential even 
post-realization. The demonstrator's content has been integrated into the operational flow of the pre-existing 
technology tour. The initial application and evaluation for project assessment are conducted within this phase 
but will be dealt with in the subsequent chapter. 

5. Application and evaluation

5.1 Application of the demonstrator 

The proof of concept was assessed during organized events hosted in the LFF. The target audience for these 
events consisted of employees from SMEs who participated in technology tours offered free of charge as 
part of externally funded transfer projects [14]. These tours serve as a platform to provide participants with 
first-hand exposure to state-of-the-art technologies. The insight is facilitated through research cells or 
demonstrators. During these technology tours at the LFF, participants receive basic knowledge of 
technologies, as well as principles related to digitalisation, AI, automation, and robotics. To augment the 
participants' understanding of the digitalisation of production data, the implemented demonstrator for data 
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consistency in assembly lines has been integrated into the tour. This integration allows for a more 
comprehensive and immersive experience, enhancing the participants' superficial understanding of the 
subject matter. 

Initially, participants were provided with fundamental knowledge about the acatech phase model [27] and 
its phases related to digitalisation and Industry 4.0. They were immersed in a scenario involving a fictional 
SME engaged in the production of the UniLokk. The basic assembly process of the product was illustrated 
across three stations, prompting the participants to contribute their ideas regarding KPIs relevant to the 
assembly lines through a collaborative brainstorming session. Together, they identified the need for feedback 
on productivity, efficiency, and transparency. The resulting KPIs aligned with the objectives defined in 
Chapter 4, including metrics such as the number of units, quality rates, and cycle times. Instead of developing 
a technological solution concept from scratch, the participants were introduced to the fully implemented 
demonstrator that served as a best-practice example. Each aspect, system component, and software interface 
were described to the participants by the event host of the LPS. Following the introduction, the participants 
were given the opportunity for hands-on experience. They engaged in activities such as entering customer 
orders, initiating production orders via RFID chips, operating the optical quality control, and submitting 
quality data through the HMI. Through these interactions, each participant gained insights into the 
information flow of every actuator and sensor. The hardware components, such as scanners and PLCs, were 
visually illuminated to indicate the acquisition and transmission of data. The data flows were then visualized 
within the system's components, including the OPC UA router, MQTT-broker, node-red backend, node-red 
frontend, and SQL database. Feedback was conveyed through visual changes in various options, such as 
debugging messages, colour modifications, or the addition of characters. 

5.2 Evaluation of the demonstrator 

Upon completion of the testing phase, each participant was requested to complete questionnaires as part of 
the evaluation process for the demonstrator. As the current classification categorizes the event as an 
informational session, the primary objective is not focused on profound competency development. The 
questionnaire was developed based on the Kirkpatrick approach [20], only focusing on levels one and two. 
The main content of the surveys deals with the predefined objectives established before the planning phase. 
Section one of the survey refers to the participants' subjective assessment of their comprehension of the first 
level of Kirkpatrick's evaluation framework. The questionnaire specifically asks participants to self-assess 
their interest in digitalisation within assembly lines, as well as their perception of the complexities 
surrounding data collection and distribution for visualization purposes. Additionally, it evaluates their 
reaction to the effectiveness of the demonstrator in clarifying relevant functions, the participants' 
understanding of data acquisition processes, and their comprehension of the overall system architecture. 
Section two examines the participants' understanding of the demonstrator's functionality, ranging from 
Anderson's levels of remembering to comprehension, through a series of targeted questions, like the 
sequence of the digitalisation phases, the relevance of software interfaces and other aspects of the 
demonstrator’s functionality. In the third section, the success of knowledge transfer is assessed by a request 
for feedback on the emergence of inspiration. This section primarily focuses on comparing existing 
aspirations for digitalisation in assembly lines, existing use cases, and participants' interest in commercial or 
prototypical implementations. It is worth noting that each question allows for abstention, providing 
participants with the option to decline to respond if desired. Sections one and three consist of scale questions, 
requiring feedback ranging from 1 (strongly agree) to 5 (strongly disagree), including the option to abstain. 
Additionally, section four collects data on participants' backgrounds, such as their industry, number of 
employees, and role within their companies. The survey results are presented in Figure 6 of the appendix. A 
total of 19 surveys were collected and the survey’s questions are numbered in their section. Outliers are 
indicated by dots on the graph. Three surveys were excluded from the evaluation in section three, as the 
secondary target group did not possess aspirations for transfer goals due to the absence of manufacturing 
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applications in their companies. These individuals did not abstain from providing feedback, which is why 
their responses were not considered. Overall, the reactions in section one rank in the higher categories, except 
for question 1.6. This question served as a negated control question to prevent any potential falsified results 
and is opposite to that of the other questions. The distribution of correct and incorrect answers in section two 
also reveals the most correct responses, with approximately 15.8 % abstentions and 26.3 % incorrect answers 
combined across all four questions. However, the feedback regarding transfer goals demonstrates a wider 
range of opinions. These numbers do not directly align with the positive feedback received in section one. 
The discrepancy observed in question 3.2 indicates a lack of knowledge among participants or no 
applications at all regarding the existence of comparable use cases within their companies. 

6. Conclusion and outlook

The primary objective of this paper was to methodically implement a low-threshold demonstrator for digital 
connectivity and data continuity in assembly lines, laying the groundwork for knowledge transfer to SMEs. 
Existing approaches fell short of meeting the requirements of industry-oriented integration of demonstrators 
within the existing infrastructure of the LFF. Consequently, the existing concept was enhanced by 
incorporating a guideline for factory planning projects. The usage of the demonstrator in information events 
focused on stimulating digitalisation efforts in SMEs at lower taxonomy levels. The initial proof of concept 
yielded positive feedback on the demonstrator’s set-up and illustration of digitalisation on assembly lines in 
an existing brownfield IT infrastructure. With most correct answers obtained on the lower levels of 
taxonomy, the demonstrator successfully meets the established requirements, indicating its promising 
potential for future application. However, it is important to note that the demonstrator does not fully 
eliminate all existing barriers inhibiting SMEs on their own comparable projects in their production, as 
evidenced by the mixed feedback on transfer. This emphasises the current limitations of the demonstrator 
concept and stresses the necessity for comprehensive competency development within SMEs. 

Ongoing evaluation will play a crucial role in further developing the demonstrator and improving the current 
information format. A new evaluation category could be introduced to assess the industry-like format of the 
demonstrator and ensure its practical orientation. Additionally, a more detailed information module could 
equally balance technology and methodology by integrating the guideline for factory planning. Moreover, 
there is room for enhancing participant involvement. By implementing further didactical and technological 
improvements, such as incorporating new data points or applying data analytics, new qualification modules 
can be developed. These modules would focus on the profound application of methods, such as value stream 
mapping 4.0 plus [29] or digital shopfloor management, at higher taxonomy levels and foster competency 
development in digitalisation. The demonstrator can serve as an appropriate LFE for such advanced modules. 
Furthermore, the effect of the demonstrator on heterogenous target groups from different SMEs with 
differing employee numbers, professions and industries still has to be examined as the number of participants 
is not high enough at this moment. 

Acknowledgements 

This article has been elaborated during the transfer project “Mittelstand-Digital Zentrum Ländliche Regionen 
Teilvorhaben: Innovationen und Methoden für Unternehmen” (reference number: 01MF22009B). The 
project is funded by the German Federal Ministry for the Economy and Climate Protection within the 
initiative of “Mittelstand-Digital, Mittelstand-Digital Centres” and supervised by the project executing 
agency German Aerospace Centre (DLR). The authors are responsible for the content of this publication. 

365



Appendix 

Figure 3: Schematic representation of the UniLokk assembly line 

Figure 4: Hardware infrastructure of the UniLokk assembly line with HMIs, pick-to-light system, AI application and 
RFID scanners 

station 2: assembly station

order number, defective components, cycle
times, numbers, variants

station 3: 
quality

control and 
packaging

order
number, 
matching
product, 

functionality,
surface, 

screw torque, 
cycle times, 

numbers

station 1: 
pre-

assembly

order
number,

hardening
time, 

defective
components, 
cycle times, 

numbers, 
variants

HMIs

RFID 
scanners

pick-to-light 
system

AI application

366



Figure 5: Detailed planning of a digital data consistency 
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Figure 6: Results of the survey (section 1: n = 19; section 2: n = 19; section 3: n = 16) 
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Abstract 

Smart factories, driven by the integration of automation and digital technologies, have revolutionized 
industrial production by enhancing efficiency, productivity, and flexibility. However, the optimization and 
continuous improvement of these complex systems present numerous challenges, especially when real-world 
data collection is time-consuming, expensive, or limited. In this paper, we propose a novel method for semi-
automated improvement of smart factories using synthetic data and cause-effect-relations, while 
incorporating the aspect of self-organization. The method leverages the power of synthetic data generation 
techniques to create representative datasets that mimic the behaviour of real-world manufacturing systems. 
These synthetic datasets serve together with the cause-and-effect relationships as a valuable resource for 
factory optimization, as they enable extensive experimentation and analysis without the constraints of limited 
or costly real-world data. Furthermore, the method embraces the concept of self-organization within smart 
factories. By allowing the system to adapt and optimize itself based on feedback from the synthetic data, 
cause-effect-relationships, the factory can dynamically reconfigure and adjust its processes. To facilitate the 
improvement process, the method integrates the synthetic data with advanced analytics and machine learning 
algorithms as well as and the cause-and-effect relationships. This synergy between human expertise and 
technological advancements represents a compelling path towards a truly optimized smart factory of the 
future. 

Keywords 

Smart factories; synthetic data; cause-and-effect relationships; semi-automated improvement; self-
organization; data-driven decision-making 

1. Introduction

Globalized customer markets require companies to adapt to small production batch sizes and rapidly 
changing demands. Short innovation, technology, and product life cycles, as well as the need for cost-
effective customized products, call for reconfigurable process paths [1], [2]. Smart, self-organized factories 
offer the potential to achieve flexible and adaptive production processes to solve arising problems in factory 
environments dealing with dynamic and rapidly changing boundary conditions and increasing complexity 
[3]. Self-organized factories are capable to perform a target-oriented (re-)structuring of the factory system 
to adapt to changing conditions without the need for a higher (hierarchical) decision-making level [4], [5]. 
To carry out these adaptations, autonomously acting system elements in the subsystems (like semi-
autonomous working groups in assembly or autonomously mobile workstations) are necessary, which allow 
a targeted-oriented self-adjustment to enable an adaptation of the subsystem [6], [7]. The concepts of self-
organization and autonomous control are closely linked to each other [5]. Self-organization deals with the 

371



autonomous emergence of ordered structures in dynamic, complex systems. It refers to the way in which 
order emerges from within a system and a system designs processual and systemic structures by itself [5], 
[8]. Autonomous control describes, in particular, processes of decentralized decision-making in heterarchical 
structures on the execution level [9], [10].  

In a smart factory, interconnected manufacturing processes use data processing for early improvements. The 
continuous improvement process (CIP) includes problem analysis, solution generation, implementation, and 
checking, leading to new standards [11]. The philosophy behind CIP is proactive, using employee expertise 
to prevent problems and achieve significant improvements through continuous small changes over time. The 
analysis of product, process and factory data of including historical data combining with cause-effect 
relationships enables the identification of measures to achieve or even exceed defined production target 
dimensions by a semi-automatic improvement process using the self-organization capabilities. 

2. Analysis of the state of science

To set the theoretical base the state of science in the fields of continuous improvement of smart factories, 
synthetic data generation, data analytics and cause-and-effect relationship analysis is examined. 

2.1 Continuous improvement of smart factories 

The continuous improvement process (CIP) involves small improvements in small steps and is one of the 
tools of lean management [12], [13]. In contrast to innovation, which is a top-down approach, CIP involves 
the employees [12]. In traditional CIP, digital tools assist processes, with improvement measures drawn from 
human expertise, promoting cross-functional collaboration among employees from various departments. 

In the last decade a number of advanced digital technologies known as Industrie 4.0 were developed, which 
offer new approaches to managing complexity and improving productivity [14]. Integrating digital 
technologies in Industrie 4.0 with established lean management principles like CIP can optimize processes 
by enhancing transparency, networking, and automation, offering companies substantial potential. A study 
by BearingPoint [15] shows that the successful use of Lean Management 4.0 varies greatly depending on the 
industry. In a study of 50 manufacturing companies, 72% of decision-makers acknowledged the potential of 
lean management and digitalization for optimizing business processes. However, most companies are still 
in the early stages of implementing digital technologies within lean management methods [15]. There is also 
a trend towards developing tools that autonomously perform data analysis without human assistance [16]. 
Existing approaches (I) use especially human-based knowledge and experience for a manual or semi-
automated transfer to new problems or (II) require large amounts of real data for an automated process using 
advanced analytics or machine learning to identify patterns [17], [18]. 

2.2 Synthetic data generation 

Synthetic data is used when real data is challenging to access, lacks detail or scale, or is incomplete [19]. 
The three primary categories of synthetic data include dummy data, rule-based generated synthetic data, and 
synthetic data generated using artificial intelligence [20]. 

Dummy data, often made with a mock data generator, is randomly generated and lacks the characteristics, 
relationships, and statistical patterns of the original data, making it unrepresentative of the actual data [20]. 
Rule-based generated synthetic data, on the other hand, is produced by defining specific rules for data 
generation, which can be achieved using simulation tools [20], [21]. Within the realm of data farming, 
simulation methods are utilized to generate and analyse synthetic data to gain targeted insights [22], [23]. 
Rule-based synthetic data generation relies on precisely defining all features, relationships, and statistical 
patterns, with the quality of the generated data depending on the accuracy of the predefined rules, making it 
valuable when real data is unavailable [20]. Using artificial intelligence algorithms, synthetic data can be 
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generated by training an AI model with real data to learn its features, relationships, and statistical patterns, 
and then the model creates entirely new data points that mimic the characteristics of the original dataset [20]. 

2.3 Data analytics 

Data analytics is the scientific process of mathematically and logically transforming historical data into 
insights to explain the past and to achieve better future decision-making [24], [25]. With increasing maturity 
of analytical skills, descriptive (What happened?), diagnostic (Why did it happen?), predictive (What will 
happen (with which probability)?) and prescriptive analytics (How can we make it happen?) are 
distinguished, which all build on each other [24], [25], [26]. The starting point for analysis is set by the 
descriptive analytics by analysing what has happened based on statistics and instruments such as tables and 
charts organizing, summarizing and visualizing data [24], [27]. After descriptive analytics, diagnostic 
analytics is used to uncover patterns, root causes, and connections among attributes. It employs data-driven 
machine-learning algorithms like k-means clustering [24]. Diagnostic analytics analyses attribute 
correlations and interactions, such as process errors' influences and root causes of process time delays. In 
the predictive analytics step, methods and models are utilized to forecast errors and disruptions based on 
identified patterns within the dataset [24], [25]. In the final step of prescriptive analytics, simulation and 
optimization approaches are employed to positively impact the future by making targeted decisions, such as 
optimizing assembly processes to prevent errors like incorrectly mounted or forgotten components.  

2.4 Cause-and-effect relationships (CER) 

This work utilizes cause-and-effect relationships to identify interrelationships in a product lifecycle and 
improve production semi-automatically. These relationships indicate connections between variables, where 
changes in one variable cause changes in others, and genuine connections, rather than just close links, must 
be ensured during the identification process [24]. One process that builds on cause-and-effect relationships 
is quality problem-solving (QPS), which is used in the manufacturing industry. This process consists of 
problem definition, problem analysis, cause identification, solution generation and selection, and solution 
implementation and testing [28]. The data that exists in a QPS system includes the problem, the causes, 
different types of solutions and a solution evaluation. If the problems and causes are represented graphically, 
the result is a bipartite graph [29]. 

3. Research Method

The procedure of this work is based on Österle’s Design Science Research [30] with a focus on a practice- 
oriented research approach. The work begins with an analysis phase using mixed literature analysis, 
including snowballing, to establish theoretical foundations, analyse and evaluate literature aspects, and 
identify CER in a product lifecycle along with relevant data types. In the draft phase, the method is created 
based on the part solutions, generating synthetical data, CERs, data streams and fundamentals from literature 
as well as research already carried out. The verification was done against the requirements based on use 
case 1 for the suitability of the synthetically generated data. The validation to prove the achievement of the 
goal for application of the developed method was partly done by the use case 2 for a smart product and 
production. 

4. Development of the method for semi-automated improvement of smart factories

The continuous improvement process (CIP) involves small improvements in small steps and is based on a 
bottom-up approach. The idea of developing this innovative method to enrich the CIP is based exactly on 
this principle, using operational data (bottom) and constantly processing it to make new improvements for 
the whole (top) factory system. The enrichment of the CIP (see Fig. 1) with AI in the PLAN segment of 
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"problem/potential analysis" uncovers hidden relationships between variables, enabling early detection of 
problems or opportunities. If detailed data is unavailable, synthetic data generation methods may be used. 
CER are then established through diagnostic analytics to analyse the production system [27]. 

Figure 1: Enriched Continuous Improvement Process 

The semi-automated measure generation through cause-and-effect relationships can contribute to increasing 
the efficiency of the CIP through digitalization. The partial solutions described below have been combined 
into a comprehensive method for semi-automated improvements. Smart factories, powered by data and AI, 
revolutionize industrial processes, boosting productivity and efficiency. To optimize them, a deeper 
understanding of cause-effect relationships is essential to spot potential improvements. Therefore, we 
propose a novel method that uses synthetic data and cause-effect relationships to create a production model 
for semi-automated improvements in smart factories (see Fig. 1).  

The comprehensive method consists of: (P1) Utilizing Cause-Effect Relationships: Analysing critical factors 
in the smart factory environment; (P2) Implementation and Data Stream Integration: Testing improvement 
strategies in the real factory using continuous data streams; (P3) Development of a Context-Based 
Production Model: Building a comprehensive simulation model considering cause-effect-Relationships and 
the data streams; (P4) Monitoring of System Behaviour: Regularly observing and evaluating the production 
system against target dimensions for continuous improvement; (P5) Analytic and Generation of Synthetic 
Data: Using synthetic data to expand the data pool and conduct experiments safely; (P6) Semi-Automated 
Improvement Strategies: Employing AI algorithms to identify potential improvement strategies; (D1) 
Human Expert Collaboration: Factory personnel collaborate with AI to validate improvement strategies and 
(D2) Self-Organization: Enabling factories to autonomously adjust their structures and processes for optimal 
efficiency and adaptability. 

4.1 Synthetic data generation 

Synthetic data generation involves creating artificial data that resembles real-world data while excluding 
personally identifiable information or sensitive content. The main goal is to expand the dataset while 
retaining the statistical properties and patterns of the original data through methods like simulation studies. 
Following VDI 3633 seven steps have to be considered to perform a simulation study [31]. The procedure 
involves task definition, systems analysis, model formalization, implementation, simulation experiments, 
and result analysis. In this research the cause-effect-diagrams as well as the data streams will be used to 
formalize the model of the respective production system. Parallelly the phases of data collection and data 
preparation have to be considered.  According to VDI 3633 [31], the mapping accuracy of the model should 
not be as detailed as possible, but as detailed as required to meet the specific objective.  

For generating synthetical data a first minimal system model based structurally and process-wise on a real 
work system for the assembly of a product at Werk150, such as the MIMB box (see use cases 1 and 2), was 
designed and implemented [32], [33]. The major steps of the simulation study, including preparation, model 
implementation, and synthetic data generation as well as the results are described in chapter 5.1.  
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4.2 Cause-and-effect relationships 

4.2.1 Development procedure of cause-and-effect relationships in general 

The process for identifying and analysing problems and causes using Cause-and-Effect Diagrams (CED) and 
Detailed Cause-and-Effect Diagrams (DCED) are shortly described [29]. The first step involves identifying 
problems and causes through brainstorming and personal experience. Then, these problems and causes are 
clustered to prepare for the CED. The CED is created by categorizing main cause branches and identifying 
all possible causes. Causes are classified and analysed to understand their impact on the problem. The two-
way relationship between problem class and cause class is determined based on predefined correlations and 
clustering. The DCED (Detailed Cause-Effect-Diagram) differs from the ACED (Abstract Cause-Effect-
Diagram) as it only clusters problems [29]. The generation of a DCED is shown in Fig. 2. This process can 
be used to identify interrelationships in a product lifecycle, investigate potential problems and causes, and 
develop solutions. By understanding these interrelationships, processes can be derived to improve 
information flow and implement effective solutions, leading to problem elimination and prevention. 

Figure 2: Generation of a DCED [29] 

4.2.2 Definition of cause-and-effect relationships in process engineering and production 

Based on literature [28], [30], [31], [32], [33], [34], [35], [36] and the above-described method Schnabel 
[37] defined cause-effect relationships for the process engineering as well as for production, structured them
into classes, documented them into detailed cause-and-effect diagrams (see Fig. 3) for defined problem and
challenge classes [38]. Both will be used for the design of the context production model CPM.

Figure 3: Cause-and-effect-diagram for problem class "process engineering" and “production” [37] 

4.3 Data streams in process engineering and production 

To identify relevant data in the product lifecycle, particularly for process engineering and production, the 
procedure developed by Günther et al. [39] is employed. Process analyses are recommended to identify 
relevant influencing factors and problem sources. Cause-and-effect relationships are used to create an 
overview of data streams in the product lifecycle. Relevant data sources are selected and evaluated based on 
criteria, including relevance, reliability, availability, data stream characteristics, and customer data security. 
In the next step additionally required data sources are determined based on systems’ requirements [37]. The 
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relevant data type was assigned to the product life cycle phase and as input data required or as output 
generated. The integrated product engineering model (iPeM) [38] with the main phases pre-development, 
product engineering, process engineering, production, usage and end of life builds the basis. During process 
engineering, product data from previous phases and subsequent generations is utilized. This includes 
information on product properties, production capability factors, production processes, quality data, use 
phase data, and remanufacturing processes. In the production phase, data from product and process 
engineering is essential. To achieve continuous improvement, processes must be implemented based on data 
collected during series production, following the concept of self-organization. The data types developed are 
described and documented in Schnabel [37]. 

5. Validation

Validation is the process of checking whether the proposed solution meets the expected objectives. 
Verification (UC1) is to check if the requirements for the usage of the synthetically generated data are 
fulfilled. Here, the correctness of the overall result is validated [40]. To reuse the partial solution for future 
challenges, validation tests with use cases (see Fig. 4, UC2 and UC3) that interconnect on each other were 
built. 

Figure 4: Verification and Validation approach 

The chosen method for validation is experimentation where a specific assumption or conjecture is validated 
in a practice-oriented investigation. 

5.1 Use case 1: Synthetic data generation 

Use case 1 dealt with the investigation of the suitability of synthetically generated data of production and 
process data of a defined minimal system (see Fig. 5) with reduced structural complexity for a data-driven 
prediction of turbulence events and their effects on process and throughput times [33].  

Figure 5: Defined minimal system with turbulence events (T) [33] 

The minimal system model is based structurally and process-wise on an actual work system for the assembly 
of a product at two alternative workstations which are supplied with pre-picked component sets from the 
warehouse via automated guided vehicles (AGV). For the generation of the synthetic data set a rule-based 
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simulative approach has been applied, since no real data on production systems’ internal turbulences was 
available, but the effects of the turbulences on the production system was known. The simulation study to 
generate the synthetic data has been done following the procedure of VDI 3633 [31]. For the modelling of 
the defined minimal system, a multi-method simulation with agent-based modelling of the transport 
resources’ autonomous behaviour and event-oriented modelling of the turbulence scenarios with stochastic 
turbulence events has been applied using the simulation tool AnyLogic. Detailed information about the 
considered turbulences, turbulence attributes, and considered data, values and distributions as well as about 
the entire simulation study can be found in Schuhmacher [33]. For the investigation of suitable data-driven 
prediction methods the generated synthetic data has been divided into training data (60 %) for training the 
data-driven prediction models and test data (40 %) for determining the prediction accuracies. The considered 
models and methods of different types (Naïve Bayes, generalized linear model, logistic regression, fast large 
margin, deep learning, decision tree, random forest, gradient boosted trees) have been compared in terms of 
prediction accuracy for the respective turbulence, standard deviation and computation time. Based on this 
use case it has been shown and validated that a data-driven, probabilistic prediction can be achieved through 
a simulative generation of synthetic data. To transfer the identified potentials of the synthetic data generation 
to higher-level questions of the CIP despite the lack of real data, the developed "Enriched Continuous 
Improvement Process" (see Fig. 1) will be applied. By building up a simulation model (phase P3), monitoring 
the system behaviour (phase P4), generating and analysing the synthetic data (phase P5) a semi-automated 
identification of improvement strategies (phase P6) to reach the set targets should be achieved, incorporating 
expert knowledge of the employees (phase D1).     

5.2 Use case 2: Using CER for semi-automated improvement of a smart product 

The use case 2 was carried out in the smart factory Werk150, the factory of the ESB Business School on the 
Campus of the Reutlingen university as part of a comprehensive research project [37]. The Werk150 is a 
research and education environment with innovative industrial digital engineering and physical 
manufacturing infrastructure, a so called “Industry 4.0 Factory”. Werk150 is a research environment where 
the latest production and logistics technologies are developed and represent a state-of-the-art CPS production 
system. To develop and test technologies a city scooter and a modular, intelligent mobility box is 
manufactured [32]. To define the limitations of the use case 2 the system to be investigated is described 
according to [41]. In this validation, the system to be examined is a product, which is developed with the 
i2PLM see [37]. The input variables that can be changed are in the engineering phase the construction of the 
product depending on use phase data. In the production phase, the 3D printing parameters can be adjusted 
based on the product quality data. The input variables which are non-changeable are the material of the 
product and the production process, with its work steps.  

Figure 6: Smart lunchbox       Figure 7: Temperature curve comparison of smart lunchbox 
  Variant 1 and 2 

The modular intelligent mobility box (MIMB) by Werk150 is a smart product (see Fig.6), with sensors for 
data storage and analysis. It connects to a network for data transmission and includes a 3D-printed top and 
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bottom, a temperature and humidity sensor, data gateway, and velcro. The lunchbox's use case is to keep 
chilled food fresh during the commute, maintaining the temperature below 15 °C for one hour after removal 
from the refrigerator, with the sensor monitoring the internal temperature. The procedure for the experiment 
is based on the processes of the i²PLM and is shown in Fig. 8. In Variant 1 the lunchbox is already developed, 
and the process engineering has already been carried out. This is followed by the production of the lunchbox 
in Werk150 where data is generated on the quality characteristic. The product is used by experiment 
participants in the use phase where temperature data is generated while carrying out the use cases. These 
data are converted into a temperature curve which flows into a cause- and effect-relationship (CER) and 
triggers product and production changes for the subsequent generation (Variant 2). Variant 2 is a customized 
lunchbox. The changes in the product engineering of Variant 2 are mainly incorporated by changing the wall 
thickness, as this significantly influences the temperature curve on the product side. In process engineering, 
new requirements result in changes of 3D printing properties. Subsequently, the product is engineered, 
produced, and used and the same data types are recorded to validate product improvements. 

Figure 8: Schematic diagram of the experiment procedure 

The results from production quality control are that Variant 2 is in contrast to Variant 1 leak-proof, and in 
addition, the surface is smoother, and the rework effort of the 3D printing is reduced. In the use phase, 
temperature curves are generated by 36 users and shown in the diagram in Fig. 7. The average temperature 
curve of Variant 1 is shown with a dotted line and Variant 2 with a solid line. Variant 2 meets the required 
temperature after one hour with 13.2 °C and improved by 6.5 °C compared to Variant 1. Improvements 
occurred in the product properties, as well as in the production time and quality. Use case 2 proofed that 
using the CER combined with the data streams the semi-automatic provision of the improvement potentials 
work in this use case quite well and will be the basis for the use case 3 for the validation of the comprehensive 
methods as presented in this paper. 

6. Conclusion and outlook

The developed novel method for semi-automated improvement of smart factories using synthetic data and 
cause-effect relationships presents a promising approach to enhancing production efficiency and 
productivity. Both use cases have separately proven that the objective can be achieved. By leveraging the 
power of artificial intelligence, synthetic data, and cause-effect insights, factories can achieve intelligent 
decision-making and drive continuous improvements in their operations. The next steps for use case 3 (see 
Fig. 4) will involve the combined and integrated use of cause-and-effect-relationships and synthetically 
generated data for the semi-automated improvement of smart factories on the example of the complete 
production system of Werk150 to prove the path towards a truly optimized factory of the future. This will 
lead to deeper insights on the potentials and limitations of using synthetic data and cause-effect relationships 
for the semi-automated improvement of smart factories.   
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Abstract 

Circular Economy concept (CE) revolves aims enhancing resource efficiency through product lifecycle in 
technical or biological cycles. The former aims to enhance resource efficiency through waste reduction, 
recycling, reuse, reducing material consumption, and so on.  While in the latter, biodegradable materials are 
returned to earth through processes like composting. There is a lack of comprehensive theorization of  CE 
concept, when focus is supply chain management/value regeneration at technical cycle. Such a lack and 
consequently a generic understanding can hinder realizing the full potential of CE. This research aims to 
propose a theorization of CE in the technical cycle through a supply chain management lens. To this end, 
the systems engineering approach and life cycle assessment (LCA) are integrated to analyse and theorize the 
circular supply chain/value regeneration. This paper proposed the novel perspective of supply chain as a 
system of systems (SoS), which allows identifying the enablers, players, and interactions that influence the 
realization of CE by implementing its known R-strategies. This paper suggested modification of the existing 
functional unit definition in LCA method such that the proposed definition takes into account the 
dynamic/evolving boundary of a supply chain when integrating the R-strategies. Moreover, this paper 
proposed the ‘CE system context’ for the supply chain SoS. The proposed structured approach allows the 
development of the Supply chain SoS within its CE context (Supply Chain SoS-CE context). Certain 
measures are introduced to assess the effectiveness of integrating R-strategies assuring they contribute to CE 
realization while network theory concepts are used to assess the criticality of various players in Supply Chain 
SoS-CE context. A roadmap for development of ‘Supply Chain SoS-CE context’ is introduced in the light 
of Industry 4.0.  

Keywords 

Circular Economy; Supply Chain; System Context; Systems Engineering 

1. Introduction

Sustainable development seeks to reduce the Environmental Impact (EI) associated with product 
development. With the increase in population/demand, concerns of massive resource usage, depletion, and 
scarcity have risen, making material efficiency in product development a top priority. Broadly, efficiency 
means minimizing consumption of resources while achieving the same output. In product development 
context, material efficiency means producing same functional output by consuming less material in value 
creation process, known as supply chain [1] . This can contribute to reducing EI, such as waste generation. 
This idea has led to emergence of Circular Economy (CE), aiming at minimization of waste generation and 
resource consumption throughout life cycle of services and products while still meeting socioeconomic 
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development goals [2, 3]. Various pathways have been suggested and explored in realization of CE  [4], such 
as enhancing material recycling when product reached its End of Life (EoL) instead of landfilling or 
extending its lifecycle by different means, such as reusing product or some of its components. CE can 
strongly support Goal 12 of sustainable development goals (responsible production and consumption), for 
which Target 12.5 is about substantial waste reduction, through prevention, reduction, recycling, and reuse 
– which are the core aspects of CE [5]. Achieving this target requires accommodation of extra activities in
supply chain, known as reverse logistics, such as product collection and value recovery. A supply chain that
includes such activities is called a closed loop supply chain opposed to a linear one [6].  However, Supply
Chain Management (SCM) – whether for linear or closed loop – is complex in today’s business climate.
SCM involves coordination of a diverse activities, from sourcing of input materials to production process,
inventory management, and distribution of finished goods to consumers [6]. Due to this large-scale,
multidisciplinary, and dynamic nature of involved activities in supply chains, they can be considered
complex systems from system theory perspective [7]. Including reverse logistic activities in a supply chain
can make SCM even more complex by adding extra activities while aiming to satisfy CE plus a firm’s
business objectives. This complexity and consequently poor large-scale data management  is a substantial
hurdle for CE progress and can be a reason why CE and its reverse logistics channel have not been
explored/implemented in many supply chains [8]. Therefore, there is a need to utilize methods that allow
achieving a proper understating of the complex structure of supply chains when including the reverse logistic
activities. Researchers from different domains have investigated CE within their own discipline-specific
aspects and as a result, there are various definitions for CE, classification of its activities, and their
relationships [9-11]. Such diversity with a lack of comprehensive mapping and classification can lead to
confusion and inhibiting realization of CE’s full potential, especially when the focus is on a reverse SCM.
System thinking is referred as the art of simplifying complexity by seeing through chaos, managing
interdependency, and understanding choices [12]. Systems engineering is a well-known approaches in
applying such an art, especially in engineering domains [10, 13].  Systems engineering can contribute to
identifying the overlooked concepts that can benefit CE in a general sense by cross-examination of concepts
that are only investigated in a specific domain with a narrow focus. In the report published by Ellen
MacArthur Foundation, the importance of system thinking for CE realization is highlighted [4]: “System
thinking emphasises flow and connection over time and has the potential to encompass regenerative
conditions rather than needing to limit its focus to one or more parts and the short term.” This paper aims
to utilize systems engineering approach for theorization of supply chain from CE perspective. This novel
theorization promotes understanding of concepts, their relationship, and their roles in big picture of CE.
Moreover, perspective offered in this research allows identifying challenges and limitations to realize CE in
SCM domain and offering a road map for SCM to realize CE.

2. State of the Literature

CE has gained considerable interest recently [14] seeking to transit from conventional linear 'take-make-
dispose' approach to a more sustainable/economically viable system. The value of a linear system is derived 
from maximisation of production and sales.  The circular system emphasizes on continuous optimisation of 
value of products, components, and materials by ensuring their highest utility is maintained throughout their 
lifecycle [15]. Yet, the shift from a conventional to a Circular Supply Chain (CSC) entails numerous 
obstacles. De Angelis et al.  emphasise the importance of fostering more collaboration, not only within 
immediate confines of industry, beyond its conventional boundaries [14]. 

Ada et al. classified several obstacles for implementation of CE [16] including business-related concerns, 
financial limitations, technological setbacks, management complexities, and SCM difficulties. 
Notwithstanding these significant obstacles, the authors posit that harnessing Industry 4.0 technologies, 
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encompassing IoT, cloud-based technologies, machine learning, and blockchain, can serve as a viable 
remedy for surmounting these challenges. 

There is consensus in the literature that there is a lack of a comprehensive framework for integration of CE 
within the realm of SCM [9-11]. For example, this reference [17] emphasised the significance of aligning 
product design with SCM decisions to effectively transition towards CE. The authors suggest that adopting 
a comprehensive approach has the potential to generate improved outcomes in terms of EI, society, and 
economy. Therefore, this research does not review the available literature on CE that have narrower and 
refers the interested readers for detail concepts to the existing literature. 

3. Concepts and Methods

In system theory, a system is a set of interacting elements serving a purpose that cannot be achieved by 
individuals, as its emerging behaviour [18]. An ‘open’ system interacts with its environment. In systems 
engineering, System of Interest (SoI) operates in a wider system interacting with other systems. The system 
environment consists of open systems that can influence SoI. System ‘Context’ contains the environment. 
Boundary of a system defines its elements and their interaction with environment. SoS is a system whose 
elements are independent systems, called Constituent Systems (CSs). A system is considered socio-technical 
when it interacts with social aspects of environment and its behaviour is determined by technical elements 
and their interaction with social systems [13, 19]. In systems engineering, system architecture is a key 
artefact demonstrating overall topology of a system, its function, its elements, and their relationships. This 
paper proposes an approach for modelling the system context which contains a closed loop supply chain. 
Modelling a context can be done through observation and classification of elements with an abstract 
conceptualisation. To this end, in next section first the technical concepts of CE and supply chain are 
investigated, then they are integrated to develop the supply chain system of context from CE perspective to 
propose a theorization of supply chain-CE. 

3.1 Technical Concepts 

3.1.1 Circular Economy Cycles and R-Strategies 

In CE domain, two types of nutrients are recognized: biological and technical [20]. Biological nutrients are 
organic materials that can be returned to environment where they biodegrade and contribute to natural cycles 
following natural ecosystems’ principles (after product used in its life cycle). Technical nutrients are 
inorganic in the form of materials and components that can be reused in different ways within industrial 
systems, thus preserving the energy, labour, and resources went into their production. Technical nutrients 
are synthetics and CE aims to use them within closed-loop industrial cycles. An example is a modular 
smartphone, in which some components can be upgraded, repaired, or recycled. This keeps the technical 
nutrients within the product cycle and out of the waste stream for as long as possible. This paper focuses on 
technical cycles to manage the study scale and including the biological cycle will be investigated in future 
works.  

CE revolves around a set of strategies, referred to R-strategies, as used to optimize lifecycle of products and 
materials. They range from original 3R approach - Reduce, Reuse, Recycle- to more comprehensive 9R 
frameworks [11, 21]. Each R-strategy offers a different level of circularity, resource efficiency, and EI 
mitigation; hence, their selection and implementation involve different stakeholders, technologies, and social 
aspects. The first six R-strategies explained below sit within this paper’s scope.  

− Repair: fixing a damaged product to extend its useful life.
− Refurbish: restoring a used product close to its original condition to extend its lifecycle and reducing

waste, for example refurbishing older laptops for resale or donation.
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− Reuse: For biological nutrients, this might involve creating compost from organic waste. With
technical nutrients, this could entail reusing components from old devices in new ones.

− Remanufacture: dismantling a product, repairing, or replacing damaged parts then reassembling it
to improve its performance or efficiency, such as rebuilding a car engine to extend its life.

− Recycle: converting waste materials into new materials, reducing raw material extraction, and
conserving resources. An example of biological nutrients can be recycling plant-based packaging
into new products, while for technical nutrients, melting down and reforming metal components
from discarded electronics fits this strategy.

− Recover: obtaining value from waste. In biological nutrients, this could mean composting organic
waste. For technical nutrients, it could involve energy recovery, such as incinerating non-recyclable
plastics to generate heat or electricity.

− Reduce: In biological nutrients, this could involve minimizing packaging in a product. For technical
nutrients, it may mean designing products for energy efficiency.

− Rethink: reevaluating the need for a product or service, potentially shifting consumption habits to
more sustainable options.

− Refuse: actively choosing not to use or buy unsustainable products or services.

3.1.2 Reverse Supply Chain 

Efficacy and efficiency of SCM system are contingent upon a seamless integration between logistical and 
cross-functional drivers that underpin supply chain performance, including facilities, inventory management, 
transportation, production planning, information systems, and sourcing strategies [22]. SCM approaches 
have undergone significant advancements for enhancing efficiency/effectiveness. These include Lean 
Manufacturing approach, focusing on waste reduction in manufacturing process and Enterprise Resource 
Planning (ERP) as a tool to facilitate integration of diverse SCM functions. Transition from a linear supply 
chain to a CSC can be achieved through implementation of three strategies: narrowing, slowing, and closing 
[23]. Narrowing strategy entails deliberate reduction of material/energy consumption within production 
process. In inventory management, CE ideology promotes adoption of practices that prioritize 
reuse/recycling of products. This approach holds potential to curtail demand for raw materials and mitigate 
waste generation. The initial phase in transition from a conventional supply chain to a CE is implementation 
of a narrowing strategy. The process of slowing resource loops encompasses implementation of various 
strategies, including repair, remanufacturing, and reuse to prolong products’ lifecycle. The reverse supply 
chain assumes a pivotal position, encompassing a series of activities aimed at redirecting goods from their 
customary end-point to extract value or ensure appropriate disposal, as explained by remanufacturing, repair, 
and refurbishing [24]. 

3.2 Theorization of ‘Supply Chain-Circular Economy’ System of Systems Context 

CE has a cyclic perspective while traditional forward/open SCM view has a sequential one [14]. The scale 
of involving players in a CE can be broad and dynamic which must be addressed when analysing integration 
of R-strategies with SCM. This paper orchestrates various methods/approaches to address the gap between 
linear and circular perspective while acknowledging the dynamic and evolving nature of CE. To this end, 
the systems engineering principle, particularly concepts of SoS and system context are used. Moreover, Life 
Cycle Assessment (LCA) method is used to assist in system boundary definition and providing a foundation 
for EI calculation. This helps to identify the best R-strategy or set of R-strategies in achieving CE objectives 
or reducing the total EI at higher supply chain SoS-CE context level. The proposed approach is demonstrated 
in Figure 1 and is explained below. 
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3.2.1 Supply Chain System of Systems 

CSs in an SoS are networked to achieve a higher capability that may not be achieved with individual CSs 
that have their own stakeholders. SoSs are evolved by adding new or removing existing CSs in their lifetime 
to adapt to their environment. This paper proposes modelling a supply chain in CE context (from reverse 
supply chain perspective) as an SoS which includes various systems such as original manufacturer, assembly, 
and logistics systems. This perspective allows integration of R-Strategies with supply chain, which may 
require including new technological and social systems such as, recycling, re-manufacturing, and colleting 
systems. While all systems within both original and possible closed loop supply chain can function 
independently and have their own objectives, their integration allows achieving the supply chain and CE 
objectives. Such integration can happen or change over time, the proposing perspective (supply chain as an 
SoS) allows adapting to this evolving aspect of supply chains in CE context by including new systems or 
adapting the existing ones when its needed. This is referred to loosed coupling from the systems engineering 
perspective. 

3.2.2 Supply Chain-SoS Boundary Definition and LCA 

The boundary of a system defines its elements and their interaction with environment [13].  In adapting 
supply chains with CE concept, this paper defines the supply chain as the SoI (Supply chain System of 
Systems interest: Supply chain SoSoI) that delivers a product or service to customer. However, dynamic 
adaption of supply chain to integrate R-strategies dynamically evolve its system boundary. Yet, it is needed 
to have a measuring unit and a basis for comparison and to assess effectiveness of integration of any R-
strategies in realization of CE objectives.  Therefore, this research integrates LCA method in its proposed 
approach. In LCA, functional unit specifies the quantity of a product/service to be delivered to an end user. 
System boundary in LCA defines the processes that must be included in analysis to calculate EI associated 
with delivering the functional unit. To define the supply chain boundary, this research separates use cases 
that are internal to supply chain of a product/service from actors that are external to supply chain. Such 
systems belong to the context of the supply chain as shown in Figure 1.  

For ease of reference, this paper calls the functional unit defined for a product/service without any CE 
strategy as forward functional unit, 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑉𝑎𝑙𝑢𝑒 𝑢𝑛𝑖𝑡𝐹𝑜𝑟𝑤𝑎𝑟𝑑 . This is used to define the boundary for
forward-supply chain. The integration of various R-Strategies from the planning stage or through the 
lifecycle of product/service might change that initial boundary. This research suggests adjusting the initial 
functional unit when integrating R-strategies. This helps to assess the efficacy of integration of R-Strategies 
and find the proper set of R-strategies. Accordingly, the EI associated with 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑉𝑎𝑙𝑢𝑒 𝑢𝑛𝑖𝑡𝐹𝑜𝑟𝑤𝑎𝑟𝑑
can be calculated using LCA. For example, the 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑉𝑎𝑙𝑢𝑒 𝑢𝑛𝑖𝑡𝐹𝑜𝑟𝑤𝑎𝑟𝑑  can be defined as10 years
of car driving and landfill later, which its associated carbon footprint can be calculated using LCA. Then, 
remanufacturing of certain components can be analysed by defining a new functional unit, 
𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑉𝑎𝑙𝑢𝑒 𝑢𝑛𝑖𝑡𝑅−𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦 , as delivering re-manufactured components to be used in a new car. This
strategy requires integration of re-manufacturing facilities and collecting systems. As a result, EI associated 
with new functional unit, which are respectively called EI𝐶𝐸  and  𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑉𝑎𝑙𝑢𝑒 𝑢𝑛𝑖𝑡𝐶𝐸 , should be
updated as shown in (1) and (2).  The environmental efficacy of R-strategy can be calculated as the ratio of 
EI𝐶𝐸  to the 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑉𝑎𝑙𝑢𝑒 𝑢𝑛𝑖𝑡𝐶𝐸 . However, this research proposed to modify the way that a functional
unit is generally presented by demonstrating it as a value generation within economy. This allows comparing 
the ratios in Equations (3) and (4). Hence, traditional functional unit is called the functional value unit in this 
paper. For example, generating value of 10 years of car driving can be measured within the economy. 
Likewise, generating value of 10 years of car driving while certain components are re-manufactured to be 
used in the new car is a new functional value unit measured in the economy. This can be formulated as the 
ratio of economic value of generated function within current size of the economy. Another alternative would 
be to calculate the ratio of the addressed demand by generated function to the total demand within the 
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economy. Both alternatives offer a ratio for the generated functional value unit. Integration of proposed 
approach with known Input-Output analysis in CE domain can be beneficial in this proposed framework 
which is part of the future research of current work. Either of these alternatives suggests extracting value 
from a product's life cycle and implying that products are containers of value that can be successively 
unlocked as they circulate through various R-strategies.  

𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑉𝑎𝑙𝑢𝑒 𝑢𝑛𝑖𝑡𝐶𝐸 = 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑉𝑎𝑙𝑢𝑒 𝑢𝑛𝑖𝑡𝐹𝑜𝑟𝑤𝑎𝑟𝑑+𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑉𝑎𝑙𝑢𝑒 𝑢𝑛𝑖𝑡𝑅−𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦  (1)

EICE= EIForward+EIR−strategy  (2) 

R-strategy-Efficiency=EICE/Functional Value unitCE  (3) 

Forward-SCM Efficiency= EIForward/Functional Value unitForward (4) 

From systems engineering perspective, the proposed approach allows to analyse effectiveness of each R-
strategy from economic, performance, and CE objectives perspectives. When the product/service approaches 
its EoL in any of demonstrated cycles in Figure 1, the above measures can be calculated to identify the best 
set of future R-strategies. Because, depending on the value proposition, it might not be beneficial 
economically/environmentally to conduct some intermediate strategies and instead directly move to 
recycling. This depends on the level of upfront resource consumption of the components.  Thus, an 
agreement can be made between stakeholders and developers in any of those lifecycles and future ones to 
implement a specific R-strategy with an agreed condition offering the chance of delivering an extra value 
for which they are willing to invest specific cost and other resources. 

3.2.3 Supply Chain- Circular Economy System Context 

A System context is a set of system interrelationships associated with a particular system of interest (SoI) 
within a real-world environment [13]. Generally, system context can be very helpful to get a better 
understanding of a problem and developing solutions which require a proper combination of social and 
technological enablers. These are called as socio-technical system contexts, which as explained 
implementation of R-strategies require both social and technological enablers and CE context fits well to 
socio-technical system context definition. Closing loops in supply chain from CE perspective, requires 
investments in recalibrating relationships with enablers of forward and backward supply chain. 

Figure 1: Supply chain SoS Circular Economy context 
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This paper proposes a novel perspective of looking at supply chain as SoI and an SoS that operates within 
its context. Integration of R-strategies in a Supply Chain SoS of Interest (SoSoI) impacts its context, meaning 
SoSoI not only might have an evolving and broader boundary but also a broader and evolving context too. 
This is called Supply Chain Circular Economy System of Systems Context in this paper: SC-CE-Context. 
The advantage of proposed view in this paper (developing SC-CE Context) would be allowing to focus on 
supply chain as SoI but not lose sight of its all-holistic relationships, interactions, and influences beyond 
boundary of supply chain itself, which implementation of CE view (R-strategies) require many 
relations/interactions. This approach allows identifying enabling systems and their activities focused on 
creation and re-creation of value promoting a holistic approach over a lifecycle. Based on systems 
engineering principles, this research suggests a novel procedure to understand supply chain SoSoI and its 
CE context. This allows capturing important relationships between its elements, the systems with which it 
works directly, and any other systems with which it might interact in its context. This approach combines 
various views to ensure capturing all the important elements, relationships, and interactions that are needed 
when applying the CE at the supply chain.  

− Product/service system view
o Define the lifecycle of the product/service system developed in the supply chain of interest.
o Identify its needed technological and social enablers (systems) during its lifecycle.

− Forward view: open loop supply chain system and its context
o Define the boundary of the forward supply chain system.
o Define the elements within the forward supply chain.
o Define external elements which interact across the boundary of a forward supply chain SoI
o Identify enabling systems (following ISO 15288[25]): systems (or services) utilized at various

stages in life (cycle, e.g., utilization) to facilitate the SoI in achieving its objectives.
− Cyclic view: Closed-loop supply chain system of interest and its context.

o Define the R-strategies.
o Define the enabling systems/services for each R-strategy.
o Define the interactions/relationships between the supply chain elements and identified enabling

systems/services for R-strategies.
− Integration:

o Identify the possible overlap between the identified enabling systems/services.
o Define the importance of enabling systems/services and supply chain systems elements based

on the network theory measures (explained below)

The proposed approach started with product/service system view, because the product/service system within 
a supply chain is first focus of any supply chain, and its relation is one of the key objectives of supply chain. 
Yet, CE aims to enhance sustainability in product development during its lifecycle. The second step involves 
forward supply chain view, which allows theorization of supply chain that product/service system is intended 
to be developed with. However, application of CE requires embodiment of R-strategies and that requires 
step three. It is likely to have overlaps between the defined enabling systems in each of the first three steps, 
hence at last step all the identified systems are integrated to cross-off the overlaps and identify the critical 
systems. This research suggests using some key concepts of the network theory to identify critical enabling 
systems in SC-CE-Context perspective proposed by this research. The first measure that can be used is the 
“betweenness centrality”, which allows analysing of how frequently an enabling system interacts with other 
systems in supply chain SoSoI (the evolving dimension of supply chain due to dynamic integration of R-
strategies) and likelihood of interacting with other systems at SC-CE context (including enabling 
social/technical systems beyond Supply chain SoSoI). The next measure that can be used is “eigenvector 
centrality”, which considers the number of connections that an enabling system has with the systems that 
have high betweenness centrality. In network theory, it is argued that sometimes some nodes (systems in this 
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research) that have the high number of connections with other nodes play a critical role within the network 
and must be planned carefully.  Therefore, this research also suggests using this measure to analyse the 
Supply chain SoS and identify those enabling systems that due to a higher number of interactions with 
systems with high betweenness to maximize their efficiency and increase objective satisfaction at supply 
chain SoS and realization of CE objectives. 

4. Discussion and Future Directions

Analysing a supply chain that employs CE-driven R-strategies increases complexity of evaluating the 
performance of activities along the nodes of that supply. The proposed theorization offers a perspective that 
enhances understanding of practitioners, researchers or policymakers about functional value that is created 
or “recuperated” in a closed loop supply chain as opposed to that of a linear supply chain. The total value of 
the closed loop supply chain is sum of the value in a product’s initial linear supply chain and the value 
generated by the R-strategies implemented in the supply chain. The same can be computed with the measure 
of EIs. These two measurements first highlight an important distinction in how functional value is created 
along a CE supply chain. For the environmental efficacy of a supply chain to improve with implementation 
of R-strategies, EI of R-strategies should try to be as small as possible while capturing the most functional 
value possible. This can sound obvious but can be misunderstood operationally, namely because of a lack of 
data or limiting measurement system’s scope. For example, a printer manufacturing company that has 
recently implemented a remanufacturing program by collecting older printers from customers might only 
measure EI of actual remanufacturing when evaluating their R-strategy without including impact of 
additional warehousing and transportation required. This highlights the importance of evaluating all supply 
chain changes that go into implementing a new R-strategy. The complexity can increase radically when 
many different strategies are implemented at the same time. The methodology proposed in this paper 
addresses this issue by assessing each R-strategy within a wider system. This may not reduce the complexity 
of wider system per se, but certainly helps stakeholders to better understand this complexity and not isolating 
the effects of individual strategies on whole of the system. By dichotomizing the analysis of a closed loop 
supply chain into what could be called traditional supply nodes and R-strategies, the proposed approach 
allows better understanding of how new measures affect the overall environmental efficacy of the system.  

The amount of data generated by industries is growing exponentially coming from variety of sources as 
called big data [26], presenting opportunities/challenges. The need to analyze big data arises from its 
potential insights that can be used to optimize operations and improve customer experience [27].  Big data 
is often characterized by its overwhelming volume, fast velocity, uncertain veracity, and varied formats [26]. 
Hence, new approaches including digital twin and semantic web technologies have emerged to effectively 
collect, store, manage, and analyse it [28] . A digital twin is a digital replica of a physical object based on 
data and models [29], which can be used for virtual experiments, performance prediction, optimization, 
monitoring, control, and data management [28, 30]. For data management, a digital twin provides a platform 
for collecting, integrating, and analysing different data types from various sources [31, 32]. From this paper’s 
perspective, a digital twin can support CE by enabling better data structuring [33] (e.g., composition, origin, 
and history of materials and products, current condition, and their potential for reuse or recycling) for 
integration of R-strategies with supply chain nodes. Digital twin can strengthen collaboration among 
stakeholders by increasing transparency and facilitating information flow at right stages [33]. Semantic web 
technologies like ontologies and knowledge graph can play a critical role in data management by facilitating 
structuring, sharing, and reuse of data [34, 35].  Semantic technology can enhance CE by supporting design 
of sustainable products with their EI modelling/assessment and analysing/tracking their pathways through a 
supply chain. This knowledge can be used to identify opportunities for R-strategies application.  Further 
research are necessary to fully realize benefits of digital twin and semantic web technologies for CE 
realization different product types. 
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Abstract 

The production plant design process consists of a multitude of individual engineering disciplines, which rely 
on a variety of digital models. The individual tasks build up on each other, while each discipline consumes 
information from the previous processes. However, sharing relevant data across multiple companies is 
challenging and susceptible to miscommunication and delays. Furthermore, integrating diverse software 
systems, tools, and technologies create compatibility issues and hinder seamless integration. As a result, a 
heterogeneous, non-automated data and information landscape is created, characterized by a high level of 
manual data transfer. This represents a major problem on the way towards Industry 4.0. 

The goal of this paper is to provide a framework for the successful set-up of a common data model in the 
context of an Industry 4.0-ready plant design process across and along the value chain. For this purpose, a 
literature review of current problems in the cross-company and cross-departmental collaboration in the plant 
design process is provided and requirements for the framework are derived. Existing solutions and research 
projects are compiled and evaluated against the requirements, from which the framework’s structure is 
concluded. The framework itself is intended to be holistic and must therefore not only include technical 
aspects (e.g. data interfaces, semantics) but also enable the entire organization and value chain to implement 
the common data model as part of the digital transformation process (e.g. employee skills, business strategy, 
legal conditions). Based on this, the framework is further elaborated by deducing calls for action for a 
successful set-up of a common data model within the research project DIAMOND (Digital plant modeling 
with neutral data formats). The focus should be on employees and their competencies, as these are 
prerequisites for shaping digital transformation. Future research must prioritize these actions to enhance 
technology readiness and organizational Industry 4.0 preparation. 

Keywords 

Common Data Model; Digital Transformation; Plant Design Process; Industry 4.0; Data Exchange 

1. Introduction

The work environment is transforming with the increasing use of new and digital technologies as part of the 
fourth industrial revolution (Industry 4.0 – I4.0). However, the successful implementation of new 
technologies in existing work processes across the value chain remains difficult for various reasons, 
including a lack of awareness of the benefits of specific technologies, a shortage of employees and their 
expertise, or a lack of financial resources [1]. The company must be able to evaluate the technologies and 
assess them in terms of their potential and benefits [2]. Although automotive manufacturers and their 
suppliers have the highest I4.0 affinity compared to other industries in Germany [3], the slow introduction 
of new technologies also applies [4]. In comparing the nine main technology trends (= pillars) of I4.0 [5], 
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the expertise in the Big Data pillar and thus, the management and analysis of data across different employee 
levels (managers, technical specialists, production employees) is the lowest. [6] 

In present-day plant design processes, the exchange of data or information between employees across 
departmental and company boundaries is identified as a major shortcoming [7]. This is due to a 
heterogeneous tool landscape and specific data models in the individual disciplines, whose data is usually 
exchanged manually [8]. Manual data transfer is time-consuming and might lead to data inconsistency or 
loss, miscommunication and insufficient data quality [9]. Additionally, compatibility issues hinder seamless 
data integration into various tools [10]. Setting up a common data model (CDM) as a basis for data exchange 
promises to mitigate these challenges [10]. However, accompanying challenges of the digital transformation 
influence the implementation and must be addressed. Thus, the following research questions arise: 

• What are the current challenges in the cross-company and cross-departmental collaboration in the
plant design process?

• How can the challenges be categorized within I4.0 readiness models?
• What actions are needed to set-up a CDM, while holistically addressing the various challenges of

digital transformation?

2. Background

2.1 Industry 4.0 readiness models 

Nowadays, numerous assessment models and methods are available regarding the readiness or maturity of 
I4.0 implementation [11]. These I4.0 readiness models or maturity indexes are a measurement framework 
that assesses the level of digital transformation of a company in adopting I4.0-technologies. They provide a 
structured approach to evaluate and benchmark the maturity of various dimensions, such as technology, 
processes, organization, and strategy, indicating the extent to which an organization has embraced and 
implemented I4.0 concepts [12]. Existing literature reviews show a great variety of different models [11–
14]. However, Dikhanbayeva et al. [15] conclude that the existing maturity models have certain deficiencies 
because they are incomplete, have limited access or miss important design principles of I4.0. Although most 
models follow general approaches [12], the variety of different ones shows the necessity to adapt the models 
to a specific use case with specific requirements to make them applicable. [9] 

2.2 Common data model 

A Common Data Model (CDM) is a standardized and structured representation of data that is understood 
across different systems and applications within an organization or across multiple organizations. It is the 
foundation of a central data store that manages engineering data from a wide variety of software tools [10]. 
A CDM serves as a common language for data integration, exchange, and interoperability, enabling seamless 
communication and interaction between various data sources and systems and collaboration among different 
stakeholders. In addition, a CDM acts as a mediator between various data sources and consumers, 
streamlining data integration and reducing the need for complex data mappings. This leads to more efficient 
collaboration in the design process. By implementing it, organizations can overcome data silos, reduce data 
redundancy, improve data quality, and enhance data analytics capabilities. Furthermore, a CDM facilitates 
efficient data sharing along the entire value chain, fostering collaboration and accelerating decision-making 
processes. Overall, a CDM plays a pivotal role in achieving a unified data landscape, promoting digital 
transformation, and supporting I4.0 initiatives in today's interconnected and data-driven business 
environment. [10,7] 
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3. State of the art

3.1 Challenges in the plant design process 

To identify potentially relevant literature systematically four search term groups are formed, namely (1) 
plant planning/design process, (2) barriers, challenges or problems, (3) data management or common data 
model and (4) I4.0 maturity or readiness, and its variants and combinations are used. In addition, a backward 
and forward citation analysis is performed so that 47 papers are analyzed. 

The papers cite 63 problems with the current plant design process, with varying degrees of frequency. Lack 
of soft skills and qualifications are cited most often (31 times), followed by cybersecurity concerns (27), 
lack of skilled workers (24), lack of financial resources (21), and clarification of standards, protocols, and 
contracts (19). Figure 1 shows a word cloud of the ten most frequently cited challenges. 

The plant design process is carried out with the help of various companies involved and their corresponding 
software tools. This leads to a heterogeneous tool landscape [16]. Due to missing communication interfaces, 
information cannot be exchanged directly between different tools, leading to high efficiency losses [16]. 
Furthermore, there is a lack of a common data environment within the plant design process, resulting in 
fragmented information, data silos and a lack of version control [17]. The need for more data availability 
poses another main challenge, preventing employees from accessing specific information that they need to 
perform their jobs [18]. Consequently, the lack of a common data environment in the plant design process 
results in bad data quality and hinders seamless collaboration between companies. This creates barriers to 
information sharing, coordination, and effective decision-making, which impacts productivity, quality, and 
the overall project outcome. 

In addition to data-related challenges the plant design process also encompasses challenges associated with 
employee competencies, strategic alignment, and external factors. The lack of soft skills and qualifications 
among employees contributes to delays in the development process, as they may lack problem-solving 
abilities, error analysis skills, and adaptability to changes [19]. Insufficient employee qualification 
aggravates these challenges, stressing the need for comprehensive training programs [17]. Strategic 
challenges arise within the organization and affect top management, departments, and cross-organizational 
activities. Many organizations need strategies to effectively align their internal processes with external 
partners, hindering coordination and cooperation [19]. These challenges include the need for cross-
departmental agreements on the use of technology and standards to promote collaboration. Additionally, 
challenges originating from external factors impact the plant design process. A high level of bureaucracy 
imposes numerous requirements that restrict employee freedom and hinder process efficiency [18].  

Figure 1: Word cloud of current I4.0 challenges in the plant design process based on the number of mentions 
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3.2 Existing solutions 

Since several challenges in the plant design process might already be addressed, existing solution approaches 
are extracted from the literature. For this purpose, the papers selected during the problem analysis were 
examined for possible solutions. In total, nine different solution approaches are identified that range from 
intra-organizational to cross-company projects.  

Müller et al. introduced a web-based platform that facilitates seamless communication and eliminates media 
breaks by utilizing various visualizations and file attachments [16]. Similarly, Bartelt et al. proposed an 
infrastructure for cross-company collaboration, incorporating an exchange format for tool-independent 
cooperation [20]. The ENTOC joint project aimed to optimize the engineering toolchain to enhance data 
availability across planning and development phases [21]. Additionally, the BaSys4.2 project develops a 
middleware in the context of Industry 4.0 to enable cross-company data access in highly networked 
automation systems [22]. Moreover, the research association ForBAU focuses on ensuring consistency of 
3D modeling throughout all construction planning steps [23]. Another notable solution (Catena-X) 
emphasizes standardized data exchange within the automotive industry's supply chains [24]. These solution 
approaches have a focus on technical and partnership problems. 

Götz proposed an engineering community to address technical, partnership, human, and strategic challenges. 
This community fosters cross-divisional cooperation by facilitating knowledge and engineering data 
exchange [25]. The AVILUS project developed a cross-phase approach to information management that 
encompasses human resource and strategy challenges while focusing on creating, preparing, and utilizing 
digital information throughout the entire lifecycle [26]. Lastly, Talkhestani et al. proposed a solution 
approach that specifically identifies cross-domain data. Although this approach has a narrow focus, it 
addresses certain challenges present in the current plant design process [27]. 

In conclusion, the identified solutions address several challenges in the plant design process, including 
technical problems, partnership issues, human-related obstacles, education-related challenges, and strategic 
issues. However, some challenges remain unaddressed, especially regarding the employees and their 
competencies. This will be further elaborated in Chapter 4.  

3.3 I4.0 knowledge, skills and abilities 

Based on the most frequently cited challenges it becomes obvious that a prerequisite for any implementation 
of I4.0-technologies is a skilled and qualified workforce that not only reacts to the ongoing changes but also 
shapes the transformation proactively [28]. This becomes even more significant due to changes in work tasks 
and employees’ job profiles. Need-based professional education and training offer great added value in terms 
of raising awareness of technologies and their implementation [29]. In this context, the competencies of the 
employees are of great importance for introducing new technologies since various studies have shown a 
correlation between using technologies and the availability of necessary competencies [28,1,2].  

However, deficits in employee qualification are becoming apparent [30]. To counteract these deficits, new 
methods and strategies are needed for the targeted qualification of employees [31]. Although many learning 
concepts have already been developed for specific I4.0 applications, only a few focus on the digital 
transformation process of companies and the associated training of employees [30]. The 2022 Digital 
Economy Index indicates that only 54% of Europeans have at least basic digital skills, thus highlighting the 
need for innovative and efficient qualification strategies within digital transformation [32]. Moreover, digital 
competencies are less pronounced in SMEs than in large companies [33]. These aspects are in enormous 
discrepancy with the rapidly increasing need for digital skills in the context of Industry 4.0 in almost all 
occupational fields. 
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4. Establishing a framework

4.1 Mapping challenges within a plant design process to I4.0 readiness models 

Regarding existing I4.0 readiness models, the identified challenges within the plant design process are 
analyzed, grouped, categorized and subsequently mapped to defined I4.0 maturity dimensions, as shown in 
Table 1. The dimensions are extracted and adapted from existing models: Technology (T), Human (H), 
Strategy (S), Organization (O), Partnership & Network (PN) and Environment (E). The categories 
themselves are elaborated by the grouping process. Consequently, by the combination of challenges and I4.0 
maturity assessment, creating a framework on how to successfully set-up a CDM within the plant design 
process becomes possible, as will be elaborated within the following chapters. Furthermore, the matching 
table serves as a checklist for evaluating the current I4.0 maturity and improving results by indicating what 
evaluators must pay attention to.  

The technology dimension refers to the level of adoption and integration of advanced technologies that 
enable digital transformation and automation, by assessing the organization's technological infrastructure, 
capabilities, and utilization of critical technologies. A human dimension considers human factors and 
capabilities in the digital transformation process and emphasizes preparing and empowering the workforce 
to effectively adapt to and utilize I4.0-technologies, encompassing knowledge, skills, competencies, and 
mindset. It acknowledges that successful implementation of I4.0 is not solely reliant on technology, but also 
on the people who interact with and leverage these technologies to drive organizational growth and success. 

Table 1: Current challenges of the plant design process 

Dimension Category Current Challenges

T Data and information 
management 

Lack of possibility to link data and information [16]; Lack of data quality control and validation 
mechanisms [18]; Unavailability of data [18]; Insecure data storage systems [34]; Imprecisely 
defined data access [35]; massive amount of data to manage, store and process [36]

Technology integration Immature technology [36]; Lack of back-end systems for integration [34]; Complex 
synchronization of the real and virtual model [27]; High heterogeneity of the different software 
solutions [18]; Heterogeneous tool environment [16]; Lack of clarity about the intended use [37]; 
Lack of technical support [17]; lack of technologies for providing information along the value 
chain [38]

Standards and protocols Lack of clear standards, protocols and contracts [34,17]
H Attitude, mindset and culture Resistance to further education [36]; Negative attitude towards change [39]; Different views of 

cooperation [17]; Negative social influence [37]; Lack of trust in the technology [37], Bad team 
composition [17]

Existing knowledge, skills and 
abilities

Lack of soft skills and qualifications of employees [19]; Lack of sense of usefulness [37]; 
Limited digital literacy [28]; Limited understanding of I4.0-technologies [28]

Access to specific employee 
training and education

Lack of education at universities [18]; Lack of collaboration education [17]; Lack of knowledge 
about the proper training [28]

S Strategic Planning Lack of cross-company strategy for an organization [19]; Contradictory views in different 
organizational units [34]; Management's reluctance to embrace new technologies [38]; Lack of 
clarity about the choice of the right technology [40],

Benefits and value Lack of clarity regarding general and economic benefits [8]; 
O Leadership & management 

support
Lack of appropriate leaders [34]; Lack of top management support [35]; 

Process and resource 
management 

Inadequate planning of steps, goals and resources [34]; Missing benchmarks [41]; High level of 
bureaucracy [18], Inappropriate process organization [34]; Lack of agility and responsiveness 
[42]; Inefficient resource allocation and utilization [36] 

Company culture and 
technology awareness

Technology anxiety [37]; Lack of introduction of new roles [17]; Different views on cooperation 
[17]

PN Vertical and horizontal 
exchange in the value chain

Different organizational structures [17]; Lack of guarantee for interoperability [18]; 
Misalignment of goals and objectives among partner organizations [34]

Collaboration and trust Low trust towards other parties [36]; No willingness to cooperate [34]; Lack of cooperation 
among departments [35]; Resistance towards sharing data and information [17] 

Information exchange, 
communication and 
collaboration with partners

continuous data exchange not possible [8]; lack of traceability and monitoring of changes 
[43,42]; lack of common data environments [17]; Failure to anticipate customer needs [44]; 
Unestablished collaboration between project teams [17];

Data ownership Concerns about data privacy [17]
E IT infrastructure Lack of upgradable infrastructure [40], insufficient data processing power [36]

Data and IT security Compliance with data protection regulations[18], ensuring secure data handling practices [18] 
Financial resources Lack of financial resources [34]; Ignorance about the return on investment and profitability [34]; 

Lack of willingness to invest [18]
Labor market Fear of the loss of work [20]; Lack of skilled workers [34]
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The strategy dimension examines the organization's strategic approach and alignment toward I4.0 adoption 
by assessing the extent to which a company has developed a clear vision, goals, and plans related to I4.0. 
The organization dimension refers to the organizational structure and culture to embrace and implement I4.0-
technologies and practices. This dimension evaluates organizational preparedness to adapt and transform its 
structure, processes, and mindset to harness the potential of I4.0. In addition, collaborative efforts with 
external stakeholders to foster ecosystem collaboration are examined within the partnership dimension. The 
environment dimension assesses the business and macro-economic setting. A key point to note is that some 
challenges may span across multiple dimensions, indicating their multifaceted nature. However, the 
presented mapping attempts to link the challenges with their most related dimension. 

4.2 Evaluation of existing solutions  

Once the challenges have been identified and placed in the I4.0 readiness framework existing solutions can 
be evaluated for the extent to which they address and overcome the challenges. This is done by marking and 
summing up the challenges addressed by each solution. Table 2 provides the scope of current solutions.  

In conclusion, existing solutions examined in this study do not comprehensively address all challenges 
identified in the current plant design process, focussing primarily on technological aspects and 
partnership/network issues. The absence of solutions that consider human challenges must be highlighted. 
Nevertheless, as demonstrated above, qualifying employees play a crucial role in successfully introducing 
new technologies within a company's design process. However, by not being comprehensively addressed in 
current approaches, it is detached from the development of the technology itself. This aspect remains a 
challenge that requires attention.  

Moreover, none of the solutions investigated in this study have developed a comprehensive CDM within the 
plant design process yet, involving a representative number of key industry stakeholders. This underscores 
the need for a holistic approach that engages key stakeholders throughout value chains to address these 
challenges collectively. A framework for a successful implementation of a CDM in the plant design process 
must aim to fill these gaps and offer more comprehensive solutions that encompass all dimensions equally 
while involving key industrial stakeholders. 

Table 2: Scope of current solutions 

Existing Solutions & Description T H S O PN E 
Müller et al.: Web-based communication platform for avoiding media discontinuities in plant planning [3] ◕ ◔ ◑ ◔ ◑ ◔ 
Talkhestani et al.: Anchor point method for identifying cross-enterprise data and updating the virtual model 
[8] ◔ ○ ○ ○ ◔ ◔ 
Götz: Development of an engineering community for interdisciplinary collaboration [21] ◔ ◔ ◔ ◑ ◔ ○ 
Bartelt et al.: An approach to improve cross-company collaboration planning. [22] ◑ ○ ○ ○ ◑ ◔ 
Schreiber et al.: Cross-platform information management [23] ◑ ◑ ◔ ◔ ◔ ◑ 
BaSys4.2: Middleware for continuous engineering [24] ◑ ◔ ◔ ◔ ◑ ◑ 
Catena-X: Networking the entire value chain with the help of a collaborative data ecosystem [25] ◑ ○ ◔ ◔ ◕ ◑ 
ENTOC: Optimization of the Engineering toolchain with a focus on smart engineering [26] ◑ ○ ◔ ◔ ◑ ◔ 
ForBAU: Optimization of processes regarding the involvement of subcontractors for construction planning 
[27] ◔ ○ ◔ ◔ ◔ ◔ 

○ = not addressed, ◔◑◕ = partially addressed, ● = fully addressed 

5. Calls for Action  

Based on the identified problems and the proposed I4.0 readiness model, specific calls for action for setting 
up a CDM are derivable. These proposed tasks provide a framework for future work and suggest specific 
steps and solutions. For the technology dimension, it is necessary to develop a CDM that is ready to be 
implemented in real plant design processes with a sufficient technology readiness level [45,46]. Therefore, 
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all features must be described and tested accordingly and a basic understanding of CDM must be created. 
AutomationML promises to serve as a suitable, open and adaptable XML-based data exchange format for 
seamless interoperability in industrial automation [38]. Within the human dimension, the acceptance of and 
trust in CDM must be improved. A valid tool that explains and predicts individuals' acceptance and adoption 
of new technologies based on their perceived usefulness and ease of use is the Technology Acceptance 
Model (cf. [37]), which can be employed. Additionally, necessary competencies can be identified by 
leveraging existing competency frameworks (e.g. [47]) and any competency gaps can be addressed 
accordingly. Customized training programs tailored to specific target groups can be developed to ensure 
context-sensitive learning. Barriers to training must be minimized by creating e.g. suitable learning nuggets 
(cf. [48]). Furthermore, making CDM a hands-on experience can be achieved by integrating the learning and 
research factory concept, which is a promising approach for qualifying employees and management to 
achieve the required skill levels [30]. These facilities aim to provide hands-on qualification, focusing on 
research, technology transfer, training, and education. They might serve as training centers for employees of 
different organizations and as demonstration facilities for introducing new approaches and technologies [49]. 
To foster an understanding of benefits and barriers of CDM, various initiatives such as public relations, use 
case demonstrations, dialogue rounds and networking events must be employed. Furthermore, organizations 
should establish a clear collaboration strategy with management commitment, develop a roadmap for CDM 
implementation, and incorporate procedures for updating CDM and the company's role by leveraging 
information on the latest technology trends, such as trend management and technology trend radars. To 
establish a cross-company process understanding, the Conexing platform might be used as a model, in which 
a unified working environment is created between different partners [50]. 

Table 3: Calls for action for successfully setting-up a CDM 

Dim Tasks to be completed How / Tools / Measures 

T • Develop mature CDM (Technology Readiness Level ≥ 6)
• Demonstrate at least technical feasibility
• Describe features of CDM (e.g., language, attributes, 

interfaces, data inputs and outputs, data format, 
metamodel)

• Use the framework of AutomationML to create a common data 
model [51] 

• Develop prototype(s) with realistic and complex problems

• Establish functional, modular Architecture • Use, e.g., pattern-based microservice composition approach [52]
H • Increase acceptance and trust in CDM • Use of the technology acceptance model (TAM, cf. [37])

• Identify needed competencies (skills and abilities) and 
competency gap 

• Derive competencies from existing competency frameworks [47]

• Offer context-sensitive training • Develop customized training for different target groups 
• Reduce barriers to training • Develop suitable learning nuggets (cf. [48])
• Make CDM a hands-on experience • Integrate the concept of learning and research factory (cf. [30]).
• Create an understanding of benefits and barriers of CDM • Enforce public relations and provide use cases, dialogue rounds, 

theme days and networking events, …
S • Establish a clear strategy for collaboration and obtain

management commitment
• Setting up a defined framework for cooperation (Follow the rules 

of Harris, cf. [53])
• Develop a unique roadmap for CDM implementation. • Recourse to roadmaps for the development of a CDM
• Obtain information on latest technology trends and develop 

a procedure for updating CDM and the role of the company
• Use trend management or technology trend radars [28]

• Present clear standards for communication exchange • Use of existing standards (e.g. ISO 18828)
O • Record own processes in a suitable standardized way

• predict and analyze the effects of CDM
• Use SIPOC (suppliers, inputs, process, outputs and customers)

and map & analyze process landscape
• Establish a procedure for adapting existing processes • Use of knowledge transfer methods (e.g., SECI model, cf. [54])
• Turn those affected into participants in the change process • Introduce change management

PN • Promote cross-company process understanding and 
information exchange and harmonize processes

• Introduce Enterprise social network sites [32]
• Integrate a shared work environment (e.g., Conexing platform, cf.

[50])
• Identify and promote the benefits of collaboration • Regular interactive team sessions
• Establish clear rules for data ownership and security • Provide Cross-company definition of standards and legal advice

E • Increase agility of the enterprise • Development of the Knowledge-Based Economy [55] 
• Comply with regulations and laws and ensure data security 

or infrastructure security 
• Compliance with the essential IT protection of the Federal Office 

for Information Security 
• Obtain financial commitment for implementation of CDM • Create a business plan and demonstrate long-term financial

benefits 
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Within the partnership/network category cross-company process understanding and information exchange 
must be promoted to enable the harmonization of processes. For establishing a strategy for cross-company 
collaboration it is recommended to follow the rules of Harris, which encourage building and enforcing an 
awareness of cooperation [53]. Furthermore, data ownership and security rules must be established and 
collaboration benefits promoted. Table 3 sums up all derived actions. Based on these, the DIAMOND project 
[56] will develop a CDM for the plant design process.

6. Conclusion and Outlook

In conclusion, the diverse landscape of I4.0-technologies and the assessment of I4.0 readiness necessitate 
the identification of critical challenges impeding the adoption of specific technologies. Collaboration in big 
data spaces poses significant challenges that impact multiple organizations. They often need assistance 
managing digital transformation and the incorporation of new technologies within their organizational 
boundaries, further impeding the integration of technologies across the value chain. Thus, this paper 
investigated and categorized the challenges encountered in setting up a CDM within the plant design process 
and integrated them into an adapted I4.0 readiness model. 63 challenges were identified in response to the 
first research question, predominantly centered around technological challenges and a lack of knowledge, 
skills, and abilities. Regarding the second question, the challenges are mapped into an adapted readiness 
model encompassing six dimensions and 19 categories. Addressing these challenges requires targeted 
actions that are derived accordingly. Consequently, a comprehensive framework is provided that is suitable 
for the specific use case of setting-up a CDM in the plant design process. This framework answers the third 
research question by providing actions needed to set-up a CDM, while holistically addressing the various 
challenges of digital transformation. The development of CDM itself using AutomationML must be 
supported by enabling the organizations' employees to improve their skills and competencies through 
appropriate training. The framework serves as a holistic guideline for value networks.  

Future research should prioritize these actions to enhance technology readiness and organizational 
preparedness for technology utilization by employees. The focus should be put on the employees and their 
competencies, as these are the enablers to shape the digital transformation. Therefore, it is crucial to better 
understand the current flow of data within the plant design process and evaluate the data quality along to 
identify specific training needs. 

The transferability of knowledge, skills, and abilities as well as the organizational mindset developed during 
the implementation process of a CDM also facilitates the implementation of other I4.0-technologies due to 
interlocking effects. However, each technology implementation still presents its unique challenges. While 
this research only focuses on challenges regarding the plant design process, further challenges might hinder 
the implementation of other I4.0-technologies. Although the proposed calls for action do not serve as a one-
fits-all solution, they are adaptable and extendable depending on other specific use cases and their 
requirements. The measures derived will be put into realization by the DIAMOND project. In it, a common 
data model that can be adapted to different use cases and a modern data exchange via common data spaces 
are being developed and tested. In addition to technical solutions, the organizations and needs of the people 
involved in the companies are also being considered. The project focuses on the process of plant design in 
the automotive industry and has 25 industry and research partners. Further tasks on how to create a CDM 
will be elaborated in later publications within the DIAMOND project. [56] 
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Abstract 

Urban production bears the potential to not only reduce the negative impacts of production processes and 
global supply chains but also to generate a positive contribution to society and the environment when 
integrated symbiotically into the urban context. However, especially in urban areas, production is often 
associated with negative impacts on the surrounding environment. Therefore, the interactions between 
producing companies and their environment need to be considered and analysed. Hence, we derive a 
conceptual model that allows the exploitation of the potentials of urban locations for production by focusing 
on the interfaces between urban production and the urban environment. For this purpose, the Polygon 
Interface Analysis [P.I.A.] is introduced. It makes use of the principle of a Rubik’s Cube or a Caesar Cipher 
by altering layers for matchmaking and integrates the business, city and interface perspective into an 
applicable analysis approach. To conceptualize this model existing approaches from the fields of factory 
planning and strategy development are examined in regard to their suitability for applying those for a location 
analysis of urban factories. Based on this, a suggestion for the application of the P.I.A. is given. The 
application of the model allows for the improvement of manufacturing integration in urban environments by 
supporting factory planning decisions, production system design, as well as location and site analysis for 
urban production. 

Keywords 

Urban Production; Urban Manufacturing; Interface Analysis; Location Analysis; Polygon Interface Analysis 

1. Introduction

More than half of the world's population now lives in cities [1]. Trends such as urbanization, combined with 
population growth, will continue to intensify this development in the future. Cities have become the center 
of value creation due to their high density of knowledge, labor, infrastructure and proximity to potential 
customers [2,3]. While the production of consumer goods was also integral to urban crafts during pre-
industrial times [4,5], locations for industrial mass production gradually clustered and relocated outside 
cities [6–8]. These relocations were primarily driven by the need to mitigate the adverse effects of production 
and were accompanied by a strong focus on infrastructure development. In particular, advancements in 
logistics facilitated the emergence of new production concepts in locations outside city centers [9]. 
Consequently, specialized companies have been established which followed the economy of scale paradigm, 
which lead to significant economic implications, like the emergence of centralized production sites. [10,11]. 
This separation of production and consumption consequently resulted in the emergence of global supply 
chains, which are vulnerable to diverse kinds of shocks. These shocks can be addressed through the 
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relocalization of the production to the city [12]. To achieve this, planning decisions must be supported by 
suitable planning approaches.  

There are different approaches and methods available that support the strategic planning of site localization 
and factory planning [13–21]. These methods and models relate to the macro and micro environments of the 
business in different ways. The term environment is used in this paper in two complementary ways. This 
includes both tangible and intangible environments as seen from a strategic management perspective, as well 
as the physical environment. These two readings are obviously interrelated and therefore are not referred to 
differently, but are used contextually. When considering a production site in the city, the unique potentials 
and requirements of this environment must be taken into account. [5,22–24]. For instance, Herrmann et al. 
identified impact categories of factories in the urban environment, which are domains of interaction, in the 
three dimensions of sustainability: economic, environmental and social [25]. With respect to these 
interactions in the case of urban production, the aim is to achieve a positive impact on the surrounding [26]. 
This is to be strived for not only in new establishments but also in the shaping and improvement of the 
integration of existing sites in the urban environment. The mentioned common methods have emerged in 
times of global value networks [13–17,27,18,28,19–21]. In addition, the understanding of what makes a city 
livable, and thus what urban sites must respect, has evolved [29–33]. A connection between the city and the 
production location is thus a central element, that needs consideration in location decisions and developments 
of urban production. There are approaches in the literature to describe this connection [34–36]. However, 
these approaches only address specific aspects of the connection or present it in a manner unsuitable for 
constructing an applicable, user-friendly model. This is because these approaches describe higher-level 
systematics, some of which are complex in structure or do not provide sufficient depth. Against the backdrop 
of changing production paradigms and technologies, which can enable establishments in environments with 
strict requirements [37,25,23,38] and to increase urban resilience [39,12], it is necessary to consider urban 
locations as an option in strategic decisions. An applicable model must therefore be available as a tool for 
various stakeholders and decision makers. It should provide a way to decipher the multi-layered interactions 
for the involved stakeholders and their various use-cases. This prompts the following research questions:  

RQ1:  Are currently used location analysis models applicable to the case of urban production? 

RQ2:  How can a model be designed to take the requirements of urban production into account? 

To address RQ1, this paper performs an evaluation of commonly used approaches to site assessment. For 
this purpose, it is examined whether the previously mentioned models take the requirements of the urban 
area into account, which result from the research on interactions of production with the urban environment. 
Subsequently, the perspectives that are elementary for a suitable model are identified and introduced. It is 
shown how the business and the urban perspectives can be represented. Also, an approach to describe the 
interfaces between both perspectives is outlined. To address RQ2, these three perspectives are combined into 
a single model and a description of the application of this model is shown. The paper concludes with a critical 
discussion and limitation of the presented model and providing an outlook on potential future research topics. 

2. Evaluation of existing models

Authors from diverse fields have proposed models and approaches for analyzing production sites and their 
interactions with the environment. On the one hand, there are numerous methods for selecting a factory 
location in the field of factory planning [14,40,27]. These methods are categorized into those with a singular 
objective, such as optimizing transport costs, and those that consider a variety of location factors [15]. On 
the other hand, there are various methods from strategy development that can be used to consider the factors 
and forces affecting a company [16,18,41,21].  
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2.1 Methods from the domain of factory planning 

Methods of location analysis with singular objectives form the basis of location theory [42,27]. These 
objectives encompass cost reduction, market access, and material availability, often formalized through 
mathematical approaches [42,27]. For instance, with the location triangle Weber [20] focuses on minimizing 
transport costs by finding the optimal location of a factory located in a triangle between two input sources 
and the output market [13,27]. A more comprehensive way of selecting a location is to determine the factors 
that influence the respective production site, the so-called location factors [13]. Authors such as Sharma et 
al. and Kimelberg & Williams present a series of location factors that are intended to enable evaluation of 
the production site on the basis of various target criteria [42,40]. In addition, the factors are often classified 
into individual clusters. Kimelberg & Williams developed a classification according to six categories: 
business environment; development and operating costs; labor; permitting processes; quality of life/social 
environment; transportation and access [42]. Furthermore, a factor rating method is required to ensure the 
comparability of different sites based on these location factors [40].  

2.2 Methods from the domain of strategy development 

Additionally, there are approaches from strategy development that analyze a company's micro and macro 
environment to inform strategic decisions and business model development. A common framework to 
illustrate the macro environment of a business is the so-called PESTEL analysis. This approach identifies 
the opportunities and risks of a business in its environment through six categories of factors: political, 
economic, socio-cultural, technological, environmental and legal [16]. However, conducting an objective 
analysis of the factors is challenging due to the framework's predominantly qualitative structure [21]. 
Authors such as Schallmo [41], Yüksel [21], Kaufmann [16] provide numerous examples of factors, which 
are taken into account in each category. Another method in the field of strategy development is the Five 
Forces concept according to Porter which allows an analysis of the micro environment of a company [18]. 
This framework outlines an industry's structure through five forces: existing competitors, new competitors, 
customers, substitutes and suppliers. The characteristics of the individual forces allows conclusions to be 
drawn about the competitiveness of the company [43].  

Figure 1:Evaluation of factory planning methods and strategic decision-making models. 

In order to evaluate the suitability of the mentioned methods for the urban context, an assessment is made of 
the extent to which the resources of the urban factory as well as the different spatial dimensions are taken 
into account. One method to describe the interaction are the resources of the urban factory introduced by 
Juraschek et al. [34]. They represent a high-level agglomeration of parameters to enable interactions and 
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their description in the factory-city system. This makes it possible to assess the extent to which the special 
interactions between the city and the factory are taken into account. Urban resources include energy, 
knowledge, materials, human, space, justice/culture, mobility and image/appearance [34]. Furthermore, an 
analysis of spatial context is necessary. This helps to determine whether only global-level factors are 
considered or if the impact on the urban neighborhood is examined in detail. The spatial dimension can be 
divided into different levels following Herrmann et al. [26], shown in Figure 1 as the spatial references. 
Figure 1 shows a Harvey Ball Matrix which addresses whether and to which extent predefined criteria are 
matched.  

With respect to spatial reference, the methods from the domain of factory planning focus particularly on the 
local environment and are suitable for urban analysis in this respect. However, for the approaches of strategy 
development an evaluation based on the spatial reference is not possible, since these are only frameworks 
and therefore depend on the selected factors. Regarding the resources of urban factories, no differentiation 
can be made between the two domains of methods, as they each contribute to these resources in distinct 
ways. The approaches according to Von Thünen and Lösch were deliberately not listed, as they are missing 
consideration of social, cultural and environmental factors and therefore have the same deficiencies as 
Weber's location triangle [13,27]. However, location analysis methods based on location factors appear to 
be particularly suitable to address the resources of urban factories. Accordingly, the consideration of explicit 
location factors is identified as a suitable approach to describe interactions between city and factory. Thus, 
the following conclusion can be drawn for the research question RG1: A complete coverage of the resources 
of the urban factory is not given to a sufficient extent in any of the methods. Accordingly, a method is needed 
that maps the analysis of locations in relation to their interaction with their environment.  

3. Perspectives of location analysis and determination of the Polygon Interface Analysis [P.I.A.]

This section outlines different perspectives concerning urban production sites and their interactions. Based 
on this, the main components for an analysis model are derived. These are combined to develop a novel 
approach for a holistic analytic method. Different authors recognize the connection between production and 
an urban environment and the need for a formalized description of both [26,5,44,12,36,33]. The described 
connections focus on different aspects like the influence of the product produced [36], sustainable 
development [44], the utilization of urban flows [12] or the urban resources [33]. Moreover, it is shown that 
the urban environment has an influence on the selection and design of production systems through its 
characteristics [23]. Essentially, the urban environment has an influence on the selection and design of 
production systems through its characteristics. An analysis of production sites in urban areas must include 
the perspective of the production business as well as the perspective of the city. Moreover, it's evident that 
a third perspective must be considered, representing the connection between the aforementioned 
perspectives—these are the interfaces. These identified perspectives are introduced below, establishing a 
foundational basis for a model design process.  

3.1 Perspectives on location analysis 

The first perspective focuses on the production business itself. In this regard, a formalization of the 
production entities is necessary. Following a compositional approach, businesses can be described by the 
division into systems and subsystems of different complexity [45–47]. This bears the potential to focus on 
separate areas and to reach deeper levels of technical observation such as production system design processes 
or manufacturing systems [48]. While describing businesses as systems has limitations in capturing business 
processes [46], it facilitates a seamless connection between the design and assessment of production systems, 
which enables a holistic understanding of businesses and their interactions with urban surroundings [49]. 
Including different perspectives such as the cooperation system-of-systems framework of Vinakota [49] and 
the system-of-systems network approach by Arnautovic et al. [50], [50,4,49] different subsystems are 
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described for a holistic business description. To develop a structured design for a location analyses model 
and an improved usability a clustering of the systems is proposed. The systems within the clusters can be 
mutually interrelated with other systems of the same cluster, but also with systems of other clusters. These 
interdependencies of the system elements are initially mostly disregarded in this draft of the model for a 
better creation process, interpretability and application. The clustering of systems streamlines the application 
of the model by individuals from diverse professional backgrounds, and enables faster targeted analysis with 
respect to particular use cases. A categorization of the systems into two main clusters is proposed here. 
Aligned with Arnautovic et al. and Hahn and Laßmann, one of these clusters originates from organizational 
aspects, while the other significant cluster encompasses technical aspects [50,4]. The systems and 
subsystems are arranged hierarchically, while an order of individual clusters and systems is generally not 
provided, but can emerge in specific cases. For the definition of a model, it distinguishes between 
organizational and physical systems. Organizational systems pertain to the business's organizational 
components, whereas physical systems encompass the tangible aspects of a business that interact with the 
surroundings on a physical and technological level. In addition to this distinction, an assignment of 
subsystems to another cluster, regarding their interaction capability, is proposed. Following the arguments 
of Rudolf et al., Juraschek, and Herrmann et al. production businesses can unfold a positive impact on their 
surrounding by providing services and infrastructure which contribute to the provision of urban 
functions [5,51,36]. Given that the integration of a factory into the urban environment is pivotal in urban 
production [26] systems aligned with this objective can be grouped within a designated cluster. This cluster 
of functional elements describes systems which are not necessarily represented by the previously mentioned 
clusters and which a business can provide to support the integration into the urban environment. Existing 
systems can be transformed or enhanced to serve as a functional element. Therefore, the assignment of a 
system to this cluster may not be distinct in some cases. Especially when a location analysis is conducted to 
explore a site's potential for improved urban integration, systems can be further allocated to this cluster. It 
thus offers a simplification of the application, in this case.  

The second perspective focuses on the role of the urban area in relation to the business’ systems. Urban 
areas can also be described from a system perspective [52–55]. This approach bears the potential for an 
extensive analysis of urban areas with a connection to businesses by focusing on elements of the city systems. 
This results in a high complexity which hampers the applicability for non-experts in system engineering. In 
this regard, it is still only possible to focus on the interaction of single physical entities but more of a city as 
a livable environment in its entirety. Definitions and descriptions of cities as a whole are various from 
different scientific disciplines with different objectives [30,56–60]. One way to holistically describe cities 
with a focus on liveability are city functions. Juraschek shows different functions within the city-factory-
product nexus [44]. These functions are utilized to develop a structured and applicable model for the analysis 
of urban production sites. This approach is feasible and suitable for urban production location analyses on 
the city level, if the systems of businesses on the one hand will be linked to the city functions on the other 
hand by distinguished interfaces.  

The third perspective consists of interfaces and influencing factors to define the connection and 
interactions between the urban and the business perspective. The urban resources, described as potentially 
shared resources of the site and the city, are one approach to define fields of interactions [33]. These 
resources build a framework to describe interactions between factories and cities [61]. Since the resources-
based approach provides a broad overview of interaction domains, a more detailed classification into socio-
economic, physical-technological and physical-urban interfaces can be performed. Socio-economic 
interfaces focus on human related or economic fields of interaction. Physical-urban interfaces are close 
related to the services or supply of physical entities of the urban environment, which can also be provided 
by companies. In contrast thereto, physical-technical interfaces predominantly originate more from the 
technical site perspective. These can be roughly divided into physical inputs and outputs and thus represent 
the interaction with the immediate environment through material flows. They have their theoretical origin 
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predominantly in the production factors after Gutenberg and Heinen [62,63]. The different interfaces can be 
influenced in various ways [13]. To enable a description and quantification of the dimensions, aspects and 
weighting of interactions, we introduce different influencing factors. An example for such an influencing 
factor from the domain of the socio-economic interfaces are the prices suppliers demand, another one from 
the domain of physical-urban interfaces are the road load boundaries of the streets as part of the traffic 
infrastructure. An example from the physical-technical interfaces domain are the geometric dimensions of a 
product.  

Figure 2 gives an overview on proposed elements of the three aforementioned perspectives. These lists show 
a proposed selection of elements partly derived from various sources and extended by own 
suggestions [30,64,62,4,63,22,16,42,31,27,18,36,19–21]. With this list a fundamental introduction of a 
created model should be given and should enable the explanation of its functioning. This depiction has no 
claim to be complete, as it can be extended by experts from different disciplines and adjusted to various use-
cases.  

Figure 2: Proposed structure and elements of the perspectives of a location analysis model for urban production 

3.2 Polygon Interface Analysis [P.I.A.] 

The assembling of the three described perspectives, the production site in form of business systems, the 
urban area, described by city functions, and the connecting interfaces with their assigned influencing factors, 
into a joint theoretical model can be visualized by a multi-layer polygon, presented in figure 3. The different 
layers contain individual elements to be considered in an analysis of the interactions of the urban area and 
producing businesses. The elements can be exchanged within their respective layer. Thus, the individual 
polygon elements can be shifted against each other creating a variety of possible combinations of 
interactions, if quantified leading to a variety of KPIs. Influencing factors also affect the interfaces, and thus 
influence the KPIs that can be obtained from relating the perspectives of production businesses, interfaces, 
and urban area. Consequently, the functioning of P.I.A. is comparable to a Rubik's cube or a multi-layer 
Caesar cipher, allowing for two perspectives in the analysis:  

1) On the one hand, it is possible to start the analysis from the inner circle, thus from the producing
business. Here, the influence factors of the sub-systems and related systems of the producing
business on the urban functions via interfaces can be described.
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2) On the other hand, the analysis can start from the outer circle, thus from the urban area, taking a
close look on different city functions and their potential interconnection to the sub-systems of the
producing company via the interfaces.

In this way, P.I.A. can be used for analysis of a multitude of possible combinations, and to accentuate fields 
that might not have been considered otherwise. It should be noted that not all combinations make sense. In 
figure 3, a hypothetical subsystem 2.2 – system 2 – interface 2 - city function 2 is shown. The position of 2.2, 
2, 2, 2 is just chosen for aesthetic reasons and has no further relevance.  

Figure 3: Polygon Interface Analysis [P.I.A.] scheme 

4. Theoretical application example

To emphasize a possible application and the way this model can be applied, a theoretical example is given 
in the following. The scenario consists of a production site that is located within an urban area and produces 
metal parts. For a simplified presentation, only the following elements are initially provided: the city 
functions of local supply and logistics, the physical-urban interfaces of electric energy and the physical-
technical interface of raw material, while influencing factors are left out for simplification reasons, the 
production system from the system perspective with the subsystems of a milling machine (CNC-mill) and a 
machine for metal additive manufacturing (AM machine). These subsystems have designated requirements 
and properties. The energy consumption and the material consumption are two of these which differ.  

In the initial state the CNC-mill is used at the specific location. Its energy consumption is related to the 
interface of electric energy and through this connected to the city with its function of local supply. If the 
subsystem part of the model is shifted towards an alternative subsystem like the AM machine the energy 
consumption changes and therefore the influence on the city function of local supply changes. A shift in of 
raw material demand will change the interaction with the city in regards of its function of local supply as 
well, but to represent this within the model the perspective of the interfaces has to be adjusted to the physical-
technical interface of raw material. These changes are visualized in figure 4. While changing the subsystem 
and keeping the other perspectives, a direct comparison between these subsystems is possible. Also, the 
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influence on other city functions can be analyzed. Assuming that the raw material demand varies between 
the machines, the influence on the city function logistics would change by a switch of the considered 
subsystem. Beside these mentioned subsystems, interfaces and city functions there are various other options 
to consider based on this model. A possible changing influence of a subsystem on a city function can thus 
be pointed out even at a non-intuitive interface and with an initially not considered interaction. This highly 
simplified theoretical example shows the extensive potential of the P.I.A. model.  

Figure 4: Polygon Interface Analysis [P.I.A.] application scenario 

5. Discussion, limitation and outlook

Beside this highlighted potential of the model, it also bears the challenge of its intricate interdisciplinary and 
complex nature. This makes it challenging to create comprehensive lists of all systems and subsystems to be 
considered, as well as interfaces and influencing factors. The list of city functions and their definitions got 
enhanced, improved and adjusted over time by diverse scholars from various fields of 
research [29,30,64,65,61,66,31–33,67]. When applying a model that contains these functions, users can 
select the list of city functions to suit the specific use case. The presented structure of systems can also be 
refined and the analysis can be brought to different, very specific levels. An enhancing approach treating the 
city as a system of systems is conceivable. The city functions could work as another layer of interfaces or 
high-level systems in this case. This would enable new potentials for connections between the business 
systems and the city systems but also makes the model less usable for users, which are not experts in the 
field of systems of systems. Nevertheless, collaborative automation efforts and the ongoing digital 
transformation towards interconnected business ecosystems for flexible production can benefit from such 
system-of-systems approaches, where an integration of this model can be beneficial in the future, if applied 
to connect business entities with each other [68]. As a prerequisite for further enhancements the systems, 
subsystems, interfaces, and city functions presented here need to be verified and refined in further research. 
The entire approach of the model also needs to be validated by use cases in the future. Also, an extension of 
the business systems by the aforementioned functional elements would be beneficial to increase the use cases 
of the model. In this context, functional elements represent not only physical entities, but also potentially 
services. By deploying such elements as systems in the understanding of this model, the inclusion of site 
locations into the city can be improved and the transformation of sites into a positive impacting plant can be 
supported. Shaping the model based on practical data would be beneficial. As a subject of further research, 
not only the verification of the model based on this data and the refinement of it can be pointed out, but also 
the creation of KPIs for as many perspective combinations as possible. Therefore, a quantitative elicitation 
of the interactive relationships is necessary, which necessitates mathematical approaches within holistic, 
model-based approaches. The subject of future research can be a systematic approach with which these KPIs 
can be formed for diverse combinations of systems, interfaces and city functions.  
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Abstract 

Modern manufacturing companies operate in a complex and highly dynamic environment. External factors 
such as new legislations and customer demands, as well as internal factors such as fluctuations in production 
rates and frequent product changes, make it essential for companies to respond quickly and effectively to 
changes of all kinds. Scientific literature already provides various processes and methods to manage 
Manufacturing Changes (MCs) efficiently and to precisely assess their possible impacts. Building upon the 
existing literature, this survey-based study aims to gain practical insights into the implementation of 
Manufacturing Change Management (MCM) and Change Impact Analysis (CIA) in real-world industrial 
settings. By examining the current challenges and exploring the state of digitalization, this research provides 
valuable insights to complement and further develop the existing theoretical frameworks. In order to gather 
diverse knowledge from experts across various industries, a web-based survey was conducted, with 99 
participants representing 15 different industries. After introducing the necessary theoretical foundations and 
the current state of research in MCM literature, this contribution describes in detail the methodology of the 
survey development. The survey findings are then outlined and discussed thoroughly. Finally, the 
contribution concludes by offering an outlook on future research perspectives based on the identified 
industry challenges. 

Keywords 

Manufacturing Change Management; Change Impact Analysis; Digitalization; Web-based Survey; 
Industrial Practice 

1. Introduction

Manufacturing companies are facing an increasingly turbulent environment influenced by external and 
internal factors [1]. For instance, shorter innovation cycles lead to a more frequent introduction of new 
technologies, which, combined with more rapidly changing customer demands, lead to shorter product life 
cycles (PLC). Political and legal factors also contribute to the turbulent environment [2], particularly 
regarding the transformation towards sustainable manufacturing. Both, external and internal drivers favor 
the increasing number and variety of Manufacturing Changes (MCs) [3]. The consequences of inefficiently 
managing these changes are far-reaching and can, among other things, pose existential risks for factories [3] 
and entire companies. A functional Manufacturing Change Management (MCM) is therefore essential for 
the effective and efficient management of MCs and thus for securing the competitiveness of companies in 
the turbulent environment [4]. In particular, processes for the systematic management of changes and 
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methods for the precise analysis of the potential impacts of changes are essential in a functioning MCM 
system.  

This contribution focuses on the industrial application of MCM and aims to present the status quo of MCM 
in industrial practice. In addition to the application of change processes and impact analysis, current 
challenges and the potential of digitalization are examined. To this end, a web-based survey with experts 
from various manufacturing industries was conducted. 

The remainder of this contribution is structured as follows. Section 2 outlines the research approach of this 
study. Section 3 introduces the necessary terms and definitions as well as similar studies conducted in this 
area of research. The following section describes the structure of the study. Section 5 introduces the study's 
participant distribution, while Section 6 details the study's outcomes. Section 7 discusses the findings and 
limitations and provides an outlook for future research. Section 8 concludes the study. 

2. Objective and research methodology

The goal of this contribution is to analyze the contemporary significance and application of MCM in 
industrial practice. The focus is particularly on different change processes and approaches for Change Impact 
Analysis (CIA) as well as current challenges in the field of MCM. Furthermore, the state of digitalization 
and the potential of applying digital tools are examined. 

To achieve this goal, a survey was developed following the six-step questionnaire development methodology 
according to [5] (see Figure 1). Due to numerous advantages, such as reaching a large number of experts at 
a relatively low cost and the immediate availability of data [6], a web-based survey was chosen as the data 
collection method in the first step of the methodology. For the question-and-answer types in step two, mainly 
closed and semi-open questions were used in order to achieve the highest possible information density and 
enable a targeted evaluation [5]. In step three, the questions were formulated using a top-down approach, in 
which the overarching topics to be covered are first defined and subdivided into further topic blocks. Then, 
individual questions are derived from these using simple and unambiguous language [7]. The respondents' 
willingness to participate is influenced by the questionnaire’s content as well as the design of the form and 
layout. In principle, attention should be paid to an appealing appearance, which can be achieved by keeping 
the font size and the numbering consistent. This is also closely related to the survey tool chosen in step five. 
According to [8], the survey software should have a participant management system, a user-friendly 
interface, and reliable and secure data management. Taking into account several other economic and 
functional criteria, the software "easy feedback" [9] was chosen. Once the questionnaire is developed, it is 
necessary to test it before it goes into the field. This is done by means of a pretest, in which a selected group 
of people, who should be similar to the target group, carry out the test under actual test conditions [10]. 

The quality of research work is largely dependent on the quality of the data and therefore on how the survey 
is conducted and how the questionnaire is designed. Scientific literature usually distinguishes between three 
primary quality criteria: objectivity, reliability and validity. Additionally, there are secondary criteria such 
as standardization, comparability, economy and usefulness, which can all be divided into further sub-criteria 
[11,12]. However, [13] state that the choice of criteria is highly dependent on the use case and the people 
conducting the survey. They distinguish between general criteria, which can be applied to all surveys, and 
specific criteria, which should be used for complex tasks such as the extrapolation of conclusions or the 
feasibility of diagnostic decisions based on the survey results. The specific criteria require knowledge of 
classical test theory, item response theory, and advanced analysis techniques. As the requirements for the 
secondary criteria exceed the requirements for this survey, the general criteria are considered to be entirely 
sufficient. These include objectivity of implementation, objectivity of evaluation, objectivity of 
interpretation, economy, usefulness, appropriateness, fairness, and non-falsifiability, all of which are 
considered in this survey. 
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Figure 1: Steps of the questionnaire development according to [5] 

3. Terms and definitions

3.1 Fundamentals on Manufacturing Change Management 

According to [14], changes in manufacturing companies can be distinguished primarily by the object of 
change, whereby a differentiation is usually made between three different objects: the product, the 
production (consisting of technical and logistical processes as well as production facilities), and the company 
organization [14]. Changes to the product and the factory can be grouped under the term Technical Changes, 
as opposed to Organizational Changes [15]. In contrast to the management of changes in production, also 
called Manufacturing Change Management (MCM), the management of changes to the product, called 
Engineering Change Management (ECM), has already been widely researched. According to [16], ECM 
primarily refers to "the organization and management of the process of product changes”. The goal of ECM 
is to ensure that changes are implemented effectively and efficiently without compromising the product’s 
functionality, quality, or safety. The first clear definition of MCM is provided by [4]: "Manufacturing 
Change Management refers to organizing and controlling the process of making alterations to a factory. This 
includes the totality of measures to avoid and specifically front-load as well as efficiently plan, select, 
process, and control Manufacturing Changes" [4]. In addition to minor changes, such as parameter changes 
on machines, significant changes, such as a redesign of the factory layout, can be considered an MC. ECM 
and MCM are summarized under the term Technical Change Management (TCM). 

3.2 Change Impact Analysis 

A fundamental aspect of both ECM and MCM is the CIA, which aims to assess the potential impact of 
proposed changes [17]. It involves a systematic evaluation of the impact of a change on resources, such as 
equipment, materials and personnel, as well as on related activities and systems [18]. This analysis helps to 
identify potential risks, dependencies, and interrelationships among different components of the product or 
the factory system, enabling informed decision making and effective planning for change implementation. 
Especially in ECM, many methods have been developed to analyze the impact of changes on products as in 
[19–21]. In recent years, approaches for CIA in manufacturing systems have also been developed [22], [17], 
[23]. 

3.3 Past studies on MCM 

To determine the current state of research in the MCM literature, a comprehensive literature review was 
conducted using the Webster & Watson methodology [24]. The literature review focused on studies that 
examine the industrial practice of TCM and specifically MCM. 

Determination of the data collection method1

Definition of the question-and-answer types2

Formulation of the questions3

Form and layout design4

Selection of a suitable tool and implementation5

Pretest6
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The literature review identified six significant publications that present studies on either ECM or MCM. 
While the studies by [25–28] provide valuable insights into ECM, the studies by [29,30] focus on MCM. 
Both studies underscore the growing importance of MCM and offer first insights into possible advances 
through digitalization. 

Despite the valuable insights provided by the study in [29], which included a significant number of 85 
relevant datasets, it is worth noting that the study dates back to 2015. In addition, a significant portion of the 
participants (70%) belonged to the automotive and machinery industries. On the other hand, the more recent 
study [30], conducted in 2021, captured a smaller sample size of 34 participants, but still showed a 
predominant focus on the automotive and machinery industries (76%). Given the rapid advances in the field 
of manufacturing, particularly in the area of digitalization, there is a clear need for a new study that can 
provide a fresh perspective and encompass a more extensive and diverse pool of participants. 

4. Structure of the study

The questionnaire consists of 36 questions, some of which are combined in a matrix format. Only mandatory 
questions were used to prevent skipping or over-reading individual questions. Filter questions were used to 
ensure that previous answers were taken into account. As a result, the number of participants for each 
question varies throughout the questionnaire. The survey is divided into four sections (Figure 2). At the 
beginning of each section, the necessary definitions are explained. The first section deals with the 
characterization of the field of participants. The second section is dedicated to MCs in the industrial practice. 
The third section analyzes the current application and different approaches of MCM, especially the CIA. 
The last section deals with the state of digitalization and its potential in MCM. 

Figure 2: Structure of the study 

5. Study participants

After contacting over 250 people through personal contacts of the authors and several mailing lists, a total 
of 108 people participated in the survey. Of these, 92 completed and returned the questionnaire. In order to 
include the insights of those experts who did not complete the questionnaire in full, and thus increase the 
number of useful datasets, a minimum of 16 answered questions, representing more than the first two 
sections of the questionnaire, was defined as the threshold for inclusion in the evaluation. This increased the 
number of records evaluated to a total of 99 questionnaires. 

The study represents a broad range of participants. In total, the study includes participants from 15 different 
industries. 56% of the companies thereby surveyed belong to the mechanical engineering and automotive 
sectors. Various sectors such as medical technology, biotechnology, steel processing and automation 
technology were grouped under "other". Figure 3 shows the distribution of respondents by industry. 

The study also represents a wide range of company sizes. Almost half (49%) of the 99 respondents indicated 
that they work for a company with over 10,000 employees. Nearly three-quarters (71%) of all respondents 
work for companies with over 1,000 employees. 13% of the participating companies have more than 250 but 
less than 1,000 employees. Only 5% of the participating companies have less than 50 employees. 

The survey also covers a wide range of production types. Almost all (94%) participating companies have a 
production facility, with a large series or mass production together representing the dominant production 
types at 62%. Small batch production is represented in the survey by 17%, and individual one-off production 
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by 14%. The high proportion of production companies is due to the scope of the survey, which was aimed 
at employees with a production background. The remaining 6% are consulting companies that do not possess 
production facilities but are currently involved in production-related projects. 

 

 

Figure 3: Distribution of the respondents by industry Figure 4: Distribution of the respondents by position 

More than half of the respondents (58%) are involved in planning, consulting and management. Other roles 
include development and design (17%), production (5%) and executive roles (4%). Technical administrators, 
process planners, and product managers were grouped under "other”. Figure 4 shows the respondents' 
positions in the company. 

6. Survey results 

6.1 Importance of MCM 

54% of the respondents currently consider MCM important or very important. In the future (next five to ten 
years), its importance will increase significantly. In fact, 94% of the respondents rate MCM as important or 
very important in the future. Figure 5 shows the respondents' assessment of MCM’s current and future 
importance. 

 

Figure 5: Current and future importance of MCM 
 

 

Figure 6: Number of MCs per year 

 

Figure 7: Number of different types of MCs per year 
 

A large proportion of the respondents (55%) indicate that they record more than 500 Manufacturing Changes 
per year (see Figure 6). In addition, 24% of the respondents conduct between 100 and 500 MCs annually. 
This means that, on average, 79% of the respondents make an MC at least once every three days. Not only 
is the number of MCs high, but also the variety. Currently, almost half of all companies have to deal with 
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more than 100 different types of changes per year (see Figure 7). In addition, 85% of the respondents expect 
the variety of changes to increase significantly in the years to come. 

6.2 Manufacturing change process 

As shown in Figure 8, about half (52%) of the respondents use at least one defined process specifically for 
MCs. Just under a third (32%) do not have a separate MCM process but have at least one process for product 
changes that is also used for MCs. 5% have a product process that is not used for MCs and 11% have neither 
an MCM process nor an ECM process. 

When companies do have a process for handling MCs, almost half of them (48%) have individual processes 
for the different types of changes. The remaining 52% of the companies that have a process for managing 
product and process changes have a holistic process for the different types of changes. 

In this context, many respondents indicated that the process currently used in their company has 
shortcomings. The most common criticisms are the lack of flexibility and the inability to adapt the process 
to changes. Other process shortcomings include a lack of support in the selection of technologies and 
methods. 

Figure 8: Change processes in industrial practice Figure 9: CIA in industrial practice 

6.3 Change Impact Analysis 

27% of the respondents indicated that they do not perform a CIA (see Figure 9). The main reason given for 
this was the cost and the effort of applying a CIA. The remaining companies (73%) use a CIA, 62% of which 
is based on expert estimates. 33% of the respondents use historical change data in combination with 
traditional data analysis for the CIA. The remaining 5% use historical change data and artificial intelligence 
methods for the CIA. 

6.4 Status of digitalization of MCM 

Today, more than two-thirds (68%) rate the digitalization of MCM as significant or rather significant. In the 
future, this importance is expected to increase significantly. A total of 98% of all respondents rate the 
digitalization of MCM as significant or rather significant in the coming years. 

89% of the respondents currently use digital support to manage MCs. The most commonly used software 
programs are SAP, Excel, and tools for workflow management. Artificial intelligence and machine learning 
are used by 10% of the respondents for digital support. Other digital tools were grouped under "other“, 
including Microsoft Teams, SharePoint/Jira, Windchill, enterprise resource planning systems, and email. 

In summary, many companies see great potential in digitalization to support MCM. For example, only 3% 
of the respondents indicated that the potential of digitalization for MCM is fully exploited in their 
organization, while 72% feel that the potential is not fully exploited or not exploited at all. In particular, the 
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use of digital technologies in specific process steps and improving employees' digital skills are seen as major 
potentials in MCM (Figure 10). 

Figure 10: Potential of digitalization in MCM 

6.5 Challenges and potentials for improvement 

In addition to digitalization, the survey identified several other challenges and opportunities for improvement 
in MCM today. The most significant potential for improvement is seen in learning from changes. A total of 
68% of the respondents see great potential for development in this area. Further potential is seen in 
communication, meeting deadlines, documentation, and planning. It can be concluded that human factors in 
particular play an essential role in improving MCM. Figure 11 shows the potential for improvement in MCM. 

Figure 11: General challenges and potential for improvement in MCM 
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7. Discussion

The quality criteria presented in section 2 could be achieved as follows. The objectivity of the 
implementation was ensured by using the same questionnaire and additional information for all participants 
and by selecting participants with similar knowledge and manufacturing backgrounds. Only the 
implementation time varied, but this can be neglected in this survey as it was not a performance test or 
anything similar. In questionnaires with mostly bound answer options, the objectivity of evaluation is almost 
exclusively given [13]. The objectivity of the interpretation was ensured by the fact that different persons 
interpreted the data and came to the same conclusion, which fulfills the objectivity of the interpretation 
according to [13]. The costs of the study were very low due to the online survey. Participation took an 
average of 18 minutes, demonstrating the study’s economy and reasonableness, as participants were not 
exposed to extraordinary stress as they were free to complete the task at their own pace. The usefulness of 
the study was emphasized by several participants and was also partially reflected in the responses. The results 
do not lead to systematic disadvantages for certain persons, which is why the study can be considered fair. 
The non-falsifiability cannot be clearly demonstrated; at this point, it must be assumed that the experts 
answered the questions to the best of their knowledge and belief. The high number of participants ensures 
that individual outliers are compensated for. 

In summary, this study provides a current and comprehensive overview of the application of MCM. With 99 
participants, the study exceeds previous surveys on this topic. The results of this study are suitable to show 
trends and developments in MCM, especially in large companies. A particular strength of this research is 
that it represents the knowledge of participants from a total of 15 different industries and thus provides a 
differentiated picture of the current application of MCM in industrial practice. 

8. Summary and Conclusion

In this contribution, a study was conducted to analyze the application of MCM and CIA in industrial practice, 
as well as the current challenges and state of digitalization in MCM. A web-based survey was conducted 
with 99 participants representing over 15 different manufacturing industries. The survey provided insights 
into MCM from the current industry perspective. The importance of the research area today and in the future 
was recognized by a large number of participants, as many companies report that the volume and variety of 
MCs constitute a significant challenge. In summary, the following key takeaways can be derived from the 
results of the study: 

− MCM processes and CIA are applied by the majority of companies.
− Many processes lack the flexibility to handle the wide variety of changes.
− Most processes lack the technological and methodological support to manage MCs efficiently.
− Human factors play an essential role in the success of MCs.
− Digitalization is not yet far advanced in MCM but is considered to have a great potential.

The findings of this study reveal a wide range of diverse challenges in Manufacturing Change Management, 
encompassing human, technological, and organizational aspects. Moving forward, future research activities 
should prioritize holistic approaches encompassing all facets of MCM, aiming to foster more effective and 
efficient handling of the large number and variety of MCs. This may involve the integration of advanced 
technologies, such as artificial intelligence or virtual reality, alongside the development of comprehensive 
and flexible frameworks and methodologies that support decision making and human involvement in change 
management processes. 
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Abstract 

For decades, the operations on the shop floor of manufacturing organizations have been supported by 
Manufacturing Execution Systems. In this paper, we investigate the trends of Manufacturing Operations 
Management in the research community and analyse the adoption in the industry. Our literature review 
identifies the following trends for Manufacturing Operations Management: distributed system architectures, 
cloud technology, and use of standards. We conducted a survey targeting Manufacturing Operations 
Management solution providers and adopters to explore the adoption of these trends. The survey results 
show that the use of standards is already addressed to some extent by the industry. Practitioners anticipate 
distributed system architectures for Manufacturing Operations Management solutions in the future. 
However, practitioners are still reluctant towards cloud-only technology and will continue to be so in the 
foreseeable future.  

Keywords 

Manufacturing Execution System; Manufacturing Operations Management; Cloud technology, 
Microservices; VDI 5600; IEC 62264  

1. Introduction

Classical Manufacturing Execution Systems (MES) and their extension, Manufacturing Operations 
Management (MOM) systems, have long been used for managing shop floor operations, including tracking 
production orders, monitoring equipment, and managing inventory in manufacturing organizations [1]. The 
advent of Industry 4.0 promised many technological advancements from which MES/MOM systems could 
benefit [2].  

This has sparked great interest among researchers to propose new concepts and develop new artefacts in the 
realm of MES/MOM. However, as a discipline in which design science is a major paradigm, these artefacts 
should also benefit practitioners [3]. For this purpose, it is essential to make the streams of MES/MOM 
research in terms of its prominent topics visible and to analyse their industry adoption. However, this has 
not been the focus of any study so far.  

To address this issue, this paper seeks to identify the gaps between MES/MOM research and industrial 
adoption. Specifically, we aim to understand the current research trends in MES/MOM systems in the context 
of Industry 4.0 opportunities and how industry practitioners are adopting these trends. We do this by 
conducting a thorough literature review of the development of MES/MOM. 
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We then derive hypotheses from our literature review, which are tested through a survey of industry 
practitioners. Our survey aims to understand the extent of the adoption of MES/MOM research trends in 
manufacturing organizations.  

The remainder of the paper is organized to highlight our findings. We first review the historical development 
of MES systems to provide a foundation for understanding the current state of MES/MOM systems. Next, 
we present the results of our systematic literature review, which helps us to identify the latest research trends 
in MES/MOM systems. We then present the results of our industry survey, which provides a comprehensive 
understanding of the current adoption of MES/MOM systems in manufacturing organizations. We then 
discuss our study's limitations and conclude with our study's main points for practitioners and the future 
direction of MES/MOM system research. 

2. Related Work

Reviewing the existing literature, it becomes clear that while many authors have addressed the future and 
state of MES/MOM in the context of Industry 4.0, there has been little work on the specific advances 
promised by Industry 4.0 and how practitioners adopt them in the field: [4] propose a taxonomy that 
addresses business and manufacturing factors and technology for characterizing MES, and discuss how MES 
can benefit from Industry 4.0. [5] analyse the trends that will determine the development of the next 
generation of MES and highlight the need for semantic metadata to support interoperability and modular 
development. [6] identify the importance of MES for Industry 4.0, but stress that how an enterprise utilizes 
MES features will determine whether it can achieve its Industry 4.0 goals. [2] argues that Industry 4.0 has 
created unique opportunities for defining target roadmaps for manufacturing operations and IT systems, but 
centralized and monolithic production monitoring and control applications will eventually give way to 
solutions capable of supporting a radically different vision of connected yet decentralized production and 
supply chain processes. Despite the valuable insights these authors offer, there has been no research on the 
specific advances that Industry 4.0 promises and how practitioners adopt them to our knowledge. Our work 
aims to address this gap in the literature by comparing research trends with the industrial adoption of 
MES/MOM. 

3. Systematic literature review

We conducted a systematic literature review to identify the advances that Industry 4.0 concepts have brought 
to MES/MOM systems. According to [7], a systematic literature review (SLR) is a thorough, methodical, 
and repeatable technique used to identify, evaluate, and combine current research findings in a particular 
subject area. The SLR concentrates on a specific research field, for which the reviewers must evaluate the 
current research before beginning. The literature review is a secondary analysis of previously published 
research contributions. The SLR follows a six-phase methodological approach based on [7], which includes: 
(1) establishing a research hypothesis, (2) identifying relevant databases, (3) determining appropriate search
terms for each database, (4) defining screening criteria for search results, (5) performing and documenting
the literature review by reviewers, and (6) synthesizing the SLR results.

Table 1: Search Strategy 

Search Fields Main Terms Context Terms 
Title Manufacturing Execution System Design 
Abstract Keywords Manufacturing Operations 

Management 
Architecture 

The hypothesis that guided our literature review is that there are topics and topics enabled by Industry 4.0 - 
as envisioned by the previously mentioned work in section 2 - and that they have been implemented in the 
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design and architecture of MES/MOM. Due to the computer-science nature of the hypothesis, we chose the 
most relevant databases in this field. In contrast to [6], who specifically excluded papers focusing on 
MES/MOM design and architecture, we were especially interested in these papers as they relate to our 
hypothesis and thus used them as shown in table 1.  

The screening process, including all filtering at each stage, is visualized in figure 1. We filtered out any work 
that only refers to the general Industry 4.0 work in which MES/MOM was only a part of a broader Industry 
4.0 architecture concept. We also excluded all work in which MES/MOM was only seen as an enabler for a 
specific function (e.g., MES enabling predictive maintenance) that was described in further detail in the 
paper. For the remaining papers, we identified the key research topic. 

The result of this process can be found in table 2. Not all papers had a guiding topic identifiable for the 
MES/MOM design and/or architecture. In total, four topics were identified. The topic “collaboration” could 
only be identified in one of the papers and thus was not further considered for the study, as it can be argued 
that this topic has not yet gained momentum in the research community and thus is unlikely to be relevant 
in the practitioner’s community.  

The transfer of the remaining three topics in the practitioner’s community, “Use of Standards”, “Cloud 
Technology”, and “Collaboration” were investigated in an industry survey. 

Table 2: Topics identified in the review 

Topic Description Paper 
Use of Standards Use of Standards, specifically for 

ISA95/IEC62264 for designing the 
functionality of the MES/MOM solution. 

[8], [9], [10], [11] 

Distributed 
Architecture 

Design of the MES/MOM solution as non-
monolithic system. This can be either app-
based, microservices or agents. 

[8], [9], [10], [12], [13], [14], 
[15]. [16], [11], [17] 

Cloud technology MES/MOM solution hosted in the cloud as in 
contrast to systems that are hosted on premise, 
enabling SaaS payment. 

[18], [19], [9], [20], [16], [17], 
[21] 

Collaboration Support of “order-design-production-delivery” 
value chain in personalized products 

[18] 

Scopus Web of
Science ACM Dimensions IEEE

n = 370 n = 243 n = 7 n = 443 n = 195

n = 135 n = 47 n = 5 n = 125 n = 27

All Results

n = 172

Published 2018-2023

n = 167

Removed Duplicates

n = 27
Title and Text 

Screening

Removed Collections

Fig. 1 Number of papers at each stage of the screening process 
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4. Industry survey

For conducting the industry survey, we formulated a hypothesis for each identified topic. We formulated 
accordingly associated questions that aimed at testing these questions more specifically, as shown in table 
3. As with every survey design, there is a trade-off between the richness of the information that can be gained
from the questions and the time required from the responders to complete the questionnaire. As we included
these questions in a larger survey (with over 19 questions in total), we prioritized simplicity for the responder
over information richness. For this reason, we do not base our questions on Likert-type scales. Instead, we
use ordinal scales to identify the standard relevance (H1) level and modularity of an MES/MOM solution
(H2) across different time horizons.

Regarding the operation mode of MOM solutions (H3), we use a categorical scale (public cloud vs. hybrid 
cloud/edge) across the same time horizons we use for H2. For H1, we consider the MES/MOM standards 
VDI5600, IEC 62264, NAMUR, and MESA, which have been mentioned in the relevant literature of our 
systematic review. We measure the relevance levels on a scale from standard unknown, over standard 
irrelevant, planned to use the standard to standard already in use. In order to ensure a common understanding 
of the granularity measure of the MES/MOM solution, we worked with pictograms in the questionnaire 
showing a monolithic package at the one end, over a smaller monolithic package supplemented by smaller 
independent services, to only independent software services. 

As we want to study how the industry adopts the topics identified in our literature review, we use three time 
horizons for H2 and H3: today, the future up to three years, and the future between three and five years. We 
did not use this time frame for H1 as the time horizon is included in the scale, and we wanted to limit the 
extent of the questions in the overall questionnaire. The questionnaire was distributed among manufacturing 
organization contacts from our research institute in Germany, Austria, and Switzerland. We also advertised 
at the institute’s LinkedIn presence. The survey was open from the 31st of October to the 21st of December 
2022. In total, 100 participants answered the questionnaire.  

Table 3: Hypotheses and survey questions 

# Hypothesis Survey Questions Response Options 

H1 Standards MES/MOM 
have no relevance in 
practice. 

Q1: Do you consider one of the 
following standards your MES/MOM 
solution? 
Q1a: IEC62264 
Q1b: VDI5600 
Q1c: MESA 
Q1d: NAMUR 

R1: Use of the standard 
R2: Planned use of the standard 
R3: Standard not relevant 
R4: Standard unknown 

H2 Monolithic 
architectures are still 
prevalent for 
MES/MOM systems. 

Q2: Which of the following 
architecture is the best representation 
of your MES/MOM in the following 
time frame? 
Q2a: Today 
Q2b: 3 years in the future 
Q2c: 3 to 5 years in the future 

R1: Monolith 
R2: Monolith supplemented 
with services/applications 
R3: Independent Single 
services/applications 
R4: No solution 

H3 Manufacturing 
organizations are 
reluctant to use cloud 
only technology for 

Q3: How shall your MES/MOM 
solution be operated in the following 
time frame?  
Q3a: Today 

R1: Public Cloud (national) 
R2: Public Cloud (international) 
R3: Edge supplemented with 
Public Cloud (national) 
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their MES/MOM 
solution. 

Q3b: 3 years in the future 
Q3c: 3 to 5 years in the future 

R4: Edge supplemented with 
Public Cloud (international) 

5. Analysis and results

We performed statistical tests on the survey responses to address the hypotheses above. Each question 
required specific statistical tests according to the scale and variable structure. For each test, we used α=5% 
(p<0.05) level to reject the null hypothesis.  

5.1 H1 – Standard relevance 

For H1, we could reject the null hypothesis that the responses for the various standards have the same 
distributions. We then conducted pairwise comparisons between the responses for the different standards. In 
these tests, we could only identify that there are differences between VDI5600 and NAMUR, and VDI5600 
and MESA standards, as indicated in table 4. To assess how relevant the standards are, we first conducted a 
chi-square test to ensure that there are statistically significant differences between each response level. We 
then analysed the frequency distribution table (see table 7 in the appendix). Except for the VDI5600, over 
50% of the survey participants did not know each standard. Looking at the actual usage of the standard, the 
VDI5600 is also leading the frequency count with 17 mentions, followed by the IEC 62264 with 16. 
However, considering the planned standard usage, the VDI5600 is again greater than IEC 62264, with 13 
over six mentions. As a consequence of the statistical tests and the response frequencies, we conclude that 
MES/MOM standards play a role for practitioners, and thus, we reject H1.  

Table 4: H1 Statistical tests and results 

Test Variables Test statistic P-value H0 Decision 

Kruskal-
Wallis 
H test 

All H1 variables 12.48 0.0059 Reject 

Mann-
Whitney 

U test 

IEC 62264 vs VDI 5600 1789.5 0.1860 Accept 
IEC 62264 vs NAMUR 2373.0 0.0786 Accept 
IEC 62264 vs MESA 2214.5 0.3729 Accept 

VDI5600 vs NAMUR 2724.5 0.0005 Reject 
VDI5600 vs MESA 2510.5 0.0172 Reject 
NAMUR vs MESA 1883.5 0.3660 Accept 

Chi-square 
test 

VDI5600 10.875 0.0124 Reject 
IEC 62264 37.625 <0.00001 Reject 

NAMUR 58.875 <0.00001 Reject 
MESA 44.375 <0.00001 Reject 

5.2 H2 – Prevalence of monolithic architectures 

To investigate the development of the adoption of distributed architectures, we first tested the equality of 
distributions across all time horizons. This null hypothesis could be rejected, indicating a development from 
now on till five years in the future is taking place. We then conducted a pairwise comparison using the 
Wilcoxon test to identify which time horizons differ in their distributions. This was the case for all 
comparisons, indicating that development occurs between each time horizon under consideration. To analyse 
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further which development is taking place, we first tested that there is no equal distribution of the granularity 
levels (see table 5). We then analysed the frequency table (see appendix table 8). This response shows that 
today, almost 25% of the responders operate or offer MES/MOM solutions that are monolithic. However, 
almost 60% of a core monolithic solution is supplemented with individual services. Already within three 
years in the future, the number of monolithic-only solutions will drop to just under 10%, whereas solutions 
fully composed of individual software services rise to just under 19%. This trend continues in the further 
distant future to only 3% of monolithic-only solutions and over 60% of solutions composed of individual 
software services. We conclude that currently, monolithic architectures are still prevalent to some extent, but 
there is a noteworthy development towards distributed architectures in the near future.  

Table 5: H2 statistical tests and results 

Test Variables Test statistic P-value H0 Decision 
Friedman 

Test 
All time horizons 52.26 <0.00001 Reject 

Wilcoxon 
Test 

Today vs <3 years future 42.0 <0.00001 Reject 
Today vs. 3-5 years future 39 <0.00001 Reject 

<3 years future vs. 3-5 years future 0.0 <0.00001 Reject 
Chi-square 

test 
Today 19.91 <0.00001 Reject 

3 years future 29.45 <0.00001 Reject 
3-5 years future 34.64 <0.00001 Reject 

5.3 H3 –Use of cloud-only technology 

For analyzing the industry's stance towards cloud-only technology, we followed a procedure similar to H2 
but with tests adjusted to the categorical scale type. The null hypothesis that the three distributions differ 
statistically could not be rejected. This was also the case for the pairwise comparisons (see table 6). This can 
be easily confirmed by the frequency tables (see appendix table 8), which show hardly any difference for the 
three time horizons. Around 80% of the responders do not want to operate the MES/MOM solution through 
cloud technology only across all time horizons. In consequence, it also confirms the statistical difference 
between the two levels. In conclusion, the industry widely rejects cloud-only MES/MOM solutions across 
all time horizons under consideration. 

Table 6: H3 statistical test results 

Test Variables Test statistic P-value H0 Decision 
Cochran’s 

Q Test 
All time horizons 0.100 0.951 Accept 

McNemar's 
test 

Today vs <3 years future 0.011 1.0001 Accept 
Today vs. 3-5 years future 0.011 1.0001 Accept 

<3 years future vs. 3-5 years future 0.0 1.0001 Accept 
Chi-square 

test 
Today 64.58 <0.00001 Reject 

3 years future 73.34 <0.00001 Reject 
3-5 years future 81.50 <0.00001 Reject 

1 P-value adjusted for multiple test according to Bonferroni method. 
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6. Limitations

It is important to acknowledge the limitations of our study. Firstly, the sample size of our survey is too small 
to conclude for the general population. While our sample size was sufficient for our analysis, a larger sample 
size would allow for a more comprehensive analysis and generalizability of our findings. Additionally, as 
we recruited survey participants through the contacts of our research institute, there may be a bias introduced 
in our results. Companies cooperating with research institutes may be more inclined to adopt new 
technologies, which could impact our findings. Another limitation of our study is that the researchers may 
bias the construction of the hypotheses. We involved three MES/MOM systems experts to help us construct 
the hypotheses to mitigate this bias. While this approach may not eliminate bias entirely, it has minimized 
the impact of our own biases on the hypotheses. Despite these limitations, our study provides valuable 
insights into the current state of MES/MOM systems and their adoption by industry practitioners. 

7. Conclusion

In the paper, we aim to clarify the gap between research trends and industrial adoption of MES/MOM design 
and architecture. We first identify the trends systematically. In the research community, distributed system 
architectures, cloud technology, and the use of standards for designing and building MES/MOM systems 
can be identified. To clarify the adoption of these trends by the industry, we conducted a survey among 
industry practitioners from manufacturing-related organizations in Germany, Austria, and Switzerland. The 
statistical testing of these results shows that at least the VDI5600 standard is relevant in practice. Although 
there is still a considerable share of monolithic MES/MOM systems today, the analysis shows that 
practitioners anticipate a noteworthy shift to more distributed architectures in the near future. However, 
regardless of the time frame, practitioners are reluctant towards cloud-only technology.  

Our results are relevant for practitioners and researchers. For practitioners, it provides information on which 
standards to consider when implementing MES/MOM solutions and which architecture style to use. This 
can be valuable to both solutions providers and users regarding their MES/MOM strategy.  

This poses further interesting questions for the research community about the reluctance to use cloud-only 
technology. Furthermore, anticipating more non-monolithic MES/MOM solutions will require new concepts 
for testing, integrating, and operating. The research community needs to go beyond showing the feasibility 
of these solutions to the efficient and practical use of such distributed solutions in alignment with industrial 
requirements. 
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Appendix 

The following tables show the response frequencies for the survey questionnaire related to H1, H2, and H3. 

Table 7: H1 frequency table 

IEC 62264 VDI 5600 NAMUR MESA 
R1: 16 
R2: 7 
R3: 5 
R4: 36 
Missing: 36 

R1: 17 
R2: 13 
R3: 8 
R4: 26 
Missing: 36 

R1: 5 
R2: 2 
R3: 16 
R4: 41 
Missing:  36 

R1: 10 
R2: 7 
R3:8 
R4: 39 
Missing: 36 
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Table 8: H2 frequency table 

Today < 3 years in the future 3 to 5 years in the future 
R1: 15 
R2: 39 
R3: 12 
Missing: 34 

R1: 4 
R2: 40 
R3: 22 
Missing: 34 

R1: 2 
R2: 23 
R3: 41 
Missing: 34 

Table 9: H3 frequency table 

Today < 3 years in the future 3 to 5 years in the future 
R1 + R2: 18 
R3 + R4: 71 
Missing: 11 

R1 + R2: 19 
R3 + R4: 70 
Missing: 11 

R1 + R2: 18 
R3 + R4: 71 
Missing: 11 
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Abstract 

The manufacturing industry faces customer demands for increased product quality and individuality to be 
economically successful. Established processes on the shop floor cannot overcome resulting challenges. Due 
to the increased quality requirements, potentially more products must be checked regarding their requirement 
fulfilment. In addition, customer individuality increases the number and rate of product releases. During 
product releases, the quality of the product is checked. Coordinate measuring machines are usually used for 
the quality assessment of milling processes. However, these are only suitable in the area of high quantities 
per batch due to downtimes of the milling machine while assessing product quality. On-machine inspection 
systems show particular strengths when a high proportion of the manufactured products have to be inspected 
and potentially reworked. These systems are criticized for their poor precision compared to coordinate 
measuring machines. This paper demonstrates the precision and repeatability of a tactile system in a field 
test at a tool manufacturer. Based on the test results, the tactile on-machine inspection system is compared 
with conventional coordinate measuring machines. Finally, the application area and its limits are identified 
for tactile on-machine inspection systems. 

Keywords 

on-machine inspection; quality assessment; tactile measurement; customized products; milling 

1. Introduction

Current trends in the market for machining products indicate that products are becoming more customized 
to individual customers while, at the same time, there are increasing demands for product quality [1-3]. The 
market-driven customer individuality is reflected in mass personalization, which realizes customer-specific 
parts at comparable costs, even for batch sizes of 1 [4]. For economical production of batch size one not only 
the manufacturing process but also the quality assurance processes must ensure the necessary quality [5]. 

1.1 Initial situation 

One essential quality assurance process is product release obtained for serial parts for the first manufactured 
part, confirming that the manufacturing system meets the product requirements [6]. After product release, 
quality inspection for the series are implemented in a defined sequence. These measures can range from 
inspecting every part of the series (100% inspection) to a small or complete waiver of samples. Based on the 
customer-specific product, each part must undergo inspection for the necessary product release, as with a 
high number of customer-specific features, each part is a new part [7]. The standard process in the industry 
for product release of milled parts comprises eight steps: 
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1. Unclamping from the machine (machine waits)

2. Clamping in the coordinate measuring machine

3. Programming the inspection task (can be done pre-process in a digital environment)

4. Execution of the inspection program

5. Unclamping of the work piece

6. Interpretation of the inspection results

7. Possibly rework and start of step 1

8. Product release and release of the machine tool for the next order.

The introduction of tactile on-machine inspection offers the possibility of shortening the process chain and 
minimizing non-value-added activities [8]. A common criticism against using tactile measuring systems for 
quality assurance is the perceived lower precision compared to coordinate measuring machines [9]. 
However, this paper will demonstrate that tactile on-machine inspection can match the precision of 
conventional coordinate measuring machines. 

1.2 Scope 

To support this claim, experiments were conducted on a machine tool using the touch probe system for 
reproducible measurement. The repeatability within manufacturing tolerances and the use in a productive 
manufacturing system were tested.  

The results of these experiments show that tactile on-machine inspection provides acceptable precision that 
meets the requirements of manufacturing tolerances. This allows for efficient quality inspection directly on 
the machine without additional measuring equipment, such as coordinate measuring machines. Integrating 
inspection into the manufacturing process can prevent non-value-added activities such as unclamping and 
measuring on separate measuring machines.  

It is important to note that the precision of tactile on-machine inspection depends on various factors, such as 
machine stability, calibration of the touch probe system, and proper programming of the measurement tasks. 
Therefore, careful setup and regular verification are crucial to achieve optimal results.  

Overall, this paper demonstrates that tactile on-machine inspection is a promising alternative to conventional 
quality inspection with coordinate measuring machines. It enables efficient and precise monitoring of 
manufacturing quality directly on the machine, leading to shortened lead times and a reduction in non-value-
added activities. 

2. State of the art

The following section discusses tactile touch systems for milling. During milling, chips are generated, and 
coolant is used. Both can reflect when using an optical measurement system. Therefore, a more robust system 
is necessary to withstand environmental influences [10-11]. The touch system uses mechanical force on the 
probe head and is thus better suited for the machining environment. 

Measurement methods for quality assurance can be divided into two groups: in situ measurement methods 
that measure during the process (in situ or on-machine) and measurement methods that are outsourced from 
the process (ex situ). Both measurement methods use the same principles (e.g., tactile, optical, etc.) [12-13]. 
Due to the focus on tactile in situ measurements, the corresponding offline measurement method is also 
presented as a reference. 

438



2.1 Coordinate measurement machines 

Generally, tactile measurement outside the machine tool uses coordinate measuring machines (CMM). These 
machines typically consist of a tool holder, a probe, and kinematics for multiple axes. The general use and a 
brief description of operating CMM can be found in [14-16]. 

The advantage of CMMs is their explicit use for measurements, as no high forces occur during the 
measurement process. Consequently, the kinematics can be designed more precisely than machine tools and 
the CMM wears less. A CMM can measure in 1,5 µ range [17] 

Criticism of tactile in-situ measurement is based on the fact that the touch system consisting of the probe 
and machine is not as precise as a coordinate measuring machine. This is because the machine tool must 
handle the high forces of machining, which comes at the expense of precision. In addition, the machine tool 
is subject to higher wear and tear due to machining and possible crashes during processing. The on-machine 
touch system consists of the probe inserted into the tool holder and the machine tool that realizes the 
movement of the probe. Both the probe and the machine tool are subject to tolerances, which add up during 
measurement in the machine [9]. With the increasing precision of machine tools, the tolerance range of the 
in-situ touch system decreases.  

2.2 On-machine inspection 

OMI stands for on-machine inspection, a method of measuring workpieces directly on the machine tool in 
the same clamping situation as they were manufactured. This offers several advantages, including the ability 
to immediately correct the work piece based on the measurement results without re-clamping or adjusting 
the machine. OMI also reduces handling times compared to coordinate measuring machines, although it may 
reduce the availability of machinery time for other value-adding activities [18-19].  

The precision and reproducibility of OMI is within the range of the machine tolerances on the installed 
machine tool. However, reproducibility may decrease with increasing machine wear due to crashes or axis 
misalignment [20]. OMI is particularly useful for correction-intensive workpieces, as tool correction is based 
on the machining operation and the subsequent measurement operation rather than just tool wear, resulting 
in improved production quality. 

3. Methodology

This scientific paper aims to demonstrate the suitability of tactile on-machine inspection in a production 
environment. The study consists of three experimental series conducted to evaluate the effectiveness of the 
tactile system. 

In the first series, the tactile system’s repeatability is examined by testing its performance on a manufactured 
contour. The focus is initially on the z-axis, followed by an assessment of repeatability in the x and y-axes. 
The distribution of test points is based on the product manufactured by the industrial company involved in 
the study. Specifically, the company produces drills with indexable inserts. The contour to be inspected is 
the seat for the indexable inserts, and eleven points are strategically distributed on the seat for inspection 
purposes. The first three points are located in the seat base and are exclusively tested in the z-direction. The 
remaining four points lie on a straight line defined by x and y coordinates and are approached at a constant 
z-height (Figure 1). For this series, one seat is manufactured and inspected three times to determine the
repeatability of the tactile system in both 1D and 2D by analysing the collected measurement data.
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Figure 1: Test sample containing seats for indexable inserts (left) and digital model of seat for indexable inserts 
including inspection points (right) 

The second experimental series focuses on the same geometry as the first series. However, instead of 
scanning a single manufactured geometry multiple times, the second series measures multiple indexable 
insert seats manufactured with the same machine parameters. To achieve this, the machine tool produces 
four seats with identical machine parameters that are shifted exclusively in the x-coordinate. This 
experimental setup allows an assessment of the interaction between manufacturing tolerances and the 
tolerance of the tactile system. By measuring multiple seats, the second series provides a more 
comprehensive evaluation of the system's performance and ability to handle variations in the manufacturing 
process. This analysis is crucial for understanding the system's limitations and identifying areas for 
improvement. 

In this experiment, four manufactured seats will be inspected. However, the focus will be on points 4-11, 
which are expected to exhibit higher measurement uncertainty due to the two-axis approach. This series aims 
to examine the influence of a replicating manufacturing factor on the measurement results. To achieve this, 
eight points will be recorded for four different manufacturing operations in the experimental series.  

Compared to the previous series, the third series introduces a variable manufacturing factor. Instead of 
producing four identical seats, the machine tool will produce seats of varying sizes. This will be 
accomplished by manufacturing an indexable insert seat with a negative tool setting. After each 
measurement, the tool setting will be adjusted to increase the radius. The intention is to observe the effect of 
the tool setting in the subsequent measurements. By analysing the measurement results, the sensitivity of the 
measurement process to manufacturing variations, such as rework due to tool wear, can be evaluated.  

The three experimental series make it possible to evaluate the reproducibility of a repetitive inspection task 
(series 1), the precision of the machine in the interaction between manufacturing and inspection (series 2), 
and the sensitivity of the measurement system to tool setting (series 3). This research aims to provide 
valuable insights into the effectiveness and applicability of tactile OMI in a production setting. 

4. Results

The experimental series were conducted at CERATIZIT Besigheim GmbH, a tool manufacturer, using a 
DMG CTX Beta turning and milling centre employed for special drilling tools. The milling centre operates 
daily to produce drills including the indexable insert seats. Equipped with a BLUM LC50 3D touch probe 
measurement values are provided to the machine control. The test sample consisted of hardened steel serving 
as the base material for the drills to be manufactured. 
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4.1 First series 

In the first series of experiments, a geometry was repeatedly probed in one axis and afterwards in multiple 
axes. The measurement points for this series were outlined in the previous chapter. To ensure comparability 
between the experimental series, the smallest measured value for each point was set to zero, and the 
remaining measurement values for that point were adjusted accordingly. For the one-dimensional probing in 
the z-direction (P1-P3), a maximum deviation of three points from 1,2 µm was observed, indicating a high 
level of repeatability in a single axis (Figure 3).  

Figure 2: Distribution of inspection points 

In the two-axis measurement approach, a total of eight points were utilized, four located on the contact 
surfaces of an indexable insert seat. The touch probe was used to probe the surface orthogonally in the X 
and Y directions, resulting in X and Y coordinates for each point (Figure 2). The calculation method mirrored 
that of the one-dimensional probing. The minimum values for each coordinate and point were recorded and 
subtracted from the corresponding measurement values. The assessment of the two-axis contribution 
involved calculating the hypotenuse of the X and Y deviations, representing the difference in both axes. The 
results demonstrated that the reproducibility of the measurements did not exceed 1 µm for all points, 
indicating the presence of a highly precise tactile system comprising the machine tool and the touch probe 
(Figure 3). 

𝐼𝑛𝑠𝑝𝑒𝑐𝑡𝑖𝑜𝑛 𝑝𝑜𝑖𝑛𝑡 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑡𝑤𝑜 𝑎𝑥𝑖𝑠𝑖 = √(𝑋𝑖 − 𝑋𝑚𝑖𝑛)2 + (𝑌𝑖 − 𝑌𝑚𝑖𝑛)²)

Figure 3: Inspection difference in series 1 
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4.2 Second series 

In the second series of experiments, four indexable insert seats were manufactured on the test specimen. 
These seats were strategically positioned at different locations along the x-axis and produced consecutively 
with identical machine parameters. This setup allows for isolating the machine tool's kinematic influence 
during the machining process. Calculating the measurement value deviations for each point followed the 
same procedure as in the first series, as the same eight points were considered within the four manufactured 
seats.  

As anticipated, the manufacturing influence resulted in larger variations among the points. The largest 
difference observed was 3.6 µm, although it appeared to be an outlier, as most of the measurement 
differences for each point fell within the range of 2 µm. When all the difference values for the eight points 
were analysed collectively, it was found that 50% of the differences ranged from 0.4 µm to 1.5 µm (Figure 
4). This indicates that even in the presence of manufacturing influence, the tactile system exhibited high 
precision.  

Figure 4: Inspection point difference in series 2 per point [left] and aggregated [right] 

4.3 Third series 

In the third series of experiments, the first seat was manufactured with a fine adjustment of -0.05 mm on the 
tool. This adjustment indicates that the tool was corrected by -0.05 mm on the radius, resulting in a contour 
that is 0.05 mm smaller than the ideal contour in an ideal system with no tool adjustment. Typically, fine 
adjustments are used to adjust tools based on the results of tool presetting and compensate for tool wear by 
making positive tool adjustments.  

Within the experimental series, each seat was manufactured, measured, and then adjusted before repeating 
the process. Seven tool adjustments were made from the initial -0.05 mm, resulting in a cumulative 
adjustment of 0.085 mm to 0.035 mm. To analyse the results, the X and Y measurement values of the first 
measurement were subtracted from the corresponding measurement values, and the resulting vector was 
formed from the X and Y coordinates, as previously described. The tool adjustments are expected to be 
accurately reflected in the measurement results.  

The results revealed a high sensitivity of the measurements to the tool adjustments. Each adjustment was 
clearly visible in the measurements, with the points fluctuating around the applied adjustment within the low 
µm range (Figure 5).  
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Figure 5: Inspection point difference in series 3 per point including tool adjustment 

In summary, the tactile system demonstrated a reproducibility of 1 µm and a sensitivity to manufacturing 
operations within a few µm range. It is important to note that this analysis focused solely on 2D probing and 
the involvement of two machine axes. The sensitivity of the on-machine inspection solution is comparable 
to that of coordinate measuring machines and will be assessed for its suitability in further applications. 

5. Critical assessment

The measurement precision of coordinate measuring machines is typically in the range of 1.5 µm, as 
described in the state of the art. However, the presented on-machine inspection solution showed a 
reproducibility difference of only 3,6 µm for the same manufacturing task with the same machine 
parameters. Most of the measurement values fluctuated within less than 2 µm and were sensitive to the 
manufacturing influence of the tool adjustment. Therefore, the on-machine inspection solution is a viable 
alternative to established coordinate measuring machines.  

The high sensitivity to tool adjustments makes on-machine inspection suitable for quality monitoring and 
deriving necessary tool corrections. By transferring the measurement values to the machine control, there is 
the possibility of adaptive process control based on the measurement values.  

It is important to note that the experiments did not involve probing in three dimensions. However, this 
consideration was not pursued since no increased uncertainty was observed between 1D and 2D probing. 
The results strongly depend on the equipment used in the experimental series. However, based on the results 
obtained, a comparable touch probe on a machine tool would provide sufficient quality for the intended use 
and sensitivity for quality assurance within the machine. This assumption is supported by the fact that the 
test machine is used for the daily production of drills. 

6. Conclusion

This study demonstrated the comparability of the sensitivity between an on-machine inspection solution and 
a conventional coordinate measuring machine. The reproducibility of the on-machine measurements and 
their sensitivity to manufacturing influences were investigated through three experimental series conducted 
at a special tool manufacturer. The results revealed excellent reproducibility of the measurement outcomes 
within the chosen experimental setup. The on-machine inspection system accurately detected tool 
adjustments within a few µm, offering a competitive alternative to coordinate measuring machines and 
laying the groundwork for a self-regulating machine tool. Looking ahead, future considerations should focus 
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on topics such as tool regulation based on on-machine inspection and the necessary work preparation, 
including the generation of measurement points. Addressing these aspects will unlock the full potential of 
using on-machine inspection for high-customized parts. 
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Abstract 

Due to increased data accessibility, data-centric approaches, such as machine learning, are getting more 
represented in the forming industry to improve resource efficiency and to optimise processes. Prior 
research shows, that a classification of the roundness of shaped rings, using machine learning algorithms, 
is applicable to radial-axial ring rolling. The accuracy of these predictions nowadays is still limited by the 
amount and quality of the data. Therefore, this paper will focus on how to make the best use of the limited 
amount of data, using transfer learning approaches. Since acquiring data for homogenised databases is 
time, energy and resource consuming, logged data gathered by the industry is often used in research. This 
paper takes both, industrial data from thyssenkrupp rothe erde Germany GmbH and a smaller dataset of an 
inhouse research plant, into account. Additionally, a synthetic dataset, created by generative adversarial 
networks, is considered. To accomplish an improvement of machine learning predictions using accessible 
data, three transfer learning approaches are investigated in order to extend existing models: (I) transferring 
from a radial-axial ring rolling mill to a different mill containing less available data with a ratio of 20:1, 
(II) learning from unlabelled data using an autoencoder and (III) training on synthetic data. The obtained
improvements are further evaluated. Based on these results, future possible investigations are elaborated,
in particular the consideration of transfer learning from the less complex cold ring rolling process.

Keywords 

Radial-Axial Ring Rolling; Machine Learning; LSTM; Predictive Quality; Transfer Learning 

1. Introduction

To cope with environmental and economical requirements, techniques to increase resource efficiency in 
the forming industry, are applied, such as material and process efficiency [1]. Especially the reduction of 
parts which either need to be reworked or are scrap, is of interest. In the hot forming process radial-axial 
ring rolling (RARR), there are still challenges to cope with this condition, since the establishment of a 
stable RARR process according to GUO ET YANG is difficult and depends on many influencing factors as 
for instance the ring growth behaviour [2]. Hence, several approaches have been conducted to obtain these 
improvements, including the use of machine learning (ML) algorithms. In RARR FAHLE ET AL. proved the 
applicability of ML in order to predict quality, through a classification task of the roundness of formed 
rings after each ring roll procedure [3]. Since ML algorithms are sensitive to the data quality and data 
amount, predictions are still limited. The conducted survey by FAHLE ET AL. demonstrates this issue: 
although all considered producing companies are storing data, just 50 % of these companies are analysing 
and using this data [4]. Additionally, in terms of using ML for quality predictions, it is necessary to 
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connect process data with its target data. In terms of predictive quality in RARR, the target data is the 
corresponding measured quality parameter (label). To generate data for scientific applications, this 
procedure is consuming time and process energy. This is especially the case, if a dataset for ML 
applications is needed, since the performance is depending on the data amount. 

Based on the difficulties concerning data gathering and availability, this paper contributes three approaches 
to increase the performance of ML algorithms with accessible data using transfer learning methods. Those 
models are varying in the utilised datasets and their approaches of transfer learning, so that each model 
represents a solution for a certain issue. Therefore, an overview of possible transfer learning use cases in 
RARR is presented. Moreover, the concept of transferring knowledge from the related cold ring rolling 
process to the RARR is introduced, hence the progress of the given transfer learning methods is motivating 
this further step. 

2. Theoretical background and related work

2.1 Theoretical background 

2.1.1 Radial-axial ring rolling 

Radial-axial ring rolling (RARR) is a rotary hot forming process, to shape seamless rings in order to 
enlarge the ring diameter, reduce the thickness and decrease the height [5]. The forming is according to 
ALLWOOD ET AL. obtained by two opposite radial rolls and two conical axial rolls and their synchronous 
feed applied on a rotating ring (Figure 1). The final ring cross section can be rectangular, or if the tools 
have cavities, profiled [6]. Additionally, besides the RARR there are other ring rolling techniques 
available, such as cold ring rolling, where the preform is not preheated and just radial rolls are used [6,5]. 
In RARR several errors can take place, such as ring height deviation and non-circularity [7]. In 
conventional mills, data is logged during the forming process for each timestep (ti) in a defined sampling 
rate, including process parameters such as forces or geometrical measurements.  

Figure 1: Radial-axial ring rolling scheme 

2.1.2 Machine learning for time series predictions 

In order to model time series, it is necessary to consider time dependency within the ML architecture. In 
the field of time series classification (TSC), where the whole timeseries is assigned to classes, multiple 
algorithms are according to FAWAZ ET AL. available to overcome this challenge. Those are including for 
instance nearest neighbour algorithms or deep learning approaches. Moreover, ensembles are available, 
combining different algorithms. [8] For the case of time series forecasting (TSF), where the course and 
future development of a time series is determined by a regression approach, statistics-based approaches 
and machine learning algorithms are available [9]. In terms of neural networks (NN), according to 
ORDÓÑEZ AND ROGGEN recurrent neural networks (RNN) can map this time dependency, trough the 
recurrent connection in each unit. Especially for long time scales the long short-term memory (LSTM) 
networks, an extension of RNNs, are usable, through a cell state, which is controlled by the activation of 
different gates (input, output and forget gate). [10] 
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2.1.3 Transfer learning 

The concept of transfer learning is to improve ML models in one domain by transferring knowledge from 
another, but related, domain [11]. According to PAN AND YANG, it is necessary to define two spaces: the 
domains and the tasks. Those spaces are defined for the source and the target, whilst the source is the space 
providing knowledge to the target space. The domain is defined with a feature space 𝑋 and its marginal 
probability distribution 𝑃(𝑋). The task is defined as a label space Y and an objective prediction function 
𝑓(∙). The objective prediction function is learned by the data, using training data which consist of pairs 
{𝑥𝑖, 𝑦𝑖}. Therefore, the domain 𝐷 and task 𝑇 can be defined to:

    𝐷 = {𝑋, 𝑃(𝑋)} and 𝑇 = {𝑌, 𝑓(∙)}. (1) 

Transfer learning is the case, if either the domain or the task is different between the source and the target. 
Within the source or target, the difference can appear in the spaces (𝑋, 𝑌), in the marginal probability 
distribution 𝑃(𝑋) or in the conditional probability distributions 𝑃(𝑌|𝑋) (unbalanced targets). Multiple 
approaches are available to obtain the knowledge transfer, such as instance transfer, feature-representation-
transfer, parameter-transfer and relational-knowledge transfer. [12] 

2.1 Related work 

2.1.1 Machine Learning and data centric approaches in ring rolling 

In the field of RARR, the CHAIR OF PRODUCTION SYSTEMS (RUHR-UNIVERSITY BOCHUM, GERMANY) 
recently conducted investigations in predictive quality solutions, based on ML approaches. The feasibility 
of a classification of the ring roundness with machine learning algorithms using process data, is shown by 
FAHLE ET AL. [3]. Moreover, FAHLE ET AL. introduced a model to obtain an early time series classification 
of the ring roundness during the process [13] and proposed methods to improve ML performances whilst 
using synthetic data and unsupervised learning algorithms on unlabelled data [14]. Additionally, a domain 
specific resample method for time scaling was provided [15]. MIRANDOLA ET AL. developed a ML model 
to predict the energy consumption in the RARR process using an gradient boosting approach and a multi-
variable regression model [16,17]. In order to optimise the RARR process, LEE ET AL. used a combined 
enhanced extreme gradient boosting algorithm with a metaheuristic search algorithm [18]. Regarding 
quality determination with data mining methods, LAGAO classified process failures with a fuzzy logic 
approach [19] and GIORLEO ET AL. developed a regression model for the fishtail defect using finite element 
method (FEM) data [20].  

2.1.2 Transfer learning 

To the authors best knowledge, approaches of transfer learning have not been considered so far in RARR 
and in ring rolling processes. In other domains, this method has been successfully implemented in various 
applications [12], such as in image classifications [21] or Chemogenomics [22]. Transfer learning for 
image classification has been also used for classification tasks in strip rolling in order to use pre trained 
models [23–25]. Moreover, transfer learning has been implemented for fault diagnosis to cope with 
varying working conditions [26]. 

3. Models

In the following section, the developed transfer learning models are introduced and elaborated. The input 
dimension of the ML-models is set to three (amount of rolling experiments, number of timesteps, features). 
Since each experiment is representing one sequence, the models are limited for predictions for entire 
rolling time series. The focus of this work will be set on the transfer between two different mills with 
unequal data availability.  
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The models are created and trained on these datasets: 

• Labelled dataset from thyssenkrupp rothe erde Germany GmbH, labels: roundness (classification)
and outer diameter (regression), 1,300 experiments (TKRE)

• Labelled dataset generated by generative adversarial networks, labels: roundness (classification),
3,200 experiments (SD)

• Unlabelled dataset from thyssenkrupp rothe erde Germany GmbH, 2,400 experiments (TKRE-UL)
• Labelled dataset from an inhouse research plant of the Ruhr-University Bochum, labels: outer

diameter (regression), 60 experiments (RUB).

3.1 Transferring between two different mills 

To prove the applicability of the transfer from a larger database to a smaller database from a different mill, 
this approach is retraining a neural network model from the source space (TKRE) in the target space 
(RUB). This model is addressing a TSF approach. The transfer learning type is according to PAN AND 
YANG an inductive transfer learning approach with parameter transfer [12]. The source and target domains 
have the same features, but the marginal probability distribution is different since the mills are from a 
different type and the formed rings have different dimensions. Therefore, the domains are different but 
related. The source and target tasks are also different but related due to the different conditional probability 
distribution. The ML model is trained in the source space and reloaded for training in the target space. The 
initial weights of the network in the target space are taken from the source space and are retrained in the 
following training phases. Either all layers are retrained, or certain layers are locked and not trained.  

The outer diameter (DO), which is within the logged data, is regarded as the target in this approach. In 
usual cases, the outer diameter is measured continuously in conventional mills and is therefore itself not 
out of interest for ML predictions. Hence, this approach is addressed to prove the applicability of this 
method, based on this accessible target. The underlying prediction is a regression task, where the outer 
diameter (range: 0.3 - 1 m) is predicted for each timeseries using features from the logged data. In this first 
approach, just 50 % of the rolling process is considered, since this is the range where the source and target 
spaces are aligned concerning the rolling phases. The features are selected by their correlations in respect 
to the target and are min max scaled. Moreover, before the model training, the data is split in training, 
validation and test data. Within the source space, relevant processes are selected for model training 
according to the considered ring dimensions. The model architecture is an LSTM network to enable the 
mapping of the time dependency in the data. The evaluation of the performance of the model is done by 
the mean squared error metric. Eventually, the hyperparameters are optimised in respect to the best transfer 
characteristic, including the number of layers, nodes and dropout amount. 

3.2 Transferring between an unlabelled and labelled dataset using an autoencoder 

This model is using an autoencoder to achieve a system representation of the unlabelled TKRE-UL dataset 
and to use the encoder part as a pretrained model for the supervised learning within the TKRE dataset. The 
TKRE-UL dataset represents the source space and the TKRE dataset the target space. This transfer 
learning approach is according to PAN AND YANG the self-taught learning setting, which can be considered 
as a special case of inductive learning [12]. The autoencoder is first reducing the feature vector (encoder) 
and then reconstruct it back to the input (decoder) [27]. The model is therefore learning its own behaviour 
whilst reducing to the important feature information in the encoder part. The encoder weights are taken to 
retrain a model for a TSC for the determination of two roundness classes. The chosen autoencoder type is a 
sparse autoencoder. The network is realized, like in the first approach, with LSTM cells. Different 
hyperparameters are tested and evaluated, such as the minimum feature representation and the number of 
layers.  
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3.3 Transferring between a synthetic generated dataset and experimental data 

The third approach consists of a synthetic data generation using generative adversarial networks (GANs) in 
the domain of RARR for TSC. It is investigated, if it is feasible to train a model within the synthetic data 
and to transfer its beneficials on experimental data. The target space is the TKRE dataset with a TSC 
problem and the source space is the synthetic dataset. In their work, FAHLE ET AL. used different GAN 
architectures for both, the univariate and multivariate time series, in the form of process data from RARR. 
Within the research work, unlabelled process data and also labelled data for the roundness were generated. 
[14] For this transfer learning approach, the labelled data is considered, and a ML model is trained on this
dataset. The validation of the research results was built using the Train-Synthetic-Test-Real (TSTR) and
Train-Real-Test-Synthetic (TRTS) metrics, thus a two-way view of the use of synthetic data [28].

3.4 Model Overview 

The presented models are dealing with different available datasets and methodologies, so that different use 
cases are covered in this paper. An overview is given in Figure 2. 

Figure 2: Transfer learning approaches for RARR 

4. Experiments and results

This section is presenting the results of the three introduced models, with its focus in the approach of 
transferring between the two mills containing different sizes datasets. Moreover, the concept of the transfer 
between the cold ring rolling and RARR is elaborated.  

4.1 Transferring between two different mills 

The base model, trained in the source space (TKRE) to forecast the outer diameter, is tested with different 
layers and nodes in the LSTM-cell. The configurations and its mean squared errors (mse) are shown in 
Appendix 1. The lowest error is achieved by 3 layers and 7 nodes with a mse of 8.078∗10-5 and is regarded 
as the baseline error. In comparison, the mse of the model trained on the smaller inhouse dataset (RUB) is 
greater and is equal to 1.349∗10-4 (Appendix 2). The three baseline models with the lowest mse are used 
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for transfer learning. In a first attempt, all layers are retrained, and then iterative layers are getting locked. 
The transfer learning results are shown in Appendix 3. The third baseline model (2 Layer and 7 nodes) 
with a retraining of all layers is leading to the best results, with a mse of 7.762∗10-5. The achieved mse is 
in the magnitude of the source model and lower than the target model, trained within the RUB dataset. 
Therefore, it can be seen, that the transfer learning led to a significant improvement with a reduced mse by 
42.5 %. As stated before, these models are covering the first 50 % of the rolling process. To extend the 
models for the entire process, a time scaling is needed to obtain an overlap of the rolling phases. For the 
entire rolling process, the mse in the target space is equal to 7.049∗10-4 (3 layers and 7 nodes, Appendix 4). 
Hence, this difference is even greater compared to the difference for the first 50 %, the expected benefits of 
transfer learning are even greater.  

Figure 3a shows the outer diameter over time out of the test dataset, with the predictions of the baseline 
model, the inhouse data model and the transfer learned model. Here, the transfer learned model is 
following the measured values best. In the validation data set, the results are showing as well better results 
(Figure 3b). These results are proving the transferability between two different RARR mills, with a 
significant improvement of prediction accuracies. 

Figure 3: Excerpt of an instance rolling process of the test data (a) and the validation data (b) for the first 50 % of the 
process. The results of the two ML models are shown, as well the measured values (target) 

4.2 Transferring between an unlabelled and labelled dataset using an autoencoder 

Different hyperparameters for the sparse autoencoder are used to evaluate the performance regarding the 
feature representation. The final model with the best results is reducing the feature space from 50 features 
to 5 features within 5 layers. This configuration shows the best pest representation of the system after 
decoding it back to the input (Figure 4a). 

Figure 4: Result of the autoencoder for the wall thickness (a) and TSC of the ring roundness (b) 

Approach Accuracy Loss 
Baseline 82,54 % 0.4335 
Transfer 
learned 

82,54 % 0.4026 

(b) (a) 

(a) (b)
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Those layers were taken to conduct transfer learning to the TKRE-database, regarding the TSC of the 
roundness of the rings. To obtain this, a dense layer is added to the encoding part for a classification with 
this LSTM structure. The results are shown in Figure 4b. By comparing the results of the baseline 
approach (equal model without the pre training), the obtained accuracies are the same. Although, an 
improvement is seen by the loss (mse), which is 0.03 lower. This shows that the certainty of the forecast 
has improved with the transfer learned model, in comparison to the baseline approach.  

4.3 Transferring between a synthetic generated dataset and experimental data 

To validate if the synthetic data can be used for beneficial transfer knowledge, FAHLE ET AL. conducted a 
survey with nine process experts in radial-axial ring rolling. The results showed that several process 
experts were already unable to distinguish the synthetic from real process data. The evaluation of the 
results was based on the well-known inception score and the hype metric [29,30]. An instance of two 
rolling processes for the conducted evaluation is presented in Figure 5.  

Figure 5: Instance rolling process for the evaluation of process experts [14] 

Within the consideration of TRTS, especially promising results with a high accuracy of up to 97.4 percent 
could be achieved with the univariate use of the radial force. In addition, the basic usability of training a 
ML model was also demonstrated, with multivariate generated data and the TSTR metric. This is important 
for the productive usability, such as training exclusively on synthetic data and transfer learning it to real-
world data since this data can be created in a few seconds with millions of copies. This model was able to 
achieve a significantly higher accuracy in the target space (TKRE dataset) than the random decision. [14] 
The exact improvement for the classification accuracy needs to be quantified in further investigations. In 
summary, the approach taken by FAHLE ET AL. to transfer synthetically produced data to real-world data is 
a promising approach and the basic feasibility of the approach has been demonstrated.  

4.4 Concept of transfer Learning using cold ring rolling data 

The DFG-project Nr. 499350001 (funded by the DFG-German Research Community) is currently 
expanding the given ideas of transfer learning further to a different process - the cold ring rolling. The cold 
ring rolling is a seamless ring forming technology at room temperature, containing only radial rolls and is 
forming smaller rings sizes than the RARR [5]. The shape of the ring is only constricted by its tool 
geometry and the radial feed. This process has two major advantages and is therefore considered: The 
dimensions of the shaped rings are smaller, and the process is carried out without pre heat treatment of the 
ring. This is reducing the consumed energy as well as the shaping- and preparation time. In a first step, the 
applicability of ML in cold ring rolling will be evaluated.  
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Due to the simplification of the regarded rolling process, it is possible to generate a database using an 
experimental setup, determined by a design of experiments (DoE) with the data amount needed for training 
ML algorithms. The scheduled scope is in the order of magnitude comparable to the utilised industry data 
in this paper. To meet the requirement of a balanced data set regarding its target values, the experimental 
database will be extended by synthetic data, mainly gathered by simulations. Those simulations are used 
for enriching the database, but also to address process controls reproducing errors, to homogenies the 
target classes. The synthetic data will be generated using these approaches: FEM, semi-analytical models 
and synthetic data generated by GANs shown in this paper. The FEM data will be generated using three 
approaches according to ALLWOOD ET AL.: models in pseudo-plane strain, partial ring models and full ring 
models [7]. Since FEM is time consuming (multiple hundred CPU hours), there is currently a semi-
analytical model in development. The model is aiming to combine numerical algorithms and analytical 
approaches and is based on prior investigations of BROSIUS ET CWIEKALA, applying a semi-analytical 
model on the deep drawing process [31]. This complementary database, combining experimental and 
synthetic features, designed for ML-applications, is expected to perform more accurate compared to recent 
models in RARR. Therefore, it seems feasible to pre-train a ML model within this database and transfer it, 
similar shown to the transfer learning between the two RARR plants presented in this paper, to the radial-
axial ring rolling data. 

5. Conclusion and future work

In this work, three transfer learning approaches in the domain of radial-axial ring rolling were presented. It 
is addressing cases where no sufficient data amounts are available, or high accuracies are required. These 
approaches are transferring knowledge from these sources: a different mill, unlabelled data and from 
synthetic data generated by GANs to target spaces with less available data. The feasibility of the transfer 
from the synthetic data and the unlabelled data with an autoencoder is shown. The transfer using a pre-
trained model through an autoencoder is not improving the accuracy but is reducing the loss and therefore 
the certainty of the prediction. The transfer from the synthetic data is showing promising results on 
univariate time series. Especially the transfer between two different machines, from the mill with the 
higher data amount to the minor one, showed significant improvements. The transfer learning lead here to 
a reduced mean squared error of 42.5 % compared to the model without transferring.  

This work contributes approaches to implement transfer learning, if the accessible data amount is not 
sufficient, but related data from other machines or unlabelled data is available. Moreover, it shows the 
possibility of generating data by GANs, if no other data is available. These approaches can be considered 
in further scientific investigations, but also in industrial applications.  

In further investigations, the proposed model for transferring between to different mills should be extended 
for the entire ring rolling process by aligning the rolling phases and can be applied to relevant process 
errors, such as ring climbing. Furthermore, it can be applied for time series classifications, like the ring 
roundness. Regarding the autoencoder and synthetic data approach with the generative adversarial 
networks, greater databases can be considered to improve given accuracies further. The present progress 
achieved by using transfer learning concepts, motivates even more extensive approaches, such as 
transferring from the less complex cold ring rolling to RARR. This question is currently considered in 
ongoing research (DFG Nr. 499350001). 
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Appendix 

Appendix 1: Mean squared errors for given hyperparameter configurations for the prediction of the outer diameter 
within the TKRE dataset. The chosen baseline models with the lowest mse are highlighted 

Layers 3 nodes 5 nodes 7 nodes 

1 1.788∗10-4 1.512∗10-4  1.184∗10-4 
2 1.665∗10-4 1.457∗10-4 1.074∗10-4  
3 1.408∗10-4 1.065∗10-4 8.078∗10-5 

Appendix 2: Mean squared errors for given hyperparameter configurations for the prediction of the outer diameter 
within the RUB data set 

Layers 3 nodes 5 nodes 7 nodes 
1 2.264∗10-4 1.349∗10-4 1.373∗10-4 
2 3.647∗10-4 2.058∗10-4 1.362∗10-4 
3 3.009∗10-4 1.617∗10-4 1.571∗10-4 

Appendix 3: Mean squared errors for transfer learned models. The retrain layer indicates the layer from which layer 
on weights are getting retrained 

Retrain layer 2 layer 7 Nodes 2 layer 5 Nodes 3 layer 7 nodes 
0 7.762∗10-5 9.483∗10-5 7.871∗10-5 
1 1.088∗10-4 2.006∗10-4 8.361∗10-5 
2 8.087∗10-4 6.869∗10-4 1.437∗10-4 

Appendix 4: Excerpt of an instance rolling process of the test data for the entire ring rolling process 
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Abstract 

As an interdisciplinary and complex task, factory planning lays the foundation for the economic efficiency 
of factories. Factory planning projects significantly influence the financial situation of production companies 
due to their high capital requirements and long lifetime. Today's inaccurate basis for decision-making in cost 
estimation leads to serious financial challenges in the future. Costs must be estimated with sufficient 
reliability to avoid misinvestments. There is currently a need for research for a holistic and systematic 
approach. This is partly due to the many requirements such an approach must meet. In this context, the paper 
aims to determine the requirements for a holistic approach to cost estimation in the early phase of factory 
planning projects. Based on a literature review, four key requirements for a holistic cost estimate could be 
identified and prepared for an approach. This includes the joint consideration of the interactions between 
spatial and process requirements. In addition, the early planning phase is challenging, in which little reliable 
information is available, but costs can still be sufficiently influenced. Furthermore, the operating costs during 
factory operation must be considered over and above the specific investment. With the help of various factors 
influencing factory design, scenarios should be generated and compared early to counter future opportunities 
and risks in the best possible way. These requirements can now be used for an approach to be developed that 
enables holistic cost estimates in the early phase of factory planning projects. 

Keywords 

Factory planning; Cost estimate; Early planning phase; Life cycle costs; Capital expenditures; Operating 
costs; Scenario design; Total Cost of Ownership 

1. Introduction

Factory planning is crucial for the subsequent economic success of companies [1]. This is mainly because 
decisions within factory planning are often of strategic and long-term consequence [1,2]. Due to the highly 
dynamic business environment, ever shorter product life cycles and increasing customer requirements, the 
challenges for manufacturing companies are constantly increasing [3]. This also increases the challenges for 
factory planning. The realisation of factory planning projects, especially large-scale development and 
expansion planning projects, significantly impacts companies' liquidity due to the high capital requirements 
[1,4]. On the one hand, this is due to the considerable investments in production and process technology 
(process view) as well as in construction and building equipment (spatial view) [5]. On the other hand, 
operating costs, such as personnel and energy costs, influence the total costs and profitability of factories 
and their elements [2,6,7]. Due to the long life cycle of factories [8], the highest costs occur in terms of 
operating costs in the factory operation phase, despite high initial investments [9–11]. However, often only 
investments are used as a basis for decisions regarding project realisation, which can lead to erroneous cost 
estimates and misinvestments [12,13]. In this context, incorrect cost estimates and the associated wrong 
decisions can lead small and medium-sized enterprises (SMEs), in particular, into serious financial 
difficulties. This is also because SMEs lack the resources and necessary know-how, especially for investment 
controlling [14]. In Germany alone, with over 3000 building permits for factory and workshop buildings 
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[15], approximately 130 billion euros were invested in new buildings and equipment in terms of machinery 
and devices in 2021 [16]. However, statistical evaluations show that cost targets are missed in factory 
planning projects in more than 70% of the cases [17]. For large infrastructure projects, studies indicate that 
even an average cost overrun of 37% can be expected [18]. At this point, it is essential to note that these 
studies are limited only to investments, usually from the construction point of view. The operating phase, 
which leads to a much higher share of costs due to operating costs, has not yet been considered here. Overall, 
incorrect decision-making principles in cost planning for the construction and operation of factories today 
lead to serious financial challenges in the future. 

The points mentioned underline the relevance of an early, holistic cost estimate for planning projects. 
Therefore, this paper aims to review the current state of the art in this context, derive current research needs, 
and review relevant topics for and requirements of cost estimation to prepare for a holistic approach.  

2. State of the art and need for research

Several sources underline the problem of finding an appropriate and practically applicable solution for cost 
estimates [19–22]. In practice, estimates are often based only on expert opinions and are therefore subjective 
and not reproducible [23,24]. The following, therefore, identifies the requirements necessary for a holistic 
and reproducible cost estimate. First of all, the relationship between process and building planning is often 
neglected [2]. This must be avoided since the central building requirements must be derived from the 
technical process [2,25]. As an interdisciplinary and complex task, factory planning and the associated cost 
estimation must consider the planning of production and logistics processes (process view) and other 
disciplines, such as building equipment and architectural planning (spatial view) (requirement 1). 
Furthermore, the foundation for a factory planning project's economic efficiency and functionality is already 
laid in the early planning phase [1,4]. The most significant share of the investment is determined at an early 
planning stage, so the most significant influence on costs can still be exerted there [8].  This approach comes, 
among other things, from product planning, where a large part of the costs is already determined at the 
beginning of product development [26]. This knowledge must also be transferred to cost estimation in factory 
planning (requirement 2). In previous work, the existing literature and approaches regarding cost estimation 
from an investment perspective (CAPEX) in the early planning phase have been discussed in detail [27,28]. 
However, life cycle costs comprise investments and operating costs [29]. Therefore, in addition to the 
investment view, operating costs (OPEX) must also be considered for a holistic cost estimation [6,28] 
(requirement 3). Each factory is unique and requires case-specific solutions [2,30]. Cost estimates are always 
subject to uncertainties [31]. The so-called scenario concept allows for opening up a space of possible futures 
and thinking through possible decisions' effects [32]. Transferring scenario management as an established 
strategy planning method to factory planning has proven very useful [33]. To obtain a valid basis for 
decision-making with a longer-term view of opportunities and risks within a cost estimate, it is therefore 
appropriate to compare different planning scenarios regarding content and related costs (requirement 4). In 
addition to the four derived requirements, a holistic cost estimate must meet general basic requirements. 
These include, among others, a high level of standardisation concerning existing approaches and a high 
degree of application focus for practical use.  

Conducting a literature review provides the foundation for research work [34]. A systematic search 
procedure was conducted to identify relevant sources and existing approaches to holistic cost estimation. 
The search process focused on works that can be assigned to the context of the keywords factory planning, 
cost estimation, life cycle costs, total cost of ownership and early planning phase, and their links. Figure 1 
shows the results of an intensive literature review of existing approaches and their analysis concerning the 
derived requirements (R1-R4). The basic literature [1,2,4,8,35] focuses predominantly on planning 
procedures and does not include holistic approaches to the associated cost estimation. According to 
WIENDAHL [2], the approaches analysed are subdivided according to the levels of detail in the factory. These 
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can be assigned to the factory fields of technology, organisation and space and subdivided into the hierarchy 
levels of factory, section and workstation. The factory can only be considered and evaluated holistically if 
all levels up to the level factory are considered [2].  

Figure 1: Analysis of existing approaches concerning the derived requirements [9,27,28,36–51] 

Research and analysis of the literature show that single requirements are partially fulfilled, whereby 
approaches to the cost consideration exist due to the comparably simple object of consideration, in particular 
on the level of the workstation. At the factory level, approaches only take into account partial areas and do 
not consider interrelationships, such as between the spatial and process view or the investments and operating 
costs. Furthermore, only a few approaches consider different scenarios to generate planning alternatives and 
compare them with each other. Beyond the approaches considered, there are standards and guidelines 
[29,52–54] that only contemplate sub-areas from the building and factory planning and the cost view 
separately. The different approaches often concentrate only on small focus areas without considering holistic 
relationships and interactions. In summary, it can be said that with current approaches, methods and tools, a 
holistic cost estimation based on the derived requirements is not or only insufficiently possible. Own 
preliminary work in cost estimation, feasibility studies, life cycle considerations [27,28,36,37], and 
numerous consulting projects in companies underline the mentioned need for research. 

The introduction of the problem definition, the consideration of existing approaches, and their discussion 
underline the research need for a holistic approach to the cost estimate of factory planning projects. In the 
following, the derived requirements and main focuses will be analysed, detailed and prepared as a basis for 
a holistic approach. 

R4: Consideration of different scenarios
R3: Consideration of CAPEX and OPEX  

R2: Application in the early phase of planning   
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3. Requirements for a holistic approach to cost estimation

According to WIENDAHL [2], the principle of completeness before accuracy applies to cost estimation. A 
holistic cost estimate is required in the early phase to achieve this completeness. Figure 2 summarises the 
requirements for a holistic approach to cost estimation derived from past planning projects and the literature 
(Compare derivation of requirements and literature review in Chapter 2). Capital expenditures and operating 
costs must be considered jointly. These are determined in the factory primarily by the planning and designing 
of the spatial and process view and combined form the life cycle costs. Since one of the purposes of cost 
estimates is to minimise risk for companies, an estimate must be feasible at an early planning stage. The 
uncertainties associated with an early planning phase must be reduced as far as possible using a systematic 
procedure. In this context, every factory is unique [6]. Nevertheless, it is possible to identify general factors 
that fundamentally influence factory design and configurations. The specification of the influencing factors 
directly impacts the costs and leads to different factory scenarios depending on the configuration.  

Figure 2: Overview of requirements for a holistic approach to cost estimation, own figure 

Different scenarios during the planning and construction of investments lead to different specifications in 
the operating costs over the life cycle (example shown in Figure 2). In the following, the individual 
requirements will be scientifically specified and analysed to make them applicable to a holistic approach to 
cost estimation. 

3.1 Synergetic cost estimate from spatial and process view 

In order to systematise the interdisciplinary and complex planning tasks in the factory planning process, the 
planning procedure has been described by various authors [1,2,4,8] and summarised in the renowned 
guideline VDI 5200 [55]. Traditionally, in factory planning, the sequential planning phases are run through 
in a linear sequence, and the level of detail increases successively with advancing phases [2,55]. The 
interdisciplinary approach of synergetic factory planning has significantly contributed to VDI 5200 (Figure 
3) [2]. This approach addresses the interdisciplinary character of factory planning. It combines the spatial
view, i.e. the interior and exterior design of factories from the perspective of architectural and construction
planning [56], with the process view, i.e. the design of the technological and logistical processes and the
operating resources [2]. To develop a sustainable and successful factory concept, the requirements and the
interactions from the process and spatial perspectives must be considered synergetically [2].
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Figure 3: A process model of synergetic planning from a spatial and process perspective, adapted from [2] 

Only by synchronising the building with the process is it possible to respond adequately to the rapid changes 
in the product and the technical equipment [57]. Future challenges require an even stronger focus on the 
interdisciplinary character of factory planning [58]. To reduce planning time and errors, process-side 
requirements (including equipment weights, equipment foundations, vibration sensitive areas) can be 
coordinated with the spatial specifications in a cooperative, efficient and early coordination process [2]. 
Increasing requirements from the process point of view also leads to increased costs in the building and the 
technical building equipment (e.g. through higher m² or m³ prices). Depending on the requirements, areas 
can be categorised, for example, into low, medium and high requirements with specific parameters. 
Depending on the category, different area parameters and building types lead to different cost characteristics 
based on comparative values (e.g. with the help of BKI [59]). Experience from past planning projects shows 
that inadequately combined consideration of costs leads to increased follow-up costs (e.g. reinforcements of 
the base plate, retrofits in the supporting structure and technical building equipment). For this reason, the 
synergy from a spatial and process view, e.g. following the process model of synergetic factory planning, 
must be considered in a holistic approach to cost estimation.  

3.2 Consideration of the early planning phase 

The foundations for the functionality and profitability of any factory planning project are set in the early 
phase [1,4]. Most investments are determined at an early planning stage, which is why the most significant 
influence on future project costs can also be exerted there [8]. The factory planner is faced with significant 
challenges in this process. On the one hand, the project scope and the associated costs are determined in the 
early phase [1,4]. On the other hand, the early phase is characterised by uncertainty, so information and data 
are often unreliable [23]. Costs are determined in an early planning stage but only occur in subsequent 
planning phases in which they can no longer be sufficiently influenced [60–62]. Figure 4 shows this dilemma 
and the determination of the early phase for the holistic approach to be developed. 

Figure 4: Cost occurrence and cost influence in the early planning phase, own figure adapted from [60–62] 
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As shown in Figure 4, in this paper, the early planning phase of factory planning is defined up to and 
including concept planning, in which the cost influence is still high. As the planning period and level of 
detail advance, the cost influence decreases, and costs can only be influenced and determined within the 
framework of the concept that has already been developed [2,55]. In practice, another aspect becomes 
relevant. Frequently, projects cannot even be released and started without a cost or budget estimate. The 
reasons presented, already underlined by own preliminary work [28,63], emphasise the necessity of a 
decision-making tool in the early planning phase.  

3.3 Consideration of the life cycle costs of factories 

In the basic literature, the stages of the factory planning process are seen as an investment process [1]. Capital 
expenditure is generally understood as the use of capital and, thus, the long-term commitment of financial 
resources to assets [64–66]. In addition to the often exclusive consideration of investments as decision 
support, so-called operating costs are incurred in the factory during the operating phase, often exceeding the 
investments after only a few years [2,67,68]. Due to the time component, investments and operating costs 
have a different impact on companies' value generation and cash flow. Thus, input data of the investment 
calculation are often associated with uncertainties and risks that must be included in the calculation [64,69]. 
In the case of real estate, capital expenditure accounts for only 20% of the life cycle costs, while operating 
costs account for 80% [70,71]. Even for machine tools, operating costs can cause 80% of the life cycle costs 
[13]. The remedy for decision support is the consideration of the life cycle of objects and their associated 
costs. The life cycle describes generally typical patterns of a system over time [12]. Life cycle costing (LCC) 
methods holistically consider life cycle costs over the life of objects and thus support the purchase of capital-
intensive and capital goods with long lifetimes [72,73]. Despite different terms for life cycle costs, all 
definitions share that costs are summed up over the life cycle to show the trade-off between initial and 
follow-up costs [74]. The long lifetime and high investments underline the necessity of a life cycle 
consideration of factories [37,75]. The life cycle of the factory and its elements can be divided into higher-
level phases of factory planning and construction, factory operation and factory reconfiguration and end of 
life [76]. The factory life cycle can be divided into different life cycles, such as the product, component or 
process life cycle [2,77]. The life cycle of a factory usually extends over 30 to 50 years, whereby the 
individual elements of the factory, such as machines, have a shorter life cycle [8,78]. Figure 5 shows the 
exemplary life cycle and the associated costs of the factory and its elements. 

Figure 5: Exemplary life cycle and costs of factories and their elements, own figure adapted from [36,76,79] 
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The figure also outlines the costs underlying the life cycle as an example. These are represented by the two 
exemplary CAPEX peaks in Figure 5. After high initial investments, further follow-up investments become 
necessary depending on the lifetime of the components and machines. The investments are displayed 
simplified and independently of possible payment flows as fixed-step costs. The operating costs rise 
constantly in this case due to, for example, increasing energy, personnel or maintenance costs. Figure 5 
underlines the relevance of the operating costs in the production life cycle costs due to the long lifetime. This 
also highlights the fact that the factory planning phase has a critical influence on life cycle costs [1,4]. Factory 
operation, with a duration of several decades, is the longest and, thus, the most crucial phase in the life cycle 
of factories [9,10]. This emphasises the trade-off between CAPEX and OPEX, which must be considered 
holistically in spatial and process view interaction. The objective of companies is to enable the production 
of a maximum outcome with the lowest possible operating costs [80]. However, the determining factors for 
this are already set in the planning stage, which is why an early lifecycle-oriented cost estimate is essential. 

3.4 Consideration of influencing factors for scenario design 

Each factory planning project is unique due to the different processes and products [2,35]. In addition to 
established procedural steps for factory planning, it is possible to identify generally applicable influencing 
factors on factory design. In this context, design or structure-relevant influencing factors are those factors 
that have a structural impact on the subsequent factory design and layout. Influencing factors can be divided 
into external and internal influences [2,80]. External influencing factors, such as increases in the price of 
materials or energy [81], can only be considered to a limited extent, so although they influence costs, they 
can only be insufficiently influenced by factory planning. Internal influencing factors are factors that directly 
impact the factory design. For example, these influencing factors can be derived from different factory types 
in the literature [35]. Examples are the degree of automation, product specifications (size, weight) or the 
number of variants [8,35]. At this point, the fuzzy logic method is an option for modelling the uncertainty 
[82], which is present due to the early planning phase. The subsequent impact of these influencing factors is 
often already determined in the early planning phase. It has a direct influence on the design of the factory 
and its life cycle costs. With the methodical aid of the factory objects as elements of the factory [83], Figure 
6 shows a simplified relationship using the example of the influencing factor of the degree of automation 
and the factory object of means of transportation. 

Figure 6: Exemplary configuration of the factory object means of transportation by the influencing factor degree of 
automation, own figure 
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Depending on product-side and process-side requirements, a decision can be made in a factory area in favour 
of a high degree of automation of the means of transportation, i.e. tending towards continuous conveyors, or 
a lower degree of automation, i.e. tending towards non-continuous conveyors. Although the superior group 
of continuous conveyors exhibits a higher potential for automation [84], it also requires considerably higher 
investments. The group of non-continuous conveyors [84] is characterised by a lower degree of automation 
and, thus, comparatively lower initial investment but higher operating costs. This is because the investment 
is generally higher for automated than manual systems [85]. The lifetime of the factory elements also 
influences the cost structure since, based on the lifetime, a supplementary or replacement investment 
becomes necessary in specific cycles over the life cycle. Overall, the degree of automation and the associated 
personnel requirements (in addition to, among other things, energy costs and maintenance costs) define a 
large part of the expected operating costs [86]. In the example shown in Figure 6, a simplified life cycle 
assessment concludes that a decision favouring a non-continuous conveyor is associated with lower initial 
investment but higher operating costs. A decision favouring a continuous conveyor based on life cycle costs 
depends on other factors, such as the product or the number of units. In general, the decision in favour of a 
particular configuration of a factory object also depends on the process requirements (see 3.1). For example, 
it may be the case that only certain factory sections, such as logistics, can be automated due to the complex 
process. Products with high complexity and low quantities could lead to only manual assembly over the life 
cycle being economical. 

The consideration of different influencing factors enables different, future-oriented scenarios of factory 
design and the associated cost estimation over the life cycle as a basis for decision-making. The example 
above underlines the importance of considering influencing factors that configure the factory on a scenario 
basis via the factory elements and lead to different cost trends over the life cycle.  

4. Conclusion and outlook

Factory planning projects are strategically important and capital-intensive projects with a long lifetime. Due 
to such projects' long-term and interdisciplinary character, the project cost estimate is essential. Incorrect 
cost estimates can lead to severe misinvestments. With current methods and tools, a holistic cost estimate is 
not or only insufficiently possible. Based on an intensive literature review, this paper identifies the research 
needs and requirements for a holistic approach to cost estimates for factory planning projects. Four essential 
requirements are identified and further analysed for a holistic approach. First, an approach must consider 
synergetic planning and costs from both a spatial and process view due to the interdependence of the two 
planning disciplines. Furthermore, the approach must be applicable in the early planning phase since costs 
can still be sufficiently influenced in this stage. In addition, in the context of a life cycle consideration, 
investments and operating costs must be estimated simultaneously due to their interactions. Finally, design-
related influencing factors must be considered, which are essential in determining the factory design and, 
thus, the associated costs for scenario design. The methodically elaborated and detailed requirements are the 
basis for developing, in the next step, a holistic approach to cost estimates for factory planning projects in 
the early planning phase.  
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Abstract 

The lack of a well-stated risk mitigation strategy has caused several challenges within the South African 
Public Health sector. Additionally, setting a risk mitigation strategy around mitigation preferences can be 
challenging for procurement personnel. As such, risk mitigation penalty clauses in the case of failure of the 
selected supplier are not agreed upon from the onset of the contract agreement. This research proposes risk-
sharing versus risk-shifting contracts as risk mitigation/reduction strategies within the supplier relationship 
of the public health sector. We evaluate the effect of risk shifting and sharing mitigation preference on 
supplier commitment and supplier performance in the public health industry in South Africa using structural 
equation modelling. The results show that there is a significant relationship between supplier selection and 
risk sharing, risk sharing and supplier commitment, risk shifting and supplier commitment, and risk sharing 
and procurement performance. However, there was no significant relationship between supplier selection 
and risk shifting and risk shifting and procurement performance, which may be due the need to constantly 
evaluate supplier and manage risk collaboratively. These results imply that to build a win-win supply chain, 
public health sector procurement managers should balance risk sharing and shifting mitigation strategy in 
procurement instances where appropriate to improve on a higher level of procurement performance. 

Keywords: risk sharing, risk shifting, supplier commitment, procurement performance, public health 
industry, preference effect 

1. Introduction and problem statement

The preference for risk management during supplier selection is necessary to determine the level of 
commitment among supply chain and procurement personnel. Risk-associated challenges are inevitable in 
any contractual agreement, especially when selecting a supplier to manage a strategic function within a 
supply chain or an organisation [15]. Mitigating risk-associated challenges during the supplier selection and 
procurement process may require agreeing on whether the risk should be shared or transferred to the supplier 
or buyer. The risk mitigation preference may determine the level of supplier commitment and overall 
procurement performance [4]. Setting a risk mitigation strategy around mitigation preferences may be 
challenging for procurement personnel but will certainly help the buyer-supplier better prepare against the 
occurrence of environmental and market disruptive factors such as global economic risk factors, competitive 
factors, internet and information technology, and dynamic market environment that drives changes and 
decision-making capabilities of an organisation. Risk management is a process that mitigates risk, reduces 
costs, and effectively improves customer and consumer service within a supply chain. Supply chain 
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management integrates, collaborates and coordinates all activities involved in material flows, sourcing, 
conversion, and physical distribution of the final product or service [22]. 

Within the public health sector of South Africa, the objective of supplier selection is to improve overall 
procurement performance. Public procurement in South Africa is defined as a 'function by which public 
sector organisations acquire goods, services, development, and construction projects from suppliers in the 
local and international market [7]. The supplier selection process follows a competitive bidding process, 
consisting of a request for an invitation to tender, actual tender calling, submission and receiving of tenders, 
opening of tenders, assessing tenders, and finally, awarding of tenders. The suitability of the selected supplier 
is rated against the supplier's price, quality, capabilities, and financial standing. However, risk mitigation 
preferences are not well emphasised during selection [32]. As such, risk mitigation penalty clauses in the 
event of failure on the part of the selected supplier are not agreed upon from the onset of the contract 
agreement. The lack of a well-stated risk mitigation strategy has caused several challenges within the South 
African Public Health sector. Examples include non-compliance with procurement legislation, policies and 
processes; a lack of accountability and transparency; a lack of procurement knowledge and skill, embedded 
ethical practises, fraud, and corruption, which further impact negatively on supplier commitment and overall 
procurement performance [7]. Therefore, the public sector goals of providing reliable and quality health 
services might be jeopardised [43]. Based on these challenges, this research proposed risk sharing versus 
risk shifting contracts as risk mitigation/reduction strategies within the supplier relationship of the public 
health sector. Therefore, the question is: What is the effect of risk mitigation preferences on supplier 
commitment and procurement performance in the public health industry in South Africa? The article aims 
to evaluate the effect of risk shifting and sharing mitigation preference on supplier commitment and 
procurement performance in the public health industry in South Africa [28];  [47]; [48]). The research is one 
of its kind because it aimed to model risk sharing and risk shifting mitigation preferences during supplier 
selection.   

2. Literature review

2.1 Risk management and risk mitigation 

Risk management aims to forecast potential threats to an organisation and devise strategies to deal with them. 
It involves identifying potential threats, weighing their likelihood and impact, and developing plans to deal 
with them. New risks must be constantly evaluated and accounted for, making risk management an ever-
evolving process [35]. Possibilities and risks to a project are categorised by their likelihood of occurring and 
their potential impact [31]. The term "risk mitigation" refers to procedures designed to reduce the negative 
effects of potential dangers on a business. Risk mitigation, which includes risk reduction, is an effort to 
reduce the likelihood of unfavourable results from hazards to business continuity (BC). 

Risk mitigation and risk management are related. One facet of risk management is "risk mitigation," and its 
implementation differs from business to business. This means consistently addressing the most pressing 
threats and concerns to keep a business safe. Common types of mitigation include controls, processes, and 
procedures that guide and direct an organization [24]. Again, they are linked, as one function of risk 
management is to seek out dangers and devise ways to minimise their impact. One of these tactics is known 
as "risk mitigation." As defined by [38], risk management is the process of recognising and responding to 
possible threats to an organisation, whereas risk mitigation is eliminating or significantly lowering those 
threats. The probability of a risk and the effort put towards reducing it are directly related. When 
implemented, risk mitigation plans reduce the likelihood of many risks occurring, especially those that 
originate within an organization [31]. The likelihood of severe losses is reduced when an organisation takes 
precautions against potential dangers. 
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2.2 Supplier selection and risk sharing 

Supplier selection and risk management are two important aspects of supply chain management [3]. Supplier 
selection identifies suppliers that can provide the best value for a business [41]. Since the inception of supply 
chain theory, the idea that careful supplier selection is essential to building a formidable supply chain has 
been widely held. The significance stems from the gravity of the decision to purchase or make a procurement. 
The cost of procuring raw materials can account for up to 90% of an industrial company's revenue [20]. 
Quality, delivery timeliness, processing speed, and cost have traditionally been the primary metrics 
considered in selecting suppliers [35]. This demonstrates how supplier selection is based on several factors. 

However, the original work on supplier selection has been extended by significant and recent research to 
include risk sharing [21] as an important consideration, especially for public private partnerships (PPP). To 
reduce exposure to risk, businesses and individuals can use risk sharing as a risk management method. 
Shared risks can reduce supply chain risks, which is why it is an integral part of supplier management. 

Procurement entities are comfortable with suppliers willing to share risks to mitigate risks [45]. This protects 
them from quality problems, monetary losses, and interruptions in supply chain activities. By dividing risks 
with their suppliers, companies can ensure that manufacturing and shipping go smoothly and avoid costly 
loss of profits due to early risk detection. We posit that a procurement entity will select a supplier willing to 
share risks to minimise risk mutually. Therefore, we state the hypothesis that: 

H1: There is a direct association between supplier selection and risk sharing. 

2.3  Supplier selection and risk shifting  

Choosing reliable suppliers is a crucial part of effective purchasing management because it impacts a 
company's ability to differentiate itself in the market. Typically, businesses choose their suppliers based on 
how well they are expected to perform with respect to product quality, cost, service, and reliability. 
Researchers [29] took a more nuanced approach and advocated communication skills and commitment to 
continuous improvement as essential supplier selection criteria. The selection of suppliers based on their 
technological and financial skills has become increasingly vital. The potential for variations in supplier 
selection criteria across industries was the subject of another line of enquiry. Supplier selection, according 
to proponents of the transaction cost economics theoretical perspective [51], is motivated by operational 
goals of minimising expenses and optimising profits through cost shifting. Therefore, if a company can shift 
some of the risks to its vendors, it can save money. 

Risk shifting refers to the practise of transferring danger to another entity. Buying an insurance policy or 
hedging investment holdings are two examples of transferring risk. Risk shifting aims to mitigate the 
negative effects of a risk by placing that obligation on another party. The return on assets (RoA), a proxy for 
a company's profitability, has been proven to be correlated with its propensity to take risks in the future by 
[18]. Mutual funds that take on more risk underperform those that maintain a steady level of risk, according 
to research by [26], who conclude that agency problems may lead to risk shifting by fund managers. 
Outsourcing, buying insurance, hedging investment positions, forming partnerships with key suppliers to 
manage risk and ensure supply, testing supplier business continuity plans with information reviews, informal 
walk-throughs and joint exercises, and conducting risk analysis and scenario planning of disruptive events 
are some of the ways buyers can shift risk in procurement [6]. To reduce their exposure, purchasers should 
create a risk registry and continuously thoroughly monitor its contents, mapping and evaluating the value 
chains of all important items. Therefore, we hypothesise that: 

H2: There is a significant relationship between supplier selection and risk shifting. 

2.4  Risk sharing and supplier commitment 

A critical decision for suppliers engaged in business-to-business (B2B) interactions is what contract terms 
offer buyers. The most common hands-off approach lists products at a set wholesale price. From the 
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supplier's perspective, this is a simple contract to administer, requiring only setting one contract parameter 
and no monitoring of buyers' behaviour following the purchase, which shows weak commitment [6]. This is 
one of the early lessons in supply chain contracting and is a motivator for why "risk-sharing" contracts may 
be a useful alternative to supplier commitment. Risk-sharing contracts allow suppliers to absorb some of the 
cost of demand uncertainty facing buyers. Examples include buyback, revenue sharing, quantity flexibility, 
option contracts, and sales rebates. 

However, risk sharing becomes more effective when there is a high level of supplier commitment [20]. The 
relationship between risk sharing and supplier commitment is that when suppliers are committed to a buyer, 
they are more likely to share risks with them. This is because they have something to gain from the project's 
or transaction's success and will be more willing to collaborate with the buyer to make it happen. Researcher 
[9] looked at how the risk and absorptive ability of a global supply chain partner affected an organisation's
decision to commit to and share risk with that partner. For the study, the researchers polled 207 businesses
to learn how they rated their offshore outsourcing and supply chain partners according to four criteria: risk
sharing, absorptive capacity, commitment, and information sharing. They confirmed the hypothesised
connections between an organisation's dedication and transparency in the supply chain and the perceived
risk-sharing of its partners.

Many fields of study, from organisational psychology to strategic management and marketing to the study 
of social interaction, have focused on supplier commitment. Research shows that dedication improves 
results, whether the system is a group, an organisation, or a supply chain. Assuming that interactions can be 
measured, the social exchange theory (SET) states that cooperation between group members will result in 
net gains for the group as a whole (benefits minus costs). Researchers have adopted SET to study the supply 
chain, primarily emphasising the creation of connections between parties. According to [34], the antecedents 
of information sharing are trust, commitment, reciprocity, and power, and these relationships in the supply 
chain are developed because of the mutual advantages shared by its participants. Within these perspectives, 
we state the hypothesis that; 

H3: There is a significant positive relationship between risk sharing and supplier commitment, such that 
risk sharing enhances suppliers' commitment 

2.5 Risk shifting and supplier commitment 

Risk shifting refers to transferring risk from one party to another. In a supply chain context, risk shifting can 
occur when a supplier shifts risk to a buyer by increasing prices or reducing quality. Supplier commitment 
refers to the extent to which a supplier is willing to invest in a relationship with a buyer [19]. Suppliers, such 
as price commitment and inventory commitment, can use several commitment strategies.  Researchers [6] 
state that committing to a price reduces the incentive to stockpile and shift inventory responsibility to the 
manufacturer by reducing the quantity of orders. Buying an insurance policy, hedging financial positions, or 
a company switching from a defined-benefit pension to a defined-contribution plan such as a 401(k) are all 
examples of risk shifting. The hiring of a janitorial service to maintain a safe and clean workplace is another 
example of change in risk. These cleaning companies may be asked to sign a contract that shifts some of the 
responsibility and liability to them. In commercial real estate, the landlord may look for ways to shift some 
risks to renters. For example, many commercial space landlords insist that upscale boutique tenants sign 
leases and contracts. In addition to risk shifting, [25] discovered that audit liability insurance could help 
reduce risk by easing the dissemination of risk management expertise among audit firms. Therefore, we state 
the hypothesis that: 

H4: There is a positive relationship between risk change and supplier commitment. 

2.6  Risk sharing and procurement performance 

Procurement performance refers to the degree to which buyers consistently achieve conformance to 
specifications and fitness for use. It illustrates how well and efficiently a company sources its goods and 
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services. Metrics such as procurement cycle time, cost savings, supplier performance, and quality can be 
used to evaluate the effectiveness of a company's purchasing department [11]. Several companies use 
procurement performance management (PPM) to determine the value of procurement to the business. 

When suppliers do not put in as much effort as possible to increase procurement performance, a phenomenon 
known as moral hazard exists in the supply chain connection [37]. Supply chain managers must overcome 
the formidable obstacle posed by moral hazard to ensure effective procurement. We believe that shared 
knowledge of the potential implications of procurement failure can be achieved through risk sharing between 
supply chain parties. Making informed decisions depends on having a common awareness of the risks 
associated with procurement. Implementing measures to mitigate the negative effects of procurement risk 
requires a common understanding of performance challenges. The possibility of moral hazard can be reduced 
and procurement performance can be improved if the supplier understands the costs and repercussions of 
procurement failure. Previous studies [2] have shown that the risk sharing mechanism can significantly 
contribute to the procurement performance of a firm by helping to resolve the competing goals of buyers and 
suppliers, improving the ability to predict and coordinate supply and demand, and more fairly allocating the 
costs associated with procurement risks. Social exchange academics have collected a body of work that, in 
contrast to the economic justification of transaction cost economics, gives a variety of social rationales for 
why exchange partners might continue to preserve a connection ([16]; [33]). From this theoretical vantage 
point, risk sharing between trading partners is attractive if it improves both parties' procurement results. We 
hypothesise that: 

H5. The risk-sharing practise positively affects procurement performance. 

2.7  Risk shifting and procurement performance. 

Procurement entities transfer risks to reduce their exposure to potential losses and ensure that they are not 
solely responsible for negative outcomes [18]. This improves procurement performance. Supply chain 
management is highly dependent on the efficiency with which risks are transferred and purchased. It is 
widely agreed that risk transfer is essential to effectively managing PPP projects. Proper and responsible use 
of resources, improved service, strengthened supplier and client relationships, greater appetite for 
innovation, greater customer service, and a data-driven culture that brings game-changing insights within 
reach of the firm can all result from the transfer of risks. However, there is a limit to how much risk the 
private sector can take on, and the government must keep some risk internal. The more powerful party 
typically bears the risk in a given situation [44]. 

Risk sharing in UK construction projects was the subject of a questionnaire study by [5]. They claim that the 
supplier is the best choice for managing project-specific risks and that the buyer should bear some risks 
while the two parties share others. Some evidence suggests that PFI deals provide better VFM for the private 
sector than for the taxpayer, and [49] are sceptical about the actual level of risk transfer in PPPs and believe 
that the private sector benefits. Therefore, we state the hypothesis that: 

H6: There is a significant relationship between risk shifting and procurement performance. 

3. Research methodology

Following the research onion [40], the research methodology takes the positivism-deductive approach. The 
approach is chosen because the study is quantitative and based on the proposition that trends, procedures, 
and cause-and-effect issues are relevant to the execution of scientific research methods. Furthermore, 
research is based on a known knowledge of a given theory, practise, and sphere that aids in the deduction of 
hypotheses and is subjected to further empirical examination to allow a conclusion [30]. A non-probability-
convenience sampling strategy is adopted because subjective decisions based on geographical proximity, 
respondent availability, easy accessibility, or willingness to participate are considered to decide which 
elements are included in the sample [23]. The sample frame of the public health industries located in Gauteng 
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province was collected from the South African National Health Research Database (NHRD). Before 
anticipating the right sample size, a pilot study is carried out to predict an appropriate or exact sample size 
for the full-scale project and to improve various aspects of the study design. The target population consist of 
employees in the procurement department in public health industries located in the Gauteng province. The 
determination of the sample size is a scientific judgment made by the researcher, based on past studies [53]. 
Researchers [14] and [17] have examined the procurement performance in public health care sectors using 
sample sizes ranging between 150 and 300 elements. The sample size is also suitable for Smart PLS 3.0 data 
analysis. Of the 150 questionnaires distributed, 100 were valid and useful for research. A historical decision 
based on previous research in related fields and the suitability of the statistical package was used to determine 
the sample size for the investigation. The questionnaire comprises sections A to F, where section A contains 
the respondents' background, section B, supplier selection adapted from [46], sections C and D, detailed 
questions on risk mitigation strategies, which were adapted from [42], section E explains questions related 
to supplier commitment [1], and section F will comprise questions on procurement performance [46]. All 
sections except section A were measured on a 5-point Likert scale questions, anchored with 1= strongly 
disagree to 5= strongly agree. The Likert scaled type is useful because they are easy to construct and 
administer and participants find it easier to use [12]. Research ethics such as informed consent, voluntary 
participation, right to personal privacy and confidentiality, and protection from harm were considered 
essential during data collection. 

4. Data analysis and discussions

The Social Sciences Statistical Package 25.0 (SPSS) enabled the descriptive statistics of the demographic 
data of the respondents. SMART-PLS version 3.0 for the structural equation modelling procedure was used 
to determine the relationship strengths of the research variables, as well as to assess the reliability and 
validity. For example, Cronbach’s Alpha, rho A, and composite reliability were used to determine reliability, 
while extracted average variance (AVE) was used to assess the validity of the measurement variables. The 
T statistics and the P-value were used to test the significant level of the research variables.  

4.1 Demographic information 

There were more women (62%) than men (38%) in public health sector procurement functions, of which 
(64%) were between the ages of 26 and 37. About (98%) of the respondents were black, only (2%) were 
white and none were coloured or Indian. Of the 100 procurement personnel who participated in the research, 
(32%) percent were holders of senior certificates, while (38%) percent had diploma qualifications and (29%) 
percent had degrees. 

Table 1: Descriptive and Internal consistency of constructs 

Research 
constructs 

Indicators 

Descriptive 
statistics 

Reliability statistics Validity statistics 

Mean 
(x̄) 

SD 

Alpha 
(α) 

Rho CR AVE √AVE

Factor 
loadings 

Item-total 
correlation 

SS1 3.717 0.779 0.795 0.738 

SS2 3.909 0.877 0.771 0.685 

SS3 3.788 0.913 0.845 0.801 

SS4 4.071 0.856 0.824 0.723 

SS5 3.848 0.869 0.827 0.764 
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Supplier 
selection  

SS6 3.949 0.783 0.951 0.957 0.957 0.672 0.820 0.798 0.703 

SS7 3.980 0.910 0.857 0.801 

SS8 4.051 0.869 0.860 0.787 

SS9 4.040 0.875 0.854 0.770 

SS10 4.101 0.772 0.800 0.727 

SS11 4.182 0.796 0787 0.702 

Risk sharing 

RH1 3.960 0.803 

0.898 0.916 0.919 0.618 0.786 

0.721 0.679 

RH2 3.919 0.720 0.749 0.676 

RH3 4.000 0.765 0.767 0.677 

RH4 3.909 0.854 0.843 0.722 

RH5 3.990 0.772 0.830 0.728 

RH6 3.737 0.871 0.827 0.710 

RH7 3.990 0.732 0.757 0.690 

Risk shifting 

RS1 3.848 0.821 

0.871 0.892 0.903 0.609 0.780 

0.835 0.690 

RS2 3.859 0.739 0.737 0.569 

RS3 3.909 0.793 0.828 0.733 

RS4 3.828 0.682 0.703 0.619 

RS5 3.980 0.710 0.813 0.684 

RS6 3.960 0.724 0.641 0.576 

RS7 4.061 0.789 0.755 0.677 

Supplier 
commitment 

SC1 3.879 0.782 

0.906 0.920 0.927 0.680 0.824 

0.876 0.734 

SC2 4.162 0.598 0.804 0.668 

SC3 3.970 0.745 0.883 0.804 

SC4 4.111 0.584 0.794 0.704 

SC5 4.071 0.655 0.832 0.716 

SC6 4.131 0.580 0.751 0.698 

Procurement 
performance 

PP1 3.747 0.730 

0.874 0.879 0.908 0.665 0.815 

0.803 0.680 

PP2 3.869 0.774 0.850 0.677 

PP3 3.970 0.771 0.759 0.646 

PP4 3.838 0.735 0.827 0.632 

PP5 3.687 0.774 0.834 0.689 

Note: Alpha (α) = Cronbach’s alpha; Rho= Dillon-Goldstein’s rho; CR=Composite reliability; 
AVE=Average variance extracted; 1= strongly disagree to 5= strongly agree.   

In Table 1, Cronbach's alpha value (α), spearman’s Rho-A, composite reliability value (CR), and item-to-
total correlation value indicate internal consistency of the measurement variables for this research. This is 
because the above stated reliability coefficients are above the stipulated threshold of 0.7 and 0.5 respectively 
[40]. For example, Cronbach's alpha coefficient ranges from 0.871 to 0.951; spearman’s Rho-A coefficient 
ranges from 0.879 to 0.957; Composite reliability coefficient ranges from 0.903 to 0.95 and item-to-total 
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correlation coefficient ranges from 0.569 to 0.804 respectively. The results indicate that all measurement 
items adapted for this research are reliable.  

As indicated in the descriptive statistics, 
Table 2: Discriminant validity 

Constructs Procurement 
performance 

Risk sharing Risk shifting Supplier 
selection 

Supplier 
commitment 

Procurement 
performance 

0,815 

Risk sharing  0.497 0.786 

Risk shifting 0.119 0.119 0,780 

Supplier selection 0.378 0.547 0.069 0.820 

Supplier 
commitment 

0.186 0.310 0.459 0.201 
0.824 

Note: Alpha (α) = Cronbach’s alpha; Rho= Dillon-Goldstein’s rho; CR=Composite reliability; AVE=Average variance extracted; 
1= strongly disagree to 5= strongly agree.   

Factor loadings were used to assess whether the measurement items are highly loaded on their respective 
variable and should be at least greater than 0.5 (Martino et al., 2018). As shown in Table 1, all items were 
loaded highly with values ranging from (0.703 to 0.883). This stipulates an acceptable individual item 
convergent in the validity of all scale items. Discriminant validity was determined using the AVE and √AVE 
values. The value of AVE value should be greater than 0.5 and the intercorrelation matrix among the research 
variables should be less than the square root of the AVE ([27]; [30]). Table 2 shows that the inter-correlation 
values for all paired latent variables are less than √AVE (ranging from 0.780 to 0.824) and therefore assures 
the presence of discriminant validity for each construct. 

4.2 Path model results 

The proposed model for the research describes the relationship between the research variables. In addition 
to assessing the strength of the relationship among the research variables, the significance of the path 
coefficients was determined by bootstrapping analysis in addition to t-statistics for each of the path estimates. 
Figure 1 and Table 3 explain the statistical results of the Smart PLS for structural equation modelling.  

Figure 1: Path model relationship strength 

479



Table 3: Results of structural equation model analysis and significant level 

Figure 1 and Table 3 present the six hypothesised relationships, the path coefficients, the t-statistics, and the 
accepted level. The value of the t-statistic indicates whether the relationship is significant or not. A 
significant relationship is expected to have a t statistic greater than 1.96 and a p-value of ≤0.05 to indicate 
whether the hypothesis is rejected and supported [27]. According to the statistical analysis, four of the six 
proposed hypotheses were statistically significant and accepted. Two hypotheses are rejected with a t-
statistics of >0.5. 

5. Discussion and Findings

The question that the research seeks to answer is: What is the effect of risk mitigation preferences on supplier 
commitment and procurement performance? The purpose of the article is to evaluate the effect of risk 
shifting and sharing mitigation preference on supplier commitment and supplier performance in the public 
health industry in South Africa. The measurement items for each variable presented in the proposed model 
have been statistically proven to be valid and reliable.  

The proposed relationship between supplier selection and risk sharing (H1), is significant at (path 
estimate=0.547; p=0.000 <0.05 and the relationship effect of supplier selection and risk shifting (H2), is 
rejected at (path estimate=0.069; p=0.765 >0.05). The results indicate that procurement personnel in the 
public health industry in South Africa prefer the risk-sharing migration strategy to the risk shifting strategy 
in supplier selection. The risk sharing strategy is relational in the sense that it involves joint problem solving 
in a supply chain [52]. To build a win-win supply chain, risk sharing as a mitigation strategy is preferred 
than outsourcing or purchasing product liability insurance. The risk sharing mitigation strategy improves 
product quality in the long run through supplier development programmes, accurate / timely information 
sharing, participation of key suppliers in key decision making for effective cross-functional decision making, 
which ultimately mitigate risk and improve buyer-supplier commitment. The next section will discuss the 
risk mitigation strategy and the level of commitment among the supply chain members in determining the 
overall performance of the procurement.  

The proposed relationship between risk sharing and supplier commitment (H3) is significant at (path 
estimate=0.260; p=0.000 <0.05). The proposed relationship effect of risk shift and supplier commitment 
(H4) is acceptable and significant at (path estimate=0.425; p=0.000 <0.05). These results indicate that 
although public health sector procurement personnel prefer risk sharing as appropriate risk mitigation 
strategy and management, they also embrace the fact that risk shifting further enhances supplier commitment 
[50]. This may be in the case where managing the quality of certain materials primarily becomes the 

Proposed path 
relationship 

Hypothesis Path 
coefficient 

T-statistics P-value Outcome 

Supplier selection and risk 
sharing H1 0.547 6.060 0.000 Supported 

Supplier selection and risk 
shifting H2 

0.069 0.299 0.765 Rejected 

Risk sharing and supplier 
commitment H3 

0.260 3.461 0.000 Supported 

Risk shifting and supplier 
commitment. H4 

0.425 4.559 0.000 Supported 

Risk sharing and 
procurement performance H5 

0.519 6.210 0.000 Supported  

Risk shifting and 
procurement performance H6 

0.181 1.305 0.190 Rejected 
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responsibility of suppliers. In this sense, the public health sector may propose a high penalty resulting from 
defective supplies through a detailed description of suppliers’ responsibilities to mitigate risk, reduce cost, 
and higher level of supplier commitment.  

Procurement performance is one of the main reasons for supply chain collaboration. The proposed 
relationship between risk sharing and procurement performance (H5) is significant and supported in (path 
estimate=0.519; p=0.000 <0.05). The effect of the relationship between risk shift and procurement 
performance (H6) is rejected and insignificant in (path estimate=0.181; p=0.19 >0.05). Despite embracing 
risk shifting as a risk mitigation strategy to improve and manage supplier commitment, the South Africa’s 
public health procurement personnel believe that a long-term coordinated relationship with their supplier is 
important to effectively manage risk. The result indicates that the public sector intends to maintain supplier 
relationship through the maximum effort of risk sharing mitigation strategy, and as such risk sharing 
influence on procurement performance statistically is highly significant. 

6. Conclusion

The aim of the research, which is to evaluate the effect of risk shifting and sharing mitigation preference on 
supplier commitment and supplier performance in the public health industry in South Africa, has been 
scientifically proven. The risk mitigation strategy has become even more important in the business-relational 
environment, especially after the Covid-19 pandemic. The two important risk mitigation strategies presented 
in the research are important and their preference effect on supplier commitment and procurement 
performance and have been analysed and discussed.   

7. Recommendation for future research

From the findings, it can be seen that the South African public health sector procurement gradually neglects 
the importance of risk shifting. This is because from the statistical results, more attention is focused on risk 
sharing as a better option to mitigate risk in the buyer-supplier relationship of the public health sector. 
Therefore, it is recommended that the public health sector procurement balances risk sharing and shifting 
mitigation strategy in procurement instances, where appropriate, to improve on a higher level of procurement 
performance.  

The research did not investigate the level of impact of supplier commitment on procurement performance, 
but only focused on the effect of preference for risk mitigation on supply commitment and procurement 
performance. It is recommended that future researchers investigate to what extent the supplier's level of 
commitment enhances procurement performance within the public sector. In other words, the commitment 
of a supplier does not guarantee the procurement performance to the purchasing organisation and the overall 
supply chain performance. Other factors such as quality, delivery, flexibility, and social and environmental 
sustainability may play a significant role.   
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Abstract 

During the assembly of a control cabinet, a major time-consuming step is the wiring of the included 
components. Hence, automating this step will noticeably reduce production costs. According to the 
planning, wires are routed through wire ducts and connected to components. While a comprehensive 
digital twin can be computed for the included components, this twin is missing a proper modelling of the 
connecting wires. For these, only a rough route through the wire ducts is given. However, a physically 
plausible model is an important prerequisite to perform reliable path planning for automated assembly. The 
paper addresses this need for accurate wire path computation during automated cabinet assembly and 
introduces a method to compute realistic wire paths through the wire ducts. Different models with and 
without a fixed wire length are presented and compared. An evolutionary algorithm optimizes the 
corresponding variables of the models. As described, both approaches yield valid paths, although the fixed 
length model appears to be able to compute more realistic paths. 

Keywords 

Control Cabinet Assembly; Wire Modeling; Path Planning; Simulation; Automated Assembly 

1. Introduction

Control cabinets are very common in industry. They contain several components, e.g., programmable logic 
controllers, power devices, or terminal blocks. The kind of components correspond to the functions that the 
control cabinet must fulfill. Therefore, there is a high variance in the design of control cabinets. 
Furthermore, the components are connected by wire that are routed through wire ducts. Typically, there are 
about 300 to 400 components and about 500 wires in a cabinet. The production of a cabinet starts with the 
definition of functions and the selection of required components. Using an appropriate software, the 
physical design of the cabinet is created, and the components are connected as required. With this 
planning, the assembly of the cabinet can be done. [1] gives a detailed overview on the setup and assembly 
procedure. However, most assembly steps are carried out manually because effects such as poor data 
quality, low lot size, or a lack of component design suitable for automation hinder automation. The 
components are usually not designed for an automated assembly. This causes a high level of complexity 
regarding the required technology. Especially the wiring, which consists of assembly and routing, is 
complex in terms of automation [2]. Furthermore, there is no holistic digital model of the control cabinet in 
a system-neutral exchange format that can be used is the software tools. As a result, important information 
to automate the process steps are missing and an appropriate solution is both time-consuming and cost 
intensive. However, solutions for automating the manufacturing process must be cost-effective, which is a 
challenging task, particularly for make-to-order production. There are two promising approaches to 
increase the automation level – reduction of complexity and a comprehensive data model. 
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The reduction of complexity refers to the shape and connections of the components. Nowadays, both 
shapes and connectors are not designed for automation. Additionally, there is a high variance among 
manufacturers, which obstructs automated assembly. In terms of connections, there are already good 
variants, such as push-in technology [3]. Nevertheless, optimizing components is the responsibility of the 
manufacturers. 

The second approach is the creation of a comprehensive data model of the control cabinet. Especially for 
individual projects, it is important that the data model can be derived solely from the planning tool. 
Furthermore, the model must provide information in a system-neutral format to support the development of 
automated manufacturing steps. Currently, the information that can be derived from the design is a 
descriptive 3D model of the cabinet including the position, size, and hierarchical structure. Additionally, 
wiring information can be derived in a second step. The wiring information can include the connected 
components, the wire ducts for the routing, and information to the wire like color or cross section. Even if 
the accessible information provides a good model, important supplementary information is still missing for 
more complex tasks, such as the calculation of the degree of filling of wire ducts, the distribution 
probability of wires within the ducts, or the automation of assembly steps. 

The paper focuses on the latter approach and presents a method to create a comprehensive data model. It is 
structured as follows. The next section gives an overview of the accessible information as well as a general 
method to enrich the model with further information. By combining different sources, the basis of a digital 
twin for a control cabinet is created. Both the data model as well as the data sources providing relevant 
content to the model are discussed. As the chapter reveals, a realistic model for the wires in the control 
cabinet is missing. Section 3 elaborates on this issue and presents an approach for a proper modeling. 
Section 4 discusses the results and ends with a conclusion of the presented work. 

2. Control cabinet model

As discussed above, a comprehensive data model of the control cabinet supports the optimization of the 
manufacturing process. The generation of the model should be accomplished with as little effort as 
possible, and the creation process should be automated as much as possible. This is particularly important 
for control cabinets that are only manufactured once.  

Figure 1: Concept for the creation and enrichment of the data model. The arrows indicate the flow of information. 

In general, the effort to create the model can be divided into two tasks. The first task is to create all 
cabinet-specific information, which varies for each cabinet. The second task is the creation of component-
specific information. This information is static for each component and must only be created once. 
Furthermore, it is possible to enrich the model by applying different algorithms or rules. Figure 1 depicts 
the corresponding concept to create a data model. All data sources are connected to the model via 
appropriate processors, while the planning tool is the only provider for cabinet-specific information. 
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2.1 Data sources 

In general, the planning tool might provide a sufficient detailed set of cabinet-related as well as 
component-related information to build the data model. Nevertheless, there are several reasons, why the 
provided information is insufficient. For instance, the user may have planned the cabinet only partially, or 
the export of the tool lacks important details. Although the completeness of the exported data depends on 
the software used, it is most likely that more sources are required to achieve a holistic data model. While 
the planning tool must provide all information related to the specific setup of the cabinet, component-
related information may can be acquired from other sources, i.e., the manufacturer of the components. 
Furthermore, there might be some information that is neither provided by the planning tool nor by the 
manufacturer in a machine-readable way. A further issue in collecting data are the data formats of the 
corresponding sources. Although there exist many standards for data exchange [4], proprietary data 
formats are still common. 

Although proprietary data might be added to the model, e.g., by implementing adapters that transform the 
proprietary information to an appropriate exchange format as described in [5]. Nevertheless, standardized 
open file formats are preferred to achieve a vendor-independent solution. An open exchange format, which 
has a growing importance, is the AutomationML format [6]. Besides the exchange of arbitrary data, it 
offers the possibility to exchange component specific information in a standardized way, as described in 
[7]. As shown in Figure 1, further product-specific information can be added to the model by using the 
BMEcat format [8]. In addition, other data formats can be easily integrated by implementing appropriate 
processors as described in the next section. 

The planning tool generates two files. The first one exports the cabinet as AutomationML document. This 
document contains a list of components as well as the hierarchical structure of the cabinet. Each 
component has a unique identifier that refers to the type of the component, i.e., if a certain component is 
assembled multiple times, all have the same identifier. Furthermore, a component has information about its 
local transformation, a physical extent, and meta-information. The latter one includes, for instance, the 
manufacturer name, or the component’s function. The second file generated by the planning tool is a 
document including wiring information. Although it is exported in an open file format, the export is tool 
specific and must by handled by a specialized data processor. 

Further components-specific data is added via the BMEcat format. This data comprises the geometrical 
representation and attachment points that define where other components may be attached. For example, 
wires are mounted between two attachment points, or components can be assembled onto a DIN rail.  

2.2 Data processors 

Data processors can directly interact with the data model. They can access the stored information and they 
can add further information to the data model. With this, information provided by data sources is included, 
but a processor can also compute information that is not provided by any source. By successively running 
different processors, a holistic data model is achieved. In [9], a set of data processors are presented to 
compute the main cabinet model via a combination of several successive processors. They were required, 
because the planning tool only provides proprietary data as well as a small subset of the required 
information in a spreadsheet format. By applying different rules, missing information to build the model 
were computed. However, the model is consistent with the design only if the rules applied were followed 
in the planning. This results in additional requirements for the planning, making it more time-consuming. 
With the presented approach, these processors are not required anymore, which simplifies the planning 
process and enables the automatic generation of a consistent model. 

As depicted in Figure 1, there are four processors right now: Two of them, the cabinet and wire importer, 
are importing data into the model. By processing the data provided by the planning tool, corresponding 
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components are created in the cabinet model. Figure 2 (a) depicts the state of the model after running both 
processors. As shown, all components are placed correctly, but only their extent is defined and no real 
geometrical representation. Furthermore, wires cannot be connected, as there is no information about 
attachments. The component provider processor increases this detail level of the model by implementing a 
local database with component-specific information. This database is filled by importing BMEcat files or 
manually, if no appropriate files are provided by the manufacturer. By traversing all created components, 
each component is enriched by its geometrical information and by further information, especially 
attachment points for wires. The wire duct processor improves the detail level without using external data. 
This processor searches for all wire ducts and creates breakouts at positions where other wire ducts are 
adjacent. 

(a) (b) 
Figure 2: Visualization of the model after importing the information provided by the planning tool (a) and after 

enrichment by subsequent processors (b). 

Figure 2 (b) depicts the model after running all four processors. Not shown in the picture are the specified 
wires. For these, only the components that the cable connects as well as the wire ducts through which the 
cable is to be routed are defined. The integration of the wires into the model is discussed in the next 
section. 

3. Modeling wires

This section discusses wire modeling methods. Figure 3 depicts an example of a routed wire. The data 
model specifies that the wire connects the components with item designation X1:4 and X9:2. Furthermore, 
it is specified that the length of the wire is 834 mm and that the wire should pass wire ducts U4, U5, and 
U20. For manual assembly, this information is sufficient. Nevertheless, to automate processes, a more 
detailed routing is required. For this, there are some boundary conditions that must be satisfied: 

− Both start and end point are fixed. For routing, these points are placed at the feedthroughs to the
wire ducts. These can be assumed to behave like a fixed point, and they are referred in the
following as 𝑝𝑠𝑡𝑎𝑟𝑡 and 𝑝𝑒𝑛𝑑.

− The length 𝑙 of the wire between 𝑝𝑠𝑡𝑎𝑟𝑡 and 𝑝𝑒𝑛𝑑 is determined by the planning process. The wire
is produced using this length before assembly. Hence, the wire length is constant for the path
calculation.

− The wire between 𝑝𝑠𝑡𝑎𝑟𝑡 and 𝑝𝑒𝑛𝑑 must stay within any of the given wire ducts.
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Paths that meet these conditions are referred to as valid. Paths that sufficiently match the physical 
properties of the wire are referred to as realistic. 

The problem of finding a proper route for the wire correlates to the path planning for mobile systems. To 
solve the path finding problem for mobile systems, various algorithms have been developed [10–12]. 
However, path planning algorithms focus on finding the optimized path, e.g., the shortest one, and it is not 
possible to force a fixed length as required for the given problem. Of course, one can search a path and 
skip it if the length does not match the given length, but with this, the algorithms do not converge 
anymore, and a solution cannot be found. Another approach that is often used in simulation is an impulse-
based model. The wire is approximated by small rigid segments that are connected by joints. For each 
simulation step, constant forces are assumed in the multi-body system (although these forces may be 
different in other time steps). By summing up forces, impulses can be computed that changes the velocities 
and angular moments of the single segment [13]. Further on, three different approaches are presented. 

(a) (b) 
Figure 3: Example of a routed wire from component X4:1 to component X9:2. The shown route is received by a 

linear routing as described in section 3.1. 

3.1 Linear routing 

The linear routing is a very simple algorithm. Starting at 𝑝𝑠𝑡𝑎𝑟𝑡, a linear path to the center of the wire duct
with minimal length is created. From the end point, another linear path to the next duct with the same 
method is created. These steps are performed until the routing is complete. Finally, the end of the path is 
connected to 𝑝𝑒𝑛𝑑. Figure 3 shows the result of the routing. Although the algorithm is quite fast, it is not
guaranteed that the wire length will match the specified length.   

3.2 Minimal energy approach 

The second approach to route is to compute the energy of the wire and minimize the energy. To find a 
global minimum, algorithms such as randomized minimization by Monte Carlo simulation, gradient 
descent method, or heuristic algorithms (cf. e.g. [14]) can be used. For the given problem, the wire with 
specified length 𝑙 is considered as a sequence of 𝑛 linear segments. To simplify the computation, all 
segments are assumed to be in the same plane. Each segment has a nominal length of 𝑙0 = 𝑙 𝑛⁄ . The first
and last segment are connected to 𝑝𝑠𝑡𝑎𝑟𝑡 and 𝑝𝑒𝑛𝑑 respectively. The rotation of a segment 𝑖 relative to its
precursor is described by an angle 𝛼𝑖. Furthermore, there are angles between the first/last segment and the
wire duct. With this, the bending energy 𝐸𝐵 of a wire is

𝐸𝐵 = ∑ 1
2𝑘𝐵 ⋅ 𝛼𝑖

2𝑛
𝑖=0 . (1)

490



𝑘𝐵 is the moment of direction. It depends on type of wire and is assumed to be constant. The requirement
that the wires must be inside the wire ducts is achieved with an additional energy 𝐸𝑊. If a segment is
within any wire duct, this energy is 0. Otherwise, a large value is set to move the segment into a wire duct. 
To find a global minimum, an evolutionary algorithms, e.g. as described in [15], is implemented. Thereby, 
the wire segments are assumed to be a straight line, and they can move freely as far as they are not. With 
this, any bending of the wire will create a force in the opposite direction. 

In the following, two different models to compute a realistic wire path are presented. An evolutionary 
algorithm is implemented to find parameters resulting in minimal energy. For this, a population of wires is 
created with an initial path. This path is referred as initialized path. The path as computed by the linear 
routing is referred as planned path. It will be used to optimize the initial population. The population 
evolves into a new epoch by computing a set of best wires. With this set, new wires are computed until the 
initial size of the population is reached. The algorithm is implemented in C# and includes as dedicated 
processor in the data model as described in the previous section. 

The first model does not force a certain length of the wire. It rather assumes a string between two 
successive joints. This results into a new energy 𝐸𝐿 with

𝐸𝐿 = ∑ 1
2𝑘𝐿 ⋅ (𝑙𝑖 − 𝑙0)2𝑛

𝑖=1 . (2) 

𝑘𝐿 is the (virtual) spring constant. The initial population of 100 contains wires with arbitrary segments. In
each epoch, 70% of the wires with lowest energy survive. Until the population reaches the initial size, an 
offspring is generated with two parents by selecting an arbitrary value 𝑝 with 1 ≤ 𝑝 ≤ 𝑛 + 1. Segments 1 
to 𝑝 − 1 are taken from the first parent, and segments from 𝑝 to 𝑛 are taken from the second. 𝑝 = 0 is a 
copy of the second parent, and 𝑝 = 𝑛 + 1 is a copy of the first parent. Both parents are determined via a 
roulette wheel selection from the last population. For this selection, the energy of the wire is anti-
proportional to the probability to be selected. 

In a next step, wires are mutated with a probability of 0.1. If a wire mutates, an arbitrary segment is 
selected. Furthermore, 𝑚 subsequent segments are selected. 𝑚 is normal distributed with a standard 
deviation of 2.0. 

Figure 4: Minimal energy of the population (dotted line) and the corresponding wire length (solid line). The length of 
the wire is given as relative length compared to the planned length. 

In each epoch, the wire with the lowest energy is selected as best approach. For this wire, also the length is 
computed. Figure 4 depicts the energy as well as the length over 30 000 epochs. As shown, the algorithm 
converges. Also, the length is about the specified length. However, there are several local minima, and it is 
not ensured that the algorithm converges to a valid wire. Figure 5 (a) shows the corresponding computed 
path. Although a local minimum is reached, the wire is obviously not valid. Additionally, it was found that 
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loops in a wire are very likely to remain. To improve the results, the wires are not generated randomly, but 
they are created along the planned. Due to this initialization, similar results are obtained even with 
different starting conditions. Figure 5 (b) presents the resulting wire. Although valid solutions are 
computed, these solutions are very similar to the initialized path. 

(a) (b) 
Figure 5: Result with a randomly initialized set of wires (a) and when initializing the set along the planned path (b). 

The black wire indicates the wire with the lowest energy, while the other wires are drawn gray. However, most wires 
are similar and not visible in the figure. 

The second model implements a fixed length. For this, segments with constant length 𝑙0 are connected.
Due to the fixed end points, the segments are not arbitrary, but each segment must be chosen in such way 
that subsequent segments can reach the end point. 50 wires are generated from the start to the end point 
and 50 wires are generated vice versa to improve the routing. The combination of two wires to a new 
offspring must also be changed to meet the fixed segment length. As before, segments are combined from 
both parents. However, the segments of the second parent are used, but they must be adjusted so that the 
wire reaches the end point. 

Like the recombination, the mutation must be changed accordingly. An arbitrary segment is changed 
randomly. Either all subsequent or all preceding segments are then changed only to the extent that the end 
point is still reached. Figure 6 (a) depicts the result of the computation. Like the first model, the model 
converges but does not yield a valid solution. To improve the results, the intermediate points of the given 
planned path are used. With this, random sub-paths are created between two consecutive points. The sub-
paths are combined to the wire, whereby the algorithm ensures that the number of segments are the same 
for all wires. As before, the paths are generated in both directions, from start to end point and from end to 
start point. Figure 6 (b) presents the resulting wire. 

(a) (b) 
Figure 6: Result with a randomly initialized set of wires (a) and when initializing the set along the intermediate points 

of the planned path (b). 
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Wires are assumed to be unbent before assembly. However, the bending energy 𝐸𝐵 can be modified to

𝐸𝐵 = ∑ 𝑘𝐵 ⋅ (𝛼𝑖 − 𝛼0,i)
2𝑛

𝑖=0 . (3) 

The parameters 𝛼0,𝑖 indicate a preferred direction of the wire at the corresponding position. Although the
parameters need not be equal in general, it is assumed that a constant value 𝛼0,𝑖 = 𝛼0 can be achieved via a
suitable wire pusher mechanism. With this, bends in the wire can be included in the calculation. As a 
result, is should be possible to find parameters 𝛼0,𝑖 that leads to a computed wire matching a real wire.
Figure 7 (a) shows the real mounting plate that corresponds to the configuration shown in Figure 3. The 
length of the wire matches to the length of the wire used for the computations. Based on this image, 
parameters 𝛼0,𝑖 are changed stepwise by 5°. For the computation of the path, the fixed-length model with
initialization along the planned path is used. For each parameter set, the result is compared to the real 
image. However, this comparison is made only visual, i.e., there is no measure applied. Figure 7 (b) shows 
the best-found combination. The corresponding parameters are given in Figure 7 (c). 

(a) (b) 

(c) 
Figure 7: Photo of the real setup (a) and the result of computation (b) that is using the pre-bend angles 𝛼0. The used

values for the angles are shown in (c). 

3.3 Physics simulation 

The third approach to compute a wire model is the usage of a physics engine. The wire is modeled as 
kinematic chain with small segments with a length of 2 mm. The initial shape of the wire is set to the linear 
routed path that is computed as described in section 3.1. The physical computation is done by the 
BEPUphysics v2 library [16]. Figure 8 shows the resulting wire. Although the shape of the wire is fine, it 
is quite difficult to achieve a proper design of the wire. Especially defining physical properties such as the 
stiffness of the wire is complicated. Depending on the selected parameters, instabilities are very likely to 
occur, resulting in invalid wires. 
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Figure 8: Simulation of the wire using a physics engine. 

4. Conclusion and future work

In the paper, an approach to combine different data sources to build a comprehensive model of a control 
cabinet was presented. The resulting model is an important prerequisite, for example, to generate a digital 
twin that can be used to realize path planning for automatic wiring. After combining external data sources, 
data processors are utilized, particularly to compute proper wire models. For the latter, three different 
methods were implemented. The linear routed path is a fast and robust algorithm. The resulting path does 
not match a real wire, but it might be sufficient for simple tasks. The minimal energy and the physic engine 
approach can compute realistic wires. In comparison with a real assembled wire, pre-bend parameters can 
be determined that result in a good match to the real wire. Nevertheless, currently only a single wire is 
considered. An extension of the algorithm from the calculation of wires in the plane to a computation in 
three dimensions, as well as the treatment of multiple wires, will be done in subsequent works. The 
utilization of a physics engine is suitable for a dynamic simulation. Although multiple wires can be 
simulated together, their behavior in terms of stiffness is not realistic right now. 

In future work, real assembled wires will be digitized, and a corresponding path will be computed. With 
this, a measure can be defined, and the deviation of the model with the real wire can be computed. By 
mounting the wire several time, the variance of the assembly process will be analyzed. Additionally, 
parameters 𝛼0,𝑖 can be computed automatically by minimizing the deviation to the real wire. As soon as the
assembly process is automated with a wire pusher, the assumption that α0,i is influenced by the wire reel 
and the pusher mechanism can be validated. The findings will be used to improve the presented models. 

With respect to a future simulation of the assembly, the models will be examined for their suitability. In 
this context, also further models, e.g., an impulse based approach, will be implemented and compared to 
the presented ones. 
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Abstract 

Due to its great importance for a successful planning, control and improvement of business processes, action 
management is long established as essential management process in most companies. However, there is often 
a strikingly large gap between claim and actual implementation of action management. While internal and 
external requirements for action management are continuously increasing, its actual implementation – espe-
cially in small and medium-sized enterprises (SMEs) – is already often quite incomplete today. 

First, this paper introduces in the topic field of action management as part of modern management systems. 
In its analysis part, the paper presents the current implementation status of action management in companies 
focusing on SMEs and portrays software-technical implementation possibilities. Taking into account the 
resulting fields of action, possible strategies to implement action management in SMEs’ business processes 
in a more profitable way are presented. In the sense of a socio-technical overall system, not only methodical 
issues but also information-technical and organizational aspects are discussed. By means of a developed pro-
totype and taking into account a concrete use case from industry, the characteristics, procedure, potentials 
and current limits of the proposed solution are critically evaluated and recommendations for action are illus-
trated. Finally, the paper ends with a summary, a discussion and an outlook towards future trends. 

Keywords 

Process Management; Action Management; Planning and Control; Implementation Strategies; SMEs 

1. Action Management as part of integrated management systems

Action management has long become an important management topic in companies around the world. In all 
areas and departments of a company there are many actions to be taken every day – both at a strategic and 
at an operational level – and its number is constantly rising due to increasing internal and external require-
ments. In this context, the effective and efficient planning and implementation of actions are mayor goals 
that all companies try to achieve with an expedient, systematic and seamless action management. 

The great importance of actions is described in many sources and standards, foremost in ISO 9000:2015. 
According to [1] an action is defined as an “activity to achieve something”. In this context, actions can be 
subdivided into “actions related to nonconformities” and “actions on a product or a service”. Actions related 
to nonconformities can be preventive actions, corrective actions or corrections, actions on a product or a 
service are reworks, repairs or scraps. What all actions have in common is their novelty and uniqueness. 

According to [2] and [3] “action management” describes the process of a company or an organization how 
to plan, implement, monitor, control and report actions to solve problems or challenges or to achieve specific 
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goals. The two key criteria for a successful action management are its effective and efficient implementation, 
both from a methodical, information-technical and organizational point of view. 

In analogy to the PDCA cycle (PDCA: plan-do-check-act) the process of action management consists of four 
phases: plan actions (P), implement actions (D), check effectiveness (C) and ensure results (A). In the first 
phase “plan actions”, all relevant actions are defined and described and one responsible person per action is 
assigned. In order not to get bogged down in all the arising actions, setting the right priorities is of crucial 
importance. The second phase “implement actions” contains the implementation as well as the monitoring 
and control of the defined actions. The next step is to check the effectiveness of the implemented actions 
using defined criteria and a comparison between target plan and actual state is carried out. The last phase 
“ensure results” includes the orderly completion of actions as well as their documentation and reporting. The 
central document that is relevant for all phases of action management process is the action plan [4]. 

To meet the constantly increasing internal and external requirements and objectives in a reliable and systema-
tic way, companies mostly have established topic-specific management systems. According to [5] a manage-
ment system describes the way how companies organize their structures and processes to act systematically, 
ensure smooth processes and achieve their objectives. These objectives can relate to a number of different 
topics such as product and process quality, operational efficiency, environmental performance and many 
more. Management systems like quality management systems, environment management systems or even 
sustainability management systems [6] follow the so-called “High Level Structure” (HLS) that is defined in 
the respective ISO standards like ISO 9001 (quality), ISO 14001 (environment) or ISO 26001 (sustainability) 
[7]. Due to its central character, action management is part of all relevant management systems (Figure 1). 

Figure 1: Action management in the context of an integrated management system 

As illustrated in Figure 1 and as described in [8], an integrated management system (IMS) combines various 
management systems into a single, overall comprehensive and harmonized management system. This inte-
grative approach provides a valuable overview of all relevant business processes and enables a consistent 
planning and control of them. Moreover, an IMS increases the transparency, effectiveness and efficiency of 
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all business structures and processes by creating valuable synergies. The ultimate goal of an IMS is the in-
crease and the systematic continuous improvement of the corporate performance. 

2. Implementation status of action management in SMEs

2.1 Sources for actions in companies 

Due to the huge number of internal and external requirements and the high number of departments, teams 
and projects in companies, there is a huge and constantly increasing number of sources for actions. Sources 
for actions can be subdivided into department-specific sources such as FMEA’s, simulation studies, quality 
circles or customer complaints and general (cross-sectoral) sources like meetings, audits, reviews, ideas, risk 
evaluations or data analyses. Actions arise along the entire product life cycle, they arise both from day-to-
day operations (e.g. meetings), from projects and from strategic processes (e.g. risk analyses) and they can 
vary in complexity, scope and duration. The enormous variety and quantity of actions make it necessary to 
prioritize them absolutely clearly. Some actions are quite simple and can be implemented rather quickly, 
while others are very complex and require long-term planning and implementation. 

2.2 Software solutions for action management 

As portrayed in Figure 2, there are three “software classes” to realize action management in companies. 

Figure 2: Classes of software solutions for action management 

Due to their numerous advantages and future-oriented potentials, the software group of “integrated (data-
base) software solutions with several interlocking modules” is considered in more detail below. In the con-
text of action management, the two software groups of CAQ/ QMS (CAQ: Computer-Aided Quality Assu-
rance, QMS: Quality Management System) software and IMS software are exemplary presented.  

CAQ/ QMS software support companies to assure and improve the quality of their products, processes and 
services. Based on a central data backbone, different aspects of quality management like the definition and 
implementation of quality goals using specific QM methods and tools (QM: quality management) can be re-
alized in an effective and efficient way. Moreover, CAQ/ QMS software enable companies to meet different 
customer- and standard-based QM requirements (such as according to ISO 9001). Nevertheless, focusing on 
SMEs, CAQ/ QMS software also have some drawbacks, foremost their complexity and the associated costs 
[9]. These two critical aspects refer not only to the purchase and maintenance of the software, but also to the 
training of the employees or to the information-technical integration of the software into the existing software 
environment of the company. Moreover, according to the knowledge of many change management projects, 
the great software complexity often leads to a lower user acceptance, which is a critical aspect to successfully 
introduce the new software in operational practice [10]. Companies need an appropriate IT strategy to answer 
the difficult question what topics and goals should be realized by what kind of software solutions or by what 
software modules. This situation is aggravated by the fact that you can realize different functions and topics 
by using different IT solutions [11]. For example, the implementation of action management can be realized 
either using respective modules of CAQ/ QMS or IMS software. 
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As shown in Figure 1, IMS software supports the integration of multiple management systems such as quality 
management and environmental management. It enables all management processes to be managed in a profi-
table way resulting in increasing quality, cost and time issues and it supports the fulfilment of requirements 
for various certifications (e.g. according to ISO 9001) by using one integrated IT platform. Apart from all 
these potentials, there are also some drawbacks using this kind of software similar to the use of CAQ/ QMS 
software solutions such as its complexity as well as quite high purchase, maintenance and integration costs. 

As described above, all integrated software solutions like CAQ/ QMS software or IMS software have special 
foci and individual advantages and drawbacks. Therefore, the software selection should be aligned with the 
corporate strategy and the individual company requirements.  

2.3 Implementation status in SMEs 

The current situation in SMEs shows that there is often no systematic and seamless process to identify the 
causes of actions, to prioritize and implement the actions or to evaluate the recommendation for action in a 
consistent way. The assessment of the need for actions rarely takes strategies and goals into account, which 
often leads to insufficient effectiveness. There is often no systematic planning of the required resources and 
everyone (or every department) manages ‘its actions’ in different IT tools (e.g. Excel) using different stan-
dards and methods. Action prioritization is often done without a methodical basis, which not rarely leads to 
unnecessary discussions, chaos or even more important problems (e.g. if risk-related actions were incorrectly 
evaluated). As a result, there are often redundant works and poorly targeted actions with low effectiveness 
and efficiency. Counterproductive actions can cause additional efforts and lead to confusion. Due to missing 
transparency and incomplete monitoring and control methods, actions sometimes ‘disappear’, the tracking 
of actions is often not really comprehensible and a systematic CIP (CIP: continuous improvement process) 
is just rarely executed [12]. 

2.4 Requirements for the implementation of action management in SMEs 

This section introduces the requirements for the implementation of action management in SMEs, which serve 
as common thread both for the evaluation of the implementation concepts (chapter 3) and the developed pro-
totype (chapter 4). 

The requirements for the implementation of action management in SMEs can be subdivided into three main 
groups: technical, economic and organizational requirements. All relevant criteria were gained and clustered 
by interviews of experts in the context of action management and by literature surveys such as [12].  

The most important technical requirement is surely the fulfilment of all needed functions to plan, implement, 
monitor, control and report actions (e.g. use of an appropriate action plan). SMEs must ensure that their sen-
sitive data (e.g. customer or internal data) is protected from unauthorized access and misuse. To support the 
SME's business processes, reliability is another important factor. Flexibility and a simple software customi-
zation (adaptations, extensions) is needed, as the SMEs’ circumstances and needs may change over time. To 
realize a seamless, efficient and cross-sectoral dataflow, the used software should have appropriate workflow 
functions and it should be able to be smoothly integrated into the existing IT landscape (e.g. via appropriate 
interfaces) without causing too much efforts.  

Due to the limitations of financial and human resources, economic requirements are also of great importance 
for SMEs. These requirements mainly refer to acquisition, training and ongoing operating costs. 

Regarding organizational issues, a simple and intuitive usability as base for a sustainable user acceptance is 
a key requirement. In order to plan, monitor and control the actions, transparency, simple and efficient repor-
ting possibilities and an adaptable authorization concept is very important. An authorization concept ensure 
that only authorized users or user groups can access and manipulate the respective actions to make changes. 
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Apart from the information-technical integration of the software solution, a low-effort introduction of the 
new software in the organization in the sense of a smooth change management is also of great importance. 

3. Implementation concepts of action management in SMEs

3.1 Implementation concepts 

In general, there are several possibilities and concepts to implement action management in operational prac-
tice. As shown in Figure 3, in this chapter three different implementation concepts are presented: ‘use of de-
centrally organized, area-specific software solutions’ (concept 1), ‘use of a centrally organized, simple soft-
ware solution” (concept 2) and ‘use of a centrally organized, integrated software solution’ (concept 3). 

Figure 3: Implementation concepts for action management 

In the context of concept 1, each department (e.g. production planning) decides for itself which software 
(e.g. Excel, special software) is best suited for action management, what enables better alignment with the 
needs of the business unit. The big advantage of using Excel as tool for action management is that it funda-
mentally works, every employee is familiar with it and there are no additional costs for the company. How-
ever, if action management is decentrally organized, there is no consistent, cross-sectoral procedure how to 
plan and implement actions. While department ‘A’ uses its specific software and procedure, department ‘B’ 
probably uses different ones. Therefore, it is hardly possible to realize an automated cross-sectoral workflow, 
there is no transparency about the whole action management process and there is also no possibility to get a 
central overview about all actions of the company, which lead to a significant loss in process effectivity. 

From information-technical point of view, concept 2 could be exemplary realized by using MS SharePoint. 
Many companies already use such a centrally organized, ‘simple’ software like MS SharePoint, which saves 
additional costs. It offers a good and easy way to centrally store data and make it accessible to all employees 
in the company. Using a central software also makes it easier for IT administrators to make adaptations and 
upgrades, which simplifies monitoring and maintenance efforts. However, also such a ‘simple’ software 
solution like MS SharePoint can be quite complex and requires a certain level of IT knowledge to configure 
and customize it with regard to the needs of action management. To realize a seamless data flow, the central 
software solution has to be integrated in the existing IT environment (e.g. via links or via data interfaces). 

The general advantages and disadvantages of using a centrally organized, integrated software solution like 
an IMS software was already discussed in chapter 2.2. By using a central data backbone, it is quite easy to 
import and export data to and from other IT tools, there is a consistent data management, automated work-
flows can be realized and a variety of reports and analyses are available. Apart from high acquisition and 
maintenance costs (e.g. to integrate this software into the existing IT environment), a further drawback is the 
dependence on the software vendor and low flexibility to adapt the software to the specific companies’ needs. 
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3.2 Evaluation of the implementation concepts 

To compare and evaluate the implementation concepts in an objective way, a cost-benefit analysis using the 
requirements from chapter 2.4 is used. The weighting of these criteria were done by experts using the method 
‘pairwise comparison’ [13], the scoring is scaled from 1-5 points (5: best possible fulfilment) and KO criteria 
are defined. The cost-benefit analysis illustrates that the best implementation concept for action management 
in SMEs is the use of a centrally organized, simple software solution according to concept 2 (Table 1). 

Table 1: Evaluation results of the implementation concepts using a cost-benefit analysis 

4. Information-technical implementation

4.1 Software-technical prototype 

In general, there are several appropriate software solutions to realize the recommended implementation con-
cept presented in chapter 3. One popular and widespread software that meets all these imposed requirements 
is MS SharePoint, which is used for developing the software-technical prototype. 

As shown in Figure 4, the classification criteria for a defined action are for example its title, priority, status, 
topic and trigger. The ‘action title’ should be succinct to make the action clear to the relevant persons. The 
‘action priority’ specifies the importance and urgency of the action; it can be exemplary carried out by using 
the Eisenhower principle [14]. The ‘action owner’ has to select the ‘action status’ (‘open’, ‘in progress’ or 
‘completed’) and in the input field ‘topic’, an already existing topic can be chosen or a new one can be ma-
nually added. The action field ‘trigger’ describes the cause for the action. To make it as simple as possible, 
there are several preconfigured options such as ‘audit deviation’ or ‘suggestion for improvement’. Further 
classification aspects, which are also realized in the developed prototype, are the associated ‘management 
system’ (e.g. ‘quality management’ or ‘sustainability management’), a ‘short description’ of the action, the 
‘due date’ when the action should be completed, the ‘action owner’ who is responsible for the implemen-
tation of the action and the ‘effectiveness assessor’. If the verification is successful, the assessor confirms 
that status and the action gets the status ‘completed’. To reduce the effort of data entry, not all input fields 
are declared as mandatory fields (marked with ‘*’ in Figure 4). In order to pass the entire process of action 
management in a most profitable way, there is a defined workflow behind the whole procedure.  
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Figure 4: Extract of the software-technical prototype for action management using MS SharePoint 

If the actions are created using the described procedure, there is the simple possibility to get a central and 
compact overview about all actions. Figure 5 exemplary shows such an overview about all available actions 
considering a special, preconfigured authorization role according to the defined authorization concept. 

Figure 5: Overview about all available actions in MS SharePoint 

4.2 Evaluation of the software-technical prototype 

As portrayed in Table 2, the developed prototype meets most of the technical, economic and organizational 
criteria in a quite good way. It impresses with its simple usability, its transparency, with a well established 
authorization concept and simple possibilities to introduce the software into operational practice. All basic 
functions of action management such as the seamless use and processing of an action plan are implemented 
and the requirements for the topics of data security, data reliability, flexibility and adaptability are mostly or 
even fully met. The use of seamless, cross-sectional workflows is fundamentally possible, even though there 
are some ‘cosmetic’ limitations (e.g. visualization possibilities). MS SharePoint can be easily integrated into 
existing IT environments and into defined processes without having too much effort (e.g. via defined links). 
So, the gaps between the used IT systems can be easily bridged. The possibilities of generating reports or 
graphical dashboards out of MS SharePoint are currently quite limited. However, for these purposes, there 
are technical possibilities to connect MS SharePoint to appropriate IT systems (e.g. to Power BI). 
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Table 2: Evaluation results of the developed prototype 

5. Summary, discussion and outlook

As presented in chapter 3, the most appropriate concept for action management in SMEs currently tends to 
be the use of a centrally organized, simple software solution like MS SharePoint. While the use of integrated 
software solutions like IMS software has great benefits in large industries, due to economic reasons its use 
is usually not (yet) worthwhile in SMEs. With respect to the pure need of action management, the technical 
possibilities of MS SharePoint are similar to the functionalities offered by powerful IMS software solutions. 

However, the profitable implementation of action management is just one of various challenges that compa-
nies have to face. Further challenges like the profitable integrated implementation of different management 
systems like quality management, risk management or sustainability management have to be mastered – also 
within SMEs. In future, the objective will be less and less the development of very effective local solutions 
(like action management), but more about finding the most profitable overall solution from technical, econo-
mic and organizational point of view. And exactly that is the great strength of integrated software solutions. 

It surely depends on the strategies, objectives, framework conditions and the risk appetite of each SME, but 
due to their great multifaceted potentials, integrated software solutions will certainly play an increasingly 
important role in future. Some meaningful advantages and potentials of such software solutions will be: 

• Higher effectivity and efficiency using standards and AI (AI: Artificial Intelligence) algorithms [15]
• Simple realization of seamless, cross-sectoral workflows
• Simple and uniform visualization, analyses and reporting possibilities
• Simple information-technical integration due to standardized system interfaces
• Decreasing acquisition and ongoing costs due to tailored SME solutions
• Simple usability due to one uniform and user-focused software interface

The rapid developments in the fields of digitalization and AI will certainly contribute to the fact that the use 
of integrated software solutions like IMS software is becoming more and more profitable at an ever faster 
pace – also for SMEs. Apart from the development of all these (information-)technical potentials, the biggest 
challenges for SME will certainly be the smooth organizational introduction of these powerful software solu-
tions aiming to a sustainable acceptance of their users. In this context, the topic of change management will 
be of great significance [16]. 
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Abstract 

Advanced industrial developments lead to increasingly customized products and shortened product life 
cycles. In the context of production systems, this necessitates faster engineering of suitable production 
resources and layouts to cope with the increasing product variety. Current engineering processes rely mainly 
on adapting already realized solutions and leveraging past experiences to address new project challenges. 
However, the knowledge about efficient planning processes is often tied to individual employees. These 
experiences cannot be utilized consistently, particularly in employee departure or absence due to illness. To 
counteract this problem, companies attempt to digitize and store knowledge in various ways. Nevertheless, 
the company-wide and person-independent retrieval of crucial information is still difficult or impossible. 
Influencing factors are, among others, non-standardized information models and forms of description. In 
response to these challenges, this paper introduces an approach for the standardized modeling and cross-
company provision of experiences in production plant planning. Based on the paradigms of case-based 
reasoning and vendor-neutral data modeling using AutomationML, a system for selecting production 
resources and planning related layouts is demonstrated. By determining the similarity of new product 
structures, whose production facilities have yet to be engineered, with products whose production facilities 
are already realized, suitable existing solutions regarding production resources and their placement can be 
submitted explicitly to a planning expert. The approach is exemplified by a scenario of engineering an 
assembly system for electrolysis stacks. For this purpose, the similarity determination is performed using the 
Hamming similarity. Thus, it can be shown that case-based reasoning, which is already successfully used in 
other domains, has a significant potential to accelerate the subprocesses of production plant planning. 

Keywords 

Production plant planning; Case-based reasoning; Expert system; AutomationML; Knowledge management 

1. Introduction

The manufacturing industry is influenced by significant changes related to current and future product 
structures and production systems. In particular, increasingly shorter product life cycles and the rising 
demand for individually customized products fundamentally influence engineering processes [1]. 
Consequently, this trend also affects the planning of suitable production plants. In the context of shorter 
development times, systems with increasing complexity – regarding the used resources, sensors, and 
software – must be newly designed or redesigned more frequently. Therefore, it is necessary to accelerate 
related engineering processes and support plant planners in crucial design decisions. The typical industrial 
approach of selecting appropriate production resources and defining their arrangement in an overall layout 
is primarily done in manual or semi-automated processes extending across departmental or company 
structures [2]. Previously developed or utilized production systems and related experiences are reused or 
adapted to meet new specific challenges. This can contribute to minimizing additional effort, risk, and in 
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consequence costs. However, experiences and solutions from the past are often not accessible to everyone 
within the process chain. This is because relevant information is usually found in non-standardized directory 
structures and diverse data models. Further information is often not described or accessible in digital form, 
resulting in a massive loss of company-specific knowledge as an outcome of employee departure. As a result 
of the above depicted interrelationships, numerous approaches are researched to preserve knowledge or 
experiences throughout all company structures and make them available for specific use independently for 
individual stakeholders. 

This paper demonstrates how the described issues in the field of production plant planning potentially be 
addressed by applying the paradigms of case-based reasoning (CBR) in combination with vendor-neutral 
standardized information modeling using AutomationML (AML). Based on this, planners can be provided 
with relevant experiences from past developments focusing on the processes of production resource selection 
and the planning of associated layout structures. This contribution is organized as follows. Section 2 gives 
an overview of already researched or existing approaches for efficiently planning production resources. 
Furthermore, the basic principles and related research concerning CBR are presented. Afterward, section 3 
describes the application of a CBR cycle in the field of production plant planning. Using an example from 
the assembly of electrolysis stacks in combination with a developed tool for similarity determination of 
product structures, a possible application scenario of the shown approach is presented in section 4. Finally, 
section 5 draws conclusion and gives an outlook on future research. 

2. State of the art

Various solutions have been developed to address the challenges in production plant planning. The following 
presents related research in production engineering focusing on selecting appropriate production resources 
and arranging them afterward. This will be extended by summarizing relevant works in the context of CBR. 

2.1 Production plant planning 

A variety of research work focuses on the effective selection of appropriate resources based on a 
matchmaking between production requirements and capabilities of production facilities. For example, in [3] 
and [4] requirements are extracted from product structures and the determined combination of requirements 
and production facilities is integrated into external planning tools or web services. In [5], a comparison 
between the mentioned elements is also done, but the implementation is pursued using an approach based 
on reinforcement learning. Zimmermann et al. present an advanced approach that includes not only a tool 
for selecting production facilities but also a concept for the optimized combination of individual resources 
into an overall system [6]. Furthermore, Kathrein et al. focus on the selection using organized resource 
catalogs and the description of product, process, and resource in a suitable data model [7]. In the context of 
additive manufacturing, [8] demonstrates a knowledge-based framework that focuses on securing expert 
knowledge to accelerate planning processes. Another group of research works focus on simulation-based 
planning of production layouts [9,10] or are using modern technologies such as augmented or virtual reality 
for planning tasks [11,12]. A template-based planning process for modular production facilities is shown 
in [13]. Furthermore, [14] depicts a methodology for automatically creating initial production layouts and 
[15] presents a web platform for the configuration of automated production systems based on engineering
information described manufacturer-independent in AML. In the context of layout planning various
approaches and algorithms are getting explored to solve arrangement challenges. In this field, heuristic
methods and increasingly AI-supported systems are mainly used [16]. Nevertheless, these solutions do not
have the goal of creating complex production plants with a variety of different production resources, but
rather to determine an arrangement of production units in order to optimize a specific objective function, for
example regarding to costs or transportation times between these units.
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2.2 Case-based reasoning 

CBR is an artificial intelligence paradigm based on the principle of similarity-based problem solving, where 
comparable problems require analogous solutions [17]. The fundamental methodological foundation of CBR 
can be explicitly described as “solving a problem by remembering a previous similar situation and by reusing 
information and knowledge of that situation” [18]. Rather than generating solutions through rule-based 
algorithmic manipulation, CBR retrieves relevant cases from a knowledge base and adapts them to the 
current problem context. The paradigm is based on the following two main principles: first, the premise that 
similar problems can effectively be resolved by comparable solutions, and second, the recognition that the 
types of problems encountered by an agent inherently tend to recur [17,19]. The primary research focuses 
on the efficient application of CBR in health science [20] and law [21], but also on different types of 
engineering activities. In the following, already investigated issues and research results concerning the 
application of CBR in engineering are summarized. 

Various related works explore the potential applications of CBR for the detection, diagnosis, and resolution 
of faults or defects within the production. In [22], an approach for error diagnosis in the context of automated 
production systems and related logistics combining CBR with model-based reasoning, is presented. For the 
generation of the needed topological system model, AML, which is similar to the work of the present paper, 
is utilized. A comparable focus was set by  Khosravani et al. [23], which use CBR to achieve error detection 
within the production of injection-molded drippers. Based on a similarity comparison between a newly 
appearing fault and past ones, suitable countermeasures are determined, contributing to reducing downtime 
in production. In [24], a system for the planning and efficient execution of maintenance work using CBR is 
presented. Further research work focuses on specific design challenges or planning of manufacturing 
processes. Thus, a system is presented that combines CBR with common product design methods, such as 
TRIZ, to support product developers [25]. Similarly in the context of product design, [26] depicts a CBR-
based framework in the field of low-carbon product design that aims to address the conflict between product 
functionality and low-carbon issue. In the application area of process planning, approaches for 
manufacturing process selection [27] and assembly sequence planning [28] are presented, which apply an 
interaction of CBR with ontologies for knowledge representation. 

It becomes clear that the application of CBR is getting explored in various industrial domains. However, a 
detailed examination of its usage in planning production resources and developing production layouts is 
currently missing. For this reason, the following section presents an approach to experience based production 
plant planning with a focus on the selection and arrangement of production resources by using CBR. 

3. Case-based reasoning for plant planning

To explain the general application of CBR in the planning of production resources and necessary subsystems, 
a specific CBR cycle is derived from a generic cycle described by Aamodt et al. [18]. This provides the 
opportunity to initially explain and demonstrate the basic functionality of the approach before focusing on 
the individual process steps as well as associated tasks. Figure 1 illustrates the cycle specifically for 
production resource planning. 

In general, the input of the depicted cycle consists of any description form of a problem. In this specific 
cycle, the problem description corresponds to a new product, represented in Figure 1 as an electrolysis stack 
for which suitable solutions, such as production resources for assembly, have to be determined and arranged 
in a layout. For this purpose, a set of permanently stored cases from the past is utilized. This set includes a 
combination of a problem and its solution. In the considered context, it consists of a product description and 
a set of production resources as well as layout information (see Figure 2). By applicating a suitable algorithm, 
the case that is most similar in terms of structure, characteristic properties and production requirements to 
the new given product is identified. Subsequently, this solution serves as an initial point for the engineering 
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or decision support for the planning expert, who can implement necessary adjustments. Finally, the case base 
is supplemented with the newly developed combination of product and production system. The following 
subsections will demonstrate how the described subprocesses of the CBR cycle can be realized and 
continuously expand the case base. 

Figure 1: CBR-cycle for the planning of production resources 

3.1 Case description 

One crucial requirement for successfully applying the CBR approach described in the previous section is the 
targeted modeling and storage of information in a suitable standardized data model. This is necessary to 
facilitate a detailed comparison of different products. A suitable model allows to capture and provide 
experiences as well as expertise company-wide. Figure 2 illustrates the schematic structure of a set of 
information stored in the case base, consisting of product, associated production resources, and layout data. 

Figure 2: Case description as a combination of product and production resource information 

The object-oriented modeling language AML, defined in IEC62424 [29], is used to model the product 
structures including related technical data. The main goal of AML is to enable a seamless data exchange 
across different engineering domains and tools. Thus, AML provides the opportunity to transform 
information into a unified machine-readable description independent of the industrial sector or data 
source. [30] 

Figure 3 depicts how information about the product “ electrolysis stack” and how its connection to specific 
production resources as well as to the entire production system can be modeled. As shown, the parent product 
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is divided into its subcomponents or individual parts. In this case into endplates, membrane electrode 
assemblies (MEA), bipolar plates and physical connectors or mechanical interfaces (e.g. screws or rivets). 
Furthermore, each product component – in a case description that already has a solution – is linked to one 
suitable assembly process. These resources contain assembly or manufacturing-specific sets of capabilities 
that meet the requirements of the processes, which also have a link to the appropriate production resources. 
Finally, the overarching production system, as a solution for a specific product, is composed of 1 to n 
production resources and a related layout description. The structures and information of the production 
system and resources can also be represented as AML data structures. Alternatively, based on the modeling 
capabilities of AML, external data in proprietary data formats can be referenced. If objects are prepared in a 
standardized data-technical manner according to the model described above, this offers the possibility of an 
efficient comparison of them. This can be done at the product level as well as the subcomponent and physical 
connector hierarchy levels to derive appropriate solutions for production resources based on similarities. 

Figure 3: Data-model electrolysis stack - link between product and production resource 

3.2 Determination of similarity 

The aim of the similarity determination, which is necessary for the presented CBR cycle (see Figure 1), is to 
calculate a numerical measure that allows to assess whether multiple products are similar in terms of 
production-relevant factors. Two significant challenges emerge from this. These need to be addressed when 
implementing a suitable algorithm. First, it is necessary to define how individual technical parameters of a 
product, a subcomponent or a mechanical interface influence the selection of production resources and their 
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arrangement. Second, an appropriate calculation procedure must be applied to determine a representative 
similarity measure.  

A typical initial approach for calculating similarities in the context of CBR, intended to be applied in the 
following, is based on the inversion of the so-called Hamming distance (see Equation 1). Based on this, a 
generalized similarity measure (see Equation 2) can be established. It allows a comparison of variable values 
as well as the weighting of individual attributes. The weighting of the attributes and moreover the influence 
of single objects on the planning of the production plant can be done by the individual definition of 𝛼𝑖. As
can be seen in the corresponding equation, the overall similarity between two objects is determined by 
summing the similarities of their attribute values. 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝐻(𝑥, 𝑦) =  ∑ |𝑥𝑖 − 𝑦𝑖|𝑛
𝑖=1 (1) 

𝑠𝑖𝑚(𝑥, 𝑦) = ∑ 𝛼𝑖 𝑠𝑖𝑚𝑖(𝑥𝑖,𝑦𝑖)𝑛
𝑖=1

∑ 𝛼𝑖 𝑛
𝑖=1

 (2) 

As a result of the described relationships, the similarity of individual objects can be determined at different 
levels of the product hierarchy. This offers the advantage that different types of information can be presented 
to a planner depending on the comparison level, with varying levels of detail. For example, a comparison at 
the highest level of the product structure or in this case the stack level can be realized. As a result an initial 
overview of comparable production systems can be provided. This can supply insights into the required 
production resources and their quantities within the overall design. Furthermore, initial decision support 
regarding layout arrangement or estimation of required space can be generated. At lower levels of the product 
structure, which contain information about individual parts and connecting elements, solutions for different 
challenges can be identified. For example, by comparing the subcomponents and their attributes, a potentially 
suitable manipulator, such as an industrial robot with sufficient handling capacity, or an end effector for 
handling the respective component, can be determined. Additionally, through a similarity check of physical 
connectors and the corresponding interfaces of the components, a solution for selecting necessary assembly 
tools, for example bolting, welding, or riveting can be identified and presented. In the following, the example 
of an electrolysis stack is used to show the similarity determination of two products, considering the 
geometric dimensioning, weight and number of electrolysis cells. Table 1 lists the respective attributes and 
values of the products, which should be compared. In particular, it must be taken into account that the 
individual similarities 𝑠𝑖𝑚𝑖(𝑥𝑖, 𝑦𝑖) of the single object attributes must be determined with individual 
calculation rules. In the presented example, the inverted distance between the attributes of two objects is 
normalized by the maximum distance within the complete case base concerning the specific attribute (see 
Table 1). This indicates that the two cases with the largest distance to the specifically considered attribute 
have a similarity value of 0. In the same way, two objects with identical attribute characteristics have a 
similarity of 1 concerning the attribute. By incorporating the similarities at the attribute level (refer to Table 
1) into Equation 2, the computed similarity among the listed stacks (Stack 1, Stack 2) amounts to 0.8. The
provided technical data is not specific to any particular product but serves only as an illustrative example.
The similarity calculation between other objects on possibly other hierarchy levels can be realized
analogously to the described procedure. However, the determination of the attribute-specific similarities
must be individually adapted. This must be considered in particular in case of a comparison between not
quantitative object characteristics, like the similarity determination of different connection technologies.
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Table 1: Attributes for the exemplary similarity comparison of two electrolysis stacks. 

Attribute Weighting 
𝛼𝑖 

Similarities 𝑠𝑖𝑚𝑖(𝑥𝑖, 𝑦𝑖) 

𝑥𝑖 ≙ 𝑆𝑡𝑎𝑐𝑘1, 𝑦 𝑖 ≙ 𝑆𝑡𝑎𝑐𝑘2 

Stack 1 Stack 2 Max. 
distance 

Mass 
(kg) 1 𝑠𝑖𝑚𝑚𝑎𝑠𝑠(𝑥𝑖, 𝑦𝑖) = 1 −

|𝑥𝑖 − 𝑦𝑖|
max (𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑚𝑎𝑠𝑠(𝑥, 𝑦))

80 125 500 

Height 
(mm) 

0,4 𝑠𝑖𝑚ℎ𝑒𝑖𝑔ℎ𝑡(𝑥𝑖, 𝑦𝑖) = 1 −
|𝑥𝑖 − 𝑦𝑖|

max (𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒ℎ𝑒𝑖𝑔𝑡ℎ(𝑥, 𝑦)) 500 700 1050 

Width 
(mm) 

0,5 𝑠𝑖𝑚𝑤𝑖𝑑𝑡ℎ(𝑥𝑖, 𝑦𝑖) = 1 −
|𝑥𝑖 − 𝑦𝑖|

max (𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑤𝑖𝑑𝑡ℎ(𝑥, 𝑦))
300 350 500 

Length 
(mm) 0,5 𝑠𝑖𝑚𝑙𝑒𝑛𝑔𝑡ℎ(𝑥𝑖, 𝑦𝑖) = 1 −

|𝑥𝑖 − 𝑦𝑖|
max (𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑙𝑒𝑛𝑔𝑡ℎ(𝑥, 𝑦)) 300 400 500 

Cellnum. 
(n) 0,5 𝑠𝑖𝑚𝑐𝑒𝑙𝑙𝑛𝑢𝑚.(𝑥𝑖, 𝑦𝑖) = 1 −

|𝑥𝑖 − 𝑦𝑖|
max (𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑐𝑒𝑙𝑙𝑛𝑢𝑚.(𝑥, 𝑦))

25 40 30 

3.3 Solution adaptation and case base extension 

After determining the similarity between a new and past product description (see Section 3.2), the obtained 
results, including their corresponding solutions, must be adequately provided to the planner. This can be 
done in various ways. One option is to output only similarity values of the compared elements and indicate 
references to their solution. Furthermore, based on the comparison, additional assistance can be provided to 
the employee, such as the specific combination of production resources and individual subcomponents. For 
this purpose, it is no longer sufficient to compare only the characteristics of the overall products but to take 
component interfaces and physical connectors into account (see Section 3.2). This can be achieved by 
conducting an analysis of the similarity among physical connectors across various product structures, a factor 
that has already been taken into consideration in the provided data model. Necessary adjustments resulting 
from project-specific requirements of an existing similar solution can be made by the planner. This is done 
using a suitable tool specific to the company for resource and layout planning. Depending on the use case, 
this can range from a simple list of resources to complex detailed layouts in an appropriate engineering tool. 
Afterward, the newly generated case (see Figure 2) is included in the case base. Section 4 shows an 
exemplary representation of similarities and suitable solutions using a developed graphical user interface. 

4. Application example

To represent the potential application of the CBR cycle as clearly as possible, an example application was 
implemented that visualizes the similarity determination between a new product and an existing case base. 
Figure 4 depicts the graphical user interface of the application. In the context of the application, information 
about the products and resources are entirely described and used in the form of the shown data model 
(see Figure 2). Ten product variants of electrolysis stacks were compared in the context of the considered 
example. The results are presented to the user in the most accessible form possible and are marked with 
corresponding colors. Furthermore, it is shown to what extent the different production systems meet the 
assembly requirements of the new product subcomponents and physical connection elements. In addition, 
the user can access referenced files in the form of listed resources and layout descriptions in their native data 
models. This provides a starting point for a plant planner to develop a suitable production facility, including 
the necessary resources and an initial layout. Moreover, the experiences regarding the overall system directly 
contribute to the selection and engineering of the sub-components as well as the associated knowledge is 
separated from individual employees. In this way, inexperienced employees can be supported in decision-
making, allowing them to build on existing solutions efficiently. 
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Figure 4: Expert System – Visual representation of similar cases and related production systems 

5. Conclusion and outlook

The engineering of production plants is subject to industrial and social changes that have a massive influence 
on the associated subprocesses. Therefore, these processes have to be designed more efficiently through 
innovative solutions. This also applies to select suitable production resources and their arrangement in a 
layout. Hence, this paper demonstrates the application of CBR for the support of planning experts. Initially, 
the entire cyclic workflow of the overall planning approach is presented, followed by a detailed view of the 
necessary subprocesses. Based on the outlined systematic of a CBR cycle and the standardized case 
description using AML, it is possible to capture specific knowledge related to concrete engineering 
challenges and selectively retrieve it to assist employees in their decision-making. In subsequent research 
work, the individual subprocesses of the presented cycle can be examined and further developed in more 
detail. For example, a more profound similarity algorithm can be developed, or a lean and efficient case base 
regarding similarity determination can be realized. The demonstrated application scenario can be expanded 
to generate new production layouts based on the similarities of the subcomponents, their physical interfaces 
and required assembly skills, which can be presented to a planner as a more targeted planning foundation. 
Therefore, a potential approach involves a more intricate partitioning of the comprehensive production 
layout into discrete sub-components, exemplified by entities conveyor systems, sensors and robotic units. 
Consequently, the process can then discern a solution corresponding to each constituent, based on 
considerations of similarity. Nonetheless, this sequential approach introduces novel complexities, 
prominently including the assurance of seamless integration across all elements. This necessity the 
formulation of a fitting rule set or a system of constraints, effectively addressing the mentioned challenge. 
This could contribute to accelerate the engineering process in the described domain significantly. Future 
research focus especially on the combination of rule- and experience-based algorithms for the efficient 
planning of production plants and their evaluation.  
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Abstract 

The agricultural industry is facing unprecedented challenges in meeting the growing demand for food while 
minimizing its impact on the environment. To address these challenges, the industry is embracing 
technological advancements such as 5G networks to improve efficiency and productivity. However, the 
benefits of 5G technology must be weighed against the costs of implementing a suitable network. 

This paper presents cost-benefit dimensions that are needed to assess the economic feasibility of 
implementing 5G networks for several agricultural applications. The paper describes the costs of deploying 
and maintaining a 5G network and the benefits of several 5G-specific use cases, including precision 
agriculture, livestock monitoring, and swarm robotics. 

Using industry reports and case studies, the model quantifies the benefits of 5G networks, such as enabling 
new digital agricultural processes, increased productivity, and improved sustainability. It also considers the 
costs associated with equipment and infrastructure, as well as the challenges of deploying a network in rural 
areas. The results demonstrate that 5G networks can provide significant benefits to agricultural businesses 
and provide an overview about the cost factors. Both benefit and cost dimensions are analyzed for the 5G-
specific agricultural use cases.  

Keywords 

5G; Smart Farming; Communication Technology; Sustainability; Industry 4.0 

1. Introduction

Since its launch, 5G technology has become increasingly important, as evidenced by the rising mobile radio 
standard subscription rates. By the end of last year there were almost 1 billion subscriptions reported, almost 
twice as many as in 2021 [1]. The consensus is that, if it hasn't already, 5G technology will have an impact 
on practically all industries. The consumer goods, manufacturing, logistics, and agricultural industries are 
predicted to see the most changes because of 5G. Higher speeds and lower latency, for instance, will enable 
the use of augmented reality and virtual reality in the business-to-consumer (B2C) sector, enhancing the 
customer experience. For instance, cities could use Augmented Reality (AR) or Virtual Reality (VR) at 
tourist attractions or museums to provide more information, or "points of information" (POI). In contrast, 
better analysis of the real-time data accessible in industry helps lower machine downtime and establish 
production standards [2]. 5G technology will also have an expanding impact on agriculture, with "smart 
farming" as the fundamental concept. The application of information and communication technologies in 
agriculture is referred to as "smart farming." Unmanned aerial vehicles (UAVs), unmanned ground vehicles 
(UGVs), and wireless sensor networks all have a significant technological impact on smart farming [3]. For 
instance, huge fields can be observed and monitored from the air using UAVs. With no need for a large 
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workforce, various status information like weed growth, concealed animals, insect infestation, and water can 
be automatically gathered. Due to its low latency, fast connectivity, and high data throughput features, 5G 
technology has a lot of potential, especially when used in conjunction with (semi-)autonomous vehicles, a 
huge amount of simultaneously used end devices or data streams used in real time. 

The adoption of 5G has the potential to influence the agricultural sector by enabling advanced applications 
and enhancing operational efficiency. However, the financial implications of implementing 5G networks in 
agricultural companies remain largely unexplored. Although the decision to invest in 5G infrastructure 
involves substantial financial considerations, a comprehensive financial assessment of the associated costs 
and benefits is noticeably lacking. Agricultural companies need to evaluate the potential financial 
implications, including the initial investment required for infrastructure deployment, ongoing maintenance 
costs, and potential revenue streams or cost savings that can be generated by implementing 5G-enabled use 
cases. By conducting a rigorous financial assessment, companies can make informed decisions regarding the 
adoption of 5G and allocate their resources efficiently. In addition to the cost factors, it is also important to 
consider the potential benefits of implementing a 5G network and compatible technologies. For a final 
evaluation, it is necessary to consider both sides. 

The research presented in this paper addresses the aforementioned issue by showing the current state of an 
ongoing research project and providing cost and benefit dimensions. At the outset, our attention will be 
directed towards addressing the research gap related to this subject. Subsequently, the use cased and detailed 
dimension of both benefits and costs associated with the implementation and utilization of a 5G network will 
be described. Lastly, an overview of forthcoming developments will be provided.  

2. Methodology

The development of the proposed 5G cost and benefit dimensions was grounded in the method described 
subsequently. Initially, extensive desk research was conducted to collect information pertaining to 5G-
specific use cases within the agricultural sector. Furthermore, insights from the research project 
5G.NATURAL and other related research endeavours were utilized to refine these dimensions. Drawing 
upon the desk research findings and insights gleaned from the research projects, a deductive approach was 
adopted to deduce relevant beneficial factors associated with 5G technologies in agriculture. These factors 
were clustered into three dimensions in terms of content to enhance clarity and structure. Subsequently, these 
dimensions were applied to the use cases to elucidate the specific benefits for each scenario. 

The identification of cost factors influencing the decision to implement 5G use cases was accomplished 
through a combination of desk research, practical research experience, and expert interviews. In the case of 
expert interviews, several professionals from the information and communication technology (ICT) industry, 
possessing practical expertise in implementing 5G networks, were interviewed. Leveraging these insights, 
we conducted an exemplary analysis of benefits and costs for the evaluation of 5G networks in the context 
of specific agricultural applications. 

3. Research Results

In the following, the results of our research will be presented. 

3.1 Research Gap 

Despite the increasing interest in the integration of 5G technology within the agricultural sector, a significant 
research void exists concerning the comprehensive financial assessment of associated costs and benefits. 
While the potential advantages of 5G networks for advanced agricultural applications and operational 
efficiency are widely acknowledged, limited research has been conducted to run a rigorous financial 
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evaluation. Specifically, there is a dearth of studies examining the initial investment required for 
infrastructure deployment, ongoing maintenance costs, and the potential revenue streams or cost savings that 
can be generated by implementing 5G-enabled use case in agricultural enterprise [4]. 

To date, only a small number of studies have addressed the issue of costs, and when they have, it has not 
been in the context of both 5G and agriculture. Existing research of 5G feasibility has focused on specify 
topics, such as an economic model for 5G drones in production, or another cost analysis for 5G drones in 
emergency situations [5,6]. Other research focused on an open source techno-economic assessment 
framework for 5G deployment but again there is no connection with agriculture [7]. Overall, there are a few 
sources that delve deeper into the costs, and even they do, the analysis is limited. Most studies merely 
acknowledge that 5G will incur higher costs compared to previous generations and emphasize the need to 
consider factors such as income levels, population density, and other socioeconomic influences [8–10]. Most 
surveys that focus specifically on 5G technologies in agriculture are mainly concerned with benefits and lack 
of cost aspects [11-16]. Table 1 shows the summary of surveys regarded in this research paper. 

This research paper aims to fill this research gap by presenting the cost-benefit dimensions that evaluate the 
economic feasibility of implementing 5G networks for various agricultural applications. By describing both 
the costs and benefits of 5G networks, this study provides valuable insights for stakeholders in the 
agricultural industry. Furthermore, the dimensions serve as the basis for cost-benefit analysis models.  

Table 1: Surveys to benefits and costs aspects of 5G applications in agriculture. 
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Year 2022 2020 2019 2019 2023 2022 2019 2022 2018 2020 2021 2022 2021 

5G 
Technology ● ● ● ● ● ◑ ◑ ● ◑ ● ● ● ● 

Benefits of 
5G ● ◑ ○ ◑ ◑ ◑ ○ ● ● ◑ ◑ ○ ● 

Costs of 5G ○ ◑ ● ● ◑ ● ● ○ ○ ○ ○ ○ ○ 

Agriculture ● ○ ○ ○ ○ ○ ○ ● ● ● ● ● ● 

●: Supported; ◑: Partially supported; ○: Unsupported.

3.2 Results 

3.2.1 Benefit dimensions 

In the following, general benefit factors from the application of a 5G network are discussed first. Three 
factors in particular stand out compared to existing 4G LTE technologies. 

With speeds of up to 20 Gbit per second in the data rate, a significantly higher transmission rate is possible 
[13]. A lower latency of less than 1 millisecond makes real-time applications possible. The third factor is 
given by the higher density of the 5G network, with which significantly more devices can be networked in 

519



a physical area. It must be mentioned, that current 5G networks are not able to perform optimal in all three 
features at the same time. Optimizing a network for one feature weakens its ability for the others. The 5G 
network is to be understood to an end because it is only through the combined use with corresponding 
technologies that these advantages come to fruition. Examples include the use of autonomous machines, 
artificial intelligence or swarm logic [17]. 

The above factors, in combination with the deployment of 5G compatible technologies, enable a range of 
benefits that can be categorised into three dimensions. These are elaborated below in relation to the benefits 
for agriculture. The first dimension includes benefits in terms of flexibility. 5G technologies allow 
automated and autonomous machines due to the latency and transmission rate. As a result, farmers, for 
example during harvest, are less dependent on additional personnel, as fewer staff are needed, which 
counteracts the shortage of skilled workers and overall less physical effort is required [12,18]. In addition, 
machines can work autonomously due to real-time transmission and can thus be used in a target- and 
demand-oriented manner. In this way, optimal times for work can be chosen and the flexibility of farmers 
can be strengthened. 

The second dimension concerns aspects of security. Since several devices can be connected over a 5G 
network and real-time transmission is possible, communication between the individual devices is increased, 
which can have a positive effect on various security aspects. The continuous ingestion and exchange of data 
provides greater resilience and increases the resilience of digital technologies in agricultural use [19]. 
Another security issue that can be improved with the use of 5G and related technologies are environment-
related aspects by collecting weather or field data to detect arid lands or fire that can cause harm to fields or 
animals [11].  

The third dimension covers the topic of quality. Due to the option to collect real-time data through sensors, 
these can be analysed and used as a basis for decisions or for predictions. Predictive analyses, for example, 
enable recommendations to be made regarding harvesting times, so that planning and the deployment of 
personnel and machinery can be optimised [16]. In addition, a 5G network can be used to implement 
technologies that ensure greater transparency through data analyses and thus make processes more 
sustainable and resource-efficient [20]. By the overall efficient use of 5G related technologies the operating 
costs, personnel costs and resource costs as well can be significantly reduced [14].  

In chapter 3.2.4. the specific benefits related to the use cases are highlighted. 

3.2.2 Cost dimensions of 5G network implementation and operation 

The cost factors were collected as described in the methodology by specifying and implementing a rural 5G 
network and then validated through expert interviews. They and their dependencies are presented below. 

Basically, 5G-specific costs can be divided into capital expenditures and operational expenditures. The 
former is subdivided into hardware, software, infrastructure, and service costs; the latter into service costs 
and licensing costs for the spectrum of bandwidth to be used. Most of the cost factors depend on the specific 
design of the network in terms of the area covered, the internal or external location of the network, the users 
involved, and the required performance and quality of the network. 

In the experience of our research partners and other experts, it has been shown that use cases can be divided 
into small, medium, and large ones to estimate the costs. The classification is shown in Table 2. The actual 
costs incurred sometimes differ considerably by up to a factor of 4. An overview with the relative cost 
differences is shown in Table 3. They are derived from the practical experience of a research partner within 
5G.NATURAL, who is from the ICT industry and has vast experience in implementing 5G networks. The 
network quality factor refers to whether the 5G network can use high-end features such as super low latency 
or high giga bit bandwidths. Correspondingly powerful hardware and software is currently expensive and 
not necessary for every application. However, it can be assumed that due to the technical further development 
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of the products, a price relaxation can be expected in the next few years. It should be borne in mind that all 
prices are also a matter of negotiation and depend on the order quantity, the company, etc. 

It should be noted that investment costs depend on whether a public or private 5G network is used. Since it 
cannot be guaranteed, especially in agricultural use cases, that the public networks will achieve sufficient 
coverage and quality everywhere in the field, in many cases it will have to be assumed that own private, 
possibly transportable 5G networks will be used. However, this entails higher investment costs. 

Table 2: Criteria for determining the size of a 5G network. 

Size of 5G network Indoor area Outdoor area User 

Small 1 acre / 4048 m2 0.25 acre / 1012 m2 20 

Medium 5 acre / 20240 m2 1.25 acre / 5060 m2 50 

Large 10 acre / 40480 m2 2.50 acre / 10120 m2 100 

Table 3: Relative cost comparison of differently designed 5G networks 

Small Medium Large 

Low/normal 
Features 

High End 
Features 

Low/normal 
Features 

High End 
Features 

Low/normal 
Features 

High End 
Features 

Indoor 1 2.0 1.3 2.9 1.9 3.9 

Outdoor 1.1 2.4 1.4 3.2 1.9 4.1 

Table 4 shows the individual cost factors identified for implementing a 5G network. Costs marked with an 
* are independent of the size of the network, the indoor and outdoor location, and the number of integrated
end devices. Factors in brackets () are optional depending on the use case and are not mandatory. For a better
overview, the factors were clustered into capital expenditures (CAPEX) and operational expenditures
(OPEX). Note that service and license factors are divided between the two categories.

Table 4: Cost factors for implementing 5G networks. 

Cost Components Line Items 

CAPEX Network Element Core Hardware* (e.g., server, switch) 

Core Software & supporting Software* 

RAN Hardware (e.g., RAN, antenna, server, switch) 

RAN software & supporting software 

(Savings potential with split indoor and outdoor network) 

Fiber / Connectivity (passive component) 

5G end device (incl. SIM card) 

Network Element 
Redundancy 

Core Hardware (e.g., server, switch) 

Core software & supporting software 

Infrastructure Power Supply, cable layout, rack, tower installation, etc. 

(Cell on wheel / mobile antennas) 

(Internet / external network connectivity) 
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(Remote connectivity infrastructure) 

Services and 
licenses 

Requirement Capturing and solution design 

Procurement and delivery 

RF planning and optimization 

Deployment, Integration & testing 

Device onboarding and use case integration 

OPEX RAN software license renewal 

Core software license renewal 

Spectrum license 

Spectrum license renewal 

(Maintenance) 

(Additional infrastructure, rentals, energy costs etc.) 

3.2.3 5G-specific use cases in agriculture 

In the following, three 5G-specific use cases in agriculture are presented. A use case is considered 5G 
specific if it exploits the unique features and capabilities of 5G networks not provided by other mobile 
technologies equally. In particular, the three characteristics of low latency, high transmittable data rates, and 
high network capacity will be considered below for this purpose. [21]  

Swarm robotics for harvesters: The first use case was elaborated within the 5G.NATURAL research 
project. Multiple harvesting and logistic machines manoeuvre over the field as a swarm, while harvesting or 
transporting crops from the harvesters to a collection station. All machines move autonomously, but can be 
controlled, if necessary, via a central unit installed at the edge of the field. The machines are connected to a 
platform and retrieve relevant data, such as a navigation map of the field including starting point, end point, 
rows of fields to be harvested, the position of the harvesting machines and a route. The use case is 5G-
specific, as the real-time transmission of the waypoints and sensor data requires a high transmittable data 
rate and short latency times to be able to securely control the harvesting machines via 5G. 

Condition monitoring using drones: In the second use case condition monitoring is conducted using 
drones, for example to monitor crop health or locate weeds [22]. Precision farming enables agricultural 
management decisions to be tailored locally and to treat a field as a heterogeneous instead of a homogeneous 
unit [23]. Waypoints are communicated to the drone to fly over the field by an edge server via 5G. A camera 
is attached to the drone that transmits large amounts of image data during flight to the edge server, which 
uses machine learning to analyse the crop health and detect weeds [24]. Outsourcing weed detection will 
save energy for computing power and weight for the same resulting in cheaper drones that have longer flight 
times. The use case is 5G-specific, as real-time transmission of image data requires a high transmittable data 
rate and short latency to control the drone over 5G [25].  

Precision Livestock Farming (PLF): PLF involves the use of various sensors and actuators to improve 
management capacity for large groups of animals and relies on the collection and analysis of real-time. [26] 
In the third use case information on physiological conditions of animals is collected in real time. Cameras 
and on-animal sensors are used to collect information, e.g., on movement, heart rate and temperature, and 
transmit it via 5G to an edge computing device. Furthermore, information on grazing and resting behaviors 
as well as feed intake can be collected. On the edge device, the information is analyzed and abnormalities 
are transmitted to the farmers. [27] The use case is 5G-specific due to the large number of sensors using the 
5G network, the high network capacity, and the high data rates to be transmitted. 

522



3.2.4 Benefits and costs of use cases 

In the following, the three use cases are each considered from the perspective of the benefit dimensions and 
cost specific aspects.  

Swarm robotics for harvesters: In terms of safety, the use of 5G and related technologies has the benefit 
of collision avoidance. Through the networking of the machines via a 5G network and the real-time 
transmission of data, the location can be determined continuously. This prevents the machines from colliding 
with each other. Camera recordings and their transmission can detect people or animals in front of the 
machine. Due to the low latency, the direct transmission of a stop signal is possible, so that collisions can 
also be avoided here. In terms of quality, the swarm logic allows the use of many small harvesters instead of 
fewer harvesters that put less pressure on the soil. Due to the much higher accuracy with which autonomous 
robots operate, they can also harvest more precisely. Generally, the use of smaller and resource saving, 
autonomous harvesting robots enables new agricultural use cases with new potentials, e.g., sustainable, and 
economic mixed cropping farming. The consideration of the flexibility dimension shows a clear benefit from 
the possibility to use harvesting machines autonomously via a 5G network. Here, farmers are less dependent 
on the use of harvest workers. 

For this use case, the outdoor area size is particularly relevant to dimension the 5G network and derive the 
costs. As it is a safety-critical application, since the harvesters are controlled via the 5G network, high data 
transmission rates, low latency and high reliability are essential. For this reason, the choice results in a more 
powerful and thus costly 5G network with high-end features. Beyond the essential components of a 5G 
network, the seasonality of harvests requires a mobile network and that may require infrastructure building 
costs, if necessary. 

Condition monitoring using drones: The greatest benefit lay in the quality dimension. The use of drones, 
high-resolution camera images and the analysis of these enables the precise detection of weeds. Pesticides 
and herbicides can be sprayed precisely in this case, which saves resources on the one hand and protects the 
environment on the other. The precise detection is also a benefit for the safety dimension, as any diseases, 
which in the worst case mean crop failure, can be detected, and treated at an early stage. The amount of work 
and the associated deployment of personnel can also be reduced, as in the first use case. As the data is not 
processed on the drone itself, additional weight on it is saved, prolonging its range for each charge cycle. 

High data transmission rates and low latency times are relevant to be able to transmit the image recordings 
and operate the drone via the 5G network. For this reason, the choice of a more powerful 5G network results 
in a more costly 5G network with high-end features. Beyond the essential components of a 5G network, it 
must be considered that the network could be mobile and may require infrastructure costs. 

Precision Livestock Farming (PLF): This use case largely touches on the benefit dimensions of security 
and flexibility. The condition data transmitted gives farmers an overview of any diseased animals so that 
they can react quickly and take appropriate action. In this way, an extension to the entire herd can ideally be 
prevented and costs can be saved. Likewise, female animals that are about to give birth can be digitally 
monitored so that appropriate measures can be taken here as well. Determining the appropriate data 
eliminates the need for on-site visual monitoring, reducing labour costs.  

This use case involves many animals, which means the amount of end user devices is large, albeit numerous 
sensors transmit a rather small amount of data over the 5G network, except for certain devices as cameras. 
Thus, the network capacity is crucial for a 5G networks design. In contrast, the indoor area of a barn is 
relatively small when compared to the first two outdoor use cases. Due to the required network capacity and 
the high data rates to be transmitted, a more powerful 5G network will be needed. If adjacent outdoor areas 
also need to be covered for the third use case, the area to be covered increases, but on the other hand, 
synergies and overlaps arising can be considered, which make the network expansion more cost-effective. 
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4. Conclusion and Outlook

This paper described the costs and benefits of implementing and using 5G networks in agricultural 
applications. These provide initial indications for both research and practice.  As already pointed out in the 
research gap, many research papers deal with the costs and benefits of 5G in the agricultural context, but in 
isolation from each other. However, in order to understand both aspects and, above all, their interplay, it is 
necessary to bring the two factors into a common context. This paper offers a first approach that can serve 
as a basis for further research. This could, for example, be the quantification of the benefit dimensions to 
enable a more in-depth cost-benefit analysis. On this basis, precise cost-benefit models can be created that 
allow for a more in-depth analysis. By the end of 2023 a software based business case calculator is planned 
to be developed and published within the project 5G.NATURAL. The identified factors and use cases will 
be used as the basis for the software. For practical purposes, the dimensions provide reference points for 
farmers to create an initial awareness of a cost framework. In addition, concrete benefits in agricultural terms 
are shown that can drive the use of 5G technologies in agriculture. 
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Abstract 

Driven by the potential of digitalization, statistical learning and machine learning methods are commonly 
used for scheduling complex processes or forecasting in supply chain domains. However, trust in such 
methods is hampered by uncertainties in data quality, data exchange platforms, and data processing, affecting 
its traceability and reliability. Decision-relevant output provided by such methods is prone to trust issues in 
the data used for training, in the resulting model, and in the infrastructure in which the model is embedded. 
Considering the vulnerability of supply chains, wrong decisions have far-reaching consequences, raising the 
question of to what extent systems alone should be trusted for strategic, operational, and tactical decision-
making. In this paper, we take a multidisciplinary perspective with the intention to analyze trust in statistical 
learning and machine learning methods from an organizational, sociological, and procedural perspective. 
The information base for this article is gathered through a systematic literature review. The central results of 
our research are a concept matrix comparing papers based on relevant criteria derived from literature and 
subsequent findings derived from this matrix. We encourage researchers in the fields of supply chain 
management, sociology, and statistics or machine learning to open up for interdisciplinary research and to 
build upon our findings. 

Keywords 

Trust; Uncertainty; Statistical Learning; Machine Learning; Supply Chain Management; Literature Review 

1. Introduction

Supply chain actors are subject to vulnerability and interdependence of partners within a value network, in 
which trust becomes increasingly relevant [1]. In the era of digitalization and Industry 4.0, the omnipresent 
efforts of data collection and utilization provide companies with a decision basis for estimating the recent 
status and upcoming changes of asset conditions and processes [2]. As part of so-called decision support 
systems, companies use statistical learning and machine learning methods exemplarily for forecasting or 
classification [2]. Statistical learning and machine learning methods belong to the ubiquitous field ‘artificial 
intelligence’ (AI) [3]. Because most decision-makers in supply chain management are less experienced in 
statistics and computer science, ambiguity in their use is considerable [4]. Knowing when and why to trust 
such methods is mandatory to enable decision-makers to make resilient decisions under remaining 
uncertainty in the data and its further processing [4].  

Our research deals with trust and uncertainty issues evoked by statistical learning and machine learning 
methods resulting from a lack of transparency about the interplay of the data, model, and the infrastructure 
in which it is embedded. However, considering only an organizational lens neglects a profound 
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understanding of how and why uncertainties arise in statistical learning and machine learning methods at 
different levels (micro, meso, macro). Therefore, a complementary view from an organizational, 
sociological, and statistical or machine learning perspective (which we call a procedural perspective) is 
necessary. The research question of our article is: “To what extent do recent research activities investigate 
uncertainties from organizational, sociological, and procedural perspectives, considering the use of statistical 
learning and machine learning methods in the field of supply chains?”. Our paper consists of the following 
structure: In chapter 2 we introduce relevant criteria for each perspective as related background. In the third 
chapter, we present the methodology and specifics of our literature review. In chapter 4 we visualize the 
results of our literature review with a concept matrix. We condense our findings intra- and inter-
perspectively. Chapter 5 concludes our key findings and gives an outlook for future research.  

2. Criteria on Trust and Uncertainty in Statistical Learning and Machine Learning

The triad of organizational, sociological, and procedural perspectives allows us to take a sociotechnical view 
on trust in statistical learning and machine learning methods. For each perspective, we present the related 
background and derive appropriate criteria, which provide the deductive framework for the systematic 
literature review. 

 Organizational Perspective on Trust and Uncertainty in Statistical and Machine Learning 

From an organizational perspective, contributions differ to the underlying coordination structure, which is 
either an inter-organizational (market, network) or an intra-organizational (hierarchy) perspective [5,6]. With 
the era of Industry 4.0 and associated digitalization efforts, trust becomes relevant to information systems in 
buyer-consumer relationships [7]. For supply chain management (SCM), inter-organizational trust plays an 
important role, especially if dependencies with partners or third-party intermediates are involved [1]. The 
literature on trust is manifold. Trust can take different forms [8] and is affected over time [9]. Trustworthiness 
as an antecedent of trust can be affected by the triad interplay of ability, benevolence, and integrity [10]. 
According to Zaheer et al. [11], trust relates to a single person (interpersonal trust) or to an organization 
(inter-organizational trust). Once established, trust within a network contributes to reduced coordination 
effort [5] relevant for deciding about make-or-buy [12]. Artificial intelligence is considered as an instrument 
enhancing the competencies of decision-makers, but the effort to calibrate such tools varies with the 
complexity of the planning scenario (e.g. supplier selection, layout planning, etc.) [4]. To prevent the use of 
statistical and machine learning leads to an increase in ex-post coordination effort, such as subsequent 
follow-up discussions between supply chain partners, an understanding of the upcoming uncertainties and 
the extent of trust in such methods is required, before applying those for (inter-)organizational purposes. 

 Sociological Perspectives on Trust and Uncertainty in Statistical and Machine Learning 

In sociology, trust and uncertainty are complex and multidimensional concepts. Trust in AI refers to the 
confidence, belief, and trust that individuals (micro level), organizations (meso level), or societies (macro 
level) place in AI systems, algorithms, and technologies. It includes the expectation that AI systems will 
behave in a trustworthy and reliable manner, taking into account their impact on individuals, communities, 
and society as a whole. In other words, when AI systems are implemented in social environments, they 
assume social roles, engage in social practices, and form social ties [13]. Social action is, in general, complex 
and involves a high degree of uncertainty and lack of control [14]. Thus, from a sociological perspective, it 
is important to consider how AI systems penetrate and transform social institutions, redefining social life in 
the process [15]. In the 1980s and 1990s, AI was discussed in sociology as a system of science and 
knowledge that attempted to make machines capable of doing what humans can [13]. AI’s various 
applications are the subject of most recent studies [16–18]. One of the most debated issues in this context is 
whether AI threatens human (knowledge) workers or not. The goal of a sociological perspective is to 
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understand how trust in AI is formed, maintained, or eroded, and how it affects social relationships, 
institutions, and power dynamics. 

 Procedural Perspectives on Trust and Uncertainty in Statistical and Machine Learning 

Trust in AI models is necessary for their deployment in any application. In this paper, we consider statistical 
learning and machine learning methods which are an important subset of AI methods. Statistical learning 
and machine learning methods comprise classification and regression techniques that create models serving 
two purposes: prediction and interpretation. The focus of machine learning methods traditionally is 
predicting the target of interest for new data as accurately as possible. For statistical learning methods, the 
interpretability of the resulting models is of utmost importance as the aim is to understand the influence of 
the features on the target variable [19]. From a statistical learning and machine learning point of view, trust 
in a predictive model depends on its accuracy, its communication of statistical uncertainty, and its 
interpretability. Accuracy refers to the average quality of the model’s predictions for new data. Knowing the 
accuracy of a model is essential for judging the credibility of predictions as well as any conclusions derived 
from the model [20]. Statistical uncertainty refers to the model’s confidence in individual predictions and 
consists of epistemic uncertainty (model uncertainty) and aleatoric uncertainty (data uncertainty) [21]. 
Quantifying statistical uncertainty allows for assessing the believability of individual predictions as well as 
specifying ranges of plausible prediction values. The model’s interpretability refers to the understandability 
of why a certain prediction is obtained for a certain input. While interpretability comes naturally for statistical 
learning methods, various tools for explaining complex black-box machine learning models have been 
proposed in the last decades [22]. 

3. Methodology: Systematic Literature Review

We follow the systematic literature review (SLR) proposed by vom Brocke et al. [23] to ensure a rigorous 
approach. Similar to [24], we transfer our findings into a concept matrix. Following [23], we define and 
review our scope, followed by the conceptualization of logic and the resulting literature research. The 
literature analysis and synthesis lean against the dimension proposed in the prior section (e.g. the criteria of 
each perspective). Based on the resulting concept matrix, we derive a research agenda for multidisciplinary 
research. Relating to [25], the focus of our SLR set on research outcomes with the goal of depicting central 
issues, organized conceptually, taking a neutral representation, and using general scholars with a 
representative, but not exhaustive coverage of literature.  

Table 1 illustrates the process of our SLR. To ensure a high degree of coverage of literature, we use Scopus, 
Web of Science, and AISeL as preferred databases. Since Scopus allows the most complex constellation of 
keywords, we use it as the primary database and adapt the query to the possible functionalities of each 
database (such as limited wildcard operators, non-availability of near- or within-operators, etc.). We export 
the results of each database as a BibTex and merge them in the literature management program Citavi to 
remove duplicates. Then, we exclude non-available since we need access to data beyond the regular meta 
information (author, title, abstract, keywords) to ensure that the content is relevant to our research.  

The literature review relates to queries conducted in June 2023. In the first iteration, we filter the paper by 
screening the title and abstract based on their contextual relevance, resulting in 48 papers. Subsequently, we 
select the papers based on a deep-dive analysis, in which we excluded papers that are out of our intended 
scope, leading to a remaining amount of 35 papers. We analyze and discuss our findings in the next chapter. 
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Table 1: Overview of the SLR 

Database Scopus Web of Science AISeL 

Search String 
Composition 

TITLE-ABS-KEY (("trust*" OR "quality uncertaint*" OR "uncertaint*") AND 
("Machine Learning" OR "Data Mining" OR "Pattern Recognition" OR "Computational 
Intelligence" OR "Statistical Learning" OR "Statistical Modeling" OR "Predictive 
Modeling" OR "Supervised Learning" OR "Regression Analysis") AND ("Socio*" OR 
"Socia*" OR "ethics" OR (Human AND Interaction)) AND ("interorganization*" OR 
"interorganisation" OR "network") AND ("logistic*" OR "Supply Chain*" OR 
"product*" OR "maint*" OR "purchas*" OR "sales and distribution")) 

Notes to Search String The search string above is the final query used for Scopus. The query deviates between 
WoS and AISeL due to functionality restrictions. 

Initial Results 345 46 36 
Results: 1st Iteration 48 
Results: 2nd Iteration 35 

4. Findings and Discussion

Considering the publication year, 77% of the papers have been published within the last five years. An almost 
constant distribution over the years can be stated. This suggests that the research topic addressed in our paper 
retains a constant level of attention. In the next step, we analyze each perspective and underlying criteria 
(see section 2). Coming from different disciplines, we have chosen nine criteria for our review to provide a 
comprehensive assessment of our research topic. In addition, the nine criteria allow for a more in-depth 
assessment of different aspects, which can be particularly useful for a complex or multifaceted topic such as 
uncertainties in statistical learning and machine learning. Table 2 visualizes the findings through a concept 
matrix. For each perspective, we discuss the central findings, based on quantitative and qualitative material. 
Each of the selected paper addresses at least one criterion of each perspective. 

 Findings from an Organizational Perspective 

From an organizational perspective, 71% of the papers deal with trust and trustworthiness. Relating to the 
coordination structure, 9% of the papers cannot be assigned to any [26–28]. Of the 32 papers, 25% address 
hierarchical, 6% market-based, and 65% network-based issues (including multiple assignments). While both 
market-based papers consider trust or trustworthiness, e.g. [29,30], it is only considered in 75% of the 
contributions assigned to hierarchy and in 65% of the ones relating to networks. 25% address topics related 
to the supply chain. All of them can be assigned to network-based content, e.g. [31–39]. However, only 33% 
of them mention trust or trustworthiness, e.g. [31,34,37], which are the only contributions covering content 
on all three criteria. This shows that there is scarce literature addressing trust-related issues in supply chain 
management using statistical learning and machine learning methods. 

 Findings from a Sociological Perspective 

Facing the sociological perspective, about 85% of the papers are based on empirical research. Considering 
the engagement of AI in social practices, 34% of the papers address a macro-layer, 42% a meso-layer, 
whereas 22% consider a micro-layer (including multiple assignments). 8% of the paper cannot be assigned 
to any of them. Out of all 35 papers, there is no contribution elaborating on a sociological understanding of 
uncertainty. Analyzing the set of publications from a sociological perspective, it must be noted that the role 
of trust and uncertainty in social dynamics does not play a role in the literature review at this point in time. 
This is particularly evident in the lack of definitions of trust and uncertainty, although these concepts play a 
central role in the present papers. Thus, addressing societal concerns, ensuring responsible AI development 
and deployment, and promoting individual (micro-level), organizational (meso-level), and public (macro-
level) participation in shaping AI policy and practice remains a gap in AI research. 
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 Findings from a Procedural Perspective 

Of the 35 publications presented in Table 2, 80% address predictive accuracy by discussing it on a conceptual 
level, e.g. [26,40,41], or by assessing the predictive performance of one or more models in their empirical 
study, e.g. [42–45]. 60% of the publications in Table 2 deal with the topic of statistical uncertainty. [27] 
propose a new approach for non-overly-optimistic uncertainty quantification. [46,47] account for uncertainty 
by providing confidence intervals instead of just point estimates. 69% of the publications in Table 2 broach 
the issue of interpretability. [32,48,49,33,46,34,47,30,50,39] create statistical models with the purpose of 
interpreting them in order to gain insight into the influence of features on the target of interest. 
[26,40,51,41,52] address the topic ‘explainable AI’ on a conceptual level. [28] provide an overview of 
methods for interpretable machine learning. [53] base the choice of learning method on the understandability 
of the resulting model for practitioners. 21% of the publications thematizing accuracy neither address 
uncertainty nor interpretability. Most of these are method comparison studies, e.g. [42,44,45,54]. 86% of the 
papers thematizing uncertainty and 75% of the papers thematizing interpretability also talk about accuracy, 
often because accuracy is an aspect commonly reported when elaborating on models in detail.  

Table 2: Concept matrix  
(H: Hierarchy, N: Network, M: Market; EM: Empirical; NE: Non-Empirical; MI: Mikro; ME; Meso; MA: Makro) 

Sources Publication 
Year 

Perspective 
Organizational Sociological Procedural 
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[26] 2019 X NE MI X X X 
[27] 2022 X EM X X 
[28] 2019 X EM X X 
[29] 2020 X M NE ME X X X 
[30] 2022 X M EM MA X X X 
[31] 2021 X N X EM MA X X 
[32] 2018 N X EM MA X X X 
[33] 2014 N X EM MA X X 
[34] 2011 X H, N X EM ME X X X 
[35] 2017 N X EM ME X X 
[36] 2018 N X EM MA X 
[37] 2019 X N X EM ME X X X 
[38] 2021 N X NE ME X 
[39] 2018 N X EM ME X X X 
[40] 2020 X N EM ME X X 
[41] 2023 X N NE MI X X X 
[42] 2023 X H EM X 
[43] 2015 H EM MA X X 
[44] 2021 X N EM MA X 
[45] 2019 X N EM ME X 
[46] 2017 X N EM MI X X X 
[47] 2017 X H EM ME X X X 
[48] 2017 N EM ME X X X 
[49] 2020 X N EM MA X X 
[50] 2017 N EM MA X X X 
[51] 2022 X H NE ME X 
[52] 2023 X H EM ME X 
[53] 2018 X N EM ME X X X 
[54] 2020 X N EM MI X 

[55] 2020 X H EM 
MI, 
ME, 
MA 

X 

[56] 2023 X N EM MI X 
[57] 2020 H EM MI, ME X X 
[58] 2021 X N EM MI X X X 
[59] 2019 X N EM MA X 
[60] 2021 X N EM MA X X 
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 Overfall findings 

None of the publications in our analysis addresses all 9 criteria displayed in Table 2. Three publications 
address 8 criteria, nine publications address 7 criteria, eight publications address 6 criteria, twelve 
publications address 5 criteria, and three publications address 4 criteria. On average, the publications address 
65% of the criteria stated in Table 2. 

To analyze the intra- and interdisciplinary connections between the criteria stated in Table 2, we compute 
the Pearson correlation coefficients between all pairs of criteria using R [61]. We dummy-encoded the 
criteria with more than two categories and removed the constant criterion “sociological understanding of 
uncertainty” (for which the Pearson correlation is undefined). The Pearson correlation takes values from 
- 1 to 1. A negative correlation value indicates that only one (but not the other) encoded criterion is addressed 
in comparably many publications, whereas a positive correlation value indicates both or neither of the criteria 
being addressed in the same publication for comparably many papers. Table 3 illustrates the correlation 
matrix. To reduce the visualization to the most relevant results, we applied a threshold of ±0.30. Based on 
this, the associations of eight pairs of criteria are analyzed more closely in Table 3. 

Table 3: Findings based on Pearson correlations and ±0.30 as threshold 

Results Analysis 

 

Organization only: 
1. Network-like approaches correlate negatively with hierarchical 

approaches due to almost exclusive assignment (-0.61) 
2. Market-like approaches correlate negatively with networks due to 

mutually exclusive assignment (-0.34) 
3. Trust and SCM correlate negatively due to the high amount of trust-

related literature outside the case of SCM (-0.50) 
4. SCM and networks correlate positively due to the fact that inter-

organizational networks are inherent in supply chains (+0.42) 

Sociology only: 
5. Macro- and meso-layer correlate negatively due to the absence of 

intersecting or all-encompassing paper (-0.50) 

Organization and Statistic: 
6. Statistical uncertainty and trust correlate negatively since statistical 

analyses incorporate statistical uncertainty but do not mention trust 
explicitly (-0.39) 

Organization and Sociology: 
7. Hierarchical approaches correlate positively to meso-layer, since 

both terms address institutional facets (+0.35) 
8. SCM correlates negatively to micro-level (-0.32) since the 8 papers 

about SCM are only focussing on network issues 

5. Conclusion  

The aim of this paper was to assess the extent to which the recent literature covers the triad interplay of 
organizational, sociological, and procedural perspectives in the context of trust in statistical and machine 
learning. To answer the question, we conducted a systematic literature review in which we assessed whether 
nine criteria introduced by us were addressed in the publications. Subsequently, we analyzed the results 
based on the Pearson correlations. 

Our analysis has revealed several key insights and implications for both researchers and practitioners in the 
field. First, our findings suggest that the existing literature in supply chain management does indeed 
recognize the importance of the interplay between organizational, sociological, and procedural factors when 
it comes to trust in statistical learning and machine learning technologies. This recognition is crucial as it 
reflects a holistic understanding of trust dynamics in the context of modern supply chains, which increasingly 
rely on data-driven decision-making processes. Second, we have identified certain gaps in the current body 
of knowledge. We observed that none of the papers analyzed in our literature review addressed all criteria 
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and that on average, the papers addressed 65% of the criteria. While there is a growing body of research that 
touches on these three perspectives individually, there is room for more comprehensive studies that explicitly 
explore how they interact and influence each other. Analyzing the associations between the criteria led us to 
insights such as that many statistical analyses incorporate uncertainty without mentioning explicitly the trust-
building effects of these incorporations. Future research should aim to delve deeper into these interactions 
to provide a more nuanced understanding of trust dynamics in supply chain management. In addition, our 
analysis highlights the importance of considering the practical implications of these findings. Supply chain 
managers and decision-makers should be aware of the complex relationship between organizational culture, 
social factors, and procedural aspects when implementing statistical learning and machine learning 
technologies. Creating an environment that fosters trust requires not only investing in cutting-edge 
technology, but also fostering a culture of data literacy, transparency, and accountability. 

Note that the criteria displayed in the concept matrix have been assessed independently. Thus, at the current 
stage, the overall findings make no claim of generalizability. A complementary analysis including inter-
coder-reliability with more than one person assessing each perspective could give indications about the 
existence and extent of a subjectivity bias [62]. Building upon this, we encourage researchers to conduct 
more research from multidisciplinary perspectives with the intention to consider the interdependencies 
between all perspectives. 
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Abstract 

Due to the trend of electrification in the automotive industry, the economic production of electric drives with 
high acoustic quality requirements is a crucial factor to stay competitive in the global market. Low noise 
levels in the interior are an important criterion for the perceived quality of electric vehicles. Consequently, 
the noise generated by mounted gear components within integrated electric drive topologies must be 
minimized. Gears with unavoidable manufacturing deviations are usually randomly assembled, leading to 
random non-defined gear-related acoustic properties of the assembled electric drive. Furthermore, 
parameters of the gear manufacturing machines do not dynamically adapt to unknown changes in the 
production system leading to non-ideal quality output. To address these challenges, this paper presents a 
self-optimization concept in gear manufacturing and assembly in the production of electric drives by 
cognition enhanced control. A digital twin is developed which estimates the transmission error based on in-
line measurements. Through optimization, an optimal selection of gear pairs is achieved. Based on quality 
predictions, adaptive control of the gear manufacturing process can be implemented, leading towards a 
closed-loop self-optimization of the production system. The concept is developed and validated using an 
exemplary use case from the commercial vehicle industry. 

Keywords 

Self-Optimization; Cognitive Control; Digital Twin; Gears; Electric Drive Production 

1. Introduction

With the ongoing global focus on electromobility and the increasing demand and requirements, efficient and 
effective processes for manufacturing and assembling of components take on a decisive role in international 
competition. Due to the absence of the combustion engine’s sound in electric vehicles, the overall noise level 
decreases significantly, bringing previously unnoticed noise sources such as ancillaries or the electric drive 
train into focus [1]. Consequently, new product requirements arise in the production of drive train 
components, including gears. Today quality-related backward loops are used in electric drive production, 
enabling a detection of noise related cause-effect relationships and consequently an implementation of 
counter measures in gear manufacturing [2]. However, since this process is carried out reactively, it could 
lead to a considerable delay in the use of information and hence in a waste of energy and resources due to 
production of scrap parts or loss in quality. Additionally, the random assembly of gear components is leading 
to undefined acoustic properties of the individual gearbox, caused by typical manufacturing deviations. With 
the ongoing digitalization in the context of Industry 4.0, self-optimizing systems in manufacturing and 
assembly show high potential to overcome these issues by integrating control systems with real time quality 
predictions in the production system. This publication therefore presents a self-optimization concept for 
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model-based control by parameter optimization in gear manufacturing and selecting optimal gear pairs in 
the series production of electric drives, complementing the conventional quality backward loop. The paper 
is structured as follows: In section two, the state-of-the-art of self-optimizing production systems is 
described. Section three outlines the proposed concept to optimize the overall efficiency of the production 
system through self-optimization. Exemplary results are shown in chapter four followed by chapter five with 
a summary and outlook. 

2. State of the art

Self-optimizing systems are control systems, which autonomously adapt their objectives based on internal 
decisions to achieve a certain result and therefore extend the capabilities of classical adaptive control [3]. 
Due to the potential to learn autonomously, self-optimization is closely related to the term cognition [4]. By 
processing and utilizing information from the production process, cognitive systems can adapt to their 
environment, allowing them to serve as a central component in a self-optimizing production system [5]. The 
enhancement of production systems with cognitive and adaptive capabilities is considered as paradigm shift 
[6], [7]. On a conceptional basis cognition enhanced control systems can be integrated in multiple levels 
within the production process [8]. Nonetheless, use-cases mainly focus on the optimization of process steps 
in either manufacturing [9], [10], [11] or assembly [12], [13], [14], [15], primarily aiming to optimize a 
parameter of that process step or a functional key characteristic (FKC) of the product to improve overall 
efficiency. Although a combined integration of adaptive control loops in manufacturing and assembly show 
potential to reduce overall production costs [16], [17], a simultaneous integration of selective assembly and 
adaptive manufacturing in cognition enhanced control systems has not yet been considered. With new 
acoustic quality requirements in gear production for automotive electric drives, manufacturing processes 
reach a technological limit. In complex serial production unknown environmental influences can cause a 
high number of possible failure states of the finished drives. Cognition enhanced control systems are able to 
adjust the parameters of the production system autonomously to changing environmental influences and thus 
have the potential for a self-adaptive optimization of tolerance chains in the production process [18]. In the 
following chapter the proposed self-optimization concept for cognitive control in manufacturing and 
assembly is introduced. 

3. Self-optimization through cognitive control in manufacturing and assembly

Within this chapter a concept for a self-optimizing system based on a cognition enhanced quality control in 
manufacturing and assembly is introduced. The controller can adapt the objectives autonomously based on 
the current state of the production system and retrieve optimal gear manufacturing parameters as well as 
optimal gear pairings. The developed concept for a cognition enhanced quality control is shown in figure 2 
with focus on adaptive manufacturing and assembly pairing strategies. Manufacturing deviations are 
unavoidable and can cause quality deviation of the final product. Therefore, inspections assure that 
individual components are within defined specifications. After storage the individual components are 
assembled to the final product. Further quality tests at the end of line ensure the specified quality fulfilment 
of the final product. 
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Figure 2: Self-Optimization through cognitive control in manufacturing and assembly. 

In the bottom of Figure 2, the concept for a cognition enhanced quality controller is shown. The individual 
elements of the controller are related to the self-optimizing cognitive control according to [18]. The 
controller perceives the environment based on production data in near real time and monitors the current 
state of the production system. The controller retrieves measurement data from inspection in manufacturing 
as well as final quality data from end-of-line tests and traces the location of components and subassemblies 
in stock and upstream manufacturing processes. Considering external economic, environmental, as well as 
quality related boundary conditions, the cognition enhanced controller can take multi-criteria target values 
into account, which are used to autonomously find an optimum operating point for its production processes 
[10]. Based on the defined external objectives such as quality requirements, costs or throughput, internal 
objectives of the system can be derived [19]. Within the proposed concept internal objectives aim to optimize 
manufacturing by adaptive parameter adjustments and tool control, as well as selection strategies for the 
optimum component pairing for assembly. Based on function-oriented quality predictions and optimization 
ideal adaptive control parameters for manufacturing and assembly can be derived and fed back into the 
production system. Further information about function-oriented product models for quality predictions as 
well as the proposed control strategies for manufacturing and assembly are outlined in the following 
chapters. 

3.1  Function oriented modelling approaches for predictive quality 

To implement cognition enhanced control strategies, functional models need to be developed to enable the 
quality controller to predict the FKC of the final product based on the measured properties of the individual 
components. The objective is to model the relationship for each component of the assembly, described as a 
set of component related parameters x1,…,xn, to the FKC f(x1,…,xn) measured at the end-of-line testbench at 
a quality critical operating point. The development of a function-oriented product model can be achieved by 
using different approaches including simulation or data driven advanced statistical approaches depending on 
the availability of accurate simulation models or sufficient level of information in the available measurement 
data. Since quality predictions based on simulation can be time consuming and thus not suitable for real time 
quality predictions, functional surrogate models can be developed and integrated in the knowledge base of 
the cognition enhanced controller. For the development of those models a calculus of variations can be used, 
incorporating the parameter space of possible production related tolerance distributions φ(xi,j) for each 
parameter of a component as well as the simulation results of the FKC f(x1,…,xn). In order to validate the 
simulation results, an evaluation with experiments is necessary [10]. Based on the simulation results 
regression-based surrogate-models can be trained and used for quality predictions in the controller. Next to 
simulation-based approaches, data driven approaches can also enable a functional model building for near 
real time quality predictions using measurements from the process. The model building in this regard is 
based on in-process measurement data and FKC quality data. Machine-Learning based approaches such as 
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Neural Networks, Random-Forests, Support-Vector-Machines, or other regression techniques can be used. 
The selection of an appropriate simulation- or data-driven approach finally depends on the ability to 
accurately predict the quality critical FKC of the assembled product with given boundary conditions of the 
production process. The integration of predictive models into the cognitive controller enables cognitive 
control strategies in manufacturing and assembly which are described in the following chapter. 

3.2  Cognition enhanced quality control in manufacturing and assembly 

Based on developed functional models near real time predictions enable the control system to select optimum 
parameter settings in manufacturing as well as ideal gear pairing strategy in gear assembly. The controller is 
therefore able to select an optimal option based on a set of possible solutions in terms of selective assembly 
or optimize its parameters and tools in manufacturing, see Figure 3. 

Figure 3: Cognition enhanced control in manufacturing and assembly based on function-oriented product models. 

The focus of selective assembly is often on partitioning components in classes of certain width [20].The 
pairing of components without partitioning based on measurement values is called individual assembly [16], 
[21] or tolerance matching [12], [22]. The selective matching of parts with individual tolerance values based
on the external objectives of the cognitive controller is referred to as selective tolerance matching in the
following. One major element of selective tolerance matching is the ability of the controller to precisely
predict FKC of the product based on the model f(x1,…,xn), developed in chapter 3.2. The developed model
gets incorporated into the knowledge base of the cognition enhanced quality controller. Given a set of
component related in-line measurements for each part of an assembly x1,…,xn, and the developed meta-model,
the controller is able to virtually assemble possible part combinations and assess the corresponding FKC
f(x1,…,xn) through quality predictions. By using the optimization module of the controller, the best match for
a set of components is then selected regarding the defined strategies and external objectives.

With reference to [9] a model-based optimization of the manufacturing process can be achieved. Based on 
functional models the system compares the predicted and the targeted process result which eventually leads 
to a set of internal objectives such as parameter adaptions. A further example for the proposed cognition 
enhanced control in manufacturing is a dynamic process for tool selection. Since the characteristics of a 
certain tool are known, the system can predict the expected quality output of each tool and evaluate its 
accuracy regarding the actual quality output of the currently used tools. The decision to change a tool finally 
depends on the ability to optimize the overall efficiency production system defined by multiple external 
objectives, e.g., in a quality, yield and costs. In the following chapter the concept of cognition enhanced 
control is applied to an automotive gear manufacturing and assembly process for electric drive production. 
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4. Industry case study 

The presented concept is validated on an automotive gear manufacturing and assembly process for electric 
drive production focusing on the improvements of noise and vibration characteristics of the electric drive 
through cognition enhanced control strategies. 

4.1  Production process of highly integrated electric drives 

The considered electric drive is highly integrated containing the stator, rotor, inverter, gearbox, and bearings 
in a central housing unit, see Figure 4. The electric machine is classified as an electrically excited 
synchronous machine. The gearbox consists of a two-stage gear reducing the rotational speed of the electric 
drive to the desired speed of the tires. 

 
Figure 4: The considered automotive electric drive (left) and its schematic gearbox (right). 

Within this case study the first stage of the gearbox has been evaluated. The manufacturing process of these 
gear components consists of multiple steps including turning, hardening and a final hard finishing step, 
optimizing the profile quality of the teeth before assembly. Based on a tactile coordinate measurement 
machine the profile of the gears is measured. Gear components are randomly assembled. Afterwards, the 
gearbox is assembled along with other components to a finished drive. At the end of the assembly process, 
the drive is tested for functional characteristics including acoustics. In this measurement step, structure-born 
noise is measured at certain speed ramps and loads using accelerometers at the housing. The permissible 
noise-levels are restricted by tolerance limits derived from customer requirements and vehicle tests. 
Applying the concept presented in chapter 3, the process is controlled by a conceptional cognition enhanced 
quality controller, see Figure 5. 

 
Figure 5: Self-Optimization through cognitive control in gear manufacturing and assembly for automotive electric 

drive production. 

[Source: BMW]
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Due to manufacturing deviations caused e.g., by tool wear in gear finishing, systematic shifts in the final 
acoustic properties of a produced lot might occur. This can lead to critical noise at specific operation points 
of the engine and therefore to higher production costs due to rework, scrap parts, as well as waste of energy 
and material. Through a continuous analysis of the acoustic quality data, critical frequencies, speeds, and 
loads can be retrieved and optimization objectives can be adjusted. By means of cognitive control in gear 
manufacturing, parameters of the gear manufacturing process can be adjusted, or relevant tools can be 
changed. Based on the defined objectives and available measurement data, specific gear pairing strategies 
through quality predictions based on the individual topological properties become possible. Therefore, 
functional models need to be developed. The development of functional surrogate models is described in the 
following chapter. 

4.2  Function oriented modelling 

The objective of functional modelling in this case study is to model the relationship for each gear of an 
assembly, described as a set of gearbox related parameters x1,…,xn, to parameters f(x1,…,xn) which correlate 
to gearbox related frequencies measured at the end-of-line testbench at a quality critical operating point. 
Therefore, a functional surrogate model is developed. A Monte-Carlo-Simulation (MCS) has been run, 
varying the gear micro geometry of the gear pairs in a defined range with a uniform distribution. Based on 
the variation of the gear pairs micro geometry, the peak-to-peak transmission error (TE) has been simulated 
at the quality critical speed and load, using the commercial CAE software SMT MASTA, see Figure 6. 

Figure 6: Gear micro geometry (left) and simulated peak-to-peak TE (right) using MCS. 

Overall, 7500 variations have been calculated. The parameter range was chosen to cover typical 
manufacturing deviation in serial production. Since simulations are time consuming and thus are not suitable 
for in-process optimizations and quality predictions, the simulation results shown in Figure 6 have been used 
to develop a surrogate model. To find a surrogate with good precision for the simulation, different machine-
learning algorithms were tested. After pretesting the scikit-learn implementations of Histogram-based 
Gradient Boosting Regression Tree [23], Bagging Regressors [24] and a Random-Forrest [25] were chosen 
for further optimization. Hyperparameters of these algorithms were tuned using grid search cross validation 
with ten folds. Therefore, the simulation results were split into a random training set containing 80 % of the 
samples and a test set containing 20 % of the samples. The best algorithm in training was defined by having 
the highest coefficient of determination, R2, see Formular 1, The metric represents the proportion of variation 
in the dependent variable, which is predictable by the independent variables. To check the algorithms’ ability 
for generalization, these surrogate models were used to predict the peak-to-peak TE based on samples of the 
test set. The mean squared error (MSE) was also calculated for the test sets. The results of these predictions 
can be found in Table 1. 

Simulation Inputs: Gear Micro Geometry Simulation Output: Transmission Error 

Peak-to-Peak Transmission Error 

Simulation
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Table 1: Accuracy results of the surrogate model with highest R2 in randomized cross validation on train and test data 

Algorithm  Hist. Gradient Boosting Bagging Regressor Random-Forrest 

Data set Train Test Train Test Train Test 
R2 0.86 0.88 0.79 0.80 0.79 0.80 
MSE --- 0.0006 --- 0.001 --- 0.001 

A mathematical definition of the metrics R2 and mean squared error (MSE) can be found in Formula 1-2: 

𝑅2(𝑦, �̂�) = 1 −  ∑ (𝑦𝑖 −  �̂�𝑖)2𝑛
𝑖=1

∑ (𝑦𝑖 −  �̅�𝑖)2𝑛
𝑖=1

    (1) 

𝑀𝑆𝐸(𝑦, �̂�) = 1
𝑛

 ∑ (𝑦𝑖 −  �̂�𝑖)2𝑛−1
𝑖=1     (2) 

With 𝑛 being the number of samples, 𝑦 the actual value of a sample, �̅� the mean of actual values in the 
dataset, �̂� the predicted value. Since the Gradient Boosting algorithm performs best on the training set and 
generalizes well on the test-set, the model with the identified hyperparameters was chosen and stored in the 
knowledge base of the controller for further quality predictions, see chapter 4.3. 

4.3  Cognition enhanced control through selective tolerance matching 

To obtain a realistic scenario, a discrete event simulation was modelled in python simulating the fine 
finishing manufacturing process of the input shaft and the wheel, a measurement step at gear inspection, the 
storage of the components, as well as the gear assembly process in a virtual environment. The cognitive 
controller has also been implemented in this virtual production environment. It extends the ideas of adaptive 
control loops in cyber-physical production systems [16] by means of cognition enhanced control, see Figure 
7. 

 
Figure 7: Schematic representation of the virtual implementation of cognitive control in a discrete event simulation. 

The measurement values of the virtual inspection were retrieved from a real-world inspection of the gear 
components. Afterwards the virtual components are stored in a virtual storage. At each time step the virtual 
controller monitors locations of the components within stock and corresponding measurement values. 
Therefore, the virtual controller can simulate optimization strategies for the real production in a virtual 
environment. By using selective tolerance matching based on the model developed in chapter 4.2, gear 
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pairings in current stock can be selected which minimizes the TE. The virtual assembly process has been run 
twice to compare the predicted results of random assembly with selective tolerance matching, see Figure 8. 

Figure 8: Comparison of the predicted TE with selective tolerance matching and random assembly. 

The results of the predicted peak-to-peak TE with selective tolerance matching show a reduced standard 
deviation and mean compared to the random assembly. Since the TE is considered as a primary source of 
gear noise and vibration [26], the concept has the potential to optimize acoustic properties of the produced 
drives, and therefore reduce costs and waste. Current limitations of the concept are discussed in the following 
chapter. 

4.4  Limitations 

The presented concept for cognitive enhance quality control has limitations, which have not been considered 
due to simplification and scope within the use-case. To obtain a more realistic scenario, the use-case can be 
extended by adding the full topology of the gears to the simulation, adding the second gear stage including 
both flanks and simulating multiple speeds and loads. Optical in-line measurements can be used to obtain 
higher information density in the measurements [27]. Also, functional models can further be optimized to 
obtain higher prediction accuracies. Currently only the gears micro geometry has been considered. In real-
world serial production however multiple other sources, e.g., misalignment of the shafts through tolerance 
deviations of the housing can also influence the acoustic properties of the drive, which have not been 
considered yet. Even if some studies show a correlation between the TE and noise [28] the direct relationship 
between TE and level of gear whine is considered as unrevealed [26]. Functional models should be integrated 
predicting the actual structure-born noise. This will enable the cognitive quality controller to realistically 
predict scrap parts and thus also estimate costs and sustainability indicators using actual tolerance limits in 
the virtual assembly. Finally, a combined validation of the concept in serial production incorporating both 
methods of model-based optimization strategies in manufacturing and selective tolerance matching is 
necessary. 

5. Summary and outlook

In this publication a self-optimization concept based on cognitive quality control in manufacturing and 
assembly processes has been presented and validated in the gear production of automotive electric drives. 
The proposed concept incorporates model based control in manufacturing as well as selective tolerance 
matching for an optimal selection of components in assembly using function-oriented quality predictions. 
Within an industrial use-case a discrete event simulation was developed incorporating the cognition 
enhanced controller. On a simulation basis it was shown that the proposed method lowered the predicted 
peak-to-peak TE for the first gear stage and thus has the potential to improve acoustic characteristics of the 
electric drive. However, to increase the potential of cognition enhanced control in gear manufacturing and 
assembly for electric drive production, further research is required to overcome the discussed limitations of 
the current concept leading towards the goal of self-optimized cognition enhanced production systems. 
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Abstract 

New legislation and the social movement around circular economy issues are currently forcing 
manufacturing companies to reassess the sustainability of their production and value chain. The circular 
economy is becoming an important economic concept, challenging manufacturing companies to develop 
approaches for realising resource-efficient production and usage of products. One potential area for 
sustainable production lies in the production equipment used for example in automotive production, such as 
robots, grippers and fixtures. However, new business models are needed to realise sustainable and recyclable 
production equipment, as existing ones do not take this into account. This paper presents an approach that 
deals with business model innovation and a digital platform ecosystem for circular production equipment. 
First, established business models are analysed for their transferability to automotive production. In 
particular, the use of subscriptions for production equipment is focused on and evaluated. The assessment is 
based on interviews with experts from equipment manufacturers and is quantified by them. The result is a 
presentation of the potential of the developed business model and a corresponding "as-a-service" concept for 
implementation using a digital platform. 

Keywords 

Business model innovation; Digital platform ecosystem; Automotive production; Production equipment; 
Circular economy; Pay per use 

1. Introduction

The sustainability debate has established itself as a central issue in society and politics worldwide. The 
increasing demands on sustainability and the unstoppable development of digital technologies have led to a 
paradigm shift. It is no longer sufficient to focus only on the production of sustainable products. Rather, the 
entire value chain must be considered and the focus also has to be placed on sustainable production. The 
German government, for example, has revised its sustainability strategy and defined six prioritised 
transformation fields. One transformation field is the circular economy with the goal of sustainable 
production [1]. The automotive industry is responsible for a significant part of global CO2 emissions and is 
therefore under immense pressure to make its contribution. Accordingly, the transformation approach is 
forcing the automotive industry, Germany's leading industrial sector, to re-evaluate and rethink its previous 
linear economic orientation [2]. The urgency to implement sustainable production practices thus results from 
the growing environmental and climate problems. At the same time, customers and stakeholders are 
increasingly aware of the impact of automotive production on the environment and are demanding more 
sustainable solutions. By establishing a circular economy, sustainable design of production, manufacturing 
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equipment, and processes could be realised in equal measure. This should reduce energy consumption, 
optimise the associated data cycles and reuse production equipment wherever possible rather than disposing 
of it at the end of its lifecycle [3].  

In parallel, digital technologies are revolutionising the way products are made. The Internet of Things (IoT) 
and artificial intelligence offer enormous opportunities to optimise production processes, achieve efficiency 
gains and open up new business opportunities [4]. Automation, connected vehicles and smart factories are 
just a few examples of how digitalisation is transforming the automotive industry [5]. As a result, automotive 
manufacturers and suppliers must find new ways to implement sustainable production methods, strengthen 
their competitiveness and meet the demands of an increasingly digitalised world. In this context, this paper 
presents the concept of sustainable automotive production with a data-driven business model innovation 
approach for a digital platform ecosystem. The aim is to reorient conventional linear automotive production 
towards circular production. The focus will be on the production equipment used in automotive production, 
such as grippers, robots and fixtures. These production equipment are generally used in every automotive 
production line, and their consideration makes a significant contribution to the main focus of circular 
production. 

In a first step, suitable business models for establishing the circular economy at production equipment level 
will be identified and selected. The selected business models are then evaluated in a utility value analysis 
based on defined criteria in collaboration with experts from the field of equipment and fixture construction 
in vehicle production. The business model innovation developed is described for the integration of a digital 
platform ecosystem. This platform should enable the exchange of data and, above all, the service behind the 
business model. 

2. Fundamentals and methods

2.1 Business Model 

A business model is a representative definition of entrepreneurial action to generate profits or revenue for a 
company while adding value for the customer [6]. The business model innovation methodology can be used 
to increase profitability or reduce costs in a company [7]. However, the methodology can also be applied to 
achieve innovation and sustainability [8]. The St. Gallen Business Model Navigator (BMN) describes 55 
different model concepts for business model innovations. The authors assume that nine out of ten business 
model innovations are a recombination of known ideas, concepts and elements of business models from 
other industries. According to the BMN, the process of business model innovation is divided into four 
phases: Initiation, Ideation, Integration and Implementation [9]. In addition, the authors identify three basic 
strategies for developing new business models based on the 55 existing business model concepts:  

− Transferring an existing business model to another industry
− Combining two or more existing business models to take advantage of both
− Replicating a successful business model in other product areas

2.2 Digital platform ecosystems 

Digital platforms are becoming increasingly important in the industry as they can enable new business 
models, increase efficiency and enable collaboration easier. A digital platform in industry is a virtual 
environment that acts as an interface between different actors, processes and technologies to enable 
information sharing, collaboration and increased efficiency in production [10]. The digital platform is the 
focus of a digital ecosystem and maps its service, see Figure 1. It enables the interaction of the ecosystem's 
various stakeholder groups of partners, developers, customers and other stakeholders. The ecosystem itself 
is a socio-technical system, it includes not only digital and technical systems but also the organisations and 
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people and their relationships with each other [11]. Usually the ecosystem is organised as a two-sided market. 
On the one hand, the supply and on the other hand, the demand is coordinated on the platform [12]. The 
platform ecosystem is characterised by the interactions and interdependencies between the participants [13]. 
Each participant contributes to increasing the value of the entire ecosystem. For example, if more providers 
are present on a platform, the offer for customers increases, which in turn attracts more customers. This 
creates a network effect where the value of the platform increases exponentially with the number of further 
users [14]. 

Figure 1: Digital ecosystem framework [15] 

2.3 Circular Economy 

The circular economy is an approach to reducing resource consumption, minimizing waste and creating a 
more sustainable economy. This approach is based on the concept that products and materials are kept in 
closed loops so that they are reused as much as possible [16]. Circular production aims to replace the current 
largely linear production chain, in which raw materials are extracted, processed into products, used and then 
disposed of. Instead, products are to be designed in such a way that they can be broken down into their 
constituent parts at the end of their life cycle and these can be fed back into the production process in a way 
that adds as much value as possible [17]. To implement such circularity, the 9-R-framework from 
KIRCHHERR presents an approach [18]. This comprises 9-R-strategies for returning products and components 
to the process in the most value-adding way possible. These are, for example, Reuse, Repair, Remanufacture 
and Recycle [19]. According to KIRCHHERR, a classification can be made between R-strategies for smarter 
product use and manufacturing, extension of the life of the product and its parts, and the useful application 
of materials [18]. Depending on the R-strategy, materials can be extracted from products and reused in new 
products. The nine R-strategies are sorted in descending order of circularity.   

3. Application

In this paper, the implementation of business model innovation is based on three steps and is illustrated in 
Figure 2. 

Figure 2: Methodological approach of this paper 
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The first step is to identify suitable business models. The focus of the business models to be selected should 
be on the possibility of establishing a circular economy in automobile production. In the context of this work, 
the 55 business models of the St. Gallen Business Model Navigator are used for the implementation of a 
business model innovation. The methodology shows a high suitability for the identification of suitable 
business model concepts for the implementation of a new business model innovation. In a second step, the 
concepts behind the selected business models are described and examples of companies that are already 
successfully using the business models are presented. Furthermore, the potentials and challenges arising 
from the use of the different business models are highlighted. The last step is an evaluation of the identified 
business models using two evaluation methods: pairwise comparison and utility analysis. For the evaluation 
by means of pairwise comparison, corresponding criteria are first defined and then weighted accordingly. 
After defining and weighting the evaluation criteria, the business models identified as suitable in step 1 are 
evaluated using the utility value analysis method. The results of the assessment by pairwise comparison and 
utility analysis are based on interviews with experts from the field of equipment and fixture manufacturing. 
In the second part, the focus is placed on the digital platform ecosystem for the feasibility of the business 
model innovation. For this purpose, a concept for the implementation of the business model through a 
corresponding digital platform will be developed. 

3.1 Identification of suitable business models for circular automotive production 

The business model concepts to be developed must enable sustainable automotive production. The focus 
should be on using one of the 9-R-strategies to extend the life of the production equipment and its 
components. For this, the principle of leasing, renting and sharing of durable products shall be supported 
and the possibility of managing is to be ensured through a corresponding digital platform. In his research on 
business model innovations, SCHALLMO defines three classes for categorising business model ideas. These 
classes are Pursue, Consider and Discard [20]. In the context of this paper, the 55 business model concepts 
of the St. Gallen Business Model Navigator are examined and assigned to the three categories mentioned: 

Pursue: The circular economy principle is fulfilled. Fact sheets are prepared for the business model concepts, 
which present the relevant information on the respective concepts. The identified business model concepts 
are then evaluated by the assessment methodology in cooperation with experts from the automotive industry. 

Consider: The principle of circular economy is not directly fulfilled. The business model concepts are 
therefore considered for use as a supplement in the conceptual design. No profiles are created for this 
category. 

Discard: The circular economy principle is not present. Therefore, these business model concepts are not 
considered further in the assessment and subsequent conceptualization 

3.2 Description of selected business models 

After examining the 55 business models with regard to their possibility of establishing circular automotive 
production at the production equipment level and classifying the models into the three categories mentioned 
above, six suitable business models were identified. The identified models are described below. 

Crowdfunding is the outsourcing of a product or project to several customers or investors. The investors, 
also called crowd funder, are private individuals or companies, who are free to decide how much they want 
to contribute to the project [21]. For money contributed, a right to use the product is acquired. Crowdfunder 
are usually not interested in maximizing returns, but in the implementation of the project [22]. 

The Fractionalised Ownership model represents a business model in which a community of buyers exists, 
in which each buyer receives a pro-rata right to use the object of purchase [23]. The company that offers the 
fractional ownership of its services is usually responsible for the management of the object of purchase. Car-
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sharing concepts have already successfully implemented the business model pattern in which several 
customers share a car. This makes the use of the car more economically viable [24]. 

In the Pay-per-Use business model, the customer does not buy any products, but pays a monthly or annual 
fee for the use of the products. A costumer pays within the framework of this business model exclusively for 
the effective use of resources [24]. A successful business model that uses the pay-per-use method is the Car-
Sharing concept Car2Go by Daimler, which was established in 2008. Unlike conventional Car-Sharing 
services or car rentals, where a automotive is typically only rented on an hourly or daily basis, Car2Go 
charges the rental exactly by the used minutes [25]. 

In the Rent Instead of Buy business model, the customer acquires a temporary, paid right to use a product. 
The concept is like the pay-per-use business model. The difference is that the customer commits to paying a 
fee for the temporary use of the product, irrespective of the actual effective period of use [26]. SolarCity, 
which was purchased by Tesla in 2016, represented a company, that successfully applied the Rent Instead 
of Buy model in their business [27]. The solar equipment manufacturer designed and installed solar panels 
on residential rooftops. The customer could choose between two options, the immediate purchase of the 
system or the Rent Instead of Buy option. 

In a Subscription model, the customer acquires a temporary right of use or takes out a subscription to a 
product. The frequency and duration of use are contractually agreed with the company and paid by the 
customer in advance or at regular intervals [28]. The software provider Salesforce transferred the model to 
the software industry over more than 15 years ago. The customer pays an amount in return for which he 
receives the company's software, including all updates, via the internet [29]. 

The Trash-to-Cash pattern represents a concept of sustainable economy. Used goods that are waste products 
at the end of their life in the value chain are recycled and then reused [30]. One company that has established 
the principle of the business model pattern in the company, is Caterpillar. The company has introduced a 
remanufacturing program, in which used parts are refurbished and resold. By reintroducing them into the 
product cycle, waste is reduced and, on average, about 85 per cent of the individual components can be 
recycled [6]. 

3.3 Evaluation method of identified business models 

Table 1: Overview of the business models to be evaluated 

Product 
Financing 

Potentials Challenges 

Crowdfunding Leveraged Product financing by 
costumers 

Product manufacture only if 
financial targets are met 

Fractionalized 
ownership 

Self-financed Denomination of the purchase 
amount 

Limited adaptability 

Pay-per-use Self-financed Payment only for actual use Precise forecast of future 
revenues 

Rent instead of buy 
Self-financed Short-term rent for capital-

intensive goods 
Forecast of rental income 

Subscription Self-financed Long-term rent for capital-
intensive goods 

Client must conclude long-
term rental agreement 

Trash-to-cash Self-financed Sustainable economic model 
New product manufacturing 
requires new warehousing 
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For the six business models identified and described, a classification was made within the levels of product 
financing, potentials and challenges, seen in Table 1. 

The methodology of utility value analysis was used to evaluate the business models. For this purpose, 
corresponding evaluation criteria were first developed for the identified business models. The evaluation 
criteria are based on the objective of identifying the most suitable business models for establishing the 
circular economy approach within automotive production at the operating resources level. The criteria are 
based on SCHALLMO [20] and are listed in table 2. 

These evaluation criteria were first weighted through expert interviews from the automotive industry with a 
focus on equipment manufacturing using a pairwise comparison. To carry out the utility analysis, a 
corresponding evaluation of the criteria was carried out for each business model using dimensionless 
evaluation numbers. The calculation of the individual utility value per criterion is carried out according to 
the following formula:  

𝑈𝑡𝑖𝑙𝑖𝑡𝑦 𝑣𝑎𝑙𝑢𝑒 = 𝑅𝑎𝑡𝑖𝑛𝑔 ∗ 𝑊𝑒𝑖𝑔ℎ𝑡𝑖𝑛𝑔 𝑖𝑛 %  (1) 

By adding up the individual utility values accordingly, an overall utility value could then be summarised for 
each business model. On the basis of the total utility value, a raking could then be created that determines 
which business model optimally fulfils the previously defined guiding question. For the utility value analysis 
carried out in this work, the following evaluation numbers from 0-3 were chosen: 

− Rating 0: the alternative does not fulfil the criterion
− Rating 1: the alternative hardly fulfils the criterion.
− Rating 2: the alternative partly fulfils the criterion.
− Rating 3: the alternative fulfils the criterion completely.

4. Results and discussion

4.1 Business Model Innovation 

This chapter presents the results of the pairwise comparison and the utility analysis. Both methods were 
carried out in cooperation with experts from the equipment manufacturing industry. When conducting the 
comparative methods, the experts' assessment was made from the perspective of introducing the respective 
business models in their own companies. 

A total of the four expert interviews were conducted. The results of the pairwise comparison were used to 
weight the evaluation criteria in the utility value analysis. The average results of the four utility analyses 
carried out are shown below in Table 2. 
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Table 2: Average results of the four utility analyses 
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Weighting Utility Value 

Customer benefits (focus: sustainability) 11,1 % 0,2 0,1 0,3 0,3 0,2 0,2 

Acquisition of new customers 15,7 % 0,2 0,2 0,5 0,3 0,3 0,3 

Corporate image 11,8 % 0,1 0,1 0,4 0,4 0,4 0,4 

Market acceptance 12,5 % 0,1 0,1 0,4 0,3 0,4 0,3 

Technical feasibility (internal) 5,6 % 0,1 0,1 0,2 0,2 0,2 0,1 

Financial feasibility (internal) 12,9 % 0,3 0,3 0,4 0,3 0,3 0,3 

Need for know-how for employees 8,0 % 0,2 0,1 0,2 0,2 0,2 0,2 

Customers' willingness to pay 16,3 % 0,3 0,3 0,5 0,5 0,5 0,3 

Differentiation in competition 6,3 % 0,1 0,1 0,2 0,1 0,1 0,1 

Total utility value 1,6 1,4 2,9 2,4 2,5 2,1 

The aim of the evaluation is to make the currently largely linear car production sustainable by introducing 
the principle of circular economy, i.e. renting, leasing and sharing production resources at equipment level. 
The examination of the results shows that the pay-per-use business model achieves the highest utility value, 
followed by the subscription and renting instead of buying business models. For the experts, therefore, the 
classic rental models are the most attractive solutions for business model innovations to implement the 
principle of the circular economy in the currently largely linear automotive production. According to the 
experts, the pay-per-use business model is a good way to support car manufacturers in making their 
automotive production sustainable. In addition, the business model is expected to attract a large number of 
new customers. The reason for this is the fact that the customer only pays for the actual use of the respective 
production equipment. Although the trash-to-cash business model is a business model for sustainable 
business in the literature, it does not achieve the highest utility value. According to the experts, the technical 
and financial feasibility of the business model leads to an increased effort. The two business models 
crowdfunding and fractionalised ownership achieve the lowest utility values and are thus at the end of the 
ranking. The acceptance on the market and the customers' willingness to pay for the business model are not 
considered to be given. 

With the establishment of the pay-per-use business model in car production, the scenario arises that 
automotive manufacturers do not buy capital-intensive production equipment such as grippers or fixtures, 
but acquire the right to use the product for a certain amount of money. However, it is agreed that the customer 
only pays for the actual use of the product. In the chosen concept, the supplier in the field of operating 
equipment retains ownership of its own product. This means that the supplier can refurbish and reuse the 
product at the end of its useful life if possible. Reusing the production equipment prevents it from being 
disposed of at the end of its life. The identified business model establishes the principle of the circular 
economy and makes the currently largely linear automotive production sustainable at equipment level. 

554



4.2 Concept digital platform business model “as a service” 

As digitalisation progresses, "as a service" approaches are becoming increasingly important in the field of 
business model innovation. The "as a service" approach enables companies to offer their products or services 
in the form of a subscription-based model in which customers pay for access to the use and added value of 
the solutions offered. For the realisation of a circular automotive production, this approach lends itself to the 
"pay per use" business model. At the equipment level, this concept is called "Equipment as a Service", 
whereby production equipment is rented instead of purchased. This not only ensures that resources are used 
as needed, but also makes it possible to recycle production equipment. After the utilisation phase, the 
production equipment is to be returned to the manufacturer and reprocessed according to an R-strategy 
(Reuse, Recycling, Remanufacturing,...) and re-rented as often as possible. The business model "equipment 
as a service", which is based on the pay-per-use approach, is to represent the core of a digital platform 
ecosystem. For this purpose, stakeholder groups from different equipment manufacturers will make their 
production equipment available to the corresponding user group.  Besides the easily calculable costs, another 
main advantage of this approach is its flexibility. It allows manufacturers to offer their customers customised 
solutions that are tailored to their specific requirements. Customers thus have the option of using production 
equipment as needed and are no longer tied to long-term contracts, allowing them to adapt their production 
to rapidly growing requirements and changes. Similarly, in-house storage of production equipment will be 
eliminated in the long term, saving storage costs. In 2020, Porsche and Munich RE founded the joint venture 
Flexfactory, which was to implement the Production as a Service approach on a large scale. In August 2023, 
however, the dissolution of Flexfactory was announced. The exact reasons for this are not known, but the 
following challenge could be considered [32]. 

One of the main challenges behind this approach is internal company standards, which makes it difficult to 
use the same production equipment more than once in different companies. However, 85% of entrepreneurial 
respondents to a BCG survey said they would share their newly built factory, while 62% said they would 
share existing facilities [32] . Similarly, data must be collected during the use phase in order to be able to 
derive an appropriate R-strategy after use. The security and data protection of customer data plays an 
essential role here, as it is transmitted via the internet and stored in the cloud. Thus, a distinction must be 
made between data relevant to the production and utilisation phases, but with successful implementation, the 
user of the production equipment can also benefit from appropriate monitoring. 

5. Conclusions and Outlook

The focus of this paper is on designing sustainable automotive production by conceptualising through 
business model innovation. The aim was to establish the circular economy approach for renting, leasing and 
sharing durable production equipment. Looking at sustainability aspects in automotive production at 
equipment level, it was found that the concept of sustainability is already firmly anchored in the corporate 
strategy of leading car manufacturers. Measures are being taken to increase energy efficiency in automotive 
production. However, the potential of the circular economy in automotive production is not yet exploited. 
Currently, there are no existing circular business models in automotive production. This shows how 
important it is to develop innovative business models to establish the circular economy in automotive 
production for production equipment. The evaluation showed that the four experts agree that the pay-per-
use business model is the best solution for establishing a circular economy for production equipment in 
automotive production. The pay-per-use business model approach reduces the share of investment costs in 
capital-intensive production equipment. The user only pays for the actual use phase, and the equipment 
manufacturers can then recondition the production equipment and rent it out again. The conceptualisation of 
sustainable automotive production through recyclable production equipment was described in this paper 
through the "Equipment as a Service" approach. However, the business model alone is not sufficient. For 
the realisation, in addition to the modularity of the production equipment, a suitable sensor concept must 
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also be identified in order to be able to classify it into an R-strategy after the utilisation phase. The core of 
further consideration will be the realisation in the digital platform. Suitable data interfaces must be created 
between all business partners, such as the customer and the service provider of the equipment-as-a-service 
model, in order to guarantee effective and efficient implementation. 
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Abstract 

The transformation to digital manufacturing has become increasingly critical for companies to remain 
competitive and achieve efficient manufacturing processes. However, manufacturing operations are often 
plagued by suboptimal allocation of resources, which can lead to higher costs and lower productivity. 
Digitalization has the potential to address these challenges by enabling real-time data monitoring, reducing 
quality costs, and improving process quality. 

Previous studies have shown that digital manufacturing can improve the efficiency of manufacturing 
processes and lead to productivity increases in organizations. However, despite these advantages, many 
digital innovation projects in manufacturing fall short of their initial ambitions, often resulting in incremental 
improvements to an existing manufacturing system. This is partly due to the challenges faced by 
manufacturing companies in quantifying the added value versus the costs of digitization technologies. 

Therefore, the objective of this paper is to propose an adaptive solution approach that addresses the need of 
aiding the decision process in selecting and assessing digital technologies to reduce wastage in 
manufacturing processes. The approach combines the ‘Makigami’ methodology, an ‘Activity Diagram’ 
(AD) modelling methodology, and a simplified ‘Flow Chart’, representing an aggregated view of the more 
detailed AD via a custom modelling schema, into one coherent framework. We further introduce the 
‘Methods-Misallocation-Measure’ (3M-Graph) framework, which maps methods onto elements of wastage 
and misallocation, and subsequently assigns potential countermeasures. This tripartite mapping facilitates 
the identification of wastage during process analysis, the allocation of digital optimization measures and 
eases the assessment of cost effectiveness. The proposed approach aims to improve process efficiency and 
reduce wastage in manufacturing through digitalization. We conduct a case study of the approach and its 
application to an industrial assembly station, comparing the initial and then optimized processes. Future 
work includes the identification of further improvements and extending the framework by methodologies 
for estimating cost effectiveness more concisely. 

Keywords 

Digitalization; Efficiency; Cost-benefit analysis; Adaptive approach; Wastage reduction; Process Mapping 

1. Introduction

The shift towards digital manufacturing has become increasingly crucial for companies seeking to maintain 
their competitiveness and optimize manufacturing processes effectively. Nonetheless, manufacturing 
operations often suffer from suboptimal resource allocation, leading to escalated costs and decreased 

559



productivity [1], [2]. The adoption of digitalization offers promising solutions to tackle these challenges by 
facilitating real-time data monitoring, reducing quality costs, and enhancing process quality [3], [4]. Various 
studies have demonstrated that digital manufacturing can significantly enhance manufacturing process 
efficiency and foster productivity gains within organizations [4], [5], [6]. 

Despite these advantages, many digital innovation projects in manufacturing have fallen short on their initial 
ambitions, often resulting in only incremental improvements to existing manufacturing systems [1]. This 
outcome can be attributed, in part, to the challenges faced by manufacturing companies when it comes to 
quantifying the added value versus the costs of implementing digitization technologies [1], [7]. 

Therefore, the main objective of this paper is to propose an adaptive solution approach that addresses the 
necessity of supporting the decision-making process in selecting and evaluating digital technologies for 
manufacturing processes. 

2. State of the art

With reference to the state of the art, a collection of approaches exist that aim to introduce digital 
technologies into production to avoid wastage in a targeted manner. LANZA ET AL. developed strategies for 
the introduction of Industry 4.0 technologies. This includes the provision of a toolbox with standardized 
methods such as paperless production in manufacturing [8]. In addition to a description of certain methods, 
information is provided e.g., about potentials and risks, and prerequisites regarding the implementation 
level [9]. For the roll-out of digital methods, a quick check is first carried out to determine the degree of 
maturity in regard to the prevailing digitalization level. Next, maturity levels required by the methods of the 
toolbox are compared against the surveyed maturity level. Finally, measures for achieving the maturity level 
required by the methods of the toolbox are identified and conducted [8]. 

Whilst this approach is high level, other approaches address different process steps separately along the value 
stream. SALVINETTI adapts value stream mapping for the use within the context of Industry 4.0. The 
conventional value stream analysis is conducted first, followed by an analysis of the existing and required 
data ingestion. The same approach is employed for data processing, data preparation and data transfer 
successively. Finally, the by then digitized process is fully modeled [10]. 

METTERNICH ET AL. and MEUDT ET AL. extend value stream mapping to include information flow. For this 
purpose, the information flow is recorded at the level of individual process steps and linked to their media 
of storage such as paper or ERP systems by applying a Makigami analysis. The intended use of such 
information is recorded as well. This includes quality management and shop floor management, amongst 
others [11], [12]. Based on this representation, weak points in the information flow that contradict Lean 
principles can be identified. For this purpose, METTERNICH ET AL. defined Digital Lean principles of 
information flows in accordance with the Lean principles of material flows i.e., ‘only digitize lean processes’ 
or ‘do not allow information flows unless information is used’. The former principle states that material flow 
must first be optimized before digitization of any processes are considered. The latter principle states that 
only useful information should be collected, as otherwise it would be considered digital waste. Digital 
wastage is divided into eight categories, inspired by the eight Muda: data selection, data quality, data 
collection process, data transfer & transport, inventory & processing times, moving & searching, data 
analysis, and decision support [11]. 

Whilst most approaches with respect to the mitigation of wastage tend to focus on using digital technologies 
to reduce physical wastage in terms of the eight Muda (e.g., [13], [14], [15]), further sources besides 
METTERNICH ET AL. exist that recognize the importance of capturing and minimizing wastage induced by 
digital technologies. ALIEVA AND VON HAARTMAN identified three fundamental types of digital wastage: 
failure to consider expert knowledge of product and processes when collecting data, failure to use collected 
data to generate information for process improvement, and failure to improve processes despite collected 
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and analyzed data [16]. ALIEVA AND POWELL examine digital wastage within real-world cases and 
recommend considering it in value stream mapping [17].  

Despite these first approaches, there are still several research gaps evident related to the implementation of 
digitalization technologies in manufacturing processes. Firstly, there is still a lack of clarity on how to 
implement digitalization in an interoperable way, as pointed out by HODAPP AND HANELT [18]. Secondly, 
there is a dearth of theoretical studies on how to implement digitalization technologies to achieve data-driven 
process efficiency in manufacturing processes, as noted by TROPSCHUH ET AL. [19]. Therefore, it is 
necessary to map digital and physical wastages onto process activities as well as to recommend potential 
digitalization measures that minimize these wastages. 

3. Methodological solution approach

The main goal of our methodological solution approach centers around the idea to ease systematic process 
analysis and to relax the dependency on expert knowledge. Conventional process analysis heavily relies on 
experts to create an adequate process description and to identify process inefficiencies, followed by an often-
non-formalized process to identify potential mitigation strategies, e.g., brainstorming. Instead, we propose 
an approach to capture an observed process on multiple levels of granularity with predefined elements in a 
well-defined manner, which fosters successive analysis steps, and to secondly guide the ideation of 
mitigation strategies by tripartite graph consisting of “observed methods” – “potential wastage” – “possible 
measures”. Instead of deducing potential measures from observed misallocations (failure mode, cause and 
effect chain), we propose a solution-neutral approach by starting from unbiasedly observed process methods, 
then narrow down a collection of potential misallocations linked to the observed process method and finally 
determine predefined countermeasures linked to the previously narrowed down collection of potential 
misallocations. Therefore, the main effort during process analysis shifts from a-priori/in-situ perception of 
process inefficiencies by means of expert knowledge to a-posterior evaluation of devised improvements, 
which can be conducted by less experienced personnel. To derive our methodological solution approach, 
this chapter describes our model for describing manufacturing processes, their associated information flow 
and their subsequently linkage to classic and digital wastage. Section 3.1 explains the inherent problem of 
choosing a sufficiently but not too finely detailed process model. Section 3.2 presents an adapter layer to 
combine analysis conducted on different levels of granularity, which is especially useful to connect 
information flow to physical assembly actions in Section 3.3. This section then discusses the mapping of the 
associated information flow to the process model. The approach concludes with the formulation of the 3M-
Gaph, which assigns possible improvement measures to previously identified wastage in Section 3.4. 

3.1 Problem Statement: Choosing an adequate abstraction level 

Optimizing manufacturing processes via digital measures poses two main challenges. Firstly, identifying 
sources of wastage and misallocation, and secondly, determining appropriate countermeasures. In contrast 
to optimizing physical aspects of a process, operating in the digital domain is especially sensitive to choosing 
a suitable level of abstraction. For instance, information flows represent abstract concepts only, whereas 
track-and-trace technologies are heavily hardware-related, and databases incorporate hardware aspects while 
abstracting information flows and models. Connecting abstract information flow, material flow, 
manufacturing steps performed by human workers, and process peripheries such as the supply chain in a 
meaningful and analyzable manner, is still a key challenge for identifying potential sources of wastage as 
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well as for allocating digital optimization measures. Therefore, the abstraction level is subsequently oriented 
towards shop floor operations (according to withdrawn VDI 2860 [20]), see Figure 1. 

Figure 1: Shop floor operations 

3.2 Adapter Layer: Aligning operational and informational analysis 

To overcome the aforementioned challenges, we propose combining the detail leveled ‘Makigami’ approach, 
an abstract ‘Activity Diagram’ (AD) modeling approach, and a simplified ‘Flow Chart’, which only depicts 
aggregated manufacturing actions and methods, into one coherent framework, see Figure 2. Each component 
serves a specific purpose. The Makigami diagram excels at identifying wastage regarding digital information 
flow, database architecture, and data modeling, which we broadly subsume under the term ‘digital Muda’. 
In contrast, physical wastage, which can be mitigated via digital measures (e.g., deploying computer vision-
based quality control, etc.), can be analyzed more easily in a simple flow chart that only depicts high-level 
relations. To combine the deep-dive insights of the Makigami diagram with the high-level analysis of a 
simple flow chart, we interlace both analysis levels via an AD. The AD serves as an adapter layer between 
the mostly digital and very detailed analysis and the more holistic and mainly physical analysis. Ideally, the 
detailed process flow of the AD can be clustered, thus directly forming the simplified flow chart. 

Figure 2: Framework for MAM-Chart approach 

3.3 MAM-Chart: Fusing ‘Makigami-Activity-Method’ into a holistic approach 

Whilst Makigami and AD are well defined approaches, we experienced that it is difficult to choose an 
appropriate level of abstraction regarding the flow chart. The family of industry standards such as i.e., VDI 
2860, DIN 8580 and DIN 8593 [20], [21], [22], deliver a solid basis in terms of well-defined standards and 
terminology to build upon. Whilst the already mentioned industry standards define broader families of 
process actions and then quickly deepen into very specific terminology, we employ an intermediate 
terminology more appropriate for clustering and aggregating the AD process description. The 
implementation of this intermediate terminology is indeed use case specific but geared towards MTM-UAS 
(Methods-Time Measurement - Universal Analysis System) in terms of abstraction. Thereby, this 
intermediate terminology represents a collection of ‘methods’ (in terms of clustered manufacturing steps), 
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which we call “process basket”, see Figure 2 right column. Whereas the AD and flow chart are interlaced 
via their clustering relation, AD and Makigami are interconnected via depicting flows, sources, and media 
of data. We therefore extend the standard Makigami approach by building upon the scheme ‘data source 
(where the information originates?) – information object (what the information is about?) – resource (how 
the information is actually conveyed?)’. Firstly, one Makigami is utilized to list data sources accessed within 
the scope of the process to be optimized. This Makigami in turn maps onto a second Makigami only depicting 
different types of information objects (e.g., order ID, part number, sequence number, etc.), which then maps 
onto a third Makigami containing only resources such as worker, parts, tools, etc. The third Makigami then 
finally connects to the actual AD process flow, see Figure 2. By doing so, handovers into multiple 
information objects or duplicate data sources can easily be identified. Finally, the AD serves as an adapter 
between the Makigami relations and the clustering into a simplified flow chart. We refer to this three-parted 
approach as ‘MAM’-Chart. 

3.4 3M-Graph: Linking ‘Methods-Misallocation-Measure’ 

Whilst above mentioned MAM-Chart comes in handy for identifying wastage, it is not particularly useful 
for assigning (digital) measures to already identified wastage. Therefore, we propose a second framework 
building upon the MAM-Chart by mapping methods (from the ‘process basket’ used for the simplified flow 
chart in the MAM-Chart, Figure 2 most-right column) onto elements of misallocation and wastage, which 
in turn are mapped onto potential countermeasures. Thereby, we form a tripartite graph consisting of 
assigned triplets of [method, misallocation, measure], wherein we refer to ‘method’ in terms of clustered 
manufacturing steps (see above). Even though the 3M-Graph depicted in Figure 4 is tailored to a specific 
use case, the 3M-Graph can be generalized to support a wide range of process optimization. Furthermore, 
the 3M-Graph can be extended by additional methodologies to estimate costs and potential benefits of 
measures listed in the most-right column of Figure 4. Within an industrial process optimization workflow, 
firstly, a MAM-Chart would be created with the specific use case in point. Secondly, based on this process 
mapping and the acquired methods (see ‘process basket’ in Figure 2 most-right column), potential 
misallocations and wastage can be gathered (see middle column of Figure 4) and compared to the MAM-
Chart. Thirdly, appropriate countermeasures can be identified by the right-most column of the 3M-Graph 
(see Figure 4). Not yet implemented, but conceivable for the future, suggested estimation methodologies for 
costs and benefits can be linked to each measure to guide the decision-making process when it comes to 
choosing appropriate optimization strategies. 

4. Evaluation

The approach described above is examined as part of a case study using a real-life example, which is 
discussed in this section. The example depicts the pre-assembly process of a front bumper within one of the 
leading European commercial vehicle manufacturers. In section 4.1 the real-life example is described in 
detail. In section 4.2 we evaluate the MAM-approach by an excerpt of the results from section 4.1 with 
regards to the process modelling as well as the corresponding information flow. Afterwards wastage was 
identified and added to the MAM-model. Finally, potential countermeasures were derived from an 
exemplary 3M-Graph in section 4.3. The final remarks and conclusion are presented in Section 4.4.  

4.1 Description of the use case and the manufacturing process 

In this process, workers first need to identify the order of assembly and the assigned assembly duration per 
order from an overview list by themselves. Then, workers stamp on a paper printout to confirm the 
assignment of the order to their unique ID. Next, workers search for an order-specific bill of material, which 
serves as an overview to determine which parts need to be assembled at which location on the assembly 
(e.g., right vs. left hand drive) as well as the parts’ location in the logistics supermarkets. From a nearby 
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supermarket, all necessary components are successively picked into an assembly trolley and brought to the 
assembly station. This procedure must be done at least twice. Workers then pick up an assembly rack to load 
it with the basic structure using a manipulator. The assembly rack is then moved to an assembly workstation 
as well. Next, the actual assembly is carried out at the assembly workstation. After the assembly is done, 
workers move the assembly trolley with the pre-assembled bumper to a Q-Gate. There, plug connections, 
scratches or further damage are manually checked. In addition, the installation of the radar sensor must be 
confirmed by scanning a data matrix code. Finally, workers place the pre-assembled bumper in the correct 
spot and sequence within a buffer zone, which is then emptied again by other workers from the main 
assembly line using the pull principle. The whole pre-assembly of the front bumper takes between 20 and 
35 minutes, depending on the variant. To apply the approach consisting of the MAM-Chart and 3M-Graph, 
an on-site inspection was carried out. During modeling, the higher-level process steps were first recorded in 
the correct order (see ‘process basket’ at the MAM-Chart, Figure 2 most-right column). Then the objects of 
the respective Makigami diagrams (data sources, information objects and resources) were determined based 
on the process observation. In the next step, the process building blocks were refined by modelling them in 
an AD (adapter) and linking them to the Makigami diagram. For reasons of clarity, only an excerpt of the 
entire process is shown in this paper, which is visualized in Figure 3. The excerpt ranges from the beginning 
of the process (finding the right order to assemble) up to the end of the part picking in the supermarket. The 
loading of the basic structure, the assembly process in and of itself, the Q-Gate, the scan of the radar sensor 
as well as the sequencing into a buffer zone are not analyzed in this paper. 

4.2 Evaluation of the MAM-Chart connecting process and information flow 

For the examined excerpt of the pre-assembly, delay times due to the order acceptance sub-process, searching 
for information on the printout, and searching for the appropriate bill of material, were identified as 
conventional wastage. Furthermore, the movement of the assembly trolley per se represents an unnecessary 
transportation loss (misallocated worker time). Due to the undersized assembly trolly, multiple walking 
cycles are required, resulting in overprocessing during part picking. Because of the insufficient worker 
guidance, the dependency on implicit knowledge of the workers is identified as a weak point from the 
Makigami diagrams. Furthermore, it can be observed that digital information is transformed into an 
analogous media format (printouts). In addition, extra analog information is then generated by a stamping 
procedure. An a-posteriori data analysis would require additional digitization of this data. Additionally, data 
is required repeatedly. For example, the order ID is referenced several times in the process but is transferred 
via different documents. Finally, data is presented and interpreted without any reference context during the 
picking process.  

4.3 Evaluation of the 3M-Graph for deducing potential countermeasures 

By identifying possible wastages within the observed process and by employing the 3M-Graph approach to 
our use case (see Figure 4), countermeasures were compiled to mitigate process inefficiencies. The dotted 
red line in Figure 4 constitutes one exemplary instance. To confirm orders without stamping printouts 
(analog data), the 3M-Graph proposes to use Worker ID cards as authentication method. Thereby, digitally 
captured data can easily be analyzed without resulting in higher process times and by also adding timestamps. 
Figure 4 also contains further combinations to reduce wastage like substituting the paper printouts with a 
smart watch. A smart watch would display a worker guidance system to assign orders to workers by using 
live data and the actual shift performance. The depicted 3M-Graph does not claim to be exhaustive. 
Depending on the use case, the graph must be adjusted and extended accordingly by the analysis of the case 
in point. 
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Figure 3: Extract of a MAM-Chart from a pre-assembly station 

4.4 Final remarks and conclusion 

In comparison, processes at the use case company have typically been analysed using conventional Gemba 
walks. In contrast to the current method, our approach considerably accelerates the identification of wastage 
by integrating information flows and physical actions at different aggregation layers through the MAM-
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Chart. This proves especially advantageous given the complex and intertwined information and process 
flows involved in the simultaneous manufacturing of numerous product variants within the same facility.  

Conventional process mappings have struggled to systematically capture wastage between handovers of 
various entities, particularly at the interface between physical and digital domains. Furthermore, the 3M-
Chart fosters a systematic approach in regards of identifying adequate countermeasures.  

Figure 4: Excerpt of a 3M-Graph 

5. Limitations and outlook

This article focuses on the presentation of a generic, applicable approach for reducing both, classic and 
digital wastage in assembly processes through measures aimed towards digitization. For this purpose, basic 
modules from a process basket (see Figure 2) are used for the process descriptions, which are then transferred 
into a more concrete process description using an AD. Subsequently, the wastages found are assigned to 
measures from the 3M-Graph (see Figure 4). Both, the process basket, and the 3M-Graph were only compiled 
initially. A completion is therefore not yet given. This requires the analysis of further processes, which will 
successively contribute to an extension of the basket and the 3M graph. Currently, the presented approach is 
oriented towards assembly processes. The representation considers the process itself as well as associated 
resources on the shop floor. However, the product to be manufactured is not taken into account. By 
additionally considering the product, the procedure could be further refined, e.g., to link a digital 
representation of the product itself or related information into a fully digital model. This would allow further 
(classical and digital) wastages in the processes to be modelled accordingly. To further optimize the 
procedure, it seems sensible to extend the approach to include digitization KPIs. The KPIs mentioned in 
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METTERNICH ET AL. [11] provide orientation for this. The KPIs presented therein can be used to record the 
proportion of digitized data in a process, the availability of information and the use of information. However, 
these metrics should be expanded to include metrics that take wastage into account to ensure that digitization 
in processes is also done purposefully and does not just prioritize the use of modern technologies. Finally, 
the measures from the 3M-Graph should be correlated with the efforts necessary. This should consider that 
the efforts for digitization do not exceed the expected benefit of digitization. Such an assessment cannot be 
provided in a generic way in the form of catalogues. However, it does seem possible and feasible to derive 
a procedure for determining the costs, both technically and economically. 
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Abstract 

The use of flat membrane humidifiers increases efficiency and extends the lifetime of fuel cells by 
humidifying the inlet airstream. The conditions under which the membranes mainly operate are determined 
by humidity, temperature, and pressure. The flat membrane humidifier uses the cathode-outflow of the flue 
cell to humidify the inlet airstream. Commonly available PFSA sandwich membranes are not necessarily 
designed to suit these operational conditions. Delamination of PFSA and the reinforcement layers may occur 
due to weak connection between the different layers. A delamination may lead to leakage, which could result 
in a bypass and pressure loss of the in- and outflow of the fuel cell. As a consequence, delamination of the 
PFSA membrane may cause failures of the flat membrane humidifier operation. To avoid delamination under 
such thermal and humidified conditions, it is necessary to strengthen the membrane during preparatory 
production steps against delamination. This paper examines different methods to strengthen the sandwich 
membrane against delamination due to water intake. It compares the effect of different sealing processes, 
focusing on increasing resistance against delamination. The investigated methods can also find application 
in PFSA membranes used under similar conditions, such as fuel cells. The technology selection process is 
focused on technologies enabling the flat membrane humidifier mass production for the automotive supplier 
MAHLE.  

Keywords 

Polymer Electrolyte Membrane (PEM) Fuel Cells; humidifier membrane; PFSA; technology screening; 
technology selection; flat membrane humidifiers; automotive industry  

1. Introduction

Proton-exchange membrane fuel cells (PEMFC) have emerged as clean power sources with broad 
applications. In PEMFCs, chemical energy is converted to electrical energy through an electrochemical 
reaction, primarily utilizing hydrogen as fuel. Maintaining optimal humidity levels within the fuel cell is 
crucial to ensure efficient and stable performance. 

In recent years, flat membrane humidifiers have gathered significant attention as effective solutions for 
humidifying reactant gases in fuel cells. Higher humidity levels in the fuel cell lead to increased efficiency 
and extended service life. The function of flat membrane humidifiers is to separate outgoing used and 
incoming fresh air and pass the humidity of the outgoing air to the incoming air. [1] Therefore, the flat 
membrane humidifier consists of various layers of alternating membranes and spacer, which need to be 
joined. [1] One of the most promising joining technologies for the layers of the membrane/spacer-stack 
seems to be adhesive bonding. 

Experiences by the automotive supplier MAHLE have revealed weaknesses in the membrane used for flat 
membrane humidifiers, particularly related to delamination of the membrane layers when exposed to water. 
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As operational conditions for flat humidifiers involve high water intake, optimizing the membrane's 
resistance against delamination becomes vital. Enhancing resistance to delamination, especially during water 
intake, appears to be beneficial in improving lifespan during an operation. 

Figure 1: membrane stack for a flat membrane humidifier of a fuel cell system [1] 

Delamination of the membrane of the flat membrane humidifier is critical, because it creates gaps and 
irregularities in the joining bond between the two membranes. Figure 1 shows these points as crucial points. 
When gaps or irregularities occur, dry and wet air can mix, leading to pressure loss and mixing air 
components This consequently results in a loss of functionality. A well-bonded membrane spacer stack is 
essential for the long-term durability of the humidifier. Delamination tendency of the membrane layers, 
ultimately reducing the membrane's lifespan and necessitating frequent replacements or maintenance. 

Perfluorosulfonic acid (PFSA) membranes are considered the standard in PEMFC applications due to their 
superior thermal, mechanical, and chemical stability, as well as high proton conductivity. [2] This paper 
focuses on the production of a flat membrane humidifier by using a PFSA membrane as the active layer 
between the inlet and outlet airstreams. PFSA-based membranes are well-known for their exceptional water 
conduction properties. To enhance specific properties, such as mechanical strength and stability, the 
membrane is reinforced and built up as a "sandwich membrane". 

The paper examines various approaches to preventing delamination in an existing PFSA sandwich membrane 
with non-woven reinforcement. The state of the art presents the properties of PFSA membranes. The 
methodology chapter investigates approaches to improve the mechanical properties of the PFSA membrane. 
At the end, the results are described and discussed. The paper concludes that conventional sealing methods 
are not helpful for increasing resistance against delamination during water intake.  

2. State of the Art

The sandwich membrane of the flat membrane humidifier has two major functions, a structural/mechanical 
function (i.e., to serve as a chemically inert barrier to prevent bulk mixing of catholyte and anolyte solutions) 
and a chemical function (i.e., to selectively transport the specific ions from one solution to the other). [3] 

To meet the requirements, PFSA polymers are used as membrane materials. The hydrophilic groups of the 
PFSA membrane act as proton-conducting pathways when hydrated and thus are responsible for the quality 
of proton conductivity. [4,5] The hydrophilic acid groups are agglomerated in clusters. Upon hydration, they 
take up water, which results in swelling of the clusters. Therefore, the clusters partially connect and build 
paths for hydrogen ions. [2]  

Additional materials for PFSA membranes are non-woven materials. Non-woven materials are porous 
substrates that result in a higher membrane lifetime. [6] The membrane investigated in this paper is a 
sandwich membrane consisting of a non-woven reinforcement layer on the outside (Figure 2).  

joining bond

membrane

crucial points

StackPart of the Stack
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Figure 2: Schematic representation of the sandwich membrane 

3. Methodology 

Since delamination due to water intake was recognized through empirical experience in the usage test of the 
flat membrane humidifier, the behaviour of the membrane in humidified environments had to be analysed. 
Test conditions for humidified environments were achieved in a climatic chamber (95°C, 95 % rel. 
humidity). The conditions in the climatic chamber simulate the operating conditions during normal 
operation. Additionally, the samples were submerged in liquid water to model maximum water intake. The 
time out of water (ooW) before peel-off was defined as one of the main parameters.  

The first step in this study was to inspect the structure of the sandwich membrane. An optical inspection of 
the sandwich membrane was done. Because of the fleece structure of the non-woven reinforcement, the bond 
between the reinforcement layer and the PFSA membrane is punctual (Figure 2). Different conventional 
sealing methods have been considered to improve the bonding quality between two layers. 

Sealing technologies commonly used in the packaging industry are heat sealing (also called conduction 
sealing), high-frequency sealing, and ultrasonic (us) sealing [7]. Additionally, laser welding as a sealing 
technology has been considered. As laser welding resulted in smoke marks on the membrane, it is not 
described in the results. Since the membrane consists of non-metallic parts, high frequency sealing methods 
could not be applied. Additionally, adhesive bonding has demonstrated its potential as an effective joining 
technique, prompting investigation into its application for sealing purposes. The goal of the sealing 
technology was to improve the bonding strength of the layers of the sandwich membrane (non-woven layers 
and PFSA membrane), especially in humid environments. 

In this paper, ultrasonic sealing, heat sealing and adhesive bonding experiments were carried out. 
Complementary, the authors applied a combination of heat sealing and adhesive bonding. Heat sealing and 
adhesive bonding, as the most promising sealing techniques, were tested under different stages of humidity. 

4. Material, Machines, and Methods 

The membrane is a sandwich membrane composed of a PFSA polymer and additional non-woven layers on 
the outside. A two-component polyurethane compound was used as an adhesive. Sealing experiments for 
ultrasonic sealing were carried out on the ultrasonic machine SonyTop from MS Ultrasonic Technology 
Group. The SonyTop machine uses a frequency of 20 kHz and 4 KW. The radius of the sonotrode is 2.5 mm, 
and the anvil has a radius of 1.5 mm. There are two linear sealing seams of ultrasonic sealing for each sample. 
Heat-sealing experiments were conducted using the laboratory-sealing device of SGPE HCT 320 
Labormaster. The parameters that were used in the test are summarized in Table 1. 

The tensile testing machine from ZwickRoell GmbH & Co. KG was used for testing. The tensile test was 
performed by delaminating a non-woven layer and clamping it onto the tensile testing machine. The tensile 
test was performed at 100 mm/min. All samples were conducted as strips with a width of 15 mm and a 
10 mm wide sealing seam across the entire width for heat sealing and adhesive bonding, and two linear 
seams for ultrasonic sealing. Six samples of heat sealing and ultrasonic sealing and three samples of adhesive 
bonding were tested. The peel-off angle of the samples was at 180 degrees and the tests were conducted in 
a climate-controlled environment at 21.8°C and 64% relative humidity (r.h.). 

Non-woven
reinforcement layer

PFSA-
membrane
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For adhesive bonding experiments, the material was prepared in two different ways. First, the adhesive was 
applied to commercially available sandwich membranes, compressed to create a defined adhesive bead, and 
then dried for 24 hours at ambient temperature (Figure 3 left). Additionally, an adhesive was applied to the 
sealing bead of heat-sealed sandwich membranes (Figure 3 right).   

Figure 3: Schematic illustration of sample preparation 

4.1 Optical inspection 

The following chapter presents the results of the optical inspections, showing the actual structure of the 
membrane. To investigate the structure of the membrane, it was analysed under a scanning electron 
microscope (SEM). Additionally, the membrane was imbedded in resin and polished to examine the bond 
line with a light microscope (Figure 4). 

Figure 4: SEM (left) and micrographic inspection (right) of the sandwich membrane 

As outlined in the state of the art, the sandwich-membrane consists of a continuous PFSA membrane, which 
is the active layer between two non-woven reinforcement layers. Due to the non-homogenous surface of the 
non-woven, the bond between PFSA and the non-woven layer only consists of single fibres enclosed with 
PFSA, as shown in Figure 4 on the right side. Consequently, adhesive forces between PFSA and the 
reinforcement layer cannot be as high as they would be if both materials had continuous surfaces. This results 
in decreased adhesion.  

In further research, the process of delamination was examined optically. To this end, the different layers of 
the non-woven and the PFSA membrane were examined under the microscope and during delamination. It 
became apparent that one of the non-woven reinforcement layers can be peeled off more easily than the other 
one. Visually, this difference can not be explained.  

Figure 5: Microscopic image of the peel-off process (middle) and the peeled-off PFSA membrane (side)) 

Sandwich membrane(1) Pre-sealed sandwich membrane(2)

200µm100µm
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Figure 5 shows the microscopic image of the sandwich membrane during the peel-off process. The middle 
figure illustrates the sandwich membrane. The area marked “2” depicts the peeled-off non-woven 
reinforcement layer. The upper part shows the remaining sandwich membrane consisting of PFSA membrane 
and a non-woven layer. The left and right images illustrate the PFSA membrane, once again in enlarged 
view. Peeled-off non-woven layers were also examined under the SEM. An EDX analysis was performed to 
obtain the type of material seen in the images.  

Figure 6: SEM of the dry (left) and wet (right) peeled-off non-woven membrane from the sandwich membrane 

Figure 6 shows the peeled-off non-woven layer. In areas marked “A”, the EDX analysis detected mostly 
carbon and fluorine, leading to the assumption that those areas were PFSA. The SEM recognized carbon and 
oxygen only in areas marked “B”, mainly in the middle of the fibres. This indicates that those areas are non-
woven fibres. There was no difference to be found between the dry peeled-off membrane (on the left side) 
and the wet peeled-off membrane (on the right side). The thickness of the layer of the PFSA around the 
fibres is smaller than 500 nm.  

4.2 Results of Sealing Experiments 

The following paragraph shows the results of the different sealing methods. Three sealing methods were 
investigated: Sealing by ultrasonic (us) sealing, sealing by heat sealing, and sealing by adhesive bonding. 
The results of ultrasonic sealing and heat sealing are shown in Figure 7   

Figure 7: Comparison of tensile tests of ultrasonic sealing and heat sealing, and after water intake 

Figure 7 shows that dry ultrasonic-sealed membranes reach a maximum peel strength of 2.23 N, which is 
significantly lower than the maximum peel strength of heat-sealed membranes (4.93 N). It also shows the 
difference between non-sealed and sealed areas. Thus, it can be concluded that sealing does in fact have an 
impact on the peel-off strength of dry membranes. Since heat sealing provided better results, it was chosen 
for the upcoming experiments. All results are summarized in Table 2.  

With wet, heat-sealed membranes (after 2 or 5 minutes out of water), the resistance against delamination is 
drastically lower than in a dry state. It shows that the maximum peel-off strength of heat-sealed membranes 
that had been out of water for only 2 minutes is approximately the same as for the reference membrane (non-
sealed). Measuring the peel-off strength every 15 minutes demonstrated that resistance against delamination 
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rises with time out of water until it is back at the level of dry heat-sealed membranes. Figure 8 shows the 
peel-off strength of the sandwich membrane after the climatic chamber and after 30 minutes out of water. 

Figure 8: Tensile stress after climatic chamber and after drying process 

Figure 8 shows that, after 30 minutes out of water, the resistance against delamination again reaches the level 
of dry, heat-sealed sandwich membranes. Likewise, the sandwich membrane outside of the climatic chamber 
is almost in no time at the level of a dry, heat-sealed sandwich-membrane.  

To examine an additional non-conventional sealing process, adhesive bonding was investigated as a means 
to prevent delamination. The investigation assessed whether pre-sealing before adhesive bonding would 
improve resistance against delamination in the sandwich-membrane samples. The samples were pre-sealed 
using heat sealing before applying adhesive on the sealing seam. Figure 9 illustrates the results of these 
experiments. 

Figure 9: Comparison of tensile test of adhesive bonding as sealing with and without pre-sealing 

The resistance against delamination of the dry adhesively bonded membranes is nearly equivalent to that of 
the heat-sealed membranes (5.43 N adhesive | 4.93 N heat-sealing). Even though the resistance against 
delamination decreases when submerged in water, the decrease is less pronounced compared to the heat-
sealed membranes (3.60 N adhesive | 0.69 N heat-sealing | 2 min ooW). In general, non-pre-sealed 
membranes are able to sustain higher peel-off forces than pre-sealed membranes. When pre-sealed 
membranes are exposed to water, the decrease in peel-off strength is more substantial compared to non-pre-
sealed membranes. Nevertheless, resistance is still higher than that achieved only by heat sealing. The results 
are summarized in Table 3. 
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5. Discussion

5.1 Optical investigations 

Figure 5 presents the membrane after the peel-off process. The structure remaining on the PFSA membrane 
is cratered, resembling a negative imprint of the non-woven fibres. The SEM image in Figure 6 indicates 
that, typically, the PFSA is present around the fibres and subsequently torn off during the peel-off process. 
Consequently, the effect of wet delamination is not due to a lack of adhesion but due to lower cohesive forces 
within the PFSA. A decrease in mechanical strength of PFSA while humidified has been observed in past 
research [4,8,2] .  

Additionally, it was found that one non-woven layer is easier to peel off than the other. This circumstance 
might be due to the manufacturing process of the sandwich-membranes. Due to the roll-to-roll manufacturing 
process, the non-woven layers may be applied at different points in time or at different stages in the process. 

5.2 Sealing processes 

Figure 7 and Figure 8 demonstrate that heat sealing and ultrasonic sealing enhance the pull-off force. This 
observation points to an adhesive effect. During sealing, the contact area between PFSA membrane and non-
woven layers increases, increasing adhesive strength in those areas. Combined with mechanical interlocking, 
the overall strength of the bonding between PFSA membrane and non-woven layers increases.  

Notably, heat sealing proves to be more effective than ultrasonic sealing, which could be expected since 
ultrasonic sealing uses only a small line contact for sealing. This effect seems to result from two impacts: 
the non-continuous nature of the non-woven results in pores within the layer. In those areas, melting material 
is less available (compared to solid materials), potentially leading to lower adherence between non-woven 
layer and PFSA. Heat sealing allows for sealing a more extensive area, so the probability of melting areas 
with more fibres is higher. Additionally, the intermittent contact between the non-woven layer and PFSA 
membrane in the line contact area can result in a non-continuous seam for ultrasonic sealing. Fibres may not 
be present in some areas along this line of contact. Consequently, ultrasonic sealing exhibits lower durability 
than heat sealing. In contrast, the seal seam of the heat-sealing process is broader, and by taking more time 
and pressure, ensures more material in the contact area. 

In both cases, water intake weakens the strength of the seal seams. It can be attributed to a two-fold effect. 
Firstly, the difference in swelling due to water intake for PFSA and a non-woven layer could reduce the 
adherence between these two materials. [9] Secondly, the mechanical strength of PFSA decreases under 
humid conditions. [8] This effect is underpinned by the sandwich membrane exhibiting greater resistance 
against delamination when dry compared to when wet.  

Noteworthy is that the effect of decreasing resistance against delamination seems to be reversible. As the 
membrane gradually dries, the resistance increases once again. Another notable observation is the marked 
disparity in the effect between the experiments conducted in humid air in the climate chamber and the 
membranes exposed to pure water. The effect appears to be significantly stronger when PFSA is exposed to 
pure water rather than humid air. Since water intake of PFSA is drastically higher when exposed to liquid 
water instead of saturated water vapour [10], it can be assumed that delamination is directly related to water 
intake of PFSA membranes. This suggests that heat sealing could provide a durable sealing seam during flat 
humidifier operations when the membrane is not exposed to liquid water.  

5.3 Adhesive bonding as sealing 

The resistance against delamination for dry adhesively bonded membranes is slightly higher than for heat-
sealed membranes. This suggests that the adherence between PFSA membrane and adhesive is slightly 
stronger than the bonding between heat-sealed non-woven and PFSA membrane. The adhesive effectively 
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fills the pores of the non-woven layer and adheres to PFSA. As a result, the contact area between PFSA and 
non-woven/adhesive increases, enhancing delamination resistance. 

The adhesive bonding experiments did not point to significant differences in peel strength between the wet 
and dry state. Several explanations could account for this effect. Since the adhesive has an elongation at 
break of 210 %, it might compensate for the difference in swelling caused by water intake in non-woven 
fibres and PFSA. Thereby, the adhesive force is maintained. Another possibility is that the adhesive limits 
the absorption of water of PFSA, resulting in less swelling of PFSA.  

When examining the pre-sealed adhesively bonded samples, the resistance against delamination is not 
equally strong. Pre-sealing the membranes melts the non-woven fibres and therefore closes the pores of the 
non-woven. Consequently, the adhesive cannot flow through the pores sufficiently and adhere to the PFSA. 
Hence, the positive effect of adhesive bonding is reduced when dealing with pre-sealed membranes.  

6. Conclusion

The goal of this paper was to explore methods to enhance the resistance against delamination in humidified 
conditions for sandwich membranes during the operation of a flat membrane humidifier. Firstly, the structure 
of the PFSA membrane was optically analysed. Subsequently, different sealing methods, including 
ultrasonic sealing, heat sealing, sealing by adhesive bonding support, and sealing by adhesive bonding 
support with additional pre-sealing were investigated under both dry and wet conditions. 

It was observed that conventional sealing technologies did not exhibit a strong positive effect against 
delamination in wet conditions. However, adhesive bonding support showed promising results, significantly 
increasing the resistance against delamination in both wet and dry conditions. Surprisingly, the combination 
of pre-sealing and adhesive bonding did not yield a positive effect. In the end, adhesive bonding as a support 
against delamination emerged as the most promising approach in this study. 
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Appendix 

Table 1: Parameter of sealing techniques used (4. Material, Machines, and Methods) 

Process Force Power Sealing time Amplitude 

Ultrasonic sealing 500 N 200 W 0.3 s 0.04 mm 

Process Pressure Temperature Sealing time - 

Heat sealing 2 MPa 220°C 2 s - 

Table 2: Results of the sealing techniques (4.2. Results of Sealing Experiments) 

Process Fmax Fmin FØ SD SD/ FØ sample width 

Ultrasonic sealing 2.23 0.,96 1.42 0.47 0.33 15 mm 

HS - dry 4.93 3.19 4.32 0.61 0.14 15 mm 
HS – 2 min ooW 0.69 0.49 0.59 0.07 0.12 15 mm 
HS – 5 min ooW 0.8 0.32 0.74 0.05 0.07 15 mm 
HS – 10 min ooW 2.81 1.21 1.60 0.61 0.38 15 mm 
HS – 20 min ooW 5.16 2.14 4.11 1.03 0.25 15 mm 
HS – 30 min ooW 4.18 2.05 3.01 0.92 0.31 15 mm 

HS – CC 3.8 1.55 3.25 0.43 0.13 15 mm 

reference membrane 0.63 0.54 0.59 0.02 0.03 15 mm 

Table 3: Results of sealing techniques (4.2. Results of Sealing Experiments) 

Process Fmax Fmin FØ SD SD/ FØ sample width 

Adhesive dry 5.43 N 3.60 N 4.56 N 0.75 0.16 15 mm 

Adhesive 2 min ooW  3.67 N 3.60 N 3.63 N 0.03 0.01 15 mm 
Adhesive pre-sealed dry 2.68 N 2.01 N 2.35 N 0.27 0.12 15 mm 

Adhesive pre-sealed 2 min ooW 1.91 N 1.41 N 1.62 N 0.21 0.13 15 mm 
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Abstract 

Road logistics are essential to ensure the smooth flow of production and delivery of goods to their 
destination. Heavy-duty transportation places high demands on the power supply and driving range. Fuel 
cell electric powertrains appear to be the most suitable solution in the context of zero-emission targets for 
long-haul trucks. While several companies are working on the development of drivetrains and vehicle 
concepts, the supply of the required hydrogen remains a challenge. Many uncertainties in the logistics 
industry are caused by the lack of hydrogen fuel stations. This paper presents a concept to detect suitable 
hydrogen fuel stations along a planned route and select those that minimize hydrogen consumption. The 
concept is applied to a known set of fuel stations in Germany and a fixed route defined by the operational 
task of the truck. First, fuel stations that are relevant to the operational task are identified. Then, the energy 
consumption of the refueling strategy is minimized by solving the fixed-route vehicle-refueling problem 
(FRVRP), taking into account vehicle characteristics and unknowns such as the precise distance to the 
refueling station. An external application programming interface provides the route information. The 
optimization is then implemented as a mixed integer program (MIP). The resulting strategy indicates the 
sequence of fuel stations that need to be visited to reach the route destination in the most energy-efficient 
way. The implementation of the strategy shows that the operation of heavy-duty hydrogen vehicles in 
Germany is feasible with certain boundary conditions. Therefore, integrating the refueling strategy into the 
navigation task to avoid running out of fuel is a step towards reaching the zero-emission targets. 

Keywords 

hydrogen refueling strategy; hydrogen fuel stations; fixed-route vehicle-refueling problem; fuel cell; heavy-
duty truck 

1. Introduction

Compared to the refueling problem for vehicles with internal combustion engines or hybrid powertrains, fuel 
station planning for vehicles with fuel cell (FC) electric powertrains has different challenges. While fuel cost 
is of interest to operators of conventional trucks [1], keeping the vehicles in operation is an issue for 
alternative-fueled vehicles [2]. This is due to the lacking amount of fuel stations for alternative fuels and the 
limited range of vehicles [2]. Germany for example, has 91 operational hydrogen fuel stations, at 700 bar 
level, by May of 2023 [3]. Out of these, only about ten stations are accessible for trucks [4]. To ensure 
operability, it is compulsory to combine the navigation of the truck with its fuel planning. Otherwise, there 
is a risk of running out of fuel and not being able to reach a refueling station. To ensure operability and make 
FC trucks attractive for operators, an energy management system (EMS) that minimizes hydrogen 
consumption is developed. The EMS is designed to control the power supply from the FC to the powertrain 
of the truck. Therefore, it is integrated into an onboard system running in the truck. To ensure the operation 
of the system and prevent transmission errors, the amount of data transmitted should be as small as possible. 
The navigational data is supplied by a web API with a response with a high data load. Therefore, the number 
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of these requests needs to be limited. Hence, it is an attractive approach to solve the refueling strategy to 
provide the required amount of hydrogen as an FRVRP. 

In this paper, we present a method to solve the FRVRP for FC trucks, defining suitable fuel stations in the 
first step and deriving a policy, that considers the limited amount of fuel stations and the fuel consumption 
on the track afterward. First, an overview of the literature is given. Thereafter, the problem is introduced in 
detail and an approach to solve is presented. We show how an FC truck operation in an environment with 
fewer refueling stations can be ensured and where further improvements can be made. 

2. Literature review

Vehicle routing problems (VRP) try to find a policy that either minimizes one or several route properties, 
those are e.g. travelled distance [5], fuel costs [5], [6], or aims to fit the routing into a time window [7]. 
These methods can solve the routing and refueling problem as a whole. To do so, a graph network is required. 
As this is not available, the “route-first, refueling-policy second” approach [8] is used. This approach solves 
the routing problem in the first step. Thereafter, the refueling problem is solved for the resulting fixed route. 
The fixed-route vehicle-refueling problem (FRVRP) divides the route into edge segments that are connected 
by nodes [9]. Depending on the model, the fuel stations are either assumed to be located on the route, 
represented by the nodes, or extra miles detouring from the route to the fuel stations are considered [10]. 
Usually, the edges contain travel distance, travel time, and fuel consumption, whereas nodes can be equipped 
with data regarding fuel prices and fuel levels [9]. Different approaches, models, and aims for solving the 
FRVRP are presented. [11] differentiates between heuristic, suboptimal, and exact approaches to optimize 
the cost function. Out of these, only the exact approaches deliver optimal results. These can be divided into 
mixed-integer programs (MIP) [11] and dynamic programs (DP) [12]. While most optimizers aim to 
minimize fuel costs by integrating fuel prices at gas stations [8], [9], [13] minimizing fuel consumption is 
less common [14], [15]. Besides assuming the fuel station to be located on the node, the impact of detouring 
to the station is considered. While, [8], and [16], assume a priori knowledge of the distance and the 
consumption from the route to the fuel station and back, [1] models the detour and retour with the possibility 
of different lengths. In addition to the cost function, the runtime of the FRVRP algorithms is investigated 
[17]. 

In literature, the fuel consumed while traveling the route is either assumed to be constant [8], [16], [17] per 
distance unit or derived from vehicle models [1], [18], [19]. The authors of [20] derive a cost-optimal 
refueling strategy from [21] and [8], that includes the compulsory rest periods of truck drivers. In [15] the 
fuel consumption within an FRVRP is reduced considering the additional fuel demand required when driving 
a full fuel tank uphill. To minimize the fuel cost of a hybrid electric truck, [18] solves the FRVRP using DP. 
There the vehicle operation is modelled assuming that the hybrid truck can be operated in four different 
driving modes. An approach to reduce the amount of considered gas stations is presented in [10], by 
removing the most expensive stations from the solution space, the computational speed is increased. 

As presented above the FRVRP is commonly used to minimize fuel costs. Therefore, a constant fuel 
consumption per distance unit is assumed. Additionally, it is assumed that the amount of fuel stations is large 
enough to choose between several stations to reduce costs. To the author’s best knowledge, the FRVRP has 
never been used to derive an operation policy that enables truck operation for FC trucks. Therefore, a vehicle 
model will be integrated into the pre-processing to precisely estimate the hydrogen consumption. 

3. Problem description

At the moment, the availability of refueling capabilities is one major issue, when operating a FC truck [4]. 
H2-Mobility [3], a platform to push hydrogen mobility, lists 91 hydrogen refueling stations in Germany that 
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are in operation. Because of this low number, refueling needs to be considered when planning the operation. 
In the concept of the applied EMS, the refueling strategy is computed onboard the truck, and the “route first, 
refueling-policy second” [10] approach is implemented. This decision was made to reduce the data stream 
from and to the truck. The route the FRVRP is solved for is determined by an external, web navigation 
service. Starting from this ‘base’ route, two issues arise regarding the refueling policy of the hydrogen truck. 
First fuel stations along the planned route need to be determined. Second the refueling policy to enable the 
operation of the truck needs to be determined. 

3.1 Bordering refueling stations 

The base route the FRVRP is solved for is structured as a row of subsequent nodes and edges connecting 
starting point, waypoints, and destination. As discussed earlier in this work and shown in [4], the density of 
hydrogen refueling stations in Germany is sparse. It is obvious that there are regions with one refueling 
station in a radius of hundred kilometers. This issue requires the implementation of the refueling stations 
into the operation policy of the truck. After choosing a route, as discussed in [10], unqualified refueling 
stops, that enlarge the refueling problem, need to be removed. This prevents potentially long detours which 
would unnecessarily consume fuel. While most literature regarding the FRVRP assumes variable fuel prices 
in between refueling station, the hydrogen costs per kilogram is assumed to be the same at all stations, which 
meets the current market situation [3]. 

Figure 1: Density and location of hydrogen refueling stations in central Europe [3] 

3.2 Refueling policy 

After deriving the refueling stations that are located along the route, a policy needs to be found that enables 
the operation of the truck. FRVRPs operate in a way that the fuel level never falls below the minimum value 
before reaching a refueling station [9]. Their consumption is usually computed assuming a constant fuel 
demand per distance unit [1]. This concept is suitable for a policy that is aiming to reduce fuel costs in an 
environment with a high density of refueling stations, as it is the case for trucks with combustion engines. 
In that case, running out of fuel can be prevented by targeting a closer refueling station than planned. This 
leads to higher fuel costs but not to run out of fuel. In a network with a low density of refueling stations, this 
is not possible. Therefore, to ensure operability, fuel consumption needs to be calculated precisely. 

As described above, the aim is to limit the amount of exchanged data. Due to this decision, it is unintentional 
to request the distance of the detours of all refueling stations that are located along the route from the web 
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API. Hence the distance between the node and the refueling station of the detour needs to be estimated. The 
quality of this estimation is afflicted with an error. The total distance and consumption error of the estimation 
of the detour correlates with its length. Therefore, determining the nearest refueling stations and thereby 
minimizing the detours reduces this error. 

4. Model formulation 

To derive the refueling policy the bordering refueling stations and their approximate distance to the route 
need to be calculated. Thereafter, the FRVRP with the truck model can be solved. The location of the 
refueling stations as well as the base route from start to destination are known. As described above, the base 
route is supplied by a web navigation service, that returns the route as a sequence of subsequent nodes and 
edges attached with meta information regarding distance, travel time, gradients, and location of the nodes. 

4.1 Deriving bordering refueling stations 

The route, which the refueling problem should be solved for, is defined by a starting point (𝑠), waypoints 
that should be visited in a predefined order, and a destination (𝑒). The route is given by a sequence of nodes 
(𝑛𝑠≤𝑖≤𝑒) that are separated by the exact same distance. Besides the distance (𝑑) between the nodes, the 
gradient (𝑔), the assumed travel speed (𝑣), and its specific longitude (𝑙𝑜𝑛𝑔), as well as its latitude (𝑙𝑎𝑡), are 
attached to the node. The data containing these values is supplied by the web API. Each node is structured 
as follows: 𝑛𝑖⃗⃗  ⃗ = {𝑑, 𝑔, v, long, lat}. 

Since fuel costs per kilogram are the same for nearly all refueling stations, the stations that are closest to the 
route are of relevance. Each station that is not bordering the route would lead to unnecessary fuel 
consumption. Therefore, they are removed. A bordering fuel station is defined as the station that is nearest 
to a least one node of the route. To determine those stations, the beeline between each node and each station 
is computed as shown in Figure 2. On the left side of Figure 2, these bordering stations are marked by blue 
lines. The information on the closest station and the distance are attached to the node. As one station is the 
closest one in a particular area, it is the closest one to all nodes in the area. Out of these consecutive nodes, 
one is the closest to the station. Since the route information is known, while the precise detour information 
is not, minimizing the detour distance reduces the error in the detour approximation. In the following step, 
the node that is the closest one to a refueling station within a pattern of consecutive nodes is determined. 
This allows for transforming the route into a sequence of nodes that are the closest to the refueling stations 
and edges that represent the route from the start via these nodes to the destination. The right side of Figure 
2 illustrates the result of calculating the nodes that are the closest to a station of each pattern of nodes. This 
data set allows solving the FRVRP with a truck model to determine the hydrogen consumption. 

 
Figure 2: Determination of the closest refueling stations to each node of the route (left); closest node to a refueling 

station of a pattern of nodes (right) 
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4.1 Modell of the FC truck 

Approaches that solve the FRVRP as presented in [8] and, [11] try to minimize fuel costs in environments 
with variable fuel costs. Solving the FRVRP with fuel spending as the optimizations cost function minimizes 
hydrogen consumption as well. To include a precise model of hydrogen consumption into the model, the 
required energy of the truck and therefore, the power by the engine is determined. The nodes (𝑛) supply the 
data to compute the forces acting on the truck. Those are the air drag (1), the rolling resistance (2), the slope 
force (3), and the inertia of the truck. 

𝐹𝑎𝑖𝑟 = 1
2

𝜌 𝑐𝑤 𝐴 𝑣2  (1) 

The air density (ρ), the air drag factor (𝑐𝑤) as well as the front surface (𝐴) of the truck are constant. This
means the air drag (𝐹𝑎𝑖𝑟) is mainly a function of the velocity (𝑣) that is predicted along the complete route
and stored in 𝑛. 

𝐹𝑟𝑟 = 𝑚 𝑔 𝑐𝑟𝑟 𝑐𝑜𝑠(𝛼);   𝑤.  𝛼 = 𝑎𝑟𝑐𝑡𝑎𝑛(𝑔)  (2) 

The rolling resistance (𝐹𝑟𝑟) is a function of the gradient (𝑔). The vehicles mass (𝑚), the free fall acceleration
of the earth (𝑔) and the rolling resistance factor (𝑐𝑟𝑟) are constant.

𝐹𝑠𝑙𝑜𝑝𝑒 = 𝑚 𝑔 𝑠𝑖𝑛(𝛼);        (3) 

The drag due to inclines is concluded by the slope force (𝐹𝑠𝑙𝑜𝑝𝑒).

𝐹𝑎 = 𝑚 𝑎;         𝑤.        𝑎 = �̇�  (4) 

The inertia force (𝐹𝑎) is a function of the vehicle acceleration (a), that is the change in the vehicle’s velocity
(�̇�) and therefore a function of the velocity. 

𝑃 = (𝐹𝑎𝑖𝑟 + 𝐹𝑟𝑟 + 𝐹𝑠𝑙𝑜𝑝𝑒 + 𝐹𝑎) 𝑣  (5) 

The power (𝑃) required to operate the truck is defined by the sum of all the forces Equations (1 – 4) multiplied 
by velocity. Following these equations, including the efficiencies of the electric motor, gearbox, and inverter, 
the actual power required at each node is computed. Integrating this power over the travelled distance, to 
respect the spatial gradient values, and dividing it by the velocity to transform the spatial values, allows us 
to determine the energy that is required to pass each edge. Dividing the required amount of energy by the 
FC efficiency, that is depending on the operational strategy, the hydrogen demand is derived. That way the 
specific amount of hydrogen required for each edge, considering the assumed velocity and the precise 
gradients, is computed. These edges consecutively connect the start with the nodes closest to the refueling 
stations, and the destination. The derived hydrogen demand is added to each of the edges, resulting in a 
sequence of hydrogen demands in between approachable refueling stations. 

To include the energy that is required on the route and to reach the refueling stations the concept of [11] is 
adapted as suggested. Information on the detours is not determined using navigational methods to reduce the 
data stream as mentioned before. Therefore, the velocity and distance approaching the refueling station need 
to be approximated. To do so, the distance is assumed to be approximated by the beeline between a node 
and its corresponding station, multiplied by a safety factor. This allows us to estimate and include the 
uncertain length of the detour. The speed of the truck on the detour needs to be approximated as well. There, 
the truck is assumed to constantly travel with the maximum allowed speed on lower-level roads. The detour 
is assumed to be of zero gradients. Since the detours, to which this estimation is applied, are those closest to 
the route, the error is assumed to be small compared to the total power demand. 
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4.2 The modified FRVRP 

The data determined in the previous steps are required to determine the truck’s hydrogen demand. Based on 
that information regarding the refueling stations bordering the route, the refueling strategy is planned. The 
concept is based on the MIP approach presented in [11]. The constraint regarding the minimum amount 
purchased is removed since the main target is to enable operation. Additionally, the fuel demands are known. 
The problem consists of the starting node (𝑠), the nodes (𝑟𝑖) closest to the determined bordering refueling 
stations, and the destination (𝑑) derived in the previous step. The index (𝑖) references the nodes from start 
(𝑖 = 1) to destination (𝑖 = 𝑑). Each node allows a detour to its corresponding refueling station, that requires 
(𝑓𝑙𝑖) fuel. There the amount (𝑟𝑒𝑓𝑖) can be refueled. The decision to take the detour and refuel is based on 
the variable 𝑑𝑒𝑐𝑖. 𝑑𝑒𝑐𝑖 equals one if the detour is made, otherwise, it equals zero. Each edge connecting the 
nodes requires (𝑓𝑖) hydrogen, while the fuel level of the truck at each node is given by (𝑙𝑖). The minimum 
hydrogen level (𝑙𝑚𝑖𝑛) allows to have some reserves to counteract errors and compensate for possible 
unplanned detours. The maximum hydrogen level (𝑙𝑚𝑎𝑥) is defined by the dimensions of the hydrogen tanks. 
Since the consumption of each edge and each detour is known explicitly, the MIP writes as follows: 

𝑚𝑖𝑛∑ 𝑟𝑒𝑓𝑖𝑑
𝑖=1     (6) 

With the constraints: 

𝑙𝑚𝑖𝑛 ≤ 𝑙𝑖 + 𝑓𝑙𝑖 ∗ 𝑑𝑒𝑐𝑖 − 𝑟𝑒𝑓𝑖     (7) 

0 ≤ 𝑟𝑒𝑓𝑖 ≤ (𝑙𝑚𝑎𝑥 − 𝑙𝑚𝑖𝑛) ∗ 𝑑𝑒𝑐𝑖    (8) 

𝑙𝑚𝑎𝑥 ≥ 𝑟𝑒𝑓𝑖 + 𝑙𝑖−1 − 𝑓𝑖 − 𝑓𝑙𝑖 ∗ 𝑑𝑒𝑐𝑖     (9) 

𝑙𝑖 = 𝑙𝑖−1 − 𝑓𝑖−1 − 2 ∗ 𝑓𝑙𝑖 ∗ 𝑑𝑒𝑐 + 𝑟𝑒𝑓𝑖     (10) 

𝑓1 + 𝑓𝑙1 ≤ 𝑙𝑠 ≤ 𝑙𝑚𝑎𝑥     (11) 

𝑙𝑑 ≥ 𝑙𝑚𝑖𝑛    (12) 

𝑑𝑒𝑐𝑑 = 𝑟𝑒𝑓𝑑 = 0    (13) 

Objective (6) minimizes the refueled amount of hydrogen. That way the time and distance of the detours 
while enabling vehicle operation in minimized also. Constraint (7) ensures that the fuel level does not fall 
below the minimum allowed. Constraint (8) limits the refueling capacity of the truck relative to the tank 
volume and defines it as a positive integer. The refueling capacity based on the previous consumption is 
defined in constraint (9). The fuel level after potential refueling is calculated in equation (10). Constraint 
(11) defines the fuel level required at the start of the trip. While constraint (12) limits the fuel level when 
arriving at the destination. The destination constraint (13) prevents potential refueling at the destination node 
and defines the decision variable and the refueled amount of hydrogen as zero. Refueling for a potential 
upcoming route is not considered. 

If solving the MIP is possible, hydrogen trucks can be operated on the route using the resulting stations of 
the problem solution. Assuming that the travel speed on the predefined route is higher than the speed on the 
detours, solving the MIP also minimizes the required time for truck operation. If the MIP is infeasible, 
operation on the route with the defined minimum hydrogen level and the total fuel capacity of the truck is 
not possible. In that case either a truck with a larger tank volume needs to be used or the route needs to be 
changed. 
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5. Results

The refueling strategy is developed in the SeLv project. The project aims to develop a modular FC electric 
drivetrain for heavy-duty trucks. The key parameters of the truck are concluded in Table 1. Regarding the 
network of hydrogen fuel stations at 700 𝑏𝑎𝑟 level in Germany, some assumptions were made. First, it is 
assumed that each fuel station can supply the requested amount of hydrogen at any time. Second it is assumed 
that the stations are accessible for a 41 𝑡𝑜𝑛𝑠 truck. Third, fuel stations under construction are included in the 
computation. In the following section, the influence and density of the bordering fuel stations are reviewed. 
Thereafter, the power demand along the route and on the detours is computed. The results of the combined 
method including the solution of the MIP are discussed in conclusion. There the necessity of a refueling 
policy for areas with a low density of refueling stations is discussed as well. The policy is reviewed along 
the testing route of [22] in southern Germany at a length of 342 km. To demonstrate the concept of refueling 
policy tank capacity was reduced to a fiction value of 12 kg. 

Table 1: Key parameters of the SeLv FC truck 

Characteristic Value 
Mass 41 tons 
Front area 9,94 m2 
Gearbox efficiency 0,95 
Electric engine efficiency 0,95 
Inverter efficiency 0,95 
Auxiliary power demand 15 kW 
Tank capacity 68 kg 

5.1 Bordering fuel stations 

Starting with the route information in a first step the distances between all refueling stations and each node 
are computed. This step is visualized in the very left map of Figure 3. There the refueling stations closest to 
each section of the route are marked by a Roman numeral. The areas of the route where a specific refueling 
station is bordering are marked by a Roman numeral in a white circle. In the specific example, the number 
of refueling stations that needs to be considered reduces to 7 stations. These have a strongly varying distance 
to the route. While some stations are in direct proximity to the route, the distance to the closest station reaches 
values up to 37 km in some sections. In this example, station II is the closest one to a section of the route at 
a beeline of around 35 km as visualized at the right map of Figure 3. 

5.2 Computation of hydrogen demand 

After determining the nodes for the potential detours, the hydrogen required for the edges and the detours is 
computed. This is done by solving the vehicle dynamics equations with information regarding velocity and 
gradients. The hydrogen demand per edge reaches up to 8 kg while the total trip requires ca. 33 kg of 
hydrogen. Additional to the edges, up to ca. 2 kg of hydrogen is scheduled to reach refueling station II. The 
hydrogen consumption to reach each node and the potential refueling station is summarized in Table 2. There 
the hydrogen demand required to travel an edge is presented in the second column. The additional demand 
that is consumed when choosing to refuel is summarized in the third column. 

5.3 Refueling policy 

The MIP is applied to the values of Table 2. Minimizing the overall hydrogen consumption, the MIP 
schedules three refueling stops. The resulting overall refueling strategy is visualized in the right map of 
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Figure 3. The detour to refueling station IV is easy to identify, while the detours to stations III and V are 
difficult to recognize as they are very close to the route. 

Table 2: Hydrogen demand of the route and the potential detours 

Node closest to Hydrogen demand from the previous node Hydrogen demand to station 
Station I 0 kg 0,04 kg 
Station II 3,11 kg 1,88 kg 
Station III 3,53 kg 0,02 kg 
Station IV 8,43 kg 0,32 kg 
Station V 8,10 kg 0,04 kg 
Station VI 6.04 kg 0,68 kg 
Station VII/Destination 4,24 kg 0,51 kg 

Figure 3: Process of deriving the refueling strategy; deriving the closest refueling stations (left); 
the overall refueling policy integrating hydrogen consumption (right) 

6. Discussion

Applying the policy allows for a potential reduction of hydrogen demand by avoiding long detours to 
refueling stations. Drivers and fleet operators are provided with a strategy that gives them certainty about 
the existing supply of hydrogen, visualized by an HMI in the truck, and thus enables smooth and hassle-free 
operation. Integrating the hydrogen demand from the FC operation strategy into the policy returns a precise 
estimation of the fuel consumption and therefore supports a qualitative selection of the optimal refueling 
station. Determining the refueling stations closest to the route allows for the selection of the optimal station 
possible as well. We can show, that by implementing the presented method it is possible to operate FC trucks 
all over Germany as the gaps between the refueling stations can be overcome easily with knowledge of the 
station’s locations. As discussed before the derived refueling stations need to be targeted to ensure 
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operability in the sparse network of hydrogen refueling stations. Overall, this policy and the generated 
strategy will help enable hydrogen truck operation on German roads. 

7. Conclusion

In this paper, the issue of operating FC trucks in an environment with a sparse refueling station density is 
addressed. It is shown that most research focuses on diesel trucks with a high density of refueling stations 
and that predominantly the fuel consumption is assumed to be constant per distance unit. The problems of 
the bordering refueling station and the subsequent refueling policy are discussed. To determine the closest 
station to the route, the beeline between each node and each refueling station is computed. Based on the set 
of bordering refueling stations the optimal refueling strategy is derived, solving the refueling problem as an 
MIP. This way it is shown that it is possible to operate FC trucks on German highways when considering 
the locations of the refueling stations. 
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Abstract 

As climate change accelerates, the demand for green energy is increasing significantly. Due to the 
intermittent nature of renewable energy, the necessity of long-term storage is growing at the same rate. 
Hydrogen presents itself as a promising option for long-term storage, the demand for electrolysis plants is 
therefore increasing significantly. Solutions for scaling up alkaline electrolysis production are currently 
lacking, particularly in the handling of the conventionally used large mesh electrodes. Therefore, new 
gripping concepts and technologies have to be developed to enable precise and automated handling of these 
electrodes, as established handling methods have failed due to the porous, limp and weak magnetic material 
properties. The present research therefore demonstrates two new ingressive gripping systems in the form of 
individual gripping elements, which can be combined to form a gripper. The technologies identified here are 
based on threaded or spiral-like structures. Depending on the handled mesh geometry, the gripper elements 
are designed accordingly. In order to grip the wire mesh, the gripping element is moved translationally and 
rotationally synchronized. As a validation, sample gripper elements were tested for a range of mesh 
geometries. The individual gripper elements were produced using the Selective Laser Melting process 
(SLM), as the fine structures would be exceedingly challenging as well as very costly to produce using 
conventional manufacturing methods. The gripper elements were tested for three aspects of the handling 
process: Reliability, retention force and precision. The results exhibit a high holding force for fine meshes 
with the spiral structures, while the results with the examined screw structures demonstrate the possibility 
for a very high positioning accuracy. Consequently, potential use cases can be derived for both structures 
for the handling of mesh electrodes enabling new possibilities for the automated assembly of wire meshes 
for electrolysis cell production. 

Keywords 

Electrolysis cell production; Handling; Meshes; Selective Laser Melting; Robotics 

1. Introduction

To meet the growing demand for hydrogen in Germany, estimated for 2023 at 90-110 TWh, the installed 
electrolysis capacity has to be increased significantly [1]. Since alkaline electrolysis (AEL) is considered the 
most developed technology to meet this demand, the production capacity of AEL manufacturing must be 
substantially expanded [2]. The most promising increase in production capacity is expected from an 
automation of the currently predominantly manual assembly of AEL cells. A major challenge for the 
automation of these processes is the lack of handling and gripping technologies for AEL electrodes, which 
consist of regular nickel-based mesh structures in order to provide a large surface area. A wire mesh is often 
used for the electrodes [3–6], consisting of regularly woven metal wire, usually in plain weave. They can be 
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described geometrically by the mesh size wm and the wire diameter dm (Figure 1). Accordingly, the mesh 
height is twice the wire diameter 2 dm [7]. 

Figure 1: Structure of wire meshes according to DIN ISO 9044 in top view (a) and side view (b) [7] 

The high permeability of the mesh structure restricts an implementation of vacuum and Bernoulli grippers. 
Conventional mechanical handling systems such as yaw grippers are also not feasible in the majority of 
cases, as it is only possible to grip the edges of the mesh, which would lead to fraying of the wires at the 
edges and negatively affect the assembly process. The utilization of magnetic grippers is complicated by the 
almost tenfold lower relative magnetic permeability of nickel compared to steel (material weakening) and 
by the geometrically low mass filling degree in the magnetic field (geometric weakening) [8]. Therefore, 
almost the entire surface of the wire mesh would have to be covered with magnetic grippers, making this 
solution economically unattractive. Currently, there are very few studies on automated wire mesh handling, 
therefore solutions for the handling of similar structures is briefly discussed. The handling of porous and 
permeable materials with limited leakage, such as textiles, is often attempted with classical vacuum handling 
by increasing the suction volume flow, e.g. with Coanda ejectors [9]. Larger wire meshes, such as those used 
to reinforce concrete structures, can be handled with simple yaw grippers due to large wire diameters of 
several millimetres and large mesh size. However, as the components of the AEL cells are fine wire meshes 
(i.e. mesh size and wire diameter ≈ 0.5 mm), these solutions are not suitable for this case. One possibility is 
to use ingressive grippers, which create a holding force through a penetration of the component. This 
principle is used, for example, in the handling of organic sheets or textiles with needle grippers [10,11]. The 
use of conventional needle grippers has already been tested in preliminary trials. However, the penetration 
of various needle sizes caused unacceptable damage to wire meshes of various mesh sizes in the form of 
elongation and displacement, affecting the deposition accuracies as well as overall geometry tolerances. 
Thus, new gripper technologies have to be developed. The concept of an ingressive spiral gripper has been 
shown by Tilli et al. [12] as a possible solution for handling heavy, deformable components. This concept is 
transferred for the handling of lighter but also flexible wire meshes in the following chapters. For this, the 
development of innovative approaches is discussed in this study with the following goals: 

• Design and development of ingressive grippers for the handling of fine wire meshes
• Prototypical manufacturing and testing of various dimensions and designs of the gripper
• Experimental analysis of reliability, retention force and handling accuracy

2. Materials and Methods

2.1 Design of the gripper elements 

In the following, two new gripping principles for the handling of electrode meshes are presented. The 
principle of the two gripper designs is based on rotating a helix-shaped structure into a single mesh opening 
create a force and form fit. The first structure investigated in the present study is designed as the simplest 
form of this principle, a spiral. The second structure is a screw-like design, reinforcing the stability of the 
spiral with a central axis. For larger electrode meshes in the range up to 14 m2, which are common for AEL 
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[13], the gripping system must consist of a larger number of these elements in order to enable a stable 
handling during the entire assembly process. 

2.1.1 Spiral gripper concept 

In order for the spiral to fit through the mesh and develop a reliable retention force without damaging it, its 
geometry must be matched to the wire mesh. Therefore, a specific gripper geometry has to be developed for 
each mesh. To describe the geometry of the spiral the diameter dsp, the outer diameter Da, and the pitch Psp 
have to be determined. The spirals diameter dsp should be selected as large as possible to achieve the highest 
possible rigidity, especially for fine wire meshes. However, too large diameters will make impede the 
penetrability of the mesh. Therefore, the mesh size itself is the boundary condition for the spiral diameter 
dsp. Therefore for the following calculations, a limit of dsp  0.75 wm has been set. Furthermore, the outer 
diameter Da of the spiral must cover the diagonal of a mesh (Figure 2a). 

Da≥ √2( 𝑤𝑚 + 𝑑𝑚) (1) 

To simplify the pitch calculation, the mesh wires between two crossing points are assumed to be straight and 
resemble an oval rod with aspects dm and 2 dm (Figure 2b). Therefore, the outer diameter of the spiral must 
cover the diagonal of a mesh (Figure 2). 

Figure 2: Contact points of the spiral structure with the mesh (a) and side view of spiral structure passing the mesh 
(b); gripping element produced with SLM (c) 

Within the distance of the two points drawn (1 to 2), the pitch must be at least large enough to bridge the 
path of the mesh height 2 dm and the spiral diameter dsp. Depending on the selected outer radius, the following 
formula applies: 

Psp≥
π

arcsin (
√2(wm+dm)

Da
)

∙ (2dm+dsp)
(2) 

2.1.2 Screw gripper concept 

As an enhancement of the spiral to increase stiffness, a central axis was added to create a screw like structure 
which is based on the design of auger core drills [14]. When the gripper element is rotated into the wire 
mesh, the axis of rotation must be eccentric to the centre of the single mesh, resulting in three points of 
contact with the mesh (Figure 3a). Two lateral contact points (1, 2) define the position of the screw to the 
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mesh. The third contact point below the mesh wire (3) creates the form fit and is critical to the gripper 
element load carrying capacity. To achieve the three contact points, the screw geometry must be matched to 
the mesh geometry in terms of axis diameter ds, the bar height hs and the screw pitch Ps. 

Figure 3: Geometric illustration of the screw gripper element in top view (a), and side view (b); gripping element 
produced with SLM (c), close-up to screw rod (d) 

In order to pass the mesh, the axis diameter ds and the bar height hs must not be greater than the mesh size. 
To maximize the strength of the gripping element, the axis diameter must be as large as possible, but the bar 
height must be sufficient to provide a good contact surface so that the mesh does not slip under load. In this 
case, a bar height of at least half the wire diameter is recommended. 

ds=wm-hs     with        hs≤0.5 dm (3) 

To reach the required contact points and be able to grip the wire mesh, the screw must reach the mesh height 
of 2 dm within three quarters turn (Figure 3a contact points 2 and 3) and bridging the height of the screw 
rod E (Figure 3c). Therefore, the pitch is calculated as follows: 

Ps≥ 
4
3 [2hs+ws+dm(1+√2)] =  

4
3  E  (4) 

The variable ws describes the thickness of the bar. While it is freely selectable, it must be considered in 
relation to the achievable precision of the manufacturing process. For the manufacturing of the gripper 
element specimens, ws was selected as 1.0 mm. At the minimum allowable pitch, the mesh is additionally 
clamped between two screw flanks. However, the increased stability of the gripping leads to a smaller 
tolerance window in the gripping process and thus lowers gripping reliability. 

2.2 Gripper geometry manufacturing 

Due to the geometrical freedom and the manufacturability of delicate structures, the gripper elements were 
generated using the SLM process. Compared to other additive processes for metals, this process enables a 
high mechanical strength with a material density of almost 100% [15]. A SLM125 from SLM Solutions 
Group AG is used for manufacturing the grippers, which are generated using the martensitic stainless steel 
15-5PH with a powder grain size of 15 – 45 µm with the process parameters shown in Table 1.
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Table 1: Process parameters used to generate the gripper geometries 

Laser power Laser focus Scanning speed Layer thickness Hatching distance 

248 W 66.4 µm 840 mm/s 50 µm 120 µm 

2.3 Analysis of handling properties 

To determine the suitability of the gripping principles on mesh components, three aspects of the gripping 
process - reliability, retention force and handling accuracy - are evaluated. The grippers are investigated on 
a set of nine wire meshes with various mesh sizes and wire diameters (see Appendix 1). As described in the 
previous sections, the gripper geometry has to be developed specifically for each wire mesh. Two gripping 
elements are used for the test, since the use of a single gripping element can lead to unwanted rotation of the 
mesh sample. These gripper elements are clamped in a gripping jig, which is mounted on a KUKA KR6 
industrial robot with a repeatability of ± 0.05 mm. To pick up the wire mesh, the gripper elements are 
synchronously inserted into the mesh. For the gripping process the gripper elements are rotated by 360°, in 
order to enable a reliable releasing process, the elements are rotated backwards by 380° for releasing the 
meshes. The rotation speed of the gripping element was set to 60°/s. The feed rate is set according to the 
respective thread pitch. Tilting can be assumed to be negligible due to the three contact points per element. 

The reliability is tested by successfully gripping, holding and releasing. A total of ten repeated handling 
operations are carried out for each tested wire mesh. For this experiment, the wire mesh is gripped from a 
flat surface and held at a defined height of 100 mm for 10 s before releasing it on that surface again. 
Reliability is determined for each of the three steps separately. Gripper elements whose reliability in any of 
the operations is less than 50%, or which are damaged during the test, are not included in the retention force 
and handling accuracy analysis. To determine the maximum retention force of the gripper element, a 
common scenario is used, where a robot is used to pull vertically on a clamped component, while measuring 
the force the applied force [16,17]. The force is measured with a K6D40 200 N load cell from ME 
Messsysteme GmbH, which is mounted between the robot and the gripping device. This experiment is 
repeated five times with a pull-off-speed of 1.2 mm/s and stopped at a maximum force of 50 N to avoid 
damaging the wire mesh or gripper elements. The obtained value therefore represents the retention force of 
two gripper elements.  

Figure 4: Illustration of the six measurement points implemented during experiments for the determination 
of the handling accuracy 

The achievable precision is determined in a three-step process of gripping, moving and releasing (Figure 4). 
The displacement of the wire mesh after each of the three steps is calculated by comparing the position 
before and after the respective action. A 20 MP camera is used to measure the positions. The wire mesh is 
placed on a flat surface. Firstly, the gripping accuracy is measured by comparing the start position and the 
position after gripping (1 to 2) and calculating the displacement in X, Y and rotation around the Z-axis (RZ). 
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Secondly the wire mesh is lifted and a lateral handling trajectory is performed with a distance of ≈1 m each 
way on a section of a circular path (radius ≈580 mm) at a maximum speed of 2.5 m/s and maximum 
acceleration of the robot to simulate the effects of lateral process forces. The move accuracy is then 
calculated by comparing the wire mesh position before and after the simulated trajectory (3 to 4). Finally, 
the release accuracy is again calculated from the displacement before and after the mesh is released back 
onto the surface (5 to 6). Additionally, the total displacement of the wire mesh after the handling operation 
is determined by the difference between the positions of (1) and (6). 

2.4 Determination of the manufacturing-related reproducibility 

The gripper elements described are manufactured in various dimensions down to a minimum cross-section 
of 0.31 mm. Due to the high thermal loads during processing, thermal distortion and inhomogeneity can 
occur in the component, which can increase the risk of gripper elements breaking. This raises the question 
of the manufacturing-related influences on the geometries and the mechanical properties. This issue is 
investigated using tensile tests and CT scans. The tensile tests are carried out according to 
DIN EN ISO 6892-1:2019 [18], using non-standardized specimens. The gripper elements are extended by 
two clamping bases on each side for clamping in a Zwick Roell Z50 testing machine. A strain controlled test 
speed of 0.00025 1/s is used. The aim is to measure the forces in order to derive a statement about the 
maximum possible retention force of each gripper element. In addition, the geometric dimensional accuracy 
and reproducibility of the CT scan are also investigated. For reconstruction and measurement, the geometries 
were scanned using the FF35 CT from Comet Yxlon GmbH. 

3. Results

3.1 Handling properties 

All gripper elements studied achieved 100% reliability during holding; therefore these values are not 
discussed further. For wire meshes with a wire diameter equal and above 2 mm, the spiral gripper elements 
achieve 100% reliability during gripping and, with one exception, also during release (see Figure 5). For 
finer meshes, reliability depends on the ratio of mesh size and wire diameter. Wire meshes with larger 
diameters and the same mesh size (therefore higher rigidity) lead to a reduction in reliability and an increased 
risk of damage to the gripper elements. This is observable with the combination 1 x 0.28 / 1 x 0.63 mm and 
the 0.5 x 0.14 / 0.5 x 0.32 mm combinations. Therefore, for fine mesh structures with larger wire diameter 
the gripper is not suitable in its current design. Also the reliability for gripping is slightly higher than for 
releasing. 

Figure 5: Reliability of the spiral gripper with different wire mesh geometries with sample size ten, experiments 
resulting in damage to the gripper are highlighted in red  

The screw gripper achieved a consistent high reliability even for finer meshes. A difference in gripping and 
releasing similar to the spiral gripper does not occur. A clear exception is the 0.5 x 0.14 mm wire mesh. It is 
assumed, that the rough surface of the fine screw resulting from the manufacturing process negatively 
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impacts the releasing process. This surface roughness can also be detected on the CT scans. Particularly in 
the case of smaller screw geometries with a core diameter of less than 0.75 mm, rough and partially 
undefined screw flanks can be detected (see Appendix 2). Due to the damage to the gripper during reliability 
tests, the gripper elements of spiral and screw concept were excluded for the 0.63 x 0.4 mm and 
0.5 x 0.32 mm wire meshes and the spiral gripping element for 1 x 0.63 mm wire mesh for the retention test. 
For the spiral gripper, with the exception of the 4 x 1 mm wire mesh, a decreasing retention force can be 
observed as the mesh size decreases. Under load, the finer spirals stretch earlier and allow the wire mesh to 
slip accordingly. The values for the screw geometry do not show a regular progression. In comparison, the 
spiral geometry achieves a higher force than the screw geometry, with the exception of the 2 x 0.9 mm wire 
mesh (Figure 6). The reason for the higher retention force, especially in fine structures, is considered to be 
the improved form fit of the spiral geometry. On the one hand, the bearing surface of the spiral is higher than 
the screw, even for finer structures. On the other hand, the screw structures in the range of core diameters 
smaller than 0.75 mm have an undefined structure due to the manufacturing process, which hinders a form 
fit (see Appendix 2).  

Figure 6: Average retention forces of spiral and screw gripper on wire mesh geometries with a sample size of five 

A major disadvantage of the spiral geometry can be seen by comparing the component displacement during 
the handling. Comparing the precision results of the two gripping elements, the spiral element shows both a 
higher average deviation and an increased scattering of the position deviations. An exception is the wire 
mesh 2 x 0.9 (Figure 7). This may be due to the more favourable position of the contact points and the central 
axis of the screw, which, unlike the spiral geometry, stabilize the wire mesh. Although the displacements 
during the gripping and releasing process are comparably high with the geometry of the screw, but the total 
displacement remains small. This results in a reversible displacement of the component. This effect is not 
observed with the spiral geometry. The screw geometry can therefore be described as more precise in 
comparison. The individual values of all precision tests are given in Appendix 3. 

Figure 7: Average overall displacement of wire meshes handled with spiral and screw gripper with sample size 10 
subdivided into X, Y and RZ 
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3.2 Geometrical and mechanical properties of the gripper geometries 

The correlation of the wire meshes and the gripper geometries with the mean values of the maximum 
retention force is shown in Figure 8. While the spirals are under torsion, bending and tensile stress, the 
screws are only loaded by tensile stress. As a result, the spirals generally achieve lower maximum retention 
forces across all the wire meshes studied. In comparison, a larger number of spiral grippers must be used to 
handle a wire mesh than screw grippers. Furthermore, compared to the spiral geometries, the calculated 
standard deviations indicate a higher reproducibility of the screw geometries. As the core diameters of the 
screw geometries become smaller, the standard deviations of the maximum holding force increase, indicating 
less reproducibility of the geometries through the manufacturing process. The CT scans supports this 
assumption. Various defects are visible as interconnected material dots and inaccurate screw geometries for 
these sizes. For core diameters of 0.75 mm and above, accurately defined screw geometries are possible, 
which also reflect the higher handling properties in the experiments. The spiral grippers showed significant 
thermal distortion in the smallest dimension with a core diameter of 0.31 mm. This specimen geometry 
consequently deviated strongly from its nominal geometry and could not be tested more accurately due to 
instability. Therefore, no values are given for a 0.5 x 0.32 mm wire mesh. The spiral gripper for 
0.63 x 0.4 mm wire mesh failed to record data as the structures broke immediately when clamped. This 
supports the theory spiral grippers are not suitable for smaller wire meshes. 

Figure 8: Mean values of maximum retention force of investigated spiral and screw gripper geometries 

4. Conclusion and Outlook

A major challenge in the automation of alkaline electrolysis cell production is the handling of mesh 
electrodes. Due to the failure of established gripping technologies, the objective of this research was to 
develop and verify concepts for the safe and precise handling of these components. For this purpose, the two 
concepts of spiral and screw grippers were presented as well as the design guidelines in order to match them 
to individual wire mesh geometries. In order to verify the concepts, gripper elements for nine different mesh 
specimens were manufactured using the SLM process and tested for reliability, retention force and handling 
accuracy. The screw geometry demonstrated a comparably higher overall reliability. Both concepts showed 
weaknesses up to a damaging of the gripper with very fine meshes and correspondingly very filigree gripper 
elements. In terms of retention force, the spiral geometry achieved a consistently higher value in comparison. 
Inaccuracies at the transition from the centre axis to the mesh resulted in a reduced contact surface for the 
screw gripper and thus to an increased slip of the mesh under load, especially with fine mesh structures. In 
contrast, the central axis and the three contact points with the mesh created a stable contact with the mesh, 
which led to a high overall handling accuracy. Based on the geometry and material studies, it was possible 
to identify the manufacturing constraints in terms of dimensioning in the Selective Laser Melting process. 
In summary, the screw geometry has great potential for use in handling mesh electrodes, as it combines a 
high reliability and handling accuracy with a reliable and widespread manufacturing process. With the basis 
created with this research, a selection and assessment of screw and spiral grippers for implementations with 
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various wire meshes is possible. This establishes these gripping principles as a possible future solution for 
the damage-free, precise and automated handling of metal grids, therefore increasing the viability and 
efficiency of an automated production of electrolysis cells. 
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Appendix 1: Geometric dimensions of the mesh samples used 

No. 
Mesh size wm 
[mm] 

Wire diameter dm 
[mm] 

1 4 1 

2 3.15 0.8 

3 2 0.56 

4 2 0.9 

5 1 0.28 

6 1 0.63 

7 0.63 0.4 

8 0.5 0.14 

9 0.5 0.32 

Appendix 2: CT scan of screw grippers with core diameters of a) 0.31 mm b) 0.75 mm c) 1.60 mm and 
of spiral grippers with core diameters of d) 0.31 mm e) 0.35 mm and f) 1.25 mm 

a) b) c) d) e) f)

750 µm 1 mm 750 µm 500 µm 2 mm 1 mm 
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Appendix 3: Average measured values of the displacement of the different meshes in the precision test 
according to sub-processes 

Gripper Wire Mesh 
(mesh size x 

wire 
diameter) 

[mm x mm] 

 (1-2) Grip-
Displacement 

RZ 
[°] 

 (1-2) Grip-
Displacement 

X 
[mm] 

 (1-2) Grip-
Displacement 

Y 
[mm] 

(3-4) Move-
Displacement 

RZ 
[°] 

(3-4) Move-
Displacement 

X 
[°] 

(3-4) Move-
Displacement 

Y 
[°] 

Screw 4 x 1 -0.414 0.138 1.344 0.168 0.115 -0.258

Screw 3.15 x 0.8 -0.027 0.597 1.998 0.029 1.116 0.773

Screw 2 x 0.56 -0.297 -0.367 0.735 0.000 0.210 0.124

Screw 2 x 0.9 -0.038 0.344 0.402 -0.013 0.067 0.048

Screw 1 x 0.63 -0.038 -0.287 1.539 -0.001 -0.010 -0.115

Screw 1 x 0.28 -0.067 0.000 -0.471 0.476 0.878 -0.353

Spiral 4 x 1 0.261 -0.884 0.999 0.126 -0.668 -0.143

Spiral 3.15 x 0.8 -0.026 -1.206 0.241 0.015 1.269 0.468

Spiral 2 x 0.56 0.012 -1.252 -0.299 -0.037 1.737 0.124

Spiral 2 x 0.9 0.755 -4.191 -0.402 -0.145 2.281 0.811

Spiral 1 x 0.28 0.141 -0.517 0.103 0.343 0.019 -0.363

Gripper Wire Mesh 
(mesh size x 

wire 
diameter) 

[mm x mm] 

(5-6) 
Release-

Displacement 
RZ 
[°] 

(5-6) 
Release-

Displacement 
X 

[mm] 

(5-6) 
Release-

Displacement 
Y 

[mm] 

(1-6) Overall 
Displacement 

RZ 
[°] 

(1-6) Overall 
Displacement 

X 
[mm] 

(1-6) Overall 
Displacement 

Y 
[mm] 

Screw 4 x 1 0.411 -0.276 -1.504 0.054 -0.103 -0.207

Screw 3.15 x 0.8 0.013 -1.194 -1.895 -0.027 -0.023 0.011

Screw 2 x 0.56 0.373 0.310 -0.896 0.025 -0.011 -0.161

Screw 2 x 0.9 -0.014 -0.379 0.023 0.000 -0.138 0.207

Screw 1 x 0.63 0.036 -0.769 -0.448 -0.054 -1.344 0.781

Screw 1 x 0.28 0.010 -0.402 1.137 -0.135 0.057 0.689

Spiral 4 x 1 -0.029 0.448 0.138 0.403 -1.596 1.435

Spiral 3.15 x 0.8 0.027 -0.494 1.596 0.014 -0.092 1.631

Spiral 2 x 0.56 0.062 -0.080 -0.896 0.012 -0.356 -0.230

Spiral 2 x 0.9 -0.853 3.169 -0.115 -0.096 2.159 0.712

Spiral 1 x 0.28 -0.061 2.825 1.091 -0.181 2.515 1.918
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Abstract 

With the electrification of the automotive industry and the resulting demand for batteries, Gigafactories are 
increasingly established by battery cell manufacturers or new players, especially in Europe, and North 
America. When planning Gigafactories, there are various planning challenges due to the high and long-term 
investments. In particular, the variety of innovations and short innovation cycles creates uncertainty in the 
planning process. Reviewing the background provided, the application of existing approaches from 
innovation management to the current battery industry was assessed in this paper. For this, the environment 
of battery production was first examined in more detail, resulting in the identification of the relevant 
requirements for an innovation management method. Based on this, standard methods of innovation 
management were examined and evaluated based on the derived requirements. The evaluation showed that 
standard methods of innovation management only partially fulfil some of the requirements, highlighting the 
necessity of a dedicated method for the battery industry. In conclusion, the deficits and potential levers for 
successful innovation management are discussed.  

Keywords 

Battery Production; Electrification; Innovation Management; Disruptive Industry; Planning Methods 

1. Navigating market demand and technological innovation

The battery industry is highly dynamic and evolving rapidly, driven by a growing demand for sustainable 
technologies, especially in Europe, where electrification of the automotive sector is surging [1]. To meet 
diverse customer needs like longer range, faster charging, and enhanced safety, constant innovation is 
essential. Yet, with innovations and advancements like dry coating and laser cutting emerging, the planning 
of costly Gigafactories is a long-term and challenging process [2, 3]. Market demand and technological 
advancement interact, creating a dynamic and uncertain environment for technology selection. To navigate 
this uncertainty, a strategic approach to innovation management is crucial. This involves identifying and 
managing risks, as well as ensuring the right resources are available [4, 5]. 

This paper aims to explore the various innovation management approaches and assess their suitability for 
the dynamic battery industry, along with the necessary requirements for successful implementation. Overall, 
the battery industry requires careful management and planning to thrive. By adopting a strategic approach 
to innovation, companies can stay at the forefront of technological advancements and meet evolving 
customer demands [4]. This paper offers a scientific perspective on the importance of effective innovation 
management in battery production. It contributes to our understanding of ongoing and potential 
developments in the battery production field. While Gigafactories and global competition, especially from 
economically competitive Chinese facilities, pose significant challenges for European companies, the 
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imperative for further research in this field remains evident. Research efforts are currently constrained, given 
the early stages of the European industry, which has announced a capacity of 2,014 GWh, a notable increase 
compared to the existing 120-150 GWh production capacity in Europe [6,7].  

2. Structure of the paper reviewing innovation management 

Following the methodological structure of a literature review, this paper performed the steps: Definition of 
the research topic, identification of relevant literature, analysis, and synthesis, as well as presentation of the 
results and discussion [8, 9].  

This paper reviews standard methods of innovation management in battery production. Conventional 
methods were analysed and reviewed for their suitability. Relevant articles on innovation management were 
considered, with a focus on established approaches. The current state and challenges of battery production 
are examined in detail, leading to the identification of criteria for successful implementation of innovation 
management. In total, 14 methods were analysed and evaluated based on the criteria. The applicability of 
each method to battery production was determined, highlighting specific deficits and potential areas for 
improvement. The conclusion summarizes the results and outlines future research plans. 

3. Deriving evaluation criteria from the dynamic battery industry 

In this following section an overview of current market trends and their direct and indirect effects on battery 
production management are compiled. Furthermore, five criteria for a possible method to effectively manage 
future battery production were derived. 

3.1 A global pivot towards e-mobility creates growing demand  

The transition to electric transportation relies on electric batteries, a key driver of global mobility [10]. 
Electric vehicle performance depends on battery technology, leading to increased demand. To meet this 
demand, global battery production capacity is expected to increase by over 50% by 2030 [11], with a focus 
on mobility applications [10]. However, European and United States (US) battery manufacturers must reduce 
costs to compete. As of 2021, production costs were approximately $177/kWh and $155/kWh in Europe and 
the US, respectively, which is around 60% and 40% higher than their Chinese counterparts [12]. This cost 
difference could significantly impact the market share of European and US manufacturers in the battery 
industry, particularly considering the growing importance of batteries in the global mobility transition.  

3.2 High innovation rate for both product and production 

In today's rapidly evolving market, characterized by a high innovation rate in both product and production, 
companies face significant challenges. Traditional decision-making processes like the product development 
process are too slow to keep up with Industry 4.0's mid-term uncertainty and the rapid substitution of existing 
technologies with innovations [12]. Innovation spans materials and products, like fourth-gen batteries and 
metallic Li-Anodes, and process-level improvements, such as dry-mixing, laser drying, and separator-
lamination [13]. As these innovations mature, manufacturers must quickly adapt to realize cost and 
performance benefits [13]. New entrants, particularly OEMs, contend with the substantial capital 
requirements, technology complexity, and uncertainty associated with building Gigafactories. 

To address these challenges effectively, companies must adopt a strategic and flexible approach to 
innovation management, prioritizing agility, and adaptability to navigate the dynamic market to maximize 
the leveraging of emerging opportunities, it is crucial to engage in calculated risks and undertake assertive 
actions. In conclusion, in the context of the high innovation rate in both product and production, forward-
thinking innovation management is vital for staying competitive, fostering risk-taking, agility, adaptability, 
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and embracing emerging technologies and production methods. This positions companies as industry leaders 
poised to seize opportunities in the rapidly changing market [10]. 

3.3 Production complexity creates increased planning difficulties 

The manufacturing of batteries is a complex process that involves a diverse range of technologies, which 
can make effective management a challenging task [12]. The battery production process consists of multiple 
steps, from electrode manufacturing to cell assembly and finishing, each requiring specialized technologies 
and innovations [13, 14], as depicted in Figure 1. In Figure 1, a subset of the innovation examples presented 
in Chapter 1 is depicted to enhance clarity. The primary emphasis of this paper centers on delineating 
methods for managing innovations, rather than delving into the innovations themselves. With the increasing 
diversity of technologies involved, there is an increased likelihood of bottlenecks and inefficiencies, which 
can adversely affect the overall production process. To address these challenges and improve the efficiency 
and effectiveness of battery production, different strategies have been employed. However, due to the 
complexity of the process, it is difficult to optimize all parameters simultaneously. For instance, reducing 
the duration of a specific operation could potentially lead to increased idle times of other machines [15]. 
Thus, managing the entire production process in a holistic manner becomes crucial. However, the increasing 
diversity of technologies involved in battery production makes it challenging to develop a standardized 
approach that can be applied to all manufacturing processes. As new technologies emerge, they may require 
modifications to existing production processes, which can result in additional costs and delays.  

Furthermore, advancements in a particular technology can render certain process steps, like dry mixing, 
unnecessary, potentially making all technological developments in the drying process, such as laser drying, 
redundant [5]. To manage this complexity effectively, battery cell manufacturers need a management tool 
that can guide their decision-making by considering the interdependencies of technologies along the 
production line.  

3.4 The critical need to implement Industry 4.0 

Industry 4.0 adoption and readiness is a recommended strategic focus point for most companies in the general 
manufacturing industry [16], and the same should apply to battery cell manufacturers. However, while most 
companies fail to move beyond the pilot phase when investing in big data analytics, AI, or 3D printing, a 
select group of leading organizations is showcasing how to generate new value when deploying advanced 
manufacturing at scale [17]. Despite the difficulties in scaling up digital transformations, it can provide 
significant cost and energy reductions, throughput increase, and quality improvements [16, 17] all of which 
are helpful to meet the before-mentioned increase in demand. Manufacturers must avoid the pitfall of 
implementing the latest technological advances by default, and instead be value-driven in their decision 
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making [16]. In conclusion, digitalization measures offer promising cost, energy and quality improvements 
for battery cell manufacturers [18] while simultaneously generating their own challenges in deployment. 

3.5 Resulting criteria for innovation management methods 

Addressing the market dynamics and the intricate manufacturing processes in battery production (see 
chapters 3.1-3.4), it is essential to establish clear criteria for effective innovation management. The following 
qualitative characteristics have been identified to gauge the success of innovation management methods 
following the previously mentioned challenges: 

Bifocal technology foresight: This involves performing simultaneous technology foresight for both process 
and product innovations. By doing so, companies can effectively evaluate and plan for the latest 
advancements, ensuring that they remain competitive and stay ahead of the curve, especially in battery 
production process for electric vehicles. Keeping track of the latest product and process technological 
advancements, particularly those related to sustainability, energy efficiency, and safety is crucial. 

Complexity management: The innovation management method should be capable of handling multi-
technology evaluation to effectively manage the complexity of battery cell manufacturing and its potential 
for factory-scale use.  

Industry 4.0 relevance: The innovation management method should emphasize awareness of the latest digital 
advancements, particularly those related to automation, data exchange, and artificial intelligence. These 
advancements differ from the first criterion (bifocal technology foresight) in that they are only relevant at 
the factory level (and not on a single-process or product specific level). Embracing Industry 4.0 technologies 
allows battery cell manufacturers to enhance efficiency, quality, and safety while reducing costs and waste. 

Flexibility and adaptability: The method should facilitate later changes in production processes and the 
introduction of newer technologies. Given the rapid evolution of the battery production industry, a rigid 
approach may hinder growth and competitiveness. Flexibility and adaptability are essential for remaining 
agile and responsive to changing market needs and technological advancements. 

Implementation planning: Effective implementation planning should be a core aspect derived from the 
methodology, encompassing both long and short-term considerations while aligning with the identified 
criteria. Implementation planning plays a pivotal role in ensuring that the battery production process remains 
efficient, cost-effective, scalable, and socially responsible. 

4. Results: Identification and evaluation of relevant approaches from innovation management

As mentioned in chapter 2, a thorough literature review has been performed. In total, 14 methods addressing 
the mentioned topics in chapter 3.2 were selected and analysed in detail in regards to their compatibility for 
battery production. The selected methods can be categorized in four clusters: 1) General methods, 2) 
Assessment methods, 3) Portfolio methods and 4) Roadmaps. 

4.1 General approaches for innovation management 

In the context of this paper the Patent-/ and Publication analysis, Scenario analysis and S-Curve Analysis, 
can be assigned to the application area of general methods on the basis of their overarching function. The 
underlying assumption is that the number of publications in a given research area is indicative of the level 
of research activity in that field. For applied research areas, patent data is utilized, whereas publication data 
is used for basic research areas. The approach is limited by data availability, but nonetheless enables the 
identification of general manufacturing or product (criterion bifocal technology foresight) as well as Industry 
4.0 and digitalization trends and research priorities in the field of battery production [20].  The second general 
method is the scenario analysis. The overarching goal of this analysis is to generate prescriptive action 
recommendations for the present by analysing several potential future scenarios that are both flexible and 
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resilient, while accounting for a diverse range of possible outcomes. This process involves identifying 
potential future risks and opportunities, aligning with the primary objective of early technology identification 
[21, 22]. Accordingly, scenario analysis is an appropriate method for informing decisions related to (battery) 
technology strategy but lacks the application towards complexity management and implementation planning 
since these are mostly out of scope of the method. The S-curve concept describes the development course of 
a technology's performance as a function of the cumulative R&D expenditure [23]. The concept follows the 
principle that technologies inevitably reach their technological performance limits during constant 
advancement. Recognizing the right time to replace one technology by a superior technology is essential for 
companies. The comparison of several technology developments in this S-curve concept can sensitize and 
support assessments regarding the remaining further development potential of existing technologies and the 
development of new technologies [19, 24] and is therefore suited in terms of the bifocal technology foresight 
and relevant for Industry 4.0 solutions. This methodology allows for a certain degree of foresight in 
flexibility and adaptability; however, this method does not map the interactions of the various technologies 
or the complexity of battery cell manufacturing. 

4.2 Evaluation-based methods for innovation management 

The next section includes the return on investment (ROI) ratios, cost-benefit analysis, argument balance, 
utility analysis and checklist method. The method of ROI figures, which calculates the financial return of an 
investment, can be used to compare different technologies from a financial perspective [25]. However, it is 
not an appropriate innovation management method in the field of battery production because it focuses solely 
on financial gains and may not account for other important factors, such as technical feasibility, market 
demand, and complexity management. The cost-benefit analysis compares the costs for the realization of the 
project with the future benefits achieved [26].  An attempt is made to make non-monetary variables (e.g. 
reliability) comparable by converting them into monetary values. With the cost-benefit analysis, the net 
benefit can be used to evaluate different alternatives. This is calculated from the difference between the 
monetary benefit and the costs of the investment project. The choice should then be made for the alternative 
with the highest net benefit [19, 27]. One of the biggest challenges of the cost-benefit analysis is the often 
difficult transformation of benefits into monetary values [26]. For this reason, the practical benefit is often 
lower than it appears theoretically possible. For qualitative assessments the argument balance, checklist 
method, and utility value analysis can be used. The argument balance represents a simple method for 
comparing the advantages and disadvantages of alternative technologies in list form. It can be used especially 
in early consideration of innovations [28]. However, this allows only a qualitative comparison of one 
technology without quantifying the effects. The checklist method offers another tool for qualitative 
comparison of multiple technologies based on predefined criteria and therefore enables complexity 
management on a small scale [29], but also lacks the quantifiability. The utility value method allows for the 
evaluation of soft criteria, which are standards that are difficult to measure. The method allows the quantified 
comparison of various alternatives and the assessment of their advantageousness. For this, a set of target 
criteria are defined and weighted by pairwise comparison. For each of these criteria the performance of the 
various alternatives is evaluated using an absolute conversion function. Finally, the multiplication of the 
criteria weights and the sum of the partial utility value generates a total utility value for each alternative 
allowing their comparison [19, 29]. The utility value analysis offers a structured approach comparing 
alternatives but is limited to identification of the optimal alternative.  

4.3 Portfolio-based methods for innovation management 

As part of strategic technology management, technology portfolios are used to systematically evaluate 
technologies and derive investment decisions. A variety of portfolio approaches exist in the literature, and 
each of them addresses different characteristics and dimensions. The most relevant portfolios from ARTHUR 
D. LITTLE, PFEIFFER, and MCKINSEY are examined in more detail below.
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The portfolio approach from ARTHUR D. LITTLE aims to derive a technology strategy, considering the 
different technology and business unit life cycles [19, 30]. It is based on an analysis of the technology and 
competitive positions of the strategic business areas and the life cycles of the technologies and the respective 
industry. In one dimension the technology life cycle curve provides an estimate of future technology 
potential. The second dimension of the relative technology position indicates, in comparison to competitors, 
which qualifications, such as patents and production technology, the company has [30, 31]. Considering the 
Research and Development (R&D) risk, the portfolio approach from ARTHUR D. LITTLE is particularly 
suitable for deriving directions (see criterion implementation planning) for action based on the consistency 
of technology and market strategy. In the context of battery production innovation management, such 
portfolio approaches can serve as a basis for evaluating technology readiness and aligning it with market 
dynamics. Specifically, the 'Bifocal technology foresight’ and ‘Flexibility and adaptability' criteria can be 
assessed by leveraging the technology life cycle curve to identify emerging battery technologies with the 
potential for sustainability, energy efficiency, and safety. The relative technology position dimension can 
help gauge a company's competitive edge in these areas. 

The technology portfolio by PFEIFFER considers both the generation cycle preceding the market cycle and 
the observing cycle for the strategic analysis process via the two dimensions of technological attractiveness 
and resource strength [31]. The attractiveness of the technology describes the economic and technological 
advantages that can be strategically achieves by further developing a particular field. The resource strength 
compares the company’s resources to realize the technological potential with those of the competitors. When 
considering the 'Complexity management' criterion in battery production innovation management, 
PFEIFFER's approach can be adapted to evaluate the resource strength needed for implementing complex 
manufacturing technologies. Based on the positioning in the portfolio the approach recommends to invest or 
disinvest in certain technologies to achieve an innovator positioning assuming that the innovator generates 
more revenue than the imitator [19, 31, 32]. Nevertheless, the PFEIFFER’s approach only derives R&D 
priorities and is limited to the technology portfolio, as detailed planning and implementation is not specified. 

The integrated market and technology portfolio by MCKINSEY offer an analysis option to target the 
investment of internal resources. The basis of the MCKINSEY portfolio is the S-curve concept [33]. The 
technology and market portfolio provide a mapping of the relevant technologies comparing the company’s 
position with the market and technology attractiveness. The following comparison and subsequent 
integration of the technology and market portfolio into an integrated portfolio with the dimensions market 
and technology priority enables the analysis of technology-strategic factors [19, 33]. Regarding 'Industry 4.0 
relevance' and 'Flexibility and adaptability' criteria in battery production innovation management, 
MCKINSEY'S integrated portfolio can be used to assess the alignment of technology priorities with Industry 
4.0 advancements. It provides a structured approach to incorporate digital technologies like automation, data 
exchange, and artificial intelligence into the innovation management strategy. Moreover, it can help in 
identifying the flexibility and adaptability needed to respond to changing market dynamics and technological 
advancements. However, MCKINSEY’s portfolio serves primarily as a formal instrument for structuring the 
strategic planning process and for visualizing the strategic position and problems of business areas. 

4.4 Roadmapping methods for innovation management 

The technology roadmap visualizes technologies and their links over time. The roadmap illustrates the path 
from a current state to a future targeted status, which ensures that the required resources for fulfilling the 
targeted objectives are deployed at the right time. Thereby, the technology roadmap serves as a tool for the 
specification of the technology strategy and implementation [34, 35]. Nevertheless, the main benefit of the 
technology roadmap is the time-based and graphical representation for the development, representation, and 
communication of strategic plans regarding the coevolution a development of technology, products, and 
markets. The roadmap enables continuous support of the technology planning process and the alignment of 
planning levels. As a variant, explorative technology roadmaps offer the consideration of scenarios and 
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forecasts about technological developments. As a procedure for creating the roadmap, a future scenario is 
defined and broken down to the current status quo through intermediate scenarios [34]. To translate 
technology roadmaps into operational measures, balanced innovation scorecards (BIC) can be used. It uses 
the strategy captured in roadmaps, concretises it in its four perspectives and thus translates the roadmap into 
clear and measurable goals, key performance indicators, measures, and the persons responsible [35]. In the 
context of evaluating innovation management methods for battery production, all considered roadmapping 
methods are especially effective in 'Implementation planning', providing suitable frameworks for translating 
innovation strategies into actionable plans. When assessing their performance in other criteria, roadmaps 
integrated with balanced innovation scorecards emerge with a slight advantage due to their ability to combine 
foresight with performance measurement, manage complexity, and integrate digital advancements makes 
them slightly more advantageous for addressing the multifaceted challenges of innovation in battery 
production. 

4.5 Summary and evaluation of approaches 

In summary, none of the methods presented fully meet all the evaluation criteria. In particular, there are still 
major deficits in the areas of implementation planning and flexibility and adaptability in production. The 
evaluation results are shown in Figure 2.  

Summarizing, the general approaches such as the scenario technique or patent analyses mainly offer 
possibilities for early technology identification, but only insufficiently fulfil the simultaneous evaluation of 
different technologies and the planning of implementation. The evaluation methodologies primarily enable 
the prioritization of individual technologies or various technology alternatives, but do not consider aspects 
such as implementation or bifocal technology foresight. The portfolio approaches are mainly used for 
visualization and support the derivation of strategic measures. However, implementation and complexity 
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management are only considered superficially. The roadmap approaches, such as the explorative technology 
roadmaps, fulfil the criteria to a certain extent, but have deficits in the multi-technology evaluation and in 
the consideration of flexibility and later adaptability of the planning. The results show that the application 
of the respective standard innovation methods to battery production addresses only a fraction of the 
problems. For this review standard methods from innovation management were focused and assessed for 
their applicability to battery production. These methods are established in industry and are generally applied 
for solving specific tasks. However, the review also showed that a combination of all approaches does not 
meet the requirements of the current battery industry. This highlights the lack of a holistic method addressing 
the current innovation challenges in battery production. 

5. Conclusions and Outlook

The assessment of innovation management methods within the context of battery production indicates that 
existing approaches have their limitations. None of these methods offers a comprehensive solution to the 
multifaceted challenges in this field. Each method demonstrates strengths in certain aspects while falling 
short in others. Future research aims to address these limitations, develop a holistic method, and expand the 
scope of approaches through an extended literature review. This will enable successful innovation 
management in battery production. Achieving this goal requires understanding the unique challenges and 
opportunities in the battery industry, collaborating across disciplines, and considering factors like 
regulations, market trends, and societal expectations. By adopting a multidisciplinary approach and holistic 
method, the battery industry can navigate its dynamic landscape and ensure long-term success. 

Nevertheless, there are several critical considerations and promising opportunities for future investigation. 
One such consideration is the development of a tailored innovation framework that specifically addresses 
the complexities of battery production. This framework should be capable of effectively handling issues 
related to implementation and adaptability. Additionally, exploring the potential advantages of integrating 
multiple innovation methods and customizing them to better suit the industry's requirements is essential. 
Such an approach could yield more comprehensive and holistic solutions. Interdisciplinary collaboration 
among experts from diverse fields is also of paramount importance. Experts in materials science, 
engineering, and business management, among others, must work together to generate new perspectives and 
innovative solutions. Lastly, the potential benefits of knowledge transfer and best practices from related 
industries, such as energy storage or semiconductors, should not be overlooked. Adopting these insights 
could help overcome current limitations and accelerate progress. 

In conclusion, as battery technology continues to advance, the role of innovation management remains 
critical in shaping the future of sustainable energy solutions and in harmonizing the integration of product 
and process advancements in battery production. Innovation will drive progress, efficiency, and 
sustainability in this dynamic field. 
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Abstract 

The demand for lithium-ion batteries increases rapidly. Possible improvements of the production technology 
are seen as key lever to improve sustainability and cost. The production of lithium-ion battery cells is 
complex and highly influenced by the production environment. Large parts of the production processes must 
take place in so-called clean and dry rooms to strictly control particles, temperature, and humidity. Especially 
the dehumidification of air for dry room conditions requires significant amounts of energy. Moreover, 
contaminants are emitted in certain processes that must not interfere with operational safety. A possible 
improvement is given with so-called mini-environments. This concept, roughly described as encapsulation 
of the individual process step, offer numerous theoretical benefits such as improved process control, 
enhanced product quality, increased worker safety and reduced energy consumption. The concept of mini-
environments in battery cell production is not yet established. This paper presents the findings of an industry 
and institute survey with key stakeholders from the battery machinery, clean- and dry room, and 
encapsulation industries. The results show that while the potentials of mini-environments in battery cell 
production are recognised, many hurdles must be overcome before successful implementation. For example, 
adapted holistic production systems and new logistic measures must be developed.  

Keywords 

Mini-Environments; Battery Cell Production; Production Environment; Industry Survey; Sustainable 
Production  

1. Introduction to mini-environments in battery cell production

The manufacturing of lithium-ion battery cells requires to strictly control particles, temperature, and 
humidity of the production environment [1]. Among other negative influences, moisture leads to the 
decomposition of the electrolyte which results in shortened lifetime and reduced capacity of the battery cell 
[2,3]. Airborne or process emitted molecular and particulate contamination can also lead to defects and thus 
high reject rates [4,5]. Figure 1 gives an overview of the process steps in the production of lithium-ion battery 
cells, which can be divided into three stages: electrode production, cell assembly and cell finishing. 
Depending on the materials, dimensions and cell format, not only the process chain but also the individual 
process steps can differ significantly. In electrode production, anodes and cathodes are produced from the 
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input materials. Both electrodes are then assembled with a separator, electrolyte, and a housing. In cell 
finishing, cells are electrochemically activated, checked, and packed. [6] 

Figure 1: Generic process chain and necessary production environment to produce a lithium-ion battery cell [6] 

As seen in Figure 1, the processes are currently placed in facility-integrated clean and dry rooms which are 
used to control particles, temperature and humidity. Those rooms must be tailored to meet the requirements 
of individual materials, processes and production characteristics. [7,1,8] Only the electrolyte-processing 
steps are additionally encapsulated in low-pressure or inert atmosphere due to the electrolyte’s high reactivity 
with moisture. Conventional clean and dry rooms account for 26% to 53% of the overall energy consumption 
depending on the use case and production conditions [9–11]. At the same time, the sensitivity of future 
battery materials towards the influence of the production environment will continue to increase [12–14].  

One possibility to reduce energy consumption and improve the condition of the production environment is 
given with so-called mini-environments. Figure 2 illustrates the concept of mini-environments compared to 
conventional clean and dry rooms. According to the ASSOCIATION OF GERMAN ENGINEERS, a mini-
environment is a limited, separated product environment to protect the product from contamination [15]. 
Applied to battery cell production, this means that particle, temperature and humidity control does not 
(purely) take place on a room level but within a limited volume around the process. Currently, mini-
environments are not established in industrialized battery cell production due to multiple reasons (see chapter 
3). In the semiconductor industry on the other hand, mini-environments are already fully developed and 
integrated, with the key differences to battery cell production being very high degree of standardization and 
low requirements on ambient humidity. Only very few publications exist in the context of mini-environments 
for battery cell production. [16] KIM YU GON and EBERHARDT et al. published patents that describe the 
state of the art of mini-environments in battery cell manufacturing [17,18]. Furthermore, HELLER et al. 
discussed various terminologies regarding new airtight housing or encapsulation concepts for battery 
production [19].  

Figure 2: Schematic illustration of a conventional clean and dry room (left) and a mini-environment concept (right) 
for battery cell production 
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2. Survey

A comprehensive industry and institute survey was conducted to identify the current status of mini-
environments in battery production. The survey was conducted in April and May 2023 and therefore reflects 
the status on given matter at this time. 

To prepare the survey, a comprehensive literature and patent research was conducted. An extensive 
questionnaire with 76 questions divided into 13 clusters (matching subchapters in chapter 3) was formulated. 
For each cluster, 4-8 questions were asked divided into quantifiable questions e.g., “at what dew point and 
particle cleanliness requirement does a mini-environment make sense?” and qualitative questions e.g., “how 
should a logistic interface look like?”. Forty-five relevant companies and institutions with focus on the 
European market were identified and contacted to inquire survey participation. In the end, the authors 
conducted twenty-six digital face-to-face interviews. Figure 3 shows the number of companies and institutes 
that participated in the survey divided by company profile and origin. The share of participating companies 
in comparison to the inquired/existing companies is approximately the same in each category.  

Figure 3: Survey participants divided by type of company and origin (of mother company) 

3. Results

The results of the survey are presented below, broken down into the 13 survey clusters. It turned out that 
only very few of the participating companies already have experience with mini-environments in general. 
Most of the companies that have experience come from the glovebox or semiconductor industry. Only few 
companies have developed initial mini-environment prototypes specifically for battery cell production. Thus, 
the results of the survey rather represent a comprehensive aggregation of knowledge, experiences, opinions, 
and expectations. Quantifiable answers could only be retrieved by very few participants.  

3.1 Concept understanding and definition 

Based on the statements of the interviewees, two conceptual approaches exist: 

C1. Mini-environment as technically tight enclosures similar to currently available gloveboxes. It can be set 
up in a grey room and thus aims to replace large clean and dry rooms. Reconditioning upon opening is 
a key concern. Inert gas may be used.  

C2. Mini-environment as an extended machine enclosure concept in comparison to current machine 
housings, aiming to increase or improve isolation of the process and exclude humans. In this case, some 
sort of clean and dry room with lower requirements are still necessary. A precise concept vision does 
not exist yet. 

The dimensions of mini-environments are considered to match current machine housings. Mini-
environments are seen as an intermediate step towards even smaller process enclosures like micro-
environments. 
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3.2 Application scenarios 

Mini-environments are predominantly seen for use in cell assembly. The critical step of electrolyte filling 
already uses glovebox-like enclosures (C1) today. Implementing mini-environments is generally considered 
easier for processes with smaller footprint than for those with larger equipment. 

The assessment of potential mini-environment application scenarios varies significantly based on the two 
described concepts as outlined in 3.1: 

1. Glovebox-like mini-environments (C1) are already implemented in research laboratories and small-
scale production. This concept is predominantly seen limited to this production scale.

2. The yet broadly undefined extended machine enclosure concept (C2) is considered useful for high-
volume production with extensive automation. The prevailing opinion is that this concept is most
effective when coupled with high automation and precise process control.

3.3 Quality and measurement 

The improvement/stabilization of environmental conditions is seen as one of the top three potentials of mini-
environments. Especially the advanced separation of operators from the process reduces possible negative 
influences and therefore increases quality consistency. All types of contamination (humidity, particles, 
temperature) are considered easier to remove in mini-environments than in larger rooms, mainly due to better 
and more controlled airflow, which can be simulated in advance. Based on improved/stabilized 
environmental conditions, a potential scrap reduction during operation was deemed realistic but could not 
be quantified because of possible contrary effects by necessary enclosure openings.  

With regards to measurement, participants stated that temperature, humidity, and particle detection can be 
inline. Currently used particle traps should be reconsidered as they necessitate openings of the mini-
environment. In comparison to current sensor placements to monitor environmental conditions, sensor 
placement moves closer to the process with shrinking encapsulation volume. Therefore, environmental 
product requirements can be monitored more precisely. On the other hand, higher complexity applies for 
data collection and processing, especially regarding frequent mini-environment openings and the resulting 
variety of states. Almost all respondents stated that the costs for testing humidity, particles, and temperature 
would not significantly differ from conventional clean and dry room concepts.  

3.4 Accessibility 

Accessibility is perceived as one of the top three challenges for implementing mini-environments. 
Companies in the semiconductor industry tend to view the challenges as somewhat lower. Cases that require 
mini-environments to be opened are given with emergencies, cleaning, maintenance, malfunctions and 
partially for logistic processes. Overall, accessibility for material supply and logistics are seen as not yet 
resolved but potentially solvable (see 3.5). A lack of concepts for maintenance, cleaning, etc., is considered 
critical. Placing mini-environments in a clean and dry room is a straightforward option to minimize negative 
impact when opening is necessary. Innovative approaches like mobile protective tents were mentioned.  

One of the top three challenges in implementing mini-environments in battery production is seen with 
reconditioning times after enclosure opening. To reduce reconditioning times, smart opening mechanisms 
and boost modes have been suggested, but detailed concepts are yet to be developed. Reconditioning times 
between 3 minutes (mainly C2) and 8 hours (mainly C1) can be achieved today and are dependent on: 

− The difference between inside and outside conditions during the time of opening. General rule: the
larger the difference between those conditions, the longer the reconditioning times.

− The maximum achievable air exchange rate of the mini-environment. General rule: the higher the
air exchange rate, the shorter the reconditioning times.
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While not all companies consider standardizing accessibility components necessary, most see some level of 
standardization as desirable. Developing a singular functional accessibility concept is perceived as more 
important than a universally applicable standard. 

3.5 Interconnection and interfaces 

The interconnection of multiple processes with mini-environments is perceived as more complex compared 
to conventional clean and dry room setups. Physical interfaces are seen as one of the top three challenges for 
implementing mini-environments in battery production. Unresolved issues primarily relate to airlock 
concepts between individual mini-environments. The semiconductor field provides valuable know-how, 
including (partially) standardized load ports for material infeed. Here, challenges are mainly seen in roll-to-
roll processes.  

Airlock concepts become challenging, especially when trying to standardize interfaces across different 
process sections e.g., from electrode manufacturing to cell assembly. Standardization is considered less 
important in this area than for accessibility. Nevertheless, many companies express a desire for 
standardization in mini-environment interconnection. Custom interfaces are estimated to be technically 
feasible today.   

Airlocks should be designed as compact as possible to minimize the needed conditioned air. It is assumed 
that interconnecting airlocks between two mini-environments do not require separate ventilation systems but 
are ventilated with conditioned air from the mini-environments itself. With increasing interconnecting 
airlock volume, survey participants see higher likelihood of separate ventilation systems. Discontinuous 
airlock operations are not seen as a difficulty for mostly continuous working dehumidifiers. Pressure relief 
and pressure retention valves can be employed for compensation. 

3.6 Energy and costs 

Costs are categorized in investment costs and operational costs, with the latter primarily depending on energy 
costs.  

Overall investment costs are estimated to increase for mini-environment concepts that additionally require a 
clean and dry room (mainly C2). Overall investment costs are estimated to decrease for mini-environment 
concepts that can operate without an additional clean and dry room (mainly C1). 

Operational cost is believed to decrease significantly with mini-environments with energy saving potentials 
from reduced dehumidified process volume. This is seen as one of the top three potentials of mini-
environments. The amount of energy saving potential is significantly dependent on the production 
environment requirements. The higher the requirements the higher the possible energy saving potentials are 
assessed. With lower production environment requirements, the expected energy saving potential also 
decreases. That leads up to the point where mini-environments have no advantage over conventional clean 
and dry rooms. A quantification of the requirements at this point could not be made due to a general lack of 
existing business case calculations and prototypes. 

Although acknowledging the theoretically benefit of reducing energy cost, most companies noted that other 
factors such as yield rate have a much higher impact on operational cost of current battery productions. 

3.7 Enclosure and air handling 

The assumed requirements for enclosure vary significantly depending on the mini-environment concept. 
While the glovebox-like concept (C1) involves technically tight enclosures, other mini-environment 
concepts (mainly C2) mention currently unquantifiable but in the future to be defined leak rates. Pressure 
induced flow direction of air due to a leakage rate of the housing is considered to be more relevant for 
particles than for humidity. Here, the flow direction is mainly based on the partial pressure differences of 
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water inside and outside the housing. In battery production, glovebox gloves are only used in positive 
pressure concepts, which are found only in the glovebox-like concepts (C1). For large-scale applications, 
gloves are generally considered impractical.  

According to company statements, the smaller volume of mini-environments allows for process-oriented 
airflow patterns in comparison to conventional clean and dry rooms. There is no standardized rule for air 
handling in mini-environments, and each concept needs to be individually designed in terms of e.g. air flow, 
ventilation and filtration. Participants are uncertain whether air from the mini-environment needs to be fully 
exhausted or can be recirculated after treatment. For safety reasons, most concepts currently involve 
exhausting all air.  

It is believed that not every mini-environment requires its own air conditioning/dehumidification unit. 
Several mini-environments can be supplied by a single unit to enhance overall system efficiency. However, 
this increases the piping complexity. Employing more units to supply fewer mini-environments could 
enhance flexibility. Most survey participants consider moisture accumulation non-existent in mini-
environments due to partial pressure of water and corresponding immediate distribution of humidity in the 
small environment. 

3.8 Safety 

Better separation of the operator from the process is seen as one of the top three potentials of mini-
environments. General consensus is that the use of mini-environments can increase occupational safety in 
battery cell production. This is primarily due to the physical barrier provided by the mini-environment 
between the worker and the product. Generally, safety requirements and resulting measures can vary 
depending on the mini-environment concept.  

It is expected that the occupational safety standard will not increase with the use of mini-environments if 
they are designed in a positive pressure principle (mainly C1) because contaminants could be pushed out of 
the mini-environment towards the operator. A safety-beneficial concept is primarily seen in negative 
pressure concepts (mainly C2) where contaminants are contained inside the mini-environment. Additionally, 
mini-environments open up the possibility of filtering polluted exhaust air (e.g. NMC exhaust and VOCs) 
and feeding it back into the enclosure. Thus, the proportion of recirculated air and consequently the energy 
efficiency potentially increases. Concrete concepts for this aspect are yet to be developed. Even with possible 
higher occupational safety of mini-environments, it is assumed that the use of personal protective equipment 
(PPE) is still required.  

With the possibility to achieve ultra-low dew points inside and higher dewpoints outside of the mini-
environment, mitigated health risks for operators are also considered advantageous. 

3.9 Monitoring and control 

The participants assessed that the measurement technology used to monitor environmental conditions in 
mini-environments will not differ significantly from the current technology used in clean and dry rooms. 
However, the positioning of sensors will be adjusted. Proposed measurement points include the exhaust air 
of the mini-environment and critical points in the process. Sensor placement in mini-environments will be 
closer to the point of interest than it is currently customary, enabling more precise measurements. To ensure 
occupational safety, it is anticipated that more mobile measurement technology will be required, and sample 
measurements will also need to be taken at various points outside the mini-environments more frequently. 
For this purpose, e.g., wearable measurement systems can be attached to the operator's clothing. 

Participants are unsure whether mini-environments will lead to sensor cost savings. Nevertheless, sensor 
costs are not considered particularly relevant. A peculiarity of mini-environment sensor technology could be 
that, upon opening, larger ranges of fluctuations may need to be covered than currently usual. 
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3.10 Factory integration 

Opinions regarding the integration level of mini-environments vary significantly depending on the concept. 
Generally, mini-environments must be considered in comprehensive factory safety concepts, including 
emergency exits and fire protection measures. Companies aiming for a glovebox-like approach (C1) tend to 
believe that mini-environments can be used in a standard production environment and therefore fewer 
integration effort into the production facility is necessary. With concepts that still rely on clean and dry room 
(mainly C2), the number of interfaces would increase and the integration into the production facility is 
assumed to get more complex. In high-volume production scenarios (mainly C2), redundancy e.g., for 
dehumidifiers should be considered to reduce equipment downtime resulting in increased integration and 
interface complexity. 

Today clean and dry rooms are considered to belong to the building or battery specific infrastructure with 
close interfaces to the production equipment. In contrary, companies see mini-environments rather belong 
to the production equipment than as part of the infrastructure. As a result, there is also a responsibility shift 
for the production environment towards the process equipment manufacturer which is viewed very critically 
by them. 

3.11 Flexibility 

Generally, mini-environments are considered to reduce production flexibility due to higher overall 
complexity of the plant compared to conventional clean and dry rooms. 

Initial ramp-ups are also estimated to be more challenging with mini-environments resulting in longer ramp-
up times and higher costs. Subsequent starting facilities with the same mini-environment concepts should 
then require a similar timeframe to current ramp-ups.  

In addition, implementing alternative technologies (upgradability) are considered to be more challenging 
with mini-environments. However, upgradability is generally deemed almost irrelevant in battery cell 
manufacturing. 

Contrary, the smaller air volumes of mini-environments also lead to two factors that could be beneficial for 
flexibility. Firstly, it is expected that scenarios like night or weekend stand-by operation will be easier and 
more efficient to implement. Secondly, by separating the process into smaller steps that are separated by 
mini-environments instead of integrating many process steps into one housing, there is potential for 
simplified troubleshooting and minimized contamination during openings. 

3.12 Future outlook 

The current Technology Readiness Level (TRL) of mini-environments in battery production is assessed with 
varying degrees. TRL ratings ranged from 3 to 9, with most respondents estimating the TRL to be between 
4 and 7. While few initial concepts have been successfully demonstrated, near-series testing campaigns have 
not been conducted and market-ready systems are not yet available. Challenges to improve the TRL are 
particularly seen in the areas of automation (integration), maintenance and standardization, and in a mindset 
change required by various stakeholders to implement a new (riskier) concept. 

Opinions diverge on the necessary time duration until mini-environments can be utilized in mass production 
of battery cells. Estimates range from approximately 2 to 3 years as a minimum to 5 years or more as a 
maximum. It is considered crucial that the mini-environment concept is first implemented and validated in 
a small series and then in large-scale production. 

Regarding the further development of mini-environments, companies pursue two approaches: 

− Companies develop concepts and validate them through demonstrators.
− Development is carried out by universities and research institutions and transferred to the industry.
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3.13 Industry landscape 

The survey results show that in the development of mini-environment concepts on the one hand equipment 
manufacturers often wait for a specific inquiry from producers and on the other hand producers expect fully 
developed and tested concepts from equipment manufacturers. Equipment manufacturers are particularly 
concerned about the possibility to be pushed into more responsibility by the producers when jointly 
delivering the process equipment and the equipment for process environment. 

For this reason, concept development and hardware demonstration from research institutions were seen as 
valuable. In general, deeper cooperation and partnerships between stakeholders, especially between 
producers and equipment suppliers, were considered desirable.  

Currently, leading companies in the mini-environment field are primarily considered to be traditional 
glovebox manufacturers and companies from the semiconductor industry. 

4. Discussion and recommendations for action

It can directly be concluded that the concept of mini-environments for battery cell production is still in an 
early phase. Few companies have experience in the field of battery production in an industrial scale at all. 
This is also demonstrated by the fact that no quantifiable evaluation is possible for this broad-based industry 
survey. Holistic knowledge of current battery production processes is still limited and uncertainty about 
future improvements high. While some experiences from other industries and early-stage concepts exist, 
there is no uniform understanding of the topic across the industry.  

The following recommendations for actions are derived from the results of the survey: 

− Development of holistic mini-environment concepts (C2) for each process step individually paired
with an industry wide discussion about concepts to interlink the mini-environment concepts for each
process step into a complete mini-environment process chain. Uncertainty can even be more reduced
if authorities are part of the discussion e.g., regarding occupational safety and standardization.

− Cooperations between multiple companies e.g., equipment manufacturer and enclosure specialists
or research institutes and producers should be stimulated to ensure a transfer from requirement
definition, over development into implementation.

− Funding of application-oriented research in the field of mini-environments for battery production to
do preparatory work that the industry can use to decrease risk of own investment by e.g., a business
case calculator that is able to compare capex and opex of different mini-environment concepts to
conventional clean and dry rooms for different environmental requirements.

5. Conclusion and outlook

Mini-environments are a promising concept to reduce energy consumption and to increase product quality 
and operational safety in battery cell production. Currently, only few research publications and industrial 
concepts exist. Therefore, a comprehensive industry and institute survey was conducted to identify the 
current status of mini-environments in battery production. With this paper, for the first time, not only 
individual sub-topics of mini-environments like housing or material transfer are discussed but a 
comprehensive aggregation of knowledge, experiences, opinions, and expectations are covered with all 
involved players from process to building. The survey revealed that there is little and no uniform 
understanding of the topic across the industry. Simultaneously, the potential of mini-environments is 
recognised and interest in further developments is high. Derived from the results, recommendations for 
action were given that directly imply a need for further application-oriented research in the field of mini-
environments for battery cell production. 
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Abstract 

Individualisation of products and ever-shorter product lifecycles require manufacturing companies to 
quickly reconfigure their production and adapt to changing requirements.  While most of the existing 
literature focuses on organisational structures or hardware requirements for reconfigurability, requirements 
and best practices for logical reconfigurations of automated production systems are only sparsely covered. 
In practice, logical system reconfigurations require adjustments to the software, which is often done 
manually by experts. With the ongoing automation and digitisation of manufacturing systems in the context 
of Industry4.0, the need for automated software reconfigurations is increasing. However, heterogeneous and 
proprietary technologies in the field of industrial automation pose a hurdle to overcome for generally 
applicable approaches for logical reconfigurations in the industrial domain. Therefore, this paper reviews 
available technologies that can be used to solve the problem of automated software reconfigurations. For 
this purpose, an architecture and a procedure are proposed on how to use these technologies for automatic 
adaptation and virtual commissioning of control software in industrial automation. To demonstrate the 
interoperability of the approach, collective cloud manufacturing is used as a composing platform. The 
presented approach further includes a domain-specific capability model for the specification of software 
artefacts to be generated, allowing jobs to be described and matched on the platform. The core element is a 
code generator for generating and orchestrating the control code for process execution using the 
reconfigurable digital twin as a validator on the platform. The approach is evaluated and demonstrated in a 
real-world use case of a modular disassembly station.  

Keywords 

Logical Reconfiguration; Production Control; Industry4.0; Modular Production Systems; Reconfigurable 
Manufacturing Systems 

1. Introduction

Today’s rapid and dynamic business environment, characterised by trends like individualised products and 
shorter product life cycles, is forcing manufacturing companies to adapt their production systems frequently 
and efficiently [1, 2]. In addition, volatile and uncertain material supply and customer demand [3] require 
the deployment of adaptive production systems that can swiftly respond to changing circumstances. 
Reconfigurability proves to be a key capability to enable manufacturers to provide production processes and 
resources on demand [4].   

622



Industry4.0 and Cloud Manufacturing (CM) are driving the integration of cyber-physical systems (CPS) into 
the production environment to create cyber-physical production systems (CPPS) [5]. The seamless 
convergence of software and hardware forms the backbone of adaptive production systems, with software 
becoming an integral part [6]. Although the extension of hardware with software comes at the cost of 
increased complexity, it also enables digital planning, deployment and control of manufacturing operations 
[7]. The Software-defined Manufacturing (SDM) paradigm promises to enable orchestration and 
management of large CPS by using abstraction and encapsulation to reduce complexity when interacting 
with heterogeneous hardware and software infrastructure [8, 9]. 

While there exist many frameworks that provide design guidelines for software and hardware of flexible and 
reconfigurable production systems, their concrete implementation raises many questions given the wide 
range of technologies used in industrial practice. Reference architectures for CPS, such as RAMI4.0 or IIRA, 
provide conceptual and abstract frameworks but their usefulness for realisation of CPPS is limited due to 
their lack of technical depth, according to Wang et al.  [10]. In fact, changing the logic of CPPS by 
reconfiguring software, e.g. by changing sequencing and parametrisation of control code, is still a highly 
manual task in practice, which increases cost of reconfigurations and limits the useable potential of 
reconfigurable hardware [11–13]. 

Heterogeneity of communication protocols, proprietary software interfaces and complicated planning tasks 
challenge the general applicability of more technical approaches for logical reconfigurations, especially with 
respect to the integration and automation of software systems [10]. In the following, we will explore existing 
approaches that contribute the reconfigurability of production systems and evaluate their suitability (Section 
2). With reference to ElMaraghy [1], Wiendahl et al. [4] and Monostori [5], we propose the following 
requirements to evaluate existing approaches for realising reconfigurable production systems:  

R1 Automation: Automated adaptation of the control code to suit individual hardware configurations. 

R2 Abstraction: Individual software modules are encapsulated according to their associated hardware, 
abstracting the hardware and its capabilities in a service-oriented manner. 

R3 Generalisation: The architecture is generic and can be implemented with various tools and 
technologies, thus promoting interoperability. 

R4 End-to-End: Continuous approach from the gathering of the customer requirements to the physical 
execution of processes. 

R5 Virtual Validation: The feasibility of the sequenced processes should already be predicted virtually 
with a high quality. 

R6 Integration: The integration of additional hardware/software modules and their deployment in the 
existing infrastructure should be possible with little effort. 

Based on the findings of this analysis, we present a framework and an architecture that uses state-of-the-art 
technologies and the concepts of CM and SDM to overcome existing limitations (Section 3). Section 4 
demonstrates and validates the applicability of this approach in a case study of a reconfigurable and 
automated assembly station. Finally, Section 5 discusses the potentials and limitations of the proposed 
approach and gives directions for research in the field of reconfigurable production systems.  

2. State-of-the-Art

Several approaches aim to provide a framework for designing production systems that can better adapt to 
changing requirements through flexibility and changeability [4]. While both flexibility and changeability 
specify the ability to adjust the operating point of production systems, changeability goes beyond flexibility 
by covering more fundamental changes to the production system, such as reconfigurations [14].  
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Existing approaches in the literature for manufacturing system paradigms have in common that they aim to 
have universal production resources that can be equipped with different processes, thus allowing simple 
reconfigurations of the production capacity. Bionic, fractal and holonic manufacturing systems [15, 16] 
follow the idea of having universal entities that can act autonomously, change their configuration and interact 
with each other to enable an adaptive system. Another paradigm, i.e. reconfigurable manufacturing systems 
(RMS), provides a more tangible approach by providing design principles for reconfigurability [17]. 
Reconfigurability specifies the ability to adapt the physical or logical structure to implement a different 
functionality, both at the resource level and at the system level [18].  

More recent paradigms, in particular Smart Manufacturing Systems and Advanced Manufacturing Systems, 
focus more on the IT infrastructure required for logical reconfigurations, but the literature lacks generally 
applicable approaches for implementing these paradigms in practice [10, 19, 20]. Existing approaches use 
proprietary solutions that are not generally applicable due to technical barriers such as different 
programmable logic controller (PLC) manufacturers or proprietary protocols. For example, Talkhestani et 
al. [12] adapt PLC control code for logical reconfigurations by using a direct but proprietary PLC interface. 

Besides the field of manufacturing system’s paradigms, there are many approaches in the field of smart 
manufacturing, Industry4.0 and CM that present concepts and architectures to manage and operate CPS. The 
integration of generated software artefacts is a core element of model-based systems engineering and has 
been striving for generated and reusable software within automation technology since the 1990s, as presented 
by Eppinger and Steven [21]. The concept is being revived in current topics such as the asset administration 
shell of the reference architecture model RAMI4.0 [22] and the concept of SDM by Verl et al. [23] for 
autonomous program parameterisation. As described by Wymore [24], the concept of generated control code 
is used in systems engineering and could be applied more broadly in automated capability-based systems to 
generate digital twins for process validation, according to Madni et al. [25]. Exemplary approaches already 
exist, such as a cloud-based evaluation platform for real-time applications within SDM [26]. However, there 
is still a lack of software tools that validate and generate control code regarding a uniform process description 
in a neutral process model. For example, Brovkina [27] specifies a process model with a focus on assembly 
sequences, but this is part of a holistic tool for automated layout design and control code generation with a 
clearly specified methodology. For example, several studies on general [28], additive [29] and CNC 
(Computerised Numerical Control) [30] CM platforms show that manufacturing processes for individual 
components and assemblies can be realised. However, there is a limitation to geometrical and material-
related properties that can be covered. The lack of uniform task and process descriptions as well as generally 
applicable tools for control code generation hinders to provide control code as a service to allow 
manufacturing machines to be operated adaptively with frequent logical reconfigurations. Industrial 
architecture models in CM provide metamodels for domain-specific modelling of digital twins to 
approximate the production capabilities  of a service provider [31]. Yet, do not provide additional tools to 
realise these capabilities by generation of associated control code. 

Considering related research in the field of virtual commissioning [32], Martinez et al. [33] present a digital 
twin demonstrator that adapts the control code based on production orders and resource configurations. After 
a successful adaptation phase, a digital twin is used to validate the system by simulation.  

In the area of process sequence orchestration, Pfrommer et al. [34] present a skill-based framework for 
reconfigurable manufacturing systems. Here, executable actions can be generated from a high-level 
description of the capabilities, which are orchestrated as services in the next step, similar to the approach of 
Backhaus und Reinhart [35]. As noted by van de Ginste et al. [36], the transformation of high-level skills to 
executable skills remains a research gap. First approaches to automate code generation and constraint 
checking are provided by Kocher et al. [37]. 

In summary, there exist many approaches that aim to increase the flexibility and reconfigurability of 
production systems by considering new design paradigms, especially with regard to CPS and CM. However, 

624



there seems to be no approach in the literature that satisfies all requirements presented in section 1. The 
analysis showed that approaches from the field of manufacturing systems paradigms and reference 
architectures for digital manufacturing promote Abstraction (R2) and Generalisation (R3) but lack details 
considering Automation (R1) and Integration (R6). More technical approaches, on the other hand, 
demonstrate Automation (R1) and Integration (R6) but lack general applicability (R3) and their continuity 
(R4). In the following, we will present a framework and architectures that aim to combine insights from the 
reviewed literature to satisfy requirements R1-R6 and to enable automatic deployment of logical 
configurations in production systems.  

3. Approach

The resulting approach consists of two subsequent steps: the development of a code generator (CG) and its 
embedding in the architecture and system model of the Collective Cloud Manufacturing (CCM). The 
embedding into the CCM is explained first, followed by the structure and functionality of the CG. Figure 1 
serves as a high-level architecture and flow diagram, with numerical steps within the CCM platform and 
alphabetical steps for domain-specific steps of code generation and validation. 

For CCM, the two required components are a domain-specific capability model and an encapsulating 
analysis container of integration patterns [38]. Thus, individual process steps and system capabilities can be 
freely defined according to Brovkina's process model [27] and receive the design guideline to be enriched 
with a standardised position node via a start and end pose. A sequence of process steps is realised via a 
concatenation of such process steps via a "next" relation. For example, this could represent a sequence of 
handling tasks from a robot where the start pose specifies the pickup of a workpiece and the end pose 
specifies the target of the handling task itself. In this context, handling tasks are non-value-adding processes 
that do not need to be noted explicitly for higher abstraction. Relevant process step parameters can be 
attached directly to a process step node or as sub-elements via their own relationships. The definition of the 
domain-specific process steps with a process model forms the basis of the execution flow (step 1 - step 10) 
of the CCM platform.  

For individual processes or sub-process, their configured CG are encapsulated as a simulation service 
according to Strljic and Riedel [38] within an analysis container. This is annotated with the previously 
defined domain-specific process step parameters, i.e. the process step model. The process steps represent in 
their union the entire bundle of required manufacturing capabilities to be executed. The annotated analysis 
container is registered on the CCM platform in step 1). 

Using previously created process step models, users can specify individual production process requirements 
to be realised by a plant, a manufacturing system or a production resource in step 2). According to the CCM-
concept, these can be own plants or a mixture of service providers. The requirements are summarised by 
created digital assets for each step in the process sequence, which are made available downstream to the CG. 

In step 3), a completed requirement description can be uploaded to the CCM platform as a project request, 
and in step 4), the matching process is initiated with the help of a subgraph search for compatible CGs, as 
described in [39]. The most suitable candidate of the matching process is instantiated on the CCM platform 
and starts with step 5): the analysis of digital assets for their requirements of manufacturing capabilities. For 
this purpose, interfaces from the CCM platform are made available to the CG to provide information about 
the requirements responsible for matching a process step to a production resource. The core of the 
instantiation is the execution of the CG as well as providing requirements. 
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Figure 1 Overview of the architecture for platform-based planning of reconfigurations of production systems with 

functional sequencing and automated deployment 

The CG (step 6) is responsible for translating the process model, which describes the production process 
sequences in an abstract way, into instructions that are understandable for automated manufacturing 
equipment. The information that needs to be provided by the CCM platform to the CG is shown in Table 1. 
This includes resource-related information concerning available production resources and their capabilities 
and process-related information, i.e. the process sequence to be executed. For a more specific view of the 
problem of generating and validating control code for RMS, we have subdivided steps 6) and 7) into six 
more detailed steps a)-f). 

With regard to requirement R6 (Integration), the interfaces of the CG used to receive information shall be 
interoperable and provide self-describing capabilities for efficient integration. The CG should be modular 
and extensible to accommodate new functionality. To realise this requirement, external data can be passed 
to the CG (step a) on multiple interfaces, which all get integrated to the internal data model of the CG by 
data adapters.  
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Table 1: Overview over input information required to execute the CG classified by the information categories 

Information category Information content Explanation 

Resource-related 
information 

Communication 
interfaces 

Type and address of communication interfaces 

Resource-related 
information 

Configuration Available processes at a resource and meta 
information (e.g. positions of process modules)  

Resource-related 
information 

Capabilities Capabilities describe in an abstract way the 
processes that can be executed by the resource.   

Process-related information Process model Sequence of processes to execute with required 
resources and capabilities for these processes. 

The control code generation begins with an analysis of whether the provided process sequence in the process 
model is complete, i.e. all transitional conditions between consecutive process steps are logically valid. For 
instance, an incomplete process sequence could be missing a process step for handling between two process 
steps.  In the case of missing process steps, the CG determines required state transitions to satisfy the 
transitional conditions and evaluates whether a suiting resource is available. If a resource is available, the 
process model is adapted by adding a process step (step b). Otherwise, an error is returned to the CCM 
platform specifying the missing capability for the transition. In code generation (step c), the CG iterates over 
the process model and generates code for each process step that can be deployed to the associated production 
resource. Based on the communication interface and the configuration of the resources, it can be determined, 
how and what information needs to be provided to adjust the control code. Ideally, code for these processes 
is pre-planned, deployed, and requires only adjustments without further need for planning and generating 
new control code. Yet, other processes, such as handling tasks, may need to be planned in the CG. This is 
achieved by providing interfaces to planning solutions, such as ROS path planning.  

Quality of planning can be improved by using simulations. Modelling the system in detail without a high 
degree of abstraction allows to detect errors in the planning process before the physical commissioning. This 
reduces additional the effort required during ramp-up of the newly configured station is reduced. The 
information contained in the process model, the generated control code, and machine-specific information 
serve as the basis for instantiating simulation environments in step d). Each defined process step describes a 
change of state of the system starting from an initial state before execution and ending in a final state after 
execution. The definition of these states allows simulation of individual process steps and their simulative 
validation (step e).  If the final state of the process differs from the planned finals state by a defined tolerance, 
e.g. due to collisions, the process must be re-planned.

After code generation and validation of each process step, the generated code is merged into a configuration 
file that is returned to the CCM platform (step f). The file contains the newly planned logical configuration 
of the production resources with information on how to deploy this configuration to the production resources. 

Simulatively determined KPIs of the individual machine modules of the configuration are aggregated and 
combined within step 9) into a normalised cost model according to production duration. The subordinate 
cost model is initially only required for ordering and evaluating the planned results, but it can map the 
concrete economic efficiency of offered process sequences in the broader spectrum. Finally, in step 10), the 
aggregated KPIs are combined with the resulting control code of the CG into an overall planning result. The 
result can be imported into an execution instance of the selected CG by a user to run the actual production 
system with the generated control code for the specified process steps of the process model. 
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4. Case Study

In this paper, the proposed approach including the CG is exemplarily tested on a modular production system 
for disassembling electric window lifter motors. The system is part of the AgiProbot factory [40] and built 
based on the Fluid Automation Design Framework [41]. The latter describes a Plug&Produce architecture 
for production systems for both hardware and software with the underlying vision to enable fine-granular 
reconfigruations of the system to follow ever-changing requirements on manufacturers in dynamic and 
volatile environments [40].  The system consists of multiple reconfigurable stations arranged in a matrix 
layout. Each station comprises of multiple station modules, which can carry up to four elementary units each. 
Each elementary unit fulfils a certain function.  

Figure 2 Modular hardware demonstrator based on the fluid automation framework: electric motor disassembly 

The disassembly station, as depicted in Figure 2, consists of a handling unit, a storage unit and two process 
units, which both execute certain tasks of an electric motor’s disassembly. A transfer unit moves individual 
products and components from the station to the transport module, i.e. an autonomous mobile robot. A PLC 
with an OPC UA interface is responsible to control the processes of individual process units. The handling 
unit is a universal robot with an interface to the PLC and ROS. Due to its modular design, the station allows 
to easily reconfigure by changing its process units. To monitor the configuration of process units, i.e. identity, 
location and rotation of equipped process units, each unit is equipped with RFID tags that specify the process 
provided by the unit. All resource related information concerning current configuration and meta information 
such as CAD files can be accessed via the OPC UA server of the station to integrate the station in the CCM 
platform. The logic of the station is reconfigurable by preplanning and encapsulating control code of each 
process unit in a function. All functions, each associated with a process step of a process unit, are linked to 
a specific OPC UA bit. By including a conditional call of every function in the main-loop depending on the 
associated OPC UA bit, processes can be performed in an arbitrary sequence by triggering their associated 
OPC UA variable. Moreover, all parameters of the processes can also be adjusted with OPC UA. 

The CCM platform provides all information to the CG, comprising of resource and process related 
information, via REST. The data is parsed into the CG’s internal data model (step 6a), and further required 
process steps are added to the process model based on analysis of location and orientation of the product 
during the process sequence (step 6b). Code generation (step 6c) for production processes is for the 
disassembly station trivial, since only the associated OPC UA bits must be specified as control code for 
every process unit is pre-planned. However, path planning of the handling unit must be done. 

Planning and code generation for the handling unit is of particular importance as its kinematic restrictions 
have a direct influence on the possible configurations of the station. Therefore, the physical 3D simulation 
environment NVIDIA Isaac in combination with ROS is used as a simulation environment. The process is 
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initiated by transferring all required information from the CG to the planning solution via a ROS action 
server. This contains the overview of all used assets as well as the initial and final state of this handling step 
and meta information for simulation and planning. Based on this information, the simulation scenario is 
instantiated. At first, a fast planning routine is executed, which does not have the goal of finding the best 
possible path, but to make a statement about the general existence of a valid path. In parallel, optimising 
algorithms can be used to search for the best possible path. Determined plans are stored in the database and 
selected plans are additionally tested in the physical simulation. Control code of the planned path is then 
generated by ROS and returned to the CG. 

After code generation and validation, the data required for deploying the new logical configuration to the 
disassembly station is generated (step 8). This covers a sequence of processes, including process information 
on how to communicate with the disassembly station for process execution. Subsequently, the data is 
returned to the CCM platform and can be utilised by an execution client that communicates the information 
to execute processes to the assembly station via ROS or OPC UA.  

5. Discussion and Conclusion

The resulting approach attempts to fully satisfy the requirements R1 - R6, which is done by providing an 
architecture and a flow diagram for reconfigurable production systems and applying it in a real use case. A 
container-based system is presented in which the architecture of a CG could be encapsulated for planning 
and execution of production processes. It is validated in a CM environment to illustrate the interoperability 
of such an approach. The ability to perform all steps of the flow diagram fully automated in a Docker 
environment starting from an abstract process description and ending in executable process steps satisfies 
requirement R1 (Automation) and provides the basis for R4 (End-to-End). By applying the approach to a 
real-world example, R3 (Generalisation) is also validated. In addition, the interlocking of an abstracted 
process model with domain-specific CGs shows a high degree of reusability and interchangeability, since 
domain-specific value-adding process steps can be realised by different underlying hardware, which in turn 
can be realised by an interchangeable CG. Furthermore, with the integration of interfaces for planning 
solutions with simulation environments, each process step can be used in a service-oriented manner by a 
digital twin in its execution for R5 (Virtual validation). The combination of these features, thus, supports R2 
(Abstraction). Thanks to the flexible process model and integration of CGs by standardised interfaces of the 
CCM platform, continuous extensibility to new hardware components is possible through integration via 
own CGs, process steps or simulation endpoints. Chained planning through multiple CGs allows highly 
flexible and modular systems to be integrated into more complex projects, thus, achieving an even higher 
level of abstraction. However, the most crucial limitation of the underlying approach is that it requires a fully 
digitised production system with open interfaces to control and parametrise processes and evaluate the 
current configuration of the production system. In addition, CGs with interfaces conforming the interfaces 
of the CCM platform are required to generate the control code in case of reconfiguration. Since CGs are not 
widely used yet in practice, this requirement could require a lot of work and adaption of current control 
infrastructure. Therefore, the presented solution is most efficient in greenfield projects that allow a thorough 
definition of the software architecture and ideally allow reuse of existing CGs. Yet, the requirements 
concerning digitisation and availability of open interfaces and CGs prevents application of this approach in 
most existing production systems. Thus, future research should concentrate on more generally applicable 
CGs for automated production systems and how these requirements can be reduced to increase the 
applicability of this approach. Another limitation of the approach becomes present in very complex 
environments that require execution and orchestration of parallel or concurrent processes. Future research 
will investigate how this limitation can be overcome and how the approach can be more easily integrated in 
existing software architectures based on a service-oriented design.  

629



Acknowledgements 

The authors thank the Ministry of Science, Research and Arts of the Federal State of Baden-Württemberg 
for the financial support of the project within the Innovation Campus Future Mobility (ICM). 

References 

[1] H. A. ElMaraghy, “Flexible and reconfigurable manufacturing systems paradigms,” International Journal of
Flexible Manufacturing Systems, vol. 17, no. 4, pp. 261–276, 2006, doi: 10.1007/s10696-006-9028-7.

[2] N. Bennett and G. J. Lemoine, “What a difference a word makes: Understanding threats to performance in a
VUCA world,” Business Horizons, vol. 57, no. 3, pp. 311–317, 2014, doi: 10.1016/j.bushor.2014.01.001.

[3] O. Mack, A. Khare, A. Krämer, and T. Burgartz, Eds., Managing in a VUCA world. Cham, Heidelberg, New
York, Dordrecht, London: Springer, 2016.

[4] H.-P. Wiendahl et al., “Changeable Manufacturing - Classification, Design and Operation,” CIRP Annals, vol.
56, no. 2, pp. 783–809, 2007.

[5] L. Monostori, “Cyber-physical Production Systems: Roots, Expectations and R&D Challenges,” Procedia CIRP,
vol. 17, pp. 9–13, 2014, doi: 10.1016/j.procir.2014.03.115.

[6] R. Baheti and H. Gill, “Cyber-physical systems,” The impact of control technology, vol. 12, no. 1, pp. 161–166,
2011.

[7] X. Xu, Y. Lu, B. Vogel-Heuser, and L. Wang, “Industry 4.0 and Industry 5.0—Inception, conception and
perception,” Journal of Manufacturing Systems, vol. 61, pp. 530–535, 2021, doi: 10.1016/j.jmsy.2021.10.006.

[8] A. Lechler and A. Verl, “Software Defined Manufacturing Extends Cloud-Based Control,” in Proceedings of the
ASME 12th International Manufacturing Science and Engineering Conference, Los Angeles, California, USA,
2017.

[9] S. Behrendt et al., “Improving Production System Flexibility and Changeability Through Software-Defined
Manufacturing,” in Production at the Leading Edge of Technology – Proceedings of the 12th Congress of the
German Academic Association for Production Technology (WGP), University of Stuttgart, October 2022. Ed.:
M. Liewald, Liewald, Mathiasand Verl, Alexanderand Bauernhansl, Thomasand Möhring, Hans-Christian, Ed.:
Springer International Publishing, 2023, pp. 705–716.

[10] B. Wang, F. Tao, X. Fang, C. Liu, Y. Liu, and T. Freiheit, “Smart Manufacturing and Intelligent Manufacturing:
A Comparative Review,” Engineering, vol. 7, no. 6, pp. 738–757, 2021, doi: 10.1016/j.eng.2020.07.017.

[11] M. Löppenberg and A. Schwung, “Self Optimisation and Automatic Code Generation by Evolutionary
Algorithms in PLC based Controlling Processes,” Apr. 2023. [Online]. Available: https://arxiv.org/pdf/
2304.05638.pdf

[12] B. Ashtari Talkhestani et al., “An architecture of an Intelligent Digital Twin in a Cyber-Physical Production
System,” at - Automatisierungstechnik, vol. 67, no. 9, pp. 762–782, 2019, doi: 10.1515/auto-2019-0039.

[13] F. Biesinger, D. Meike, B. Kraß, and M. Weyrich, “A digital twin for production planning based on cyber-physical
systems: A Case Study for a Cyber-Physical System-Based Creation of a Digital Twin,” Procedia CIRP, vol. 79,
pp. 355–360, 2019, doi: 10.1016/j.procir.2019.02.087.

[14] H. ElMaraghy and H.-P. Wiendahl, “Changeable Manufacturing,” in Springer reference, CIRP encyclopedia of
production engineering: With 85 tables, L. Laperrière, G. Reinhart, S. Chatti, and T. Tolio, Eds., Berlin: Springer,
2014, pp. 157–163.

[15] A. Tharumarajah, “Comparison of the bionic, fractal and holonic manufacturing system concepts,” International
Journal of Computer Integrated Manufacturing, vol. 9, no. 3, pp. 217–226, 1996, doi: 10.1080/095119296131670.

[16] K. Ueda, J. Vaario, and K. Ohkura, “Modelling of Biological Manufacturing Systems for Dynamic
Reconfiguration,” CIRP Annals, vol. 46, no. 1, pp. 343–346, 1997, doi: 10.1016/S0007-8506(07)60839-7.

[17] Y. Koren et al., “Reconfigurable Manufacturing Systems,” CIRP Annals, vol. 48, no. 2, pp. 527–540, 1999, doi:
10.1016/S0007-8506(07)63232-6.

630



[18] Z. M. Bi, S. Y. T. Lang, W. Shen, and L. Wang, “Reconfigurable manufacturing systems: the state of the art,”
International Journal of Production Research, vol. 46, no. 4, pp. 967–992, 2008, doi:
10.1080/00207540600905646.

[19] H. ElMaraghy, L. Monostori, G. Schuh, and W. ElMaraghy, “Evolution and future of manufacturing systems,”
CIRP Annals, vol. 70, no. 2, pp. 635–658, 2021, doi: 10.1016/j.cirp.2021.05.008.

[20] R. Cioffi, M. Travaglioni, G. Piscitelli, A. Petrillo, and A. Parmentola, “Smart Manufacturing Systems and
Applied Industrial Technologies for a Sustainable Industry: A Systematic Literature Review,” Applied Sciences,
vol. 10, no. 8, p. 2897, 2020, doi: 10.3390/app10082897.

[21] S. D. Eppinger, “Model-based Approaches to Managing Concurrent Engineering,” Journal of Engineering
Design, vol. 2, no. 4, pp. 283–290, 1991, doi: 10.1080/09544829108901686.

[22] Reference architecture model industrie 4.0 (rami4. 0), 2015.

[23] A. Lechler and A. Verl, “Software Defined Manufacturing Extends Cloud-Based Control,” ASME 2017 12th
International Manufacturing Science and Engineering Conference collocated with the JSME/ASME 2017 6th
International Conference on Materials and Processing, 2017, doi: 10.1115/MSEC2017-2656.

[24] A. W. Wymore, Model-Based Systems Engineering. Boca Raton: Chapman and Hall/CRC, 2018.

[25] A. M. Madni and M. Sievers, “Model-based systems engineering: Motivation, current status, and research
opportunities,” Syst Eng, vol. 21, no. 3, pp. 172–190, 2018, doi: 10.1002/sys.21438.

[26] M. Neubauer, C. Ellwein, and F. Frick, “Kontinuität als neues Paradigma,” Computer Automation, vol. 2022,
2022.

[27] D. Brovkina and O. Riedel, “Assembly Process Model for Automated Assembly Line Design,” in 2021 IEEE 3rd
Eurasia Conference on IOT, Communication and Engineering (ECICE), 2021.

[28] Strljic, Matthias Milan and Younes, Islam and Riedel, Oliver, Ed., Study on Available Cloud Manufacturing
Platforms for Additive Manufacturing Technologies: IEEE, 2022.

[29] M. M. Strljic, I. Younes, and O. Riedel, “Study on Available Cloud Manufacturing Platforms for Additive
Manufacturing Technologies,” in 2022 IEEE 4th Eurasia Conference on IOT, Communication and Engineering
(ECICE), 2022.

[30] M. M. Strljic, A. Bakovic, and O. Riedel, “Study on Available Cloud Manufacturing Platforms for CNC Milling
Processes,” in Study on Available Cloud Manufacturing Platforms for Additive Manufacturing Technologies,
2022.

[31] M. M. Strljic, D. Brovkina, T. Korb, O. Riedel, and A. Lechler, “Platform architecture concept for the composition
of collective cloud manufacturing,” in 2018 25th International Conference on Mechatronics and Machine Vision
in Practice (M2VIP), 2018.

[32] T. Lechler, E. Fischer, M. Metzner, A. Mayr, and J. Franke, “Virtual Commissioning – Scientific review and
exploratory use cases in advanced production systems,” Procedia CIRP, vol. 81, pp. 1125–1130, 2019, doi:
10.1016/j.procir.2019.03.278.

[33] S. Martinez et al., “A Digital Twin Demonstrator to enable flexible manufacturing with robotics: a process
supervision case study,” Production & Manufacturing Research, vol. 9, no. 1, pp. 140–156, 2021, doi:
10.1080/21693277.2021.1964405.

[34] J. Pfrommer, D. Stogl, K. Aleksandrov, S. Escaida Navarro, B. Hein, and J. Beyerer, “Plug & produce by
modelling skills and service-oriented orchestration of reconfigurable manufacturing systems,” at -
Automatisierungstechnik, vol. 63, no. 10, pp. 790–800, 2015, doi: 10.1515/auto-2014-1157.

[35] J. Backhaus and G. Reinhart, “Digital description of products, processes and resources for task-oriented
programming of assembly systems,” (in En;en), J Intell Manuf, vol. 28, no. 8, pp. 1787–1800, 2017, doi:
10.1007/s10845-015-1063-3.

631



[36] L. van de Ginste, A. de Cock, A. van Alboom, S. Huysentruyt, E.-H. Aghezzaf, and J. Cottyn, “A formal skill
model to enable reconfigurable assembly systems,” International Journal of Production Research, pp. 1–16, 2022,
doi: 10.1080/00207543.2022.2128922.

[37] A. Kocher, A. Hayward, and A. Fay, “Model-Based Engineering of CPPS Functions and Code Generation for
Skills,” in 2022 IEEE 5th International Conference on Industrial Cyber-Physical Systems (ICPS), Coventry,
United Kingdom, uuuu-uuuu, pp. 1–8.

[38] M. M. Strljic, O. Riedel, and A. Lechler, “Collective Cloud Manufacturing for Maintaining Diversity in
Production through Digital Transformation,” in 2019 IEEE 21st Conference on Business Informatics (CBI), 2019.

[39] M. M. Strljic and O. Riedel, “An evolutionary data model for the implementation of collective cloud
manufacturing to maintain individual value-added networks,” in 2019 IEEE 39th Central America and Panama
Convention (CONCAPAN XXXIX), 2019.

[40] G. Lanza et al., “Agiles Produktionssystem mittels lernender Roboter bei ungewissen Produktzuständen am
Beispiel der Anlasser-Demontage,” at - Automatisierungstechnik, vol. 70, no. 6, pp. 504–516, 2022, doi:
10.1515/auto-2021-0158.

[41] M. Wurster, B. Häfner, D. Gauder, N. Stricker, and G. Lanza, “Fluid Automation — A Definition and an
Application in Remanufacturing Production Systems,” Procedia CIRP, vol. 97, pp. 508–513, 2021, doi:
10.1016/j.procir.2020.05.267.

Biography 

Sebastian Behrendt (*1997) is a research associate at the Institute of Production Science 
(wbk) at the Karlsruhe Institute of Technology (KIT) and works in the group of 
production system planning. He studied mechanical engineering with a specialization in 
production systems, data analysis and machine learning at the Karlsruhe Institute of 
Technology (KIT). 

Marco Wurster (*1993) is a research associate at the Institute of Production Science 
(wbk) at the Karlsruhe Institute of Technology (KIT) working in the group of production 
system planning. In his research he focuses on production planning and control of agile 
production systems in environments with a high degree of uncertainty such as 
remanufacturing and product disassembly.  

Matthias Milan Strljic  (*1991) is a research assistant at the Institute for Control 
Engineering of Machine Tools and Manufacturing Units, University of Stuttgart in 
Germany. Strljic received his M.Sc. from the University of Stuttgart. His research 
interests include cloud manufacturing, production process planning, and production 
automation. 

632



Jan-Felix Klein (*1992) is a research associate at the Institute for Material Handling and 
Logistics (IFL) and group lead of the Robotic and Interactive Systems group at the 
Karlsruhe Institute of Technology (KIT). In his research he focuses on autonomous 
intralogistics and material handling in highly modular production systems, especially for 
remanufacturing and automated disassembly systems.  

Marvin Carl May (*1994) is a researcher at the Institute for Production Science (wbk) 
at the Karlsruhe Institute of Technology (KIT). His research concerns production system 
optimization on strategical, tactical and operational levels by means of intelligent 
algorithms. The focus lies on discrete manufacturing, in close cooperation with industry, 
e.g. semiconductor manufacturing, and aims at researching and implementing innovative
and application-oriented solutions to technological problems.

Gisela Lanza (*1973) is member of the management board at the Institute of Production 
Science (wbk) of the Karlsruhe Institute of Technology (KIT). She heads the Production 
Systems division dealing with the topics of global production strategies, production 
system planning, and quality assurance in research and industrial practice. Her research 
focus is on the holistic design and evaluation of production systems.  

633



CONFERENCE ON PRODUCTION SYSTEMS AND LOGISTICS 
CPSL 2023-2 

__________________________________________________________________________________ 

DOI: https://doi.org/10.15488/1528
ISSN: 2 01 2

5th Conference on Production Systems and Logistics 

Modelling The Digital Twin For Data-Driven Product Development - 
A Literature Review 

Henry Himmelstoss1, Thomas Bauernhansl1,2 
1 Fraunhofer Institute for Manufacturing Engineering and Automation IPA, Nobelstraße 12, 70569 Stuttgart, Germany 

2 Institute of Industrial Manufacturing and Management, University of Stuttgart, Allmandring 35, 70569 Stuttgart, Germany  

Abstract 

Due to advanced connectivity and increasing distribution of product-service, more and more data is available 
from the products used and produced. Scientific publications often describe that this product data can be 
applied in product development to make it more efficient and that the digital twin can play a central role in 
data provision and interoperability. However, less attention is paid to how the digital twin should be designed 
for this purpose and how it should be adequately modelled for these use cases. Therefore, this paper presents 
a structured literature review to analyse which methods are already described in science to model digital 
twins in a target-oriented way for use cases of data-driven product development. Not only are the procedures 
interesting, but also the type of digital twin for which they are intended and whether they describe the 
procedure at the level of a rough macrostructure or detailed microstructure. 
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1. Introduction

Fraunhofer ISE's hydrogen roadmap projects a demand between 800 TWh (low scenario) and 2250 TWh 
(high scenario) in Europe by 2050. [1]. To meet this anticipated demand, a significantly larger electrolysis 
capacity is required. That is why the H2Giga-FRHY project is concerned with the high-rate production of 
electrolysers. The competencies of various Fraunhofer institutes are bundled in this project. Fraunhofer IPA 
is responsible for the IT reference architecture, the digital representation concept, and evaluation services. 
These services analyse product defects and performance based on various parameters and help in making 
decisions about product configurations [2]. The Digital Twin (DT), implemented through the Asset 
Administration Shell (AAS) concept, is the enabler technology that makes the evaluation services possible 
by providing the necessary data. 

The DT is considered a core technology [3], which enables companies to collect, manage and deliver the 
data of an asset along its lifecycle. For this reason, DT has also received special attention in scientific 
considerations and practical applications for several years, and the number of scientific publications has 
increased, especially since 2014 [4]. However, views and definitions of the digital twin are not uniform, and 
there are many different definitions in both academia and industrial applications. The concept of the DT was 
mentioned very early by Grieves, who defined it with three central components: the physical product in real 
space, the virtual product in virtual space, and the connections of information and data between the virtual 
and real products [5]. Building on Grieves' concept, Tao et al. suggested adding two components: data and 
services [4,6]. However, there is not yet a unified approach to modelling DTs [4]. For approaches to 
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innovation and development, DT is much less often the object of consideration. DT's focus is often on stand-
alone applications that meet the needs of a specific use case [7]. ISO 23247 provides a digital twin framework 
for manufacturing, outlining general principles, reference models, functional, informational, and networking 
views. However, it lacks detailed guidance for user-specific use case implementation and model 
development [8–11]. The AAS, in turn, represents a relatively new concept for DT implementation that is 
currently still part of standardisation activities. In the context of the AAS, the DT is described as a digital 
representation sufficient to meet the requirements of a set of use cases. A digital representation is, in turn, 
described as information that represents the characteristics and behaviours of an entity [12]. According to 
this definition, the use case for the AAS plays a central role. The AAS should be designed for the respective 
use case, and the necessary submodels should be implemented. This raises the question of a procedure that 
describes how to design or set up an AAS for a possible application. This paper therefore systematically 
analyses scientific papers to determine which methods are already described to model a DT – especially for 
data-driven product development that the evaluation services in the H2Giga-FRHY project will support. 
Because the AAS can be considered a particular manifestation of a DT, methods for deriving both the AAS 
and the DT are being researched. Because the concept of DT has been around for some time, it is hoped that 
more results will be obtained by studying it, too. Although the focus in the project is on the AAS. 

2. Method and data

Our goal of systematically searching and analysing literature was to find appropriate methods for deriving 
the digital twin for data-driven product development to follow or build upon. For this purpose, an overview 
of already existing approaches will be given here. The applied procedure is oriented towards the framework 
for literature reviewing described by Brocke et al. and the steps in conducting research literature reviews 
described by Fink [13,14]. Thus, from the previous section, the question arises about the approaches 
described in the literature for deriving a DT for data-driven product creation. Therefore, the first research 
question is: 

RQ1: Which approaches to derive a digital twin for data-driven product development are described in the 
literature? 

Lindemann presents a differentiation of concepts within product development. He describes a continuum 
ranging from micro to macro logic. Within this spectrum, he identifies four different concept types, 
depending on the level of detail and resolution of the process. These are ordered from micro to macro logic: 
‘Elementary thought processes and action processes’, ‘operational tasks’, ‘phases and grouping of tasks’, 
and a ‘full project or concept’ [15]. 'Elementary thought processes and action processes' are cycles of 
analysis, synthesis, and evaluation that occur in seconds in the user’s mind. Processes can be described and 
analysed on an operational level ('operational tasks') or more abstractly on the level of work stages or phases 
('phases and grouping of tasks'). However, suppose the goal is to obtain a complete project overview. In that 
case, it makes sense to map processes with low resolution ('full project or concept') to reduce complexity 
and maintain an overview. It should also be noted that using systems thinking, it might be necessary to switch 
between these levels of process granularity and that process models can also be assigned to several levels 
because these are not always clearly separable. Figure 1 gives an overview of the described differentiation 
between the approaches in product creation along the spectrum between micro- and macro-logic. 
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Figure 1: Different degree of resolution of procedures in the product creation in connection with different 
perspectives according to [16,15] 

This leads to the second research question: 

RQ2: How do the concepts fit into the differentiation of concepts in product development? 

Because AAS will be applied in the H2Giga-FRHY project, the extent to which concepts can be transferred 
to AAS will be examined. This leads to the third research question: 

RQ3: How can approaches from the concepts be transferred to the application of the AAS? 

2.1 Search process and selection of literature 

In the first step, a search matrix was set up with the aspects relevant to the search. Table 1 shows an overview 
of the aspects and the associated search terms. The aspects were combined with the AND operator and the 
search terms with the OR operator to form a search string. Before using the final search string, different ways 
to combine the aspects were tried. All of them were applied to searches in the same databases. The databases 
are ACM, IEEE, Scopus, and Web of Science. The search was conducted in August 2023. 

Table 1: Relevant aspects and search terms to form the search string. 
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For example, the aspect of product development was removed, and approaches to derive DT in a production 
context were searched for. This represents the first search string. Here, 994 results were found - no further 
examination took place. This search string delivered too many results for the available resources, labelled as 
search string no. 1 in Table 2 Another search string was formed by searching only for the DT in the 
expression of the AAS and without the production context. After filtering duplicates, this search string 
yielded 22 results, but they were not considered relevant after screening the title, abstract, or text, labelled 
as search string no. 3 in Table 2. Using the entire search string, 70 publications were found – labelled as 
search string no. 2 in Table 2. 

Figure 2 shows how the original results were filtered. Filtering in English and by the publication period 2018 
to 2023 made no difference. Some publications were found twice, and some only in the form of proceedings, 
without the information of whether a paper alone meets the requirements of the search string. Most of it was 
filtered out by screening the abstracts and texts. The selected papers are limited to papers covering the DT 
in a form that considers it a digital asset or a representation of an asset. Papers were also not included if an 
analytical or statistical method or a simulation model was referred to as a DT. Thus, there are six remaining 
papers in total: Barth et al. [17], Che et al. [18], Jeong et al. [19], Josifovska et al. [20], Niu et al. [21] and 
Riedelsheimer et al. [22]. 

Figure 2: Filtering of the papers and the used databases (August 2023) 

Table 2: Overview of the applied search strings. 
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3. Analysis and findings

This section addresses the research questions, with RQ1 and RQ2 being answered together in a common 
course, while RQ3 will be addressed separately. 

Barth et al. point out that a lack of a shared conceptual framework for DTs complicates cross-functional 
discussions. In their work, a systematic literature was conducted, and they proposed the main dimensions of 
DTs in the form of an ontology and conducted a conceptual framework from it [17]. Josifovska et al. are 
point out that in the application of cyber-physical systems; there are still many challenges in designing and 
realizing one. One of the challenges is described as the need for DTs as high-fidelity mirroring images. 
Nevertheless, no blueprint offers the main building blocks to construct a DT, which hinders best practices. 
They performed a systematic literature review and proposed a framework that specifies the main building 
blocks of a DT in terms of structure and interrelations. They identified the main building blocks as Physical 
Entity Platform, Virtual Entity Platform, Data Management Platform, and Service Platform and described 
their structural properties [20]. Niu et al. state that it is crucial to effectively capture, share, and manage 
design-related information in complex design environments due to changing market and customer needs and, 
therefore, evolving product design and development. They deem a comprehensive product design lifecycle 
information model (PDLIM) essential. Despite the DT’s significant potential for gathering and managing 
product lifecycle data, they have identified a gap in this area. In their work, they propose, in part, a structure 
for the PDLIM and have explored the key design information items against product lifecycle stages [21]. 
Barth et al. [17], Josifovska et al. [20], and Niu et al. [21] do not address process models but rather 
frameworks that have individual structures, elements, or aspects that can make up a DT. Some of these are 
so general that they can be applied to a wide range of use cases. According to Niu et al., identifying and 
reviewing the necessary components that can form a DT is essential. These components may include 
relationships between elements of the DT, which are highlighted in their study. In some cases, they 
specifically address hierarchical relationships or links to product development phases. However, the three 
concepts described in the papers have in common that they do not describe a procedure in terms of processes 
at a different level of abstraction. Therefore, it is impossible to classify them according to the von 
Lindemann’s classification of product development concepts. 

Che et al. [18] explain the use of the Digital Twin-Based Definition (DTBD) and outline a highly abstract 
process that links product development, manufacturing, and the customer. In doing so, they illuminate that 
divergent objectives between design and manufacturing can lead to suboptimal design or manufacturing 
outcomes. In this context, a thorough examination of operational data, fault data and processes a provides 
an effective method for problem solving and optimisation of the DTBD model. Again, the background is 
that a lack of methods for defining a digital model has been identified that can be used from design, 
manufacturing, and up through the product management process. This sequence should, therefore, be 
understood more as an abstract basic concept because it merely explains the steps of application and the 
associated development, respectively, optimization steps at the particular stakeholder. The detailing of the 
procedure describes further modules and functions. The functions of the data analysis model are kept general 
so that, for example, only PCA, clustering analysis, and data classification are mentioned. The product model 
is also described with components such as digital twin tech, measuring tools, and the associated dataset. 
Since the development steps of the DTBD can be described as a sequence of phases, it can be categorized 
into Lindemann’s concept of ‘phases and grouping of tasks’ as described in section 2 [15]. Jeong et al. [19] 
present a process built on generic phases for production logistics. It consists of five dimensions the physical 
environment, virtual environment, data, data exchange connections, and services utilized by production 
logistics staff. Activities were specifically named and are assigned to the dimensions in the respective phases 
so that users have a sequence and concrete steps for orientation when designing DTs. Since activities are 
named and assigned to dimensions but not described in detail, this process is attributed to the grouping of 
tasks. Riedelsheimer et al. [22] have tested established approaches to product development against their 
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criteria. The approaches tested are V-model for mechatronic systems, V-Modell XT, Waterfall model, 
Spiralmodell, R(UP) and SCRUM. Whereas the criteria tested against are interdisciplinarity, system 
complexity and diversity, level of detail, flexibility, relevance, sustainability, variant management and 
simplicity.  The result of their evaluation is that the identified methods pay too little attention to the criteria 
of sustainability or do not sufficiently fulfil the integration of one or more domains, since there is often a 
focus on mechatronics or software development and less on the development of services or data engineering.   
To fill the identified research gap, the paper builds on the V-Model to specifically address the criteria of 
interdisciplinarity, system complexity and diversity, sustainability and variant consideration for the 
development of a DT. The resulting and presented approach is called Digital Twin-V-model (DT-V-model), 
builds on the already-known V-model and also contains several domains and development cycles with 
different versions of the product, services and DT [22]. While according to Dombrowski, the V-Modell could 
be classified in both categories 'operational tasks' or 'phases and grouping of tasks', Lindemann assigns it to 
the category 'phases and grouping of tasks' - which is why the extended DT-V-Model is also classified in 
this category in this work [15]. The central aspects of the described papers are summarised in Table 3. 

Table 3: Summary of central concepts for deriving the DT from the literature analysed. 

 

4. Transfer to the modelling of the AAS. 

This section addresses RQ3: How can approaches from the concepts be transferred to the application of the 
AAS? This is intended to show the extent to which the findings from the work could also be used for the 
design and implementation of the AAS. 

On the one hand, approaches can be identified that provide the user with reusable elements and elements 
that are already predefined to a certain degree, which are intended to cover partial aspects of a DT. These 
are not procedures and can, therefore, not be classified according to the categories established by Lindemann. 
This is the case for the work of Barth et al., Jorifovska et al., and Niu et al. The ontology shown by Barth et 
al. and the dimensions based on it that can help to structure a DT can also be of use in structuring the AAS 
by trying to map the different dimensions and thus systematically holistically map the DT. Jorifovska et al. 
present the main building blocks mentioned in Table 3 and their associated properties. Application scenarios 
such as "optimization of production process in an industrial production line" are also mentioned in the 
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framework. These structural properties of the presented DT framework can also be used to design the DT 
based on the AAS to obtain a holistic representation of an asset. Niu et al. have proposed PDLIM structure 
that is composed of key information perspectives based on the product life cycle, which in turn are also 
assigned key design information items. This structure was then, in turn, mapped to a generic perspective 
model that includes, for example, the perspective of the customer and the perspective of the product. In the 
conception of the AAS, rough guidelines can be obtained regarding which key design information items 
from various phases of the product lifecycle are relevant when creating a DT for an asset. It is important to 
note that these are only rough guidelines, as key information encompasses highly heterogeneous aspects. 

Che et al. rather describe how their DTBD is applied with the involvement of different stakeholders and less 
how to derive a DT for a specific use case with the approach. The focus is also strongly on geometric 
properties such as tolerance, size, or structure. It is, therefore, not generally applicable to other use cases in 
the domain of data-driven product development [18]. Therefore, no aspects of the approach shown can be 
inferred for the design or derivation of the AAS. The framework described by Jeong et al. can be used to 
orient the structure of the AAS through the dimensions mentioned. In addition, at least some properties of 
the DT can be derived from the activities that are assigned to the respective phases in the work - e.g., when 
it comes to the requirements or application purpose of the DT. The framework described by Jeong et al. can 
be used to orient the structure of the AAS through the dimensions mentioned. In addition, at least some 
properties of the DT can be derived from the activities that are assigned to the respective phases in the work 
- e.g., when it comes to the requirements or application purpose of the DT. Several conclusions for the design
of AAS can be drawn from the work of Riedelsheimer et al. On the one hand, it shows systematically and
sequentially how the steps for creating the DT are integrated – such as the analysis of restrictions and the
definition of the capabilities and functions of the DT up to the development of the DT. In this context, the
initial tasks can also be applied to the AAS because as described in Section 1, a DT has to fulfil the
requirements of a set of use cases in this context, therefore functions and capabilities represent a central
aspect. On the other hand, the DT verification in the model's later stages is also covered. The AAS should
also be continuously checked to see whether it meets the requirements placed on it and, if necessary, adapted.
It also describes how to use (partially) predefined design elements for the DT [22]. However, according to
the paper, these represent basic elements of a DT that consider, for example, hardware, software, data, and
IT components. However, this differs from the submodels in terms of the AAS, which are all technically
separated from each other, and each refers to well-defined subject matters. It should also be noted that the
Methodology specifically addresses a use case where a DT is being developed for a product that has already
been developed and is in use - so there is no parallel development of the product and the DT. Chet et al.,
Jeong et al., and Riedelsheimer et al. outline methods for constructing or implementing a DT. Accordingly,
they can be categorized under Lindemann's classification, specifically within the 'phases and grouping of
tasks' category. When developing new procedures to derive an AAS for specific use cases, it can make sense
to map the activities contained therein to or around existing procedure models.

5. Conclusion and outlook

For this paper, a systematic literature review was conducted, searching for scientific publications on the 
derivation of DTs for data-driven product development in the context of Industry 4.0. The central concepts 
of the publications were summarised, and the research questions underlying the review were addressed. 

First, it can be stated that only a small proportion of the papers found provide the user with approaches to 
guide him in deriving a DT for data-driven product development. It would be possible to expand or further 
optimise the literature search. However, examining the actual search string applied suggests that there are 
only few concepts to guide users for this. Using Lindemann's categories of development processes according 
to their level of resolution, it can be seen that not all levels of detail of development processes are addressed, 
which could be another indicator that the topic is not yet very well researched. To be more precise, all the 
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procedures considered belong to the category 'phases and grouping of tasks'. In particular, there is a need for 
procedures that denote more concrete operational tasks and would fall into the category of the same name 
because there is also a presumption of a practical level of resolution that could provide guidance to the user. 

Considering that the concept of AAS must be applied in the H2Giga-FRHY project, it is particularly 
noteworthy that no approach in the literature reviewed addresses an approach to derive an AAS. Thus, 
another research gap can be identified here. In this project, we attempt to develop a general approach for 
deriving a use-case-specific AAS while working on different AAS. This approach will be tested by 
developing an AAS to provide the assessment services described at the beginning and the actual 
transferability of the aspects described in section 4 must be verified. 

Acknowledgements 

This research is part of the H2Giga-FRHY project funded by the German Federal Ministry of Education and 
Research (BMBF) since 2021 under grant number 03HY112C. 

References 

[1] Hebling, C., Ragwitz, M., Fleiter, T., et al., 2019. Eine Wasserstoff-Roadmap für Deutschland. Fraunhofer-
Institut für System- und Innovationsforschung ISI, Fraunhofer-Institut für Solare Energiesysteme ISE.
https://www.ise.fraunhofer.de/de/veroeffentlichungen/studien/wasserstoff-roadmap-deutschland.html. Accessed
14 September 2023.

[2] Brandstetter, A., Himmelstoss, H., Risling, M., Schel, D., Oberle, M. Towards A Design Of A Software-Defined
Manufacturing System Based On A Systematic Literature Review For Enabling A Decentralised High-Rate
Electrolyser Production, in: , Proceedings CPSL 2023 - 1, pp. 479–488.

[3] Bauernhansl, T., 2020. Die Entwicklungsstufen der Digitalen Transformation, in: Hompel, M. ten, Vogel-Heuser,
B., Bauernhansl, T. (Eds.), Handbuch Industrie 4.0. Springer Berlin Heidelberg, Berlin, Heidelberg, pp. 1–10.

[4] Tao, F., Zhang, H., Liu, A., Nee, A.Y.C., 2019. Digital Twin in Industry: State-of-the-Art. IEEE Trans. Ind. Inf.
15 (4), 2405–2415.

[5] Grieves, M., 2016. Origins of the Digital Twin Concept.

[6] Tao, F., Zhang, M., 2017. Digital Twin Shop-Floor: A New Shop-Floor Paradigm Towards Smart Manufacturing.
IEEE Access 5, 20418–20427.

[7] Bertoni, M., 2022. Boosting Value Co-creation in Design Through the Product-Service System Digital Twin:
Questions to Be Answered, in: Camarinha-Matos, L.M., Ortiz, A., Boucher, X., Osório, A.L. (Eds.), Collaborative
Networks in Digitalization and Society 5.0, vol. 662. Springer International Publishing, Cham, pp. 592–602.

[8] International Organization for Standardization, 2021. Automation systems and integration — Digital twin
framework for manufacturing: Part 3: Digital representation of manufacturing elements.
https://www.iso.org/standard/78744.html. Accessed 14 September 2023.

[9] International Organization for Standardization, 2021. Automation systems and integration. Digital twin
framework for manufacturing. Information exchange. https://www.iso.org/standard/78745.html. Accessed 26
November 2022.

[10] International Organization for Standardization, 2021. Automation systems and integration. Digital twin
framework for manufacturing. Overview and general principles. https://www.iso.org/standard/75066.html.
Accessed 26 November 2022.

[11] International Organization for Standardization, 2021. Automation systems and integration. Digital twin
framework for manufacturing. Reference architecture. https://www.iso.org/standard/78743.html. Accessed 26
November 2022.

641



[12] Bader, S., Barnstedt, E., Bedenbender, H., et al., 2022. Details of the Asset Administration Shell: Part 1 - The
exchange of information between partners in the value chain of Industrie 4.0. Specification. Accessed 4 November
2022.

[13] Fink, A., 2014. Conducting research literature reviews: From the internet to paper, Fourth edition ed. SAGE, Los
Angeles, London, New Delhi, Singapore, Washington DC, 257 pp.

[14] vom Brocke, J., Simons, A., Niehaves, B., Riemer, K., Plattfaut, R., Cleven, A. Reconstructing the Giant: On the
Importance of Rigour in Documenting the Literature Search Process, in: , European Conference on Information
Systems (ECIS) 2009 Proceedings.

[15] Lindemann, U., 2009. Methodische Entwicklung technischer Produkte. Springer Berlin Heidelberg, Berlin,
Heidelberg.

[16] Dombrowski, U., Karl, A., 2022. Ganzheitlicher Produktentstehungsprozess für die Zulieferindustrie. Springer
Berlin Heidelberg.

[17] Barth, L., Ehrat, M., Fuchs, R., Haarmann, J., 2020. Systematization of Digital Twins, in: Proceedings of the 2020
The 3rd International Conference on Information Science and System. ICISS 2020: 2020 The 3rd International
Conference on Information Science and System, Cambridge United Kingdom. 19 03 2020 22 03 2020. ACM,
New York, NY, USA, pp. 13–23.

[18] Che, Z., Peng, C., Zhang, Z., 2023. Digital Twin Based Definition (DTBD) Modeling Technology for Product
Life Cycle Management and Optimization, in: Kim, K.-Y., Monplaisir, L., Rickli, J. (Eds.), Flexible Automation
and Intelligent Manufacturing: The Human-Data-Technology Nexus. Springer International Publishing, Cham,
pp. 573–583.

[19] Jeong, Y., Flores-Garcia, E., Wiktorsson, M., 2020. A Design of Digital Twins for Supporting Decision-Making
in Production Logistics, in: 2020 Winter Simulation Conference (WSC). 2020 Winter Simulation Conference
(WSC), Orlando, FL, USA. 14.12.2020 - 18.12.2020. IEEE, pp. 2683–2694.

[20] Josifovska, K., Yigitbas, E., Engels, G., 2019. Reference Framework for Digital Twins within Cyber-Physical
Systems, in: 2019 IEEE/ACM 5th International Workshop on Software Engineering for Smart Cyber-Physical
Systems (SEsCPS). 2019 IEEE/ACM 5th International Workshop on Software Engineering for Smart Cyber-
Physical Systems (SEsCPS), Montreal, QC, Canada. 28.05.2019 - 28.05.2019. IEEE, pp. 25–31.

[21] Niu, X., Wang, M., Qin, S., 2022. Product design lifecycle information model (PDLIM). Int J Adv Manuf Technol
118 (7-8), 2311–2337.

[22] Riedelsheimer, T., Gogineni, S., Stark, R., 2021. Methodology to develop Digital Twins for energy efficient
customizable IoT-Products. Procedia CIRP 98, 258–263.

Biography 

Henry Himmelstoß is a research associate and project leader at the Fraunhofer 
Institute for Manufacturing Engineering and Automation IPA in Stuttgart, Germany. 
Since 2019, he has been working in the Competence Centre for Digital Tools in the 
Manufacturing department. This is a picture 

642



Prof. Dr.-Ing. Thomas Bauernhansl has been head of the Fraunhofer Institute for 
Manufacturing Engineering and Automation IPA in Stuttgart and the Institute for 
Industrial Manufacturing and Factory Management IFF at the University of Stuttgart 
since September 2011. Bauernhansl studied mechanical engineering at the RWTH 
Aachen and received his doctorate in 2002. He then worked for Freudenberg, most 
recently as Director of the Technology Centre at Freudenberg Sealing Technologies. 

His scientific focus areas include personalised production, the biological 
transformation and Industrie 4.0. 

643



DOI: https://doi.org/10.15488/152 1 
ISSN: 2701-6277 

CONFERENCE ON PRODUCTION SYSTEMS AND LOGISTICS 
CPSL 2023-2 

__________________________________________________________________________________ 

5th Conference on Production Systems and Logistics 

Evaluating Retail Distribution Strategies During Covid-19 Pandemic 
in South Africa Using Best Worst Method Multicriteria Decision 

Technique.   
Osayuwamen Omoruyi 1, Edward Dakora 2, Albert Antwi 3

 Matthew Quayson4, Alfred Mwanza 5 , Ramos E. Mabugu6, Leornard Ndlovu7 
1Department of Management Sciences, Sol Plaatje university , Kimberley, South Africa 
2Department of Management Sciences, Sol Plaatje university , Kimberley, South Africa 
3Department of Mathematical Sciences, Sol Plaatje university , Kimberley, South Africa 

4Department of Logistics and Supply Chain Management, Ho Technical University, Ghana 
5Department of Computer Science and Information Technology, Sol Plaatje university , Kimberley, South Africa 

6 Department of Accounting and Economics, Sol Plaatje university , Kimberley, South Africa 
7Department of Accounting and Economics, Sol Plaatje university , Kimberley, South Africa 

Abstract 

This paper evaluates the distribution strategies adopted by South African retailers during the Covid-19 
pandemic and how such strategies have been adjusted for a more resilient post-Covid-19 world.  Using the 
Best Worst method multicriteria decision technique and exploiting data collected from decision makers from 
the retail industry to rank the distribution strategies according to their level of importance, we show that 
omnichannel distribution strategy ranked highest, followed by direct shipment distribution capability in 
contributing to the success of retail distribution during the Covid-19 pandemic.  On the other hand, inventory 
pooling, transhipment, centralised or decentralised strategy, and cross-docking ranked lower while retail 
distribution strategy was lowest ranked. Finally, particular emphasis must be placed on the critical factors 
identified in the evaluation in terms of their challenging dimension and impact as they pave way for a more 
capable retail resilience distribution capability.   

Keywords 

Distribution strategies; retail organisation; Covid-19; BWM; South Africa. 

1. Introduction

The Covid-19 pandemic brought with it different degrees of challenges for South African retailers in respect 
of their distribution strategies. One of the key challenges presented by the Covid-19 pandemic and 
subsequent lockdowns was the disruption of the global supply chain network which inherently affected 
retailers. South Africa’s lockdown was among the strictest in the world, which impacted on the retail sector. 
Organisations in the retail sector had to adjust and innovate in ways that had not been seen in recent years to 
cope with the impact of the pandemic. Researcher [69] described retail operations as the ‘ultimate’ 
component in a supply chain, which was also among the most affected during the pandemic. This is because 
retailing is the process of promoting products of different manufacturers in a form that is most convenient 
and accessible to ultimate customers [6].  Retail distribution therefore bridges the gap between a 
manufacturer's specialized products and its varied consumers, thus enhancing both the value of the product 
and the service [50]. As the third largest sector in the South African economy, retail operations contribute 
approximately 15% and 20% to the gross domestic product and employment, respectively [12]. South 
African retailers were forced to adopt innovative distribution strategies to meet the demands of their 
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customers ([20], [47]).  In this paper, we evaluate the distribution strategies adopted by South Africa retailers 
during Covid-19 pandemic using Best Worst method (BWM) multicriteria decision technique. 

The gradual development of physical distribution and material management from business logistics to an 
integrated supply chain network is due to realization through a total cost trade-off analysis of the importance 
of effective physical distribution management and the value of accurate demand forecasting at the retail level 
[1]. Effective customer service is the main goal of any retail distribution strategy, which significantly 
influences demand forecasting and management for upstream supply chain efficiency.  According to [1], 
“Supply Chain Management is a set of synchronized decisions and activities used to integrate suppliers, 
manufacturers, warehouses, all involved transporters, retailers, and final customers more efficiently, all of 
which help ensure that the right product or service will be available and distributed in the right quantities, at 
the right prices, in the right locations, in the right conditions, and at the right time, to minimize system-wide 
costs while trying to satisfy customer requirements for sustained competitive advantage”. For this paper, the 
retail distribution strategy is the planning, implementation and control of the efficient and effective 
forward/reverse flow and storage of goods, services, finance, and related information from a distribution 
channel to meet customer requirements for sustained competitive advantage. This definition delineates the 
study focus on the distribution chain of retailers and does not include members of the upstream supply chain 
such as procurement, manufacturers/producers, and their suppliers. The rest of the paper is structured as 
follows: a conceptual framework identifying and explaining the criteria for the evaluation, the methodology, 
results and discussion, conclusion, and managerial implications. 

2. Conceptual Framework

This section identifies the main retail distribution strategies which will be used as the main criteria in the 
multi criteria decision making analysis. 

Trans-shipment 
Part of inventory management for both centralised and decentralised system involves its movement 
between locations and the problem of cost containment. Transshipment may refer to unloading 
inventory from one vessel and loading to another at a transshipment centre to a destination to ensure 
timely delivery and reduced cost where there is no direct route. However, inland, it also refers to 
transfer from one warehouse to another through some logistics depots (urban consolidation centres) 
[26] or city tolls and delivery time windows [27] in the context of city logistics. Examples include
lateral transhipment which refers to the sharing or pooling of inventory within the same echelon
[58]. Lateral transshipment achieves cost reduction by ensuring low levels of inventory are
maintained and shared horizontally among the members of the same echelon, especially when
dealing with perishable or short life inventories such as blood or large items with stochastic demand
like machinery parts [58]. In this case, care needs to be taken to ensure availability at short notice
while avoiding overstocking. Similarly, during the Covid-19 pandemic, retailers faced intermittent
supplies due to lockdown restrictions and had to balance their demand especially with the
introduction of online shopping still an unfamiliar channel as well as shifting consumer behaviour
[30]. In addition to the shift from traditional to the new digital channels, restrictions during the
Covid-19 lockdowns created new demand patterns caused in some cases by panic buying [29]
sometimes resulting in stochastic demand which has long been difficult to predict [43]. The
unpredictable demand patterns created supply and demand mismatch, and in such situations,
inventory transshipment has been proposed as a viable solution to deal with consumer demand-
([14],[25]). Accordingly, during a supply chain disruption, inventory transshipment has emerged as
an important enabler to minimise supply and demand mismatch.
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Omnichannel 
The decision about channel selection have become important in a dynamic market characterised by 
fast changing consumer behaviours and tastes, distribution channels and product offerings [4]. 
Among other factors affecting consumer behaviour, continuously advancing digital technologies 
offer consumers varied choices and these have been accelerated by the effects of disruptions such 
as the Covid-19 pandemic ([44], [67]). The Covid-19 pandemic has transformed the retail landscape 
and forced organisations to adopt strategies designed to ensure they adapt to the changing consumer 
behaviour and to guarantee their survival [17]. Among strategies that have proven useful during a 
disruption is the omnichannel strategy which offers customers a seamless shopping experience 
between channels, thus customers can switch between channels in a single shopping journey ([17], 
[67], [69]). The omnichannel is considered an agile way of responding to supply chain disruptions 
through which customers can move between fully integrated physical and digital platforms within 
a single shopping experience [69]. As the foot traffic decreased due to Covid-19 induced 
lockdowns, some stores temporarily closed or permanently shifted to online shopping, while others 
blended the physical with online shopping ([4], [17], [45]). Thus, with the advent of Covid-19, 
twinned with advanced digital technologies, the omnichannel has become critical to cater for 
various consumer behaviours such as pure offline shopping, showrooming, webrooming, and pure 
online shopping ([55]. Accordingly, it caters for both in-store brick and mortar and online customer 
service and order fulfilment [5]. 

Direct Shipment 

One of the core objectives of any producer or supply chain management is to minimize the cost of 
distribution, thus maximizing profit. However, 30% of the supply chain costs emanates from the 
distribution process [2]. One of the commonly used distribution channels that is more economical 
and effective in reducing supply chain distribution without accounting for fixed cost is the direct 
shipment [33]. This advantage of the direct distribution channel makes it one of the appropriate 
strategies to adopt in difficult times such as the Covid-19 pandemic, where scaling down on cost is 
necessary. In direct shipment, customers receive all products from the producers or suppliers 
directly and the suppliers take control of all distribution channels between the producers and the 
consumers [33]. In as much as the strategy is cost effective and has other several advantages such 
as higher revenue from sales and direct feedback from customers, it requires a high set up cost 
which makes it not feasible for smaller companies to adopt. In addition, when a company use 
intermediaries such as retail or wholesale outlet, where products are shipped directly to consumers, 
the length of the supply chain between the producer and the supplier increases which may 
unnecessarily lengthens the delivery time.  

Decentralized Distribution 

Managing inventory distribution to the downstream customer remains a critical factor in managing 
costs and is affected by decisions on average inventory holding levels, minimum lead times, batch 
sizes, supply and delivery uncertainty and product variety [22]. One of the important strategic 
decisions is whether to decentralise or centralise the inventory distribution channel as part of the 
distribution design which is crucial for the performance of a manufacturer [35]. A decentralised 
distribution channel is where an individual retail store makes its own decisions and inventory 
warehousing is localised ([22], [37]). In a decentralised distribution channel strategy, where various 
distribution centres are maintained closer to the end customer, there is a better understanding of the 
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unique regional customer needs and a tailored approach to product offerings is possible. In addition, 
delivery turnaround times can be shortened to improve customer service at the local level ([22], 
[40]). On the downside, a decentralised distribution channel strategy has been found to increase 
costs due to various duplicated costs such as warehousing costs, labour costs, sub-optimum 
transportation costs and inability to negotiate preferential prices with suppliers on small orders [22] 
the problems which [22] posits would require local outlets to rely on transshipments to balance their 
inventory. 

Centralised Distribution 

The centralized distribution strategy is more appropriate for companies with a wide variety of 
products which have high volume of sales, thus it is mostly common among large retail chains [23]. 
The strategy involves a consolidation of all distribution activities from a single location and requires 
a single decision maker, which is contrary to decentralised distribution.  The single decision maker 
enables the company to solve the problem of double marginalization, which is common among 
other distribution strategies, thus results the equilibrium outcomes of a supply chain are globally 
optimized [21].  Other benefits of the centralized strategy include cost-effectiveness [16], better 
control over the supply chain channels, and an improved Planning. However, in the event of natural 
disasters such as the Covid-19 pandemic or transportation strikes, there is a higher risk that the 
supply chain with be disrupted, and this comes with its associated negative impacts on the 
operations of the business. It will therefore not come as a surprise if this strategy was among the 
least practice distribution strategies during the height of the Covid-19 pandemic. The centralized 
distribution strategy has been known to have longer lead-times to stores which subsequently affects 
production [16]; however, this problem can be solved by the use of crossdocking warehouse 
strategies by retailer’s logistics distribution centres [23]. 

Cross-docking 

Researcher [38] indicates that the distribution process accounts for 30% of the product sale cost 
thereby increasing overall supply chain processes overheads. Eliminating or reducing storage and 
other order-picking activities to enhance the flow of the shipping cycle, is therefore desirable.  One 
of the most convenient distribution channels that is tailored for such operation is cross-docking. 
Cross docking as a logistic procedure is implemented to achieve a competitive advantage reducing 
time and storage requirements by consolidating and transferring goods directly from an inbound 
supplier to an outbound customer. The Material Handling Industry of America defines cross-
docking as “the process of moving merchandise from the receiving dock to shipping dock for 
shipping without placing it first into storage locations” [64]. Table 1 below briefly highlights a 
comparative chart for retail distribution strategies definitions and justification.  

Inventory Pooling 

Sometimes multiple markets with uncertainty in their demands need to be served from a single 
stock of inventory [58]. This form of distribution strategy is known as inventory pooling. Inventory 
pooling could either take the form of location or product pooling. The use of inventory pooling 
capabilities was rare in the early 2000s, however at the turn of the century cross channel fulfilment 
programs by inventory pooling were a top strategic priority for retailers. Two aspects that have 
driven this shift to inventory pooling are maximizing profits and customer expectations. Researcher 
[57] reports that 62% of retailers invest in such inventory pooling capabilities mainly because of
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customer expectation. Researcher [56] reports on how firms can achieve maximum profits with the 
implementation of an inventory pooling mechanism. Inventory-pooling, inventory consolidation, 
portfolio effect, and consolidation effect are virtual inventory management. Researcher [34] 
describes Inventory pooling as “a strategic tool in which consolidating inventory at a central 
location, instead of stocking products at multiple locations, results in reduced variability among 
orders and, thereby, a reduced inventory cost”. The Covid-19 contingency scenarios show that 
demand patterns have undergone major changes, some products suffer large increases in the 
quantities demanded (demand shock), while others suffer an abrupt drop in these quantities 
requested. This created uncertainty in demands which makes inventory pooling a useful strategy 
during the pandemic. The strategy is effective in mitigating demand uncertainty [58].  In 
comparison to other systems, inventory pooling often provides lower costs than when using the 
independent system of supply [52]. Particularly, when the component of the market demands is 
negatively correlated, a pooled inventory strategy reduces operational costs and subsequently 
increases profit [58].   

Table 1: Distribution strategies definition and justification 

Retail distribution 
strategies 

Definition and justification  References 

Direct shipment 
(DS) 

Direct shipment strategies exist to bypass warehouses and 
distribution centres. Employing direct shipment, the manufacturer 
or supplier delivers goods directly to retail stores. 

[33]; [62]. 

Centralised 
strategy 
(CS)/Decentralize
d strategy/(DS) 

In a centralized system, decisions are made at a central location for 
the entire supply network. Typically, the objective is to minimize 
the total cost of the system subject to satisfying some service-level 
requirements. Centralised control leads to global optimization. 
In a decentralized system, each facility identifies its most effective 
strategy without considering the impact on the other facilities in the 
supply chain. Thus, a decentralized system leads to local 
optimisation. 

[13], [22], 
[35], [37], 
[40], [41], 
[71], [72]. 

Cross docking 
(CD) 

In this system, warehouses function as inventory coordination 
points rather than as inventory storage points 

[10], [53], 
[63]. 

Inventory 
management 
pooling (IP) 

Pull: By pooling inventory at the central warehouse and pulling 
from it after customers order a particular vehicle.  
A push supply chain, in which dealers must order before demand is 
realized. 

 [11], [18], 
[60]. 

Trans-shipment 
(TS) 

The shipment of items between different facilities at the same level 
in the supply chain to meet some immediate needs. Trans-shipment 
capability allows the retailer to meet customer demand from the 
inventory of other retailers. 

[26], [27], 
[45]. 

Omnichannel 
(OC) 

Integrated approach across the whole retail operation that delivers 
a seamless response to the consumer experience through all 
available shopping channels, be it on mobile internet devices, 
computers, in stores, on television and in catalogues. For example, 
drop shipment, click, and collect, store shipment, and click and 
reserve. 

[3], [28], 
[39], [61], 
[65]. 
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3. Methodology

3.1 Multi-Criteria Decision-Making method 

Evaluating retail distribution strategies during Covid-19 in South Africa requires various multi-
Criteria Decision Making (MCDM) methods to facilitate this complex and critical decision-making 
process. As far as we know, few studies applied MCDM method to evaluate retail distribution 
strategies during Covid-19 in South Africa. This is critical because a robust decision support tool 
will enable retailers and government prioritize retail distribution strategies and consequently 
develop resilient strategies that is helpful in crisis and emergency situations. As we can see, there 
are many MCDM methods to evaluate retail distribution strategies, such as DEMATEL, AHP 
(Analytic Hierarchy Process), ANP [48]. However, they all have a common disadvantage, which 
requires a pairwise comparison among all factors. In other words, n factors need to be compared n 
* n times. If there are many factors, it will bring difficulties to the evaluation.

These complex comparisons and evaluations will affect the accuracy of the final decision. To obtain 
a consistent and credible evaluation, [50] developed BWM with less inputs for decision-makers. 
The ability of the BWM to solve inconsistent and complex evaluations makes it suitable for our 
study. Many researchers (e.g. [7], [24]) have applied BWM in many different contexts. These 
application studies suggest that BWM can be a valuable tool. 

The BWM process is structured by [50] as follows: 

1 Decision-makers determine a set of criteria  1 2, ,... nc c c c= .

2 Decision-makers identify the best criterion and the worst criterion. 

3 Decision-makers compare the best criterion to others on a 1-9-point scale. A score of 1 
represents an equal preference between the best criterion and another criterion. Also, a score 
of 9 shows an extreme preference for the best criterion over another criterion. The outcome 
gives the Best-to-Others (BO) vector as:  1 2, ,..., jBO aB aB aB=  where jaB depicts the 

preference of the best criterion B over criterion j. 

4 Decision-makers compare all other criteria to the worst criterion on a 1-9 -point scale. This 

result portrays the Others-to-Worst (OW) vector as:  1 1 1 2, ,...,
T

jOW aW aW a W= where

ja W is the preference of the criterion j over the worst criterion W. 

5 BO and OW vectors are substituted into a linear programming problem of the form: 

a. 𝑚𝑖𝑛 𝜉𝐿 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜

𝑤𝐵  −  𝑎𝐵𝑗  ×   𝑤𝑗    ≤  𝜉𝐿 

𝑤𝑗  −  𝑎𝑗𝑊 ×  𝑤𝑊  ≤  𝜉𝐿 ∑ 𝑤𝑗  =  1 

𝑤𝑗    ≥  0, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑗   (1) 

The linear programming problem is solved to get the optimal weights (𝑤1∗, 𝑤∗2, ⋯ , 𝑤n∗), and 𝜉𝐿∗. 
The 𝜉𝐿∗ depicts consistency. There is a higher consistency when the value of 𝜉𝐿∗ is closer to zero. 
This means the comparison is more reliable.  
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3.2 Background Information 

To carry out the field analysis, we recruited some decision-makers (retailers) from the South 
African Retail industry. We had 12 decision-makers for the case study from different stakeholders 
and multiple levels to participate in the study to understand the retail strategies used during the 
Covid-19 (see Table 2). Such a wide variety of respondents can give us a general view of the 
evaluation of the decision criteria. 

.Table 2: Demographic information of decision-makers and firms. 

Attribute 
Number of 
decision makers 

Sample 
percentage 

Age 
20-29 2 17 
30-39 9 75 
40-49 1 8 

Gender 
          Male 7 58 
          Female 3 25 
          Other 2 17 

Education 
          High School 4 33 
          Diploma 5 42 
          Degree 3 25 

Position 
          Manager 8 67 
          Non-Manager 4 33 

Turnover 
          Less than R500 000 0 0 
          R500 000-R2million 12 100 

Size 
          Medium 3 25 
          Large 9 75 

Age of firm before Covid-19 
          Less than 5 years 0 0 
          More than 5 years 12 100 

Sector 
          Food, beverages and tobacco 8 67 
          Pharmaceutical, medical, cosmetics and 
          Toiletries 1 8 
         Textile and clothing 2 17 
         Other 1 8 
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3.3 Evaluation and analysis process 

Step 1. Identifying retail distribution criteria 

We identified seven first-level criteria through a literature review. Three decision-makers in the 
South African retail industry interviewed, each with more than five years’ experience have validated 
the first level criteria. They were comfortable and understood these factors. They specified which 
first level enablers retail are relevant to their organizations. Decisions were allowed to suggest 
related strategies not included in the literature review. Finally, we summarize seven first level retail 
distribution strategies for the case study. 

Step 2. Identifying the most important enabler and the least important enabler 

We conducted a questionnaire survey to collect information from 12decision-makers to identify the 
most important and least important retail distribution strategy during Covid-19. According to ([47]; 
[59]), the good number of decision-making experts is between 5 and 15.  Our 12 experts met those 
requirements. 

Step 3. Determining the Best-to-Others 

We asked each decision-maker to use a 1–9 point scale to determine the scores for the preference 
of the best (most important) criteria over all other enablers.  

Step 4. Determining the Others-to-Worst vectors 

Then, each decision-maker determined the scores for the preference of other criteria over the worst 
(least important) enabler using a 1–9 point scale. 

Step 5. Calculating the final optimal weights of enablers 

We solved the BWM optimization problem for each decision-maker to determine the optimal 
weights of the first level enablers. Then, we average the evaluation results of 12 decision-makers 
to the final optimal weights of first level criteria. All consistency ratios are close to zero, making 
the comparisons highly consistent and reliable.  

4. Results and Discussion

4.1 Results 

After applying the criteria contemplated in the evaluation and the analysis process section, the 
results obtained are summarised in Table 3 and Figure 1.  Table 3 shows the final optimal weights 
for the first level criteria while Figure 1 is a graphical representation of the results. 
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Figure 1 BWM strategies weights and rankings. 

Table 3: Evaluation weights and ranking of strategies. 

Distribution Strategy Weight Rank 
Direct Shipment 0.375 2 
Centralised Strategy 0.216 5 
Decentralised Strategy 0.186 7 
Cross Docking 0.218 6 
Inventory Pooling 0.281 3 
Transhipment 0.273 4 
Omni Channel 0.551 1 

4.2 Ranking of individual retail strategies 

The ranking of the distribution strategies according to their level of importance is detailed in Table 1. From 
the table, omnichannel was ranked as the highest with a weight of 0.551 implying that it explains 55% of the 
contribution to the success of retail distribution during the Covid-19 pandemic. Thus, the use of multiple 
channels (online/mortal stores and online/offline touch platforms) to enhance value delivery of product and 
service to customers [9] ranks the highest. The omnichannel was introduced into the market environment 
around 2010 to bridge the gap between mortal stores and digital consumers. In that the objective of 
omnichannel was to enable seamless shopping accessibility and seamless distribution of orders from any 
channel the consumers choose to order [15]. This research indicates the importance of omnichannel 
distribution as the most prominent, fast, and developing demand and order inventory management across the 
supply chain and physical distribution amongst retailers in South Africa. This also indicates the wide 
acceptance of electronic commerce. 

Direct shipment distribution capability was classified as the second highest with a weight of 0.375 
distribution strategy, that is, it explained 38% of the contribution to retail distribution capability. Direct 
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shipment is the bypass of the usual multiple-stop distribution channel within the supply directly from the 
manufacturer. According to previous research [36], direct shipping reduces cost and delivery time, 
considering the Covid-19 social distance scenario and the need for flexible delivery of products and services 
([51], [8]). However, one of the enabling factors for direct shipment is the growth of technology and internet 
connectivity. Interestingly, this enabling factor enhances further the earlier result on the role of omnichannel 
as a more important strategy as omnichannel is enabled by information technology and the Internet of Things. 
The need for omnichannel distribution results in coordinated and collaborative supply relationships among 
retailers in South Africa. Omnichannel not only improves customer satisfaction capability, but also improves 
distribution visibility toward a more sustained and flexible distribution strategy going forward, especially in 
the event sudden uncertain and disruption. Apart from flexible and visible distribution operations, the 
effective and efficiency of omnichannel distribution may require higher level trust, commitment, delivery 
consistency, quick technological adoption/adaption willingness, information systems improvement, and 
distribution operations expansion to every region in South Africa to achieve effective omnichannel retail 
distribution plan.   

Other distribution strategies such as inventory pooling, transhipment, centralised or decentralised strategy, 
and cross-docking were ranked lower than omnichannel and direct shipment. The least ranked retail 
distribution strategy during Covid-19 according to the findings is the decentralised strategy. These results 
are consistent with [32] who stated that the transitioning to omnichannel distribution requires a high level of 
centralisation and integration among retailers. However, on the contrary, these authors went further to state 
that some element of decentralised distribution strategy is still relevant in omnichannel distribution because 
of the bricks and mortar store acting as fulfilment centre for pick-up-point, return point. 

4.3 Managerial implications and conclusion 

This paper evaluates retail distribution strategies using multi-criteria decision-making method of Best to 
Worst. The results clearly indicate the importance of omnichannel and direct shipment retail strategies during 
Covid-19. It is important for effective decision making and going forward that retail manager continuously 
adapt to uncertainty within the market environment. To achieve this successfully, the retail manager should 
be aware of these distribution strategies and their level of importance to enhance the operations. This is 
particularly so with the emergence of fourth and fifth industrial revolution in addition with Covid-19 
pandemic, which necessitates the need for retail managers to be well prepared in their pursuit for customer 
satisfaction to adapt and carefully implement appropriate distribution strategies such as omnichannel and 
direct shipment distribution due to their level of importance among other distribution. Beyond the Covid-19, 
there is a need to build more resilient capability around omnichannel distribution as far as technology 
advancement and global digitalisation is concerned. The ranking of distribution strategies according to their 
level of importance in this research can help the retail manager make an appropriate decision around any of 
the distribution strategies or combination of more than one distribution strategy listed for efficient and 
effective seamless distribution performance that satisfy the different delivery needs of the customer or 
clients. Although this research is limited to ranking importance of retail distribution strategies, it will help 
the retail manager simplify distribution decision-making efforts and help channel distribution investment 
priorities in the right direction and with the right suppliers. This will further enhance operational cost savings 
in strategic operational areas such as inventory carrying costs, transportation costs, warehousing costs, and 
order processing costs.  
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Abstract 

Process mining has emerged as a crucial technology for digitalization, enabling companies to analyze, 
visualize, and optimize their processes using system data. Despite significant developments in the field over 
the years, companies—notably small and medium-sized enterprises—are not yet familiar with the discipline, 
leaving untapped potential for its practical application in the business domain. They often struggle with 
understanding the potential use cases, associated benefits, and prerequisites for implementing process mining 
applications. This lack of clarity and concerns about the effort and costs involved hinder the widespread 
adoption of process mining. To address this gap between process mining theory and real-world business 
application, we introduce the “Process Mining Use Case Canvas,” a novel framework designed to facilitate 
the structured development and specification of suitable use cases for process mining applications within 
manufacturing companies. We also connect to established methodologies and models for developing and 
specifying use cases for business models from related domains targeting data analytics and artificial 
intelligence projects. The canvas has already been tested and validated through its application in the 
ProMiConE research project, collaborating with manufacturing companies. 

Keywords 

Process Mining; Use Case Canvas; Framework; Manufacturing; Order Processing 

1. Introduction and Motivation

Today, companies use various information systems (e.g., ERP, SRM, MES, CRM) to manage their business 
processes efficiently. These systems store vast amounts of data that contain valuable insights into the 
processes within a company. While traditional business process management approaches focus on qualitative 
analyses regarding the process as designed, they typically neglect the available process data. On the other 
hand, data mining techniques cannot capture the complex temporal relationships present in process data. 
This gap between traditional approaches and data-driven analysis is where process mining emerges as a 
promising solution. 

Process mining is an evolving discipline at the intersection of process and data science. Its data-driven 
approaches leverage process data to uncover the actual process dynamics, allowing for qualitative and 
quantitative analyses. Process mining contains three primary subfields [1]: (1) process discovery, exploring 
process models from process data; (2) conformance checking, identifying deviations in the execution of a 
process compared to a given process model; and (3) process enhancement, focusing on methods dealing with 
business process improvement. Recent developments in areas like object-centric process mining, process 
digitization and automation, and integrating artificial intelligence for predicting process outcomes are 
helping to address increasingly complex questions. An overview of process mining and its seminal subfields 
can be found in [1,2].  
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The application of process mining in manufacturing companies offers various benefits. For example, it 
enables identifying and reducing bottlenecks and repetitive tasks like rework by providing a holistic view of 
processes down to individual activities. It also facilitates the identification of automation opportunities and 
fosters process standardization by minimizing the number of process variants, ultimately enhancing process 
efficiency and reducing throughput times. Moreover, process mining supports root cause analysis, e.g., 
tracing quality issues back to specific process steps in manufacturing. Despite these advantages, the adoption 
of process mining in manufacturing companies rarely gains traction due to various challenges. Established 
project methodologies tailored to process mining [5,3,4] structure such projects into distinct phases and guide 
their implementation. However, the main challenges confront companies already during project 
initialization. These challenges include uncertainty about project outcomes, selecting adequate processes, 
defining success metrics, and data availability and privacy concerns [6]. Small and medium enterprises often 
require additional guidance and expertise to develop and implement process mining use cases effectively, 
which can be crucial for the success of a process mining project.  

To address these challenges and support manufacturing companies, we introduce the Process Mining Use 
Case Canvas, a semi-formal framework describing process mining use cases, facilitating interdisciplinary 
communication, and structuring complex subjects [7,8]. By encompassing the key components of a process 
mining use case and providing a structured approach for its specification, the Process Mining Use Case 
Canvas aims to foster a shared understanding between process mining experts and stakeholders within a 
manufacturing company [10,9]. 

The remainder of this paper is structured as follows. Section 2 overviews existing process mining project 
methodologies, established canvas models, and related work on process mining use cases. We present our 
Process Mining Use Case Canvas in Section 3 and elaborate on its components. The application of the canvas 
and its limitations are discussed in Section 4 before Section 5 concludes the paper. 

2. State of the Art and Related Work

In this section, we highlight the state of the art when developing and specifying process mining use cases 
and present related work. To do so, we first go into more detail about process mining project methodologies. 
Then, we evaluate various use case canvases from related fields before discussing tangible approaches to 
process mining use cases. 

2.1 Process Mining Project Methodologies 

Several methodologies have been developed to assist and guide companies in implementing and executing 
process mining projects. The first project methodology specifically for process mining is the L* life-cycle 
model [1,3]. It includes ten process mining related activities (e.g., discover, compare) divided into 
cartography, auditing, and navigation categories, guiding users through implementing a process mining 
project in five stages. While four stages address the project execution from extraction to operational support, 
an initial Stage 0 emphasizes the project planning and justification. The Process Mining Manifesto [3] also 
provides guiding principles and states potential challenges specific to process mining projects. The PM² 
methodology, proposed by van Eck et al. [4], introduces an iterative project approach and emphasizes 
interdisciplinary collaboration between process analysts and business experts. It considers six stages among 
three phases: an initial phase, the analysis iteration loop, and a final phase regarding improving the process 
and supporting operations. The first stage Planning involves selecting business processes, identifying 
research questions, and composing a project team. For each of these activities, they highlight its relevance 
and potential challenges (e.g., data quality or unclear research questions). Aguirre et al. [5] offer a step-by-
step methodology with four stages for conducting process mining projects. The initial project definition stage 
involves defining the main process problems, specifying the scope, modeling the process, and setting the 
project goals. The second stage handles data localization, extraction, and preparation. The conducted case 
studies reveal main challenges such as data quality problems, privacy concerns, unclear success measures, 
or difficulties regarding data extraction.  
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Although the discussed methodologies guide the execution and structuring of process mining projects, their 
support to systematically develop and specify appropriate use cases is limited. The use cases have to be 
developed and specified beforehand or at the beginning and require more comprehensive design aspects 
beyond the processual description by the methodologies. 

2.2 Approaches Regarding Canvas Models 

The Business Model Canvas by Osterwalder and Pigneur [9] is probably the best-known canvas model used 
for structuring and communicating business models. It has inspired numerous canvases and is helpful for 
practitioners to visualize and analyze business models. Some aspects of the Business Model Canvas can be 
adapted for developing process mining use cases. However, there are limitations in using this canvas for 
process mining use cases, as it does not consider the process view and analytical aspects.  

Some authors propose data-centric approaches, including canvases for data-driven use cases or data science. 
For instance, Kronsbein and Mueller suggest a Data Innovation Board [11], offering a solution for generating 
initial data-centric ideas. Kayser et al. present a data classification scheme for data-driven use case 
development [12]. Schwarz et al. propose a canvas for data and analytics use cases, with some aspects 
applicable to process mining, including value creation, data availability, roles, and tools [13]. Neifer et al. 
introduce the Data Science Canvas [14], which partially applies to process mining use cases. However, 
further process mining specific components like process-related components or more precise guidance 
regarding the process mining analyses would be needed. While all these canvases offer valuable input, they 
are only partially applicable for process mining use cases as they focus solely on data and neither guide 
further use case development nor focus on processes and process mining specific aspects. 

Other approaches specifically focus on technologies like machine learning (ML) and artificial 
intelligence (AI). Bork et al. [15] highlight integrating ML solutions into the business context and discuss 
the data-driven and canvas-driven approach. The authors conclude that most of the analyzed canvas-driven 
approaches focus on data and technology but only a few on business or process dimensions. Thiée’s 
systematic literature research [8] provides a comprehensive overview of existing canvases for machine 
learning. Kerzel’s AI canvas [16] has a more generic focus on AI and comprises a business view and a model 
& data view. It explores how AI use cases can impact the organization and create business value. 
Additionally, Steireif et al. [17] propose a participatory approach for identifying, specifying, and evaluating 
AI use cases in manufacturing, introducing criteria related to technology attractiveness and implementation 
capability. While some technical and organizational criteria from these four approaches may be transferable, 
they cannot fully capture process mining use cases. The analyzed canvases often do not consider processes, 
which makes it necessary to adapt and extend the components. 

The previously described approaches show that although they already contain components helpful in 
designing use case aspects, they cannot provide a comprehensive approach for systematically developing 
and specifying process mining use cases. Nonetheless, we can adapt and include some existing components 
in developing such a model. 

2.3 Approaches Regarding Process Mining Use Cases 

Ailenei et al. [18] focus on defining and validating specific process mining use cases. A literature review, 
ten interviews, and a survey result in a list of use cases categorized by the used process mining technique. 
For instance, the discovery category contains a use case to determine the structure of an unknown process. 
Although the development of the use cases remains unclear, and the small number of interviews suggests a 
limited representation of possible process mining use cases in companies, the article provides valuable 
inspiration for potential applications of process mining. 

As the number of process mining projects increases, vendors develop and implement a wide variety of use 
cases. For instance, the market leader Celonis describes over 20 selected use cases covering finance, shop 
floor, strategic applications, and more areas [19]. While this selection can guide companies, they should 
consider a potential selection bias, as vendors may prioritize certain use cases based on customer preferences 
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or industries. Therefore, manufacturing companies might prefer a neutral method for developing use cases, 
bringing out use cases that have received less attention. 

Rott and Böhm [20] present criteria that guide organizations in evaluating process mining use cases. These 
criteria, categorized into six groups, focus on business importance, challenges, employee skills, data state, 
organizational support, and optimization potential. Their relevance, however, is not limited to evaluating a 
process mining use case; instead, its development should already account for them. Thus, a canvas to 
comprehensively develop and specify process mining use cases requires additional components reflecting 
overall goals, reasons for selecting process mining, a process description, and the type of analysis needed. 

3. Process Mining Use Case Canvas

The presented canvases offer a foundation for data-based use cases but require adaptions to address the 
specific challenges related to process mining. Therefore, we derive a use case canvas specifically targeted 
to process mining projects. But first, we tackle the challenges that have been raised. Most canvases are not 
designed for the application to processes, which the study in [15] also confirms. In process mining, the 
process perspective is essential and should be included in a corresponding canvas. As illustrated and 
discussed in [6], the main challenges of a process mining project already arise within the initialization. The 
study participants name the benefits of process mining, selection of appropriate business processes, 
definition of success metrics, and data availability as their primary concerns. The results from [21] support 
this point of view and identify a lack of process mining expertise and limited understanding of data usage as 
additional challenges. 

Within the ProMiConE research project, we conducted several interviews and workshops with small and 
medium-sized manufacturing enterprises, confirming the findings of the studies above. Participants 
emphasize that estimating the effort and outcome of a process mining project, uncertainties about data 
availability, and data quality problems are significant challenges. Furthermore, many users feel the need to 
be more sufficiently informed on the opportunities of process mining and thus have difficulties assessing the 
potential of this technology. 

Figure 1: Process Mining Use Case Canvas 

The Process Mining Use Case Canvas addresses these challenges and enables to identify, develop, and 
specify process mining use cases in manufacturing companies. It aims to guide and improve the collaboration 
between process mining experts and company representatives. Each canvas component encourages them to 
reflect on the specifics of the use case at hand. The associated components are described and defined along 
the five dimensions: Initial Situation, Process, Target of Analysis, Data Management, and Involved People 
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(see Figure 1). While existing canvases already address some of the dimensions, their specific application to 
process mining is novel.  

3.1 Initial Situation 

In order to assess the company’s initial situation, the Weaknesses component, in existing canvases [14,20,13] 
mostly referred to as problems, is intended to describe the current problems and weaknesses that are 
supposed to be ultimately improved or resolved by the application of process mining. Exemplary weaknesses 
are a lack of adherence to production schedules or too many process variants. While other approaches aim 
to choose the right technology [15,14,13,8], we assume process mining to be the methodology of choice. 
Thus, the Reasons component documents the rationale for applying process mining to remedy weaknesses. 
For example, the ability of process mining to increase process transparency and thus make analysis possible 
in the first place is a possible reason for its application. Current obstacles preventing optimization measures 
are described in the Challenges component. As mentioned in [20], this includes describing why it has not 
yet been possible to eliminate the identified weaknesses, for example because of a lack of transparency and 
various root causes, hence hard to identify without process mining. The Technological Competence 
component considers a company’s previous experience and expertise in process mining and other 
digitalization projects [22,20,17]. For instance, although a company might not yet carry out a process mining 
project, it can state that it might resort to relevant experience with digitalizing the shop floor. The 
Technological Acceptance component [20,17] assesses the company’s workforce acceptance regarding 
technology and digitalization projects. High acceptance of process mining increases the likelihood that 
employees will embrace and use the new analytics insights, leading to smoother implementation and greater 
process optimization success. 

3.2 Process 

In order to sufficiently capture the process for the use case development, the first step involves documenting 
the Process Name as specified within the company. This identification avoids ambiguity and mitigates the 
risk of misunderstandings [23]. An example could be the end-to-end manufacturing process. In the Process 
Description component, the process is outlined. A detailed description can additionally indicate which 
production areas and critical shop floor operations will be included. The component Scope of the Process 
defines the process steps delimiting the process [24]. Exemplary delimiting process steps could be the receipt 
of a production order as a starting point and the product transport to the packaging area as a final step. The 
process level at which the respective process takes place and is to be analyzed is defined by the Process 
Depth [25,26], ensuring that the data will have the required granularity. Accordingly, a process can be 
located, for example, on the level of a main process, a business process, or a work process, whereby the 
work process can be detailed down to individual activities. The Process Documentation component deals 
with the availability of documentation or description of the process under analysis in the company [5]. Such 
documentation may be provided in BPMN 2.0 or similar formats and can already give stakeholders an initial 
understanding of the process. 

3.3 Target of Analysis 

The Overall Goals component, adapted from [5,16], defines the overall goals of the process mining use case 
to clarify when a process mining project is considered successful. For example, it can be defined that an 
overall goal is to reduce the process variants in manufacturing. Relevant process mining functionalities are 
specified in the Analysis Type component, as addressed by [5,1,2,4] and consolidated for this canvas. For 
example, process discovery and bottleneck detection could be mentioned here to identify causes of 
inefficiencies in manufacturing. Furthermore, the Approaches of Analysis component of the analysis records 
whether the use case is to be classified as descriptive, diagnostic, predictive, or prescriptive. The component 
is adapted from [22,14,8,2] and consolidated for this canvas. The Frequency component defines how often 
and to which extent the analyses are performed [20,3,27]. The frequency significantly effects the necessary 
effort and the required data quality. A one-time analysis, periodically repeating application, or a permanent 
process analysis in real time can be conducted. A repeated analysis, for example, can be necessary to assess 
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and validate improvement measures derived from initial analyses. The (Monetary) Benefits component 
describes the added (monetary) value that can be achieved by the use case [15,12,11,14,9,20,13,17,8]. Such 
direct and indirect benefits could be eliminated bottlenecks, a measurably reduced throughput time, or an 
increased service level. Estimating the effort required to implement the process mining use case is focused 
on in the Implementation Effort component adapted from [14,20,13,17,8]. While many sources only address 
project costs, this component takes a more comprehensive approach, including the necessary staffing, time, 
and cost efforts. Various risks can accompany process mining projects, e.g., data privacy and compliance 
risks, insufficient data quality, technical challenges, or resistance to change on the part of employees. If 
apparent, such project risks are noted in the Risks component [11,13]. 

3.4 Data Management 

The Data Requirements component, adapted and consolidated from [12,14,20,13], derives the necessary data 
and its desired target state based on the individual key and driver metrics defined for each goal. Influencing 
factors are parameters like the type of analysis (pre-facto or post-facto), the desired level of granularity, and 
the targeted level of significance. In this initial stage, the discussion should solely focus on the desired target 
state of the analysis and required data. In view of the desired data target state, the component Data 
Availability determines which data is already collected within the company or available from external 
sources [22,20,13,17,8]. This includes scope, temporal availability of data, existence of raw data for pre-
processing, accessibility aspects such as interface availability and compatibility, data security and privacy. 
In the component Data Quality, previously specified available data is now evaluated with regard to their 
quality [16,14,20,13,8]. In accordance with the defined requirements, the data has to be checked for its 
completeness, validity, veracity, and consistency. In particular, it has to be verified whether the level of 
detail in the data suffices the desired level of granularity in the analysis. A characteristic feature of process 
data is its innate time dimension, which is examined in more detail in the Time Horizon component. While 
the data period or time frame was not explicitly considered in existing canvases so far, we added it as a 
separate component [28]. The relevant time horizon is estimated based on data volume and frequency. 
Another distinction concerns whether it is a real-time analysis during operation or a post-facto analysis for 
long-term investigations to improve the business process. Finally, the Systems component describes all 
information systems involved [22,16,14,20,8]. These include data-providing, data integration and pre-
processing systems, as well as data analysis and visualization systems. Here, we distinguish between systems 
that are already in use and those that have yet to be installed. Also, the primary sources for each data type 
can be determined and the involved systems’ interoperability is evaluated.  

3.5 Involved People 

The Project Team component, adapted and consolidated from [22,11,14,20,13,8], considers roles required 
in a process mining project, suitable persons to be assigned to these roles and determines whether specific 
expertise is already available within the company. These roles include the project manager, the process 
mining expert and the data scientist, all of which can be filled by internal employees or external experts. In 
addition, the roles of the process owner, the process expert, and the system expert should be filled internally 
due to the required company-specific in-depth knowledge of the process and information systems involved. 
People affected by the project should be mentioned in the Stakeholders component [15,14,20,13,17,8]. This 
includes future users of the process mining analyses and those targeted by their measures. In addition, all 
decision-makers whose areas of responsibility are affected should be considered. 

In summary, the Process Mining Use Case Canvas structures and supports the development and specification 
of use cases by assessing the initial situation and deriving the use case based on the identified weaknesses. 
It characterizes and describes the targeted process in a structured way and enhances understanding of the use 
case. The actual process mining application is systematically derived from the clearly defined goals through 
the Target of Analysis dimension. In the Data Management dimension, the demands on data are brought 
together with the prevailing situation in the company. Finally, the interdisciplinarity and the implication of 
a process mining project are considered by addressing the Involved People. This way, process mining use 
cases can be systematically developed and specified based on these five dimensions. 

664



4. Application and Discussion

The Process Mining Use Case Canvas has been applied in the ProMiConE research project with two 
manufacturing companies and validated by an established process mining software vendor. These first two 
applications suggest that the canvas is suitable for the short-term, initial creation of use cases, starting with 
idea generation in the company and for the detailed elaboration and specification of use cases. Initial use 
cases could be formulated by deriving these ideas from the most pressing weaknesses.  

We conducted a pilot study using the canvas to develop potential use cases within the ProMiConE project. 
The two participating companies (see appendix) were selected as the research project focuses on small and 
medium-sized manufacturing enterprises using ERP systems and are interested in process mining. The 
companies were informed in advance about the procedure and the canvas so that they had the opportunity to 
gather the necessary information for the workshops. The workshops took place for each company 
individually, each with one company representative and a subset of the authors as moderators and experts 
on process mining, respectively. Initially, the procedure and the canvas, including its components, were 
explained in detail. Subsequently, the specific components and the respective company’s characteristics were 
discussed. The company representatives provided information on weaknesses, processes, information 
systems, and other aspects. At the same time, the moderators documented these insights using the canvas 
and contributed their process mining expertise regarding possible analyses or data requirements. Since the 
companies had no previous experience with process mining use cases, their goal was first to develop initial 
use case ideas and describe them. This way, each company developed two or three use cases over the 
workshops, completing one canvas per use case. 

In its first application, the canvas has proven its usefulness. Its current form was well suited to guide and 
structure the development of use cases in the pilot study and showed no need for adjustments. In addition, 
we discussed the canvas with a process mining vendor who evaluated its form and content and confirmed its 
functionality. 

These two cases suggest that even when a process mining expert is present, it can be beneficial to educate 
representatives of manufacturing companies about the possibilities of process mining and different use cases 
beforehand. Because of the countless ways to apply process mining in manufacturing companies, it takes the 
internal knowledge of the company representatives involved to identify the most compelling use cases, as 
the process mining expert does not have sufficient knowledge about the state of the company. The application 
of the canvas underlines this point, as only the representatives have the knowledge of current weaknesses, 
which can only be determined with further investigation from the outside. Furthermore, it may be advisable 
to educate the company representative early on so that there is an opportunity to talk to various stakeholders 
within the company beforehand to aggregate the information needed to develop the use case. In one case, a 
company representative followed this approach, and it proved beneficial to the use case development since 
the person lacked comprehensive information for the use case beforehand.  

The application thus far has demonstrated that the canvas should be applied with the assistance of a process 
mining expert. The expert should guide the user through the canvas, provide important hints and support 
directly when developing the use cases based on their expertise. It is important to highlight that the canvas 
only allows a rough estimation of the actual effort required for the process mining project based on the 
information gathered. As already outlined before, it can be said that at the time of the first use case 
development there is often uncertainty about the actual data quality [6,21]. For this purpose, after the 
specification of a use case, a more detailed, use case-specific examination of the data could take place and 
thus a more precise estimate could be made.  

Regarding the challenges discussed at the beginning of this paper in the context of project initialization [6], 
the pilot study suggests that the canvas supports users in better planning and estimating the expected outcome 
of the process mining project. Furthermore, the canvas enabled the selection of suitable processes by 
systematically deriving the process to be analyzed, starting from the company’s biggest problems and 
weaknesses. Even though the canvas does not provide a predefined set of success metrics, it helps users 
focus on specifying the criteria for project success by providing the corresponding component and 
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facilitating communication with the involved process mining expert. The canvas faces the topic of data 
availability and privacy by its corresponding component, as well as it considers project risks. Even if the 
canvas does not describe any use case or process mining project conclusively down to the smallest detail 
needed for the final implementation, the two applications demonstrated that the structured and structuring 
character of the canvas fostered exchange, communication, and, above all, reflection about suitable process 
mining applications in the company. This shows the potential to make process mining applications more 
accessible and understandable for users. Drawing attention to challenges and possible causes of problems 
improves awareness, and this early-stage confrontation can mitigate later failures in projects and thus 
increase the chances of success of process mining in companies. 

We intend the Process Mining Use Case Canvas as the starting point of any initiative to introduce process 
mining. Therefore, we designed the canvas to develop or sketch first ideas for potential process mining use 
cases or to specify them in more depth and detail. In reference to standard process mining project 
methodologies, the canvas is a suitable complement to be applied at the beginning of a process mining 
project, or even before, to define the framework and the conditions of a project to be designed and 
implemented based on the use case. 

5. Conclusion and Outlook

The two applications of the Process Mining Use Case Canvas suggest that it may bridge the gap for 
systematically developing process mining use cases and provide a model for potential users to create 
practice-oriented use cases. With the advancing development of process mining, we intend to adapt and 
further develop the Process Mining Use Case Canvas over time. Since the canvas was only applied with two 
manufacturing companies and validated with one process mining vendor, it is intended to involve additional 
partners to broaden the perspective. This is supposed to include small and medium-sized enterprises from 
other industries and of different sizes. In addition, it has not yet been realized that a use case developed with 
the canvas is also implemented as a process mining project. It is to be examined to what extent the initially 
developed use case is modified in the course of a project. Furthermore, since the current focus of the canvas 
application lies exclusively on manufacturing companies, the canvas is to be transferred and applied to other 
domains. 
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Appendix 

Table 1: Description of the participating companies 

Company 1 Company 2 

Industry Plant manufacturing Metal processing 

Manufacturing 
strategy 

Make-to-order Make-to-order 

Size Medium size company Small size company 

Country Germany Germany 

Participant Person with many years of experience 
in the company in a leading position 

Person with many years of experience 
in the company in a leading position 

Number of workshop 
sessions conducted for 
use case development 

Two Three 

Number of use cases 
developed 

Two Three 

Previous practical 
experience with 
process mining 

No No 
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Abstract 

Hydrogen is becoming an increasingly important energy carrier within the next few years for different 
applications within different industries, such as chemical industry, steel production or mobility. Furthermore, 
it can be used to store excess energy from renewable energy plants. Within this context, proton exchange 
membrane-electrolyzer and -fuel cells represent integral parts of this value chain, as they are responsible for 
hydrogen production and its reconversion to electricity. Both technologies have in common that they need a 
catalyst coated membrane (CCM) to enable the electrochemical conversion. Since nowadays electrolyzer 
and fuel cell production is still characterized by small-scale production processes, suitable large-scale 
production lines will be necessary for the market ramp-up. To address these challenges, a novel coating 
process to produce CCMs is proposed by using a re-coatable transfer belt at which the catalyst ink is coated 
and dried first. Afterwards, the catalyst ink is transferred onto the membrane by applying a hot-pressing 
process. Within the presented research, the hot-pressing process is focussed and assessed for the proposed 
concept. Therefore, the upstream production processes, such as catalyst ink production, coating and drying 
are described. A design of experiments is then conducted to investigate the applied process parameters within 
the hot-pressing process and optimized parameters are analysed. Afterwards, re-coating the transfer belt is 
tested, and the long-term usability of the employed belt is assessed by focussing structural changes. 

Keywords 

Electrolyzer Production; Fuel Cell Production; Catalyst Coated Membrane; Decal coating; Roll-to-roll-
production; Industrialization 

1. Introduction

Industrial production of electrolyzers and fuel cells is still characterised by manufactory production, which 
is why their production is associated with high costs. To contribute to the market ramp-up of the electrolyzer 
and the fuel cell, the optimisation of CCM production represents a lever. The CCM is the component where 
the electrochemical reactions take place. There is cost potential in CCM production due to expensive 
materials on the one hand, and on the other hand, higher production speeds with consistent quality must be 
achieved to be able to serve the projected volumes. To address these challenges, an alternative coating 
process for the membrane of an electrolyzer and a fuel cell is proposed and validated within individual tests, 
whereby the fuel cell is used as a use case in the context of this paper. The overall objective is to be able to 
draw conclusions about the development process of the production equipment within the framework of 
preliminary tests and thus to derive measures for the production equipment development process. 
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2. Properties and production of catalyst coated membranes

2.1 Fundamentals of fuel cell catalyst coated membranes 

The proton exchange membrane fuel cell (PEMFC) is an electrochemical energy converter in which the 
chemical energy of the hydrogen fuel is continuously converted into electrical energy. The individual cell 
consists of multiple functional layers with the components: Two bipolar half-plates, two gas diffusion layers 
(GDL), two catalyst layers (CL) and one polymer electrolyte membrane. The CLs applied to the membrane 
form the catalyst coated membrane (CCM), which is the core component of the PEMFC and the location of 
the electrochemical reaction. The material properties of the components, the interconnection of membrane 
and CLs as well as the structure of the CLs have a great influence on the performance and lifetime of the 
cell and therefore make special demands on the manufacturing steps of the CCM. 

The CL applied to the membrane is a heterogeneous porous layer and consists of catalyst particles, carbon 
support particles and ionomer on the anode and cathode side. Usually, platinum particles (Pt) or platinum 
alloys with cobalt (PtCo) or nickel (PtNi) are used as catalysts on the cathode side [1], [2]. Since the oxygen 
reduction reaction of the cathode is considerably slower than the hydrogen oxidation reaction of the anode, 
the platinum loading of the cathode is higher and its CL thicker than that of the anode [3]. Commercial 
CCMs typically have a total charge of about 0.4 mgPt/cm2 [4]. The carbon support particles are soot particles 
with a size of about 50 nm, and Vulcan XC-72 and high-surface-area carbon (HSC), e.g. Ketjenblack [5], 
are usually used. HSC is less hydrophobic, has a higher internal porosity and a surface area about 4 times 
larger than Vulcan [6]. Hence, in Vulcan based catalysts most of the Pt particles are on the external surface 
and in HSC catalysts a large part is in the inner pores [7]. The ionomer is a PFSA polymer and serves as a 
binder between the particles in the CL and provides electrochemical activity by enabling proton transport to 
the membrane [8]. The described components catalyst and ionomer together with the reactive gas form the 
performance-determining triple phase boundary within the CL [9]. 

2.2 Production of catalyst coated membranes 

The performance and the described morphology of the CCM is not only dependent on the material selection 
and composition of the components, but is also influenced by the manufacturing processes, e.g., mixing, 
coating and drying. The production strategies are differentiated by the substrate on which the ink is applied 
and dried. In the CCM-based approach, a distinction can be made between direct and indirect coating of the 
membrane. With direct coating, the ink is applied directly to the membrane, but swelling of the membrane 
by the water and solvent in the ink is problematic. In indirect coating, the ink is applied to a carrier film, also 
called decal film, and dried afterwards. The dry CL on the decal film is transferred to the membrane in a 
further hot-pressing step. [10] Next to the CCM-based approach, coating the GDL is also applicable. The 
resulting gas diffusion electrode (GDE) is connected to the membrane by hot-pressing; in this case, no CCM 
is produced. [11] Due to the industrial relevance, the following explanations refer to indirect decal coating. 
To enable the application of CLs to the decal substrate, a catalyst ink is first prepared in which the CL 
components Pt nanoparticles supported on carbons (Pt/C) and ionomer are brought into a liquid form. For 
this purpose, the CL components are mixed in a water/alcohol solution, whereby the exact formulation of 
the ink determines the microstructure of the catalyst ink. In addition to the formulation, the dispersion 
process also has an influence on the microstructure. This further determines the macroscopic properties of 
the ink, such as the rheology, surface tension and stability.[12] With regard to a roll-to-roll process, which 
is necessary for the further industrialization of fuel cell production, squeegee coating, slot die coating and 
gravure printing are particularly suitable as coating processes, as with these only one thick homogeneous 
wet film is applied to the substrate. In particular, slot die coating and gravure printing are investigated in the 
literature for the production of CLs in roll-to-roll production. [13], [14], [15], [16] In the following drying 
process, the solvent evaporates from the wet layer of the CL and the morphology of the dry CL is formed. 
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The evaporation rate of the solvent in particular influences the drying process, with temperatures between 
40 °C and 80 °C often being used. [17], [18] The dry CL is then transferred from the decal film to the 
membrane by applying increased pressure and temperature. The aim is to achieve the highest possible 
transfer rate from the decal to the membrane and a good bonding between the CL and the membrane. Most 
publications consider the discontinuous case of a decal transfer in a hot press in batches with the process 
parameters pressure, temperature, and time. Only the publications by MEHMOOD ET AL. and FRÖHLICH 
consider the decal transfer as a continuous process with a roller press or calender, using the process 
parameters of line pressure, temperature and line speed as characterising variables. [11], [19], [20], [21] 

3. Introduction to the novel process and objective

3.1 Description of the novel coating process 

The innovative coating process is based on the traditional decal process that is described above. The aim is 
to save material costs compared to the reference process for the decal material that is used once and then 
disposed of, and to eliminate the external transfer process, which takes place in an additional process step, 
and consequently to realise a compact design. The key innovation is a re-coatable, continuous woven and 
jointless transfer belt. The transfer belt serves as a decal substrate, similar to the decal process, but is directly 
recoated after the transfer process and runs repeatedly through the entire production process. 

The transfer belt passes through the coating, drying, transfer and reuse steps repeatedly. The coating is 
carried out by a slot die, whereby the substrate is supported by a precision roller and the slot die can be 
moved to a short distance from the substrate. The catalyst ink is applied to the transfer belt in a homogeneous 
wet film. After coating, the coated transfer belt passes the drying process. In order to achieve the most 
compact system design possible and to keep the length of the transfer belt short, infrared drying is used 
instead of a convection dryer. Compared to convection drying, infrared drying is compared by a much higher 
heat transfer capacity. Thus, a higher amount of energy can be transferred to the substrate in a shorter time 
and at lower temperatures. In addition, the infrared radiation diffuses deep into the substrate and the solvents 
evaporate quickly and effectively.[22] Thus, drying via infrared requires less space compared to convection 
drying [23]. After drying, the transfer belt passes through the transfer step, in which the transfer belt coated 
on one side is fed into the calender via a roller. A second roller feeds the membrane. By adjusting the rollers 
to each other, the necessary line load for the transfer is applied. Additionally, tempering of both rollers 
ensures the required temperature input for the transfer process. Finally, the transfer belt is guided out of the 
calender and undergoes the described process again until it is necessary to replace the transfer belt. The one-
sided coated membrane is wound up after the transfer, turned and coated on the uncoated side with adapted 
process parameters, since the anode and cathode of a fuel cell differ from each other, particularly regarding 
the platinum loading, and optionally also about the used catalyst types. 

3.2 Objective 

To evaluate the proposed coating process, it is necessary to assess both the technical and economic feasibility 
of the concept. Hence, a preliminary validation is carried out, whereby the focus in this paper is placed on 
the technical feasibility. After reviewing the process described above, several questions arise that need to be 
considered in order to be able to make a statement regarding the technical feasibility: 
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As only the technical feasibility of the process itself is to be investigated, convection drying is used for the 
drying process, which differs from the described infrared dryer. The investigation of infrared drying will be 
described in a separate document in the future.  

4. Experimental to assess the technical feasibility of the novel coating process

4.1 Assessment of the coatability of the transfer belt 

The aim of the investigations is to prove the coatability of the transfer belt with the aim of a defect-free dry 
dummy CL on the transfer belt. The aim is to achieve the highest possible dry film thickness and carbon 
loading to simulate cathode layers. For ink production, VULCAN® XC72-R Carbon Black from Carbot is 
dispersed with ionomer dispersion Aquivion® D83-24B from Solvay S.A., as well as the alcoholic solvent 
2-propanol from neoFroxx GmbH or 1-propanol ROTIPURAN® ≥ 99.5% from Carl Roth GmbH together
with distilled water. The dispersion is carried out in an ultrasonic bath of the type of Emmi-30HC from Emag
AG or by a dissolver of the type DISPERMAT LC75 with a dissolver disc with a diameter of 30 mm from
VMA-Getzmann GmbH. A transfer belt made of PTFE-coated glass fibre mesh of the type Fiberflon®
216.13 with a thickness of 125 µm from Fiberflon GmbH is coated by squeegee coating. The coating is
applied with an automatic film applicator type ZAA 2600 and squeegee type ZUA 2000 with a width of 220
mm from Zehntner GmbH Testing Instruments. Drying is carried out either at room temperature, on a heating
plate of the film applicator or in a heating and drying oven with natural convection of the type of ED 240
from Binder GmbH. The coatability is investigated by iterative layer optimisation with the ink formulations
from Table 1. The solids content includes the Vulcan and the dry ionomer.

Table 1: Ink compositions to assess the coatability 

Nr. Ionomer/Carbon (I/C) [wt.%] Solvent Solids content [wt.%] Solvent/H20 [wt.%] 
R1 1.13 2-Propanol 13.17 1.358 
R2 1.13 2-Propanol 20 1.358 
R3 0.7 1-Propanol 12.75 3 
R4 1 2-Propanol 13 3.227 

4.2 Assessment of the transfer rate 

A GK 300 L laboratory calender from Saueressig is used for the roll-to-roll transfer. In the test set-up, both 
rolls are heated. The one-sided transfer of a CL onto the membrane is investigated analogous to the described 
system concept. In the test set-up, roll-to-roll delamination is carried out with a pretension of 1.42 N/cm and 
a steep peel angle. The used membrane is a fumapem® FS-715-RFS from Fumatech BWT GmbH. It is a 
PFSA cation exchange membrane in H+-form with reinforcement with a thickness of 13 – 17 µm. The aim 
of the investigations is to determine a suitable process window of the transfer, which is why a two-stage, 
full-factorial experimental design with the three factors temperature, line load and line speed was chosen. 

1) How is the coatability of the circulating transfer belt and can a sufficient drying process be
conducted?

2) Which process parameters (line pressure, temperature, and line speed) should be applied to
realise the highest possible transfer rate within a continuous production?

3) Which impact does a continuous utilization of the transfer belt has onto the produced CCM
and onto the transfer belt itself?
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The target variable to be investigated is the transfer rate, i.e., the proportion of CL transferred from the 
transfer belt to the membrane. Table 2 summarises the selected factor stages. 

Table 2: Factor stages of the DoE to investigate the process window of the transfer 

Parameter Lower value Upper value 

Temperature (T) [°C] 150 180 
Line load (Q) [N/mm] 22 57 

Line speed (V) [m/min] 0.5 2 

A defined coating area of the dummy CL of 220 x 70 (W x L) mm is produced on transfer belt sheets with 
the dimensions 290 x 200 (W x L) mm. In the transfer, a layer of coated transfer belt, membrane, and another 
transfer belt, to protect the membrane from the calender rollers, is fed through the calender. The transfer rate 
is then determined using an optical process by applying a photo evaluation and a Matlab script. 

4.3 Assessment of the re-coatability of the transfer belt 

For the re-coating experiments, one sheet of the transfer belt is cyclically coated, and the layer is transferred 
to the membrane in the calender transfer. The coated area of the transfer belt is not cleaned in between the 
cycles to investigate to what extent cleaning is required for the equipment concept. A total of 15 cycles are 
performed. For each cycle, the transfer rate is determined and used as a criterion for re-coatability. T = 180 
°C, V = 0.5 m/min and Q = 57 N/mm are used as transfer parameters, as the best transfer was determined 
for these in the previous investigations. Formulation R4 with an I/C = 1 is used for the coating. After 
completion of the repeat tests, the surface of the transfer belt is examined regarding changes. In addition, the 
mechanical stability and expected service life of the transfer belt are investigated by cyclic calendaring, since 
the highest thermal and mechanical stress is exerted in the calendering step. For this purpose, a transfer belt 
sheet is calendered 50 times. Therefore, two different parameter sets (Q = 57 N/mm, T = 180 °C, V = 0.5 
m/min and Q = 22 N/mm, T = 180 °C, V = 0.5 m/min) are examined with one sheet each. The basis weight 
and thickness distribution of the transfer belt are used as criteria for evaluating potential material changes 
due to the mechanical impact in the transfer belt. To quantify these changes, the assessment of the basis 
weight and thickness distribution was examined before and after calendering. 

5. Results

5.1 Coatability of the transfer belt 

First, the dispersing process is carried out and the viscosity of the catalyst inks produced is examined with a 
rheometer. Basically, it is recognised that the ionomer in the catalyst ink swells and consequently leads to 
an increase in viscosity. The swelling behaviour and the associated increase in viscosity is generally 
dependent on the equivalent weight (EW) of the ionomer, the temperature and time. Stronger swelling 
behaviour is observed for lower EWs, higher temperatures and longer durations. In addition depending on 
the dispersion method, agglomerates of different sizes are formed, which influence the subsequent ink 
application on the substrate. Furthermore, solvent evaporation leads to the fact that the processability of the 
ink is no longer given if the dispersion time is too long. After the catalyst ink has been applied to the substrate 
and subsequently dried, a correlation between crack formation and squeegee height or wet film thickness 
can be identified. For example, while significant cracking can be observed for formulation R1 with a 
squeegee height of 200 μm, only small surface cracks occur with a squeegee height of 100 μm. In contrast, 
crack-free layers can be produced with formulation R3 up to 150 μm, which can be attributed to the use of 
1-propanol as a solvent. The carbon loading produced here is 0.75 mg/cm2. With formulation R4, layer
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thicknesses of up to 100 μm can be produced without defects and with carbon loadings of 0.52 mg/cm2. In 
addition to the wet film thickness, the solids content is identified as a further influencing factor on the film 
quality and thus in particular on crack formation. Solids contents that are too high cannot be processed with 
the squeegee coating. Thus, for recipe R2 with a solids content of 20 wt.%, a crack-free layer cannot be 
produced even with squeegee heights of 100 μm, whereas this is possible for the other recipes. Furthermore, 
the subsequent drying also influences the layer quality. After drying at room temperature of approximately 
23 °C, the dry CL of an ink of formulation R4 exhibits a stubborn crack structure with crack widths of 40 μm 
and clod formation. In contrast, an identical comparison sample dried in a heating cabinet at 90 °C shows no 
cracks. This effect is also observed in the comparison of drying at room temperature and drying on the hot 
plate at 85 °C, as well as for formulations R1 and R2. Higher drying temperatures therefore seem to reduce 
cracking for this system, as controlled evaporation of solvent and water is made possible. Taking the 
described effects into account, a defect-free layer can be produced on the transfer belt, which is used for the 
transfer rate investigation. 

5.2 Transfer rate 

The corresponding process windows that characterize the transfer process are shown in Figure 1. From the 
left diagram, the effective relationship of the factors temperature and line load on the transfer rate can be 
derived, while the speed is maintained. Thus, the transfer rate can be significantly increased to higher 
temperatures and line loads. For low values (T = 155 °C and Q = 30 N/mm), only a low transfer rate < 40 % 
is achieved. When increasing these values (T >175 °C and Q > 47 N/mm), transfer rates > 90 % can be 
realized. This also shows the somewhat stronger effect of temperature on the transfer rate compared to the 
line load. The dependence of speed and line load is shown in the middle of Figure 1, where the holding value 
is assumed to be T = 165 °C. The positive influence of the line load on the transfer rate can also be seen, 
while at the same time the transfer rate decreases with increasing speed. Due to the steeper course of the 
effective surfaces, it can also be seen that the line load has a higher influence on the transfer rate than the 
speed. For a given Q = 57 N/mm, this results in a wide speed range of 0.5 – 2 m/min at which a transfer rate 
> 80 % can be achieved, which is very positive for the economic efficiency of the process.

Figure 1: Evaluation of the transfer rates through process windows 

The process window as a function of speed and temperature at constant line load (Figure 1, right) is 
analogous to the one in the middle, but the effective surfaces are even steeper, which on the one hand 
underlines the stronger influence of the temperature on the transfer rate compared to the line load and on the 
other hand shows the significantly stronger influence of the temperature compared to the speed. For a 
selected temperature, this therefore results in a larger speed range with the same transfer rate. Thus, at high 
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temperatures, high transfer rates can also be achieved at high speeds. If T = 180 °C is chosen, a transfer rate 
> 90 % can be achieved up to a speed of 0.75 m/min. Accordingly, it can be concluded against the
background of the examined transfer rate that the described concept can be operated with economic
parameters. By having a more profound look onto the steepness and formation of the shown diagrams in
Figure 1, the impact of the three parameters can be ranked. The temperature has the greatest influence on the
transfer rate, line load the second greatest and speed the third greatest.

5.3 Re-coatability of the transfer belt 

The regression line in Figure 2 (left) clearly shows the decreasing trend of the transfer rate. In addition to 
the decreasing transfer rate, a greater spread of the transfer rate of directly sequential runs can also be 
observed for the increasing reuse. Accordingly, the process stability of the transfer also decreases with 
increasing reuse. In addition, punctual residues of the CL remain on the surface of the substrate, which are 
transferred cyclically to the membrane. This leads to a heterogeneous layer pattern on the membrane. In 
addition, with the number of repetitions, an increasing adhesion can be seen during delamination, which 
eventually leads to a less controlled and more abrupt process. This can be explained by residues of ionomer 
on the transfer belt, from which veils can be seen on the substrate. The described veils ultimately cause the 
surface energy of the substrate to increase to > 40 mN/m in some cases, drastically limiting adhesion with 
the catalyst ink. However, cleaning the transfer belt with isopropanol leads to the surface being cleaned in 
such a way that the original state is restored. 

Figure 2: Performance of the re-coating experiment and assessment of the mechanical stability of the transfer belt 

In addition to the residues remaining on the transfer belt, an increasing deformation of the transfer belt can 
be observed with the runs. The mean value of the thickness in the initial state is 126.4 μm. With a standard 
deviation of 0.871 μm, the spread is low, the measured values scatter between 125 and 128 μm. The 
frequency distribution follows that of a normal distribution, manufacturing-related systematic 
inhomogeneities can therefore not be detected and not observed in the surface diagram (Figure 2, centre). 
Subsequently, the repeat tests in the calender follow, whereby a deformation of the transfer belt can already 
be seen after 25 repetitions. Thus, starting from the centre towards the outer edges, wave formation occurs. 
After 50 repetitions, the wave formation is already so pronounced that coating would no longer make sense. 
The fact that the deformation starts from the centre is most likely due to the inhomogeneous pressure 
distribution across the width of the calender. Thus, the centre is compressed more than the edge zone, which 
causes the deformation. Furthermore, an increasing deformation can be seen in the image plane, this is the 
side with which the transfer belt is inserted into the calender. The larger deformation can be explained by 
start-up effects. Frequent start-up of the belt should therefore be avoided for the equipment concept. The 
thickness distribution after the 50 repetitions is shown in Figure 2, right. The mean value of the thickness is 
reduced to 122.7 μm and the standard deviation is increased to 2.574 μm resulting in a more heterogeneous 
belt structure. 
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6. Conclusion

In this paper, an alternative coating concept is evaluated regarding its technical feasibility. For this purpose, 
three questions were raised concerning the coatability, the process parameters of coating transfer and the 
reusability of a transfer belt. The criterion used for the coatability of the transfer belt is to be able to produce 
a defect-free, homogeneous, and dry CL on the transfer belt. In this context, not only the wettability in the 
coating, but also in particular the wettability and adhesion between ink and transfer belt in the drying process 
turns out to be particularly relevant. The main influencing factors here are the wet film thickness, the water-
to-alcohol ratio of the ink, solids content, ink production and the drying temperature. However, overall, 
crack-free layers with dummy material and sufficient basis weight corresponding to that of a cathode layer 
on the transfer belt could be produced with a suitable ink formulation and drying parameters. In general, 
high transfer rates could be achieved in a one-sided roll-to-roll transfer analogous to the planned system 
concept. A higher line load and temperature as well as a lower speed increase the transfer rate. During the 
tests, an inhomogeneous pressure distribution of the calender was determined, with a strong pressure drop 
towards the roll edges, which is why no more transfer could take place in the edge zone. With an edge zone 
correction to eliminate these inhomogeneities, a transfer rate of > 99.99 % can be achieved with the 
parameters Q = 57 N/mm and T = 180 °C at V = 2 m/min. Hence, it was possible to prove line speeds that 
are a factor of 20 faster than what is known in the literature. The technical feasibility of the roll-to-roll 
transfer with the transfer belt is thus assessed as fulfilled. According to the results on the reuse of the transfer 
belt, a decreasing transfer rate can be observed with an increasing number of reuses. This is accompanied by 
an increasing dispersion of the transfer rate, which means a decreasing process stability. The reason for this 
can be identified as ionomer that is remaining on the transfer belt. These residues lead to increasing adhesion 
between CL and transfer belt and thus to a more difficult delamination. Furthermore, a partial transfer of the 
ionomer veil, which accumulates on the transfer belt surface, to the CCM takes place. This then covers the 
surface of the CCM, which will negatively influence the mass transfer of the reactants into the CL during 
cell operation. In addition, the mechanical impact of the calender leads to deformations after frequent reuse 
of the substrate. Accordingly, the results of reusing the transfer belt show further potentials that contribute 
to the optimization of the proposed process. Thus, on the one hand, the delamination behaviour of the CL 
must be optimized, which must be homogeneous even after several cycles. In addition, the equipment design 
should be rethought to the extent that cleaning of the transfer belt is necessary. To further answer these 
questions, the presented findings can be used, as the correlation between ink composition and layer 
production was studied. Furthermore, the transfer properties were extensively investigated and quantified. 
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Abstract 

With the growing trend toward electric vehicles, technical cleanliness is also taking on a more prominent 
role. Insufficient component cleanliness can lead to more frequent or more serious defects, and although 
contamination control tools and techniques are well known, they are not widely used in production. This 
article describes how contamination control can be systematically planned and integrated into existing 
production processes. Contamination control is not a stationary state, but rather a dynamic search for Points 
of Interest (POI). Only when all POIs have been identified does contamination control become continuous 
monitoring, which ultimately allows the cleanliness requirements specified in the customer-supplier 
relationship to be verified. 
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1. Introduction

As electrification in the automotive industry progresses, a new era of mobility seems to be emerging, which 
is already becoming evident in the fields of autonomous driving, connected driving and electric drives [1].  

When it comes to new technologies, people tend to be averse to taking risks and consequently have a greater 
need for safety [2]. Drive batteries or high-voltage components can pose an added risk to the occupants of 
electric vehicles. Short circuits can cause fires or explosions due to the high voltages involved [3,4]. Among 
others, these can be triggered by collisions [5] or particulate contamination [6]. 

The fact that particulate contamination can cause malfunctions or failures is not new [7–9]. As early as 2010, 
the automotive industry developed a guideline for reducing or monitoring particulate contamination in 
assembly processes [10]. Component cleanliness inspections are indispensable in this regard [11,12]. 

The cleanliness inspections are carried out in the laboratory by a specialist and are extremely time-consuming 
[13]. As a result, in practice only approx. 0.002% - 2% of manufactured parts are tested for cleanliness, 
meaning that at least 98% of components leave the factory without being tested. This estimate applies to 
many companies in the automobile industry which manufacture safety-critical components. 
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Contamination control becomes inevitable in order to avoid vehicle recalls associated with the risk of 
shorting due to particles. The ever-increasing miniaturization of electronic circuits and product complexity 
is constantly increasing the pressure to act.  

At present, the automotive industry is faced with the challenge of making contamination control an integral 
part of quality planning and assurance. Attempts to do so have so far been unsuccessful because the necessary 
know-how is not equally distributed along the supply chain. This article helps to establish a common 
understanding and approach by explaining basic aspects of contamination control from an operational 
perspective. 

2. State of knowledge and practice

The number of automotive components which are produced in cleanrooms is constantly rising (e.g. cameras, 
displays, battery cells, microelectronics, etc.). It therefore seems logical to implement procedures for 
monitoring airborne contamination [14] or methods for evaluating surface cleanliness [15]. However, there 
are two reasons why this may not be appropriate. Firstly, there is a discrepancy as regards the relevant particle 
sizes: a) 0.1 µm to 5 µm in ISO 14644 [16] and b) 5 µm to > 3000 µm in VDA 19.1/ ISO 16232 [11,12]. 
Secondly, the cleanliness of products manufactured in cleanrooms is not taken into account in the ISO 14644 
series of standards [17].  

However, contamination control in the automotive and electronics industries is aimed at product-specific 
cleanliness, which is based on a product’s functions or sensitivity [18] and thus differs from other industries 
and standards. For example, in IEST-STD-CC1246E (formerly: MIL-STD-1246C), product cleanliness 
levels are defined in a more general way, which can be conducive to the implementation of contamination 
control [19,17] which can be beneficial when implementing contamination control. 

The goal of contamination control is to limit the contamination that occurs during production to a level that 
is acceptable for the product [20,21].  

The first step is to define cleanliness targets for the product [22] as well as for the assembly processes and 
areas [23]. At the beginning of the product life cycle, this can be achieved with the help of failure mode and 
effects analysis (FMEA), [22,24] something which is rarely done in practice.    

Once the production line is completed, the analyses can be performed to monitor compliance with the defined 
targets. The early detection of out-of-control events helps to reduce reject rates [25]. In ASTM E1548, some 
procedures (in connection with aerospace ) are mentioned for  

- sampling surfaces using the tape lift method, which is comparable to the particle stamp technique
from VDA 19.2 [10] (see Figure 5),

- sampling products with the spray flush method, which is comparable to the extraction method of
pressure rinsing from VDA 19.1/ ISO 16232 [11,12] or

- analyzing the particle load obtained by one of the two previously-mentioned sampling methods using
the light microscope. However, this is technically outdated compared to the automated process
described in VDA 19.1/ ISO 16232 [11,12]. [26]

Although some techniques are similar, the aerospace industry differs significantly from the automotive 
industry, which is cost-sensitive and manufactures in large series. The automotive industry's dilemma is, on 
the one hand, to produce dependable or safe modules - which is associated with high cleanliness requirements 
- while on the other hand, to minimize production times and costs. The economic optimum corresponds
exactly to the cleanliness requirement which ensures that a component will just still function correctly. So-
called fault injection tests are suitable for this purpose [27]. According to the understanding of [22] and [23],
robust product design is already an integral part of contamination control.
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This holistic understanding of contamination control is far removed from actual practice in the automotive 
industry. For this reason, the following article is limited to the point in time when the product design has 
been fixed and the production line is about to go into series production. With the production part approval 
process (PPAP), there is a need to establish conformity to something that usually has not yet been defined. 

3. Initial situation

The following section describes Phases I and II based on the example of the electronic control unit (ECU) 
for the current generation of hydraulic/ electronic brake control units (HECU), see Figure 1. The procedure 
can also be applied without restriction to other mechatronic or electronic components. 

Figure 1: Exploded view of the brake control unit [28] 

The HECU controls the anti-lock braking system, electronic vehicle stabilization, and autonomous 
emergency braking. If the unit has to intervene for any reason, the brake pressure is individually adjusted by 
the hydraulic valves on each wheel. Particles in the electronics or hydraulic valves could cause a malfunction 
or failure and cause an accident. 

Figure 2 shows the assembly processes for the ECU. This article does not go into further detail about the 
surface mounted technology line (SMT line) or test line. The risks of particles being generated or transferred 
on these lines is lower compared to the back-end line. 

Figure 2: Process chain for assembling the ECU 

SMT line

Backend line(10) Loading
(11) Forming
(12) PCB cutting
(13) In-circuit-test

(1) Loading
(2) Solder paste printing
(3) Post printing inspection
(4) SMD placement
(5) Reflow oven

(11) (12) (13) (14) (15) (16)(10)

(18) (19) (20) (21) (22) (23)(17) (25) (26) (27)(24)

(2) (3) (4) (5) (6) (7)(1) (9)(8)

Test line(6) Optical inspection 1
(7) Optical inspection 2
(8) On-line verification
(9) Unloading

(14) Oven
(15) HFT
(16) Unloading

(17) Loading
(18) Optical check
(19) Insertion
(20) Coil assembly
(21) PCB assembly
(22) Cleaning

(23) Cover assembly
(24) Load test
(25) Electrical test
(26) Final test
(27) Packing
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For the purpose of this article, only Size Class F (100 - 149 µm) is discussed, with a maximum permissible 
amount of 64 particles. The approach presented here can be transferred to the other size classes. Further 
criteria are indispensable to complete the cleanliness specification: 

a) After which process step does the cleanliness specification apply? 
b) To which control areas does the particle size distribution refer? 
c) How often must cleanliness be checked? 

Unfortunately, in practice these criteria are specified far too rarely, resulting in a potential conflict between 
the manufacturer and the customer. For example, without specifying a), it is often assumed that cleanliness 
applies to the End of Line (EOL) - i.e. after Process (27). This assumption is incorrect and a sign of 
insufficient knowledge about technical cleanliness. The ECU is already closed after Process (23), meaning 
that only the exterior would be accessible for a cleanliness inspection. If b) is also not specified, this could 
already cause the conflict to escalate. 

The ECU cleanliness specification applies after Process (22), see Fig. 4. Once the cover has been mounted, 
the relevant inside area is no longer accessible. A cleanliness inspection would then require a mechanical 
opening of the ECU housing, which is associated with additional residues from the breakage. It is impossible 
to distinguish between residual assembly particles and residues from the breakage. Therefore, the cleanliness 
of a component has to be specified at a point where it can be inspected. The particle increase from Process 
(23) is typically hidden from view. 

However, additional cleaning processes can also improve cleanliness elsewhere, for example if an EOL 
cleaning step is not feasible. Since cleaning is a key process, it should always be monitored, cf. Annex A.B.1 
in [10]. Consequently, the cleaning processes in Phase I do not need to be taken into account.  

In Phase I, expectations and results are constantly compared through new analyses, which gives this phase 
an iterative character. Conclusions can be drawn from the comparison, which in turn can lead to further tests. 
Phase I is complete when only little or no further knowledge can be gained. 

4. Phase I 

The aim of Phase I is to identify critical particle sources or processes. A process is considered as critical if 
it significantly contributes to the accumulated contamination of the product or if the cleanliness specification 
is not met.  

Depending on the amount of value added and the complexity of the product, Phase I can rapidly become 
extremely time-consuming or cost-intensive. Therefore, the iterative refinement of the search grid (from 
coarse to fine) is a compromise to economic constraints, see Figure 3. If a company has little or no experience 
in this field, expert advice should be sought from production line operators, logistics specialists, etc. 

 

(12) (16)……(10) (20) (22)……(17)(5) (9)……(2)

M1

no grid

medium grid

fine grid

M2M3

analysis path

accumulation of particles
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fineness

(1)
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Figure 3: Approach for analyzing the process chain 

How much the search grid needs to be refined or which processes should still be examined can only be seen 
from the previous analysis cycle. The initial analysis cycle could consist of the measurements M1, M2 and 
M3. In a second cycle, processes (21), (20) and (19) could then be analyzed etc. However, a complete (fine 
grid) process chain analysis as shown in Figure 4 is rarely found in practice. 

Figure 4: Information density in relation to the search grid 

The methods and tools used in Phase I and Phase II are largely identical. Nevertheless, the results from 
Phase I are not suitable for ratings in the customer-supplier relationship. The analyses carried out in Phase I 
have an exploratory character, enabling the maximum amount of information to be gained about the process 
chain as quickly as possible. The following tools can be used in Phases I and II: 

Particle traps are an inexpensive and simple tool for measuring the cleanliness of the environment or 
processes. Particles settling on the adhesive surface are fixed by the adhesive tape and can be analyzed 
automatically with a light microscope after the trap has been deployed for a certain period of time, such as 
5 working days, see Figure 5. [10] Instead of particle traps, particle deposition counters can also be used, 
which provide measurement data in real time [29]. 

Particle stamps are a further inexpensive and simple tool for determining the cleanliness of surfaces. The 
tape is used to remove contamination from the surface, which in turn can be analyzed automatically with a 
light microscope, see Figure 5. [10] 

Figure 5: Left: particle trap, Right: particle stamp [30] 

Component cleanliness inspections are used to verify the level of cleanliness specified in the customer-
supplier relationship and provide the best results as a direct evaluation method. In Phase I, a simplified 
procedure can be implemented. In Phase II, the component cleanliness inspections must be performed 
exactly according to VDA 19.1 or ISO 16232. [11,12] 

Tracer components tend to be used at the end of Phase I, when the previous results are verified by measuring 
the contamination generated by the process step. This is done by cleaning the assembly or its individual 
components in the laboratory until no further residues can be extracted. The assembly then has a defined 
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state of cleanliness, which can be verified in a cleanliness inspection. The assembly is then ready for 
processing. After the assembly step, another cleanliness inspection is performed, see Figure 6. [10] 

 
Figure 6: Application of tracer components 

Tracer particles have specific properties that make them distinguishable from ordinary contamination in 
the manufacturing environment. Tracer particles are suitable, for example, for evaluating cleaning results or 
for visualizing the transfer of contamination due to logistics processes. Figure 7 gives examples of tracer 
particles. 

 
Figure 7: Tracer particles. A) Regular shapes [31]. B) Fluorescent [32]. C) Milled chips [33]. D) Blasting material. 

Besides the correct use of the tools, the type of information required from the respective analysis is another 
important factor. For example, a particle trap mounted underneath the conveyor belt can supply information 
about the quantity of particles emitted in this area. However, this information is of little help in assessing the 
cleanliness of the ECU. Such approaches may be useful in Phase I but should be verified by component 
cleanliness inspections in a further iteration.  

Difficulties arise when examining the data from a statistical point of view. As opposed to other features that 
can be specifically produced, values tend to fluctuate much more when it comes to technical cleanliness, see 
Figure 8. This is because technical cleanliness is strongly influenced by random events. Therefore, a once-
only assessment of component cleanliness is not sufficient. 

Verifying inspection results also has another advantage. Should contradictory results arise, information 
deficits can be better identified, thus stimulating the development of new or further process analysis 
techniques. Only when additional analyses fail to deliver any further information can the process chain 
analysis in Phase I be concluded. 

The minimalistic approach is a consequence of the high cost pressure prevailing in the automotive industry. 
However, this does not mean that analyses should be dispensed with. In the case of supplied parts, it is not 
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only their state of cleanliness when they are ready for dispatch at the supplier's and at the point of use that 
must be monitored. The cleanliness of these parts should also be monitored on arrival at the customer's.  

For instance, the coils actuating the hydraulic valves are monitored not only before shipment at the supplier's 
but also on receipt at Continental and again at Process Station (20). This makes it possible to find out whether 
the particles originate from internal logistics processes, from external logistics processes or from the 
supplier's production process. 

5. Phase II

Phase II is aimed at long-term process monitoring and at reducing particle sources / emissions. As a rule, 
Phase II commences once series production is up and running. The respective tools and analysis sites are 
already known from Phase I. The frequency of analyses should be determined primarily by the cleanliness 
specification. If no information is given, the frequency of inspection should be in the range of 0.002% - 2% 
of the products manufactured. The long-term reduction of particle sources or emissions is achieved through 
three fields of action: 

Intervention limits enable steps to be taken at an early stage if cleanliness levels show signs of worsening. 
An intervention limit can be set after about 30 analyses have been conducted. Several procedures can be 
used. Figure 8 shows three possible intervention limits. IL #1 corresponds to Quantile 3 and represents a 
clear intervention threshold that would trigger an alarm at 25% of all values. IL #2 corresponds to the 1σ 
level known from quality control. IL #3 is an intervention limit that is well suited for technical cleanliness 
and mostly applied by vehicle manufacturers and first-tier suppliers in practice. This is obtained from the 
point where x intercepts with F(x) of the empirical CDF. 

Figure 8: Selection of recommended intervention limits 

The intervention limit chosen depends on company preferences. At present, there is no standardized 
regulation or convention on this. However, choosing a high sigma level, as pursued by quality control, is not 
recommended. As the sigma level increases, the warning threshold decreases. 

Staggered analyses can increase sensitivity and allow faster intervention. This results from the causal 
relationships observed between the processes due to particle accumulation. Instead of always measuring 
Processes (22), (21) and (20) on a Monday, it would be better to measure Process (22) on a Monday, Process 
(21) on a Wednesday and Process (20) on a Friday.
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Particle galleries make it easier to identify particle sources. In addition to light microscopic analyses, 
spectroscopic analysis methods are also used. The origin of particles can be derived from material data. 
Scanning electron microscopes with energy dispersive x-ray (SEM/EDX) or laser-induced breakdown 
spectroscopy microscopes (LIBS) are suitable for identifying inorganic particles. Fourier-transform infrared 
microscopes (FTIR), on the other hand, can be used to identify organic particles. 

6. Summary and Outlook

Contamination control might be established since decades in aerospace or semiconductor industry. But the 
automobile industry needs a divergent approach in this field to be successful in a price sensitive milieu. For 
that purpose, this article describes the method to establish contamination control in the automobile industry. 

Phase I reflects an explorative survey to understand the severity of impacts that is the basis for a lean 
monitoring in phase II. The method can be applied to any automobile component. In this work, the phases 
were explained on the example of the hydraulic brake control unit (HECU). It was found that multiple 
iterations were needed with varying measurement techniques to conclude if a process is relevant (critical) in 
terms of its added proportion to the cumulative contamination, typically found in the product, end of line. 
The information density illustrated in Figure 4 is not common so that a very economic approach (coarse grid) 
could end up in wrong conclusions. But the example of the HECU showed, that the limit violations of process 
20 and 21 are finally not critical, when followed by an efficient cleaning process. In return, process 22 is 
relevant for the monitoring instead of process 20 and 21. 

However, the comparability of different measurement techniques was not discussed in this work, but is still 
an issue, when Phase I is carried out. It is questionable, if the same amount and size of contaminants that 
were found in particle traps would have been found in the product as well, to name only one. Some of the 
measurement techniques can be only used for trend analyses, when compared to a component cleanliness 
specification. Nevertheless, particle traps or stamps are cheap tools for single or multiple process monitoring 
and usually the preferred choice in the automobile industry. There are particle deposition monitoring systems 
available that could measure the sediment in or near real time [34,35]. But they are sometimes too big to fit 
in a machine, too expensive for the aspired measurement frequency or do not present the desired information 
[36].  

A further development of contamination control in the automobile industry requires more handy solutions 
as described in [37] for example and a higher degree of automation as presented in [38] to gain more 
information in less time. Nevertheless, new technical solutions should be able to provide the same 
information as a microscope, i.e. actual shape and dimension of a contaminant.  

As long as there are not such technical solutions available, this paper provides a method for an economic 
oriented contamination control that might be of interest for all manufacturers of safety relevant automobile 
components. 
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Abstract 

The transition to renewable energy sources and the need to address climate change has significantly changed 
the energy landscape. However, the fluctuating nature of renewables and increased electricity price volatility 
pose challenges to power grids and companies. This study focuses on energy flexibility achieved through 
industrial demand-side management (DSM) as a solution. Information technology (IT) and standardization 
are vital for enabling energy flexibility by optimizing energy consumption and facilitating interoperability. 
Digital energy platforms allow energy-intensive industries to optimize energy usage, thus enabling industrial 
demand optimization and effective communication within the energy ecosystem. Standardization ensures 
efficient implementation of energy flexibility measures across diverse energy markets. This study proposes 
a process model to streamline the integration of energy flexibility measures into manufacturing processes. This 
model eliminates the labor-intensive manual implementation process, enabling seamless adoption of energy 
flexibility measures and participation in energy markets. Marketing energy flexibility is addressed through 
the prosumer-based process that leverages standardized communication facilitated by the energy flexibility 
data model (EFDM), optimizing the energy consumption of manufacturing companies. The contributions of 
this paper lie in the proposed process model for marketing energy flexibility, streamlining energy flexibility 
implementation through automated EFDM modeling. The findings provide insights for researchers and 
practitioners, guiding the adoption of energy flexibility measures and supporting a sustainable energy future. 

Keywords 

Industrial Energy Flexibility; Energy Flexibility Measures; Energy Flexibility Data Model; Process Model 

1. Introduction

Climate change concerns and global commitments to reduce greenhouse gas emissions have significantly 
changed the energy landscape [1–3]. Governments worldwide, including Germany, are phasing out fossil 
energy sources such as coal and oil while promoting renewable energy sources such as wind and sun [4, 5]. 
However, the intermittent nature of renewable energy sources poses considerable challenges to power grids 
and results in greater electricity price volatility [6–8]. One potential solution to the challenges at hand is the 
concept of energy flexibility (EF), which can be achieved through industrial DSM [9–12]. In this context, 
IT and standardization are crucial in enabling EF. By leveraging digital energy platforms, energy-intensive 
industries can use EF measures to optimize their energy consumption according to energy price forecasts or 
network operators' flexibility requirements while maintaining logistical and operational objectives [13–16]. 
Standardization facilitates interoperability between manufacturing and energy-related domains, enabling the 
efficient use and marketing of EF measures in various energy markets. Despite the advantages of IT and 
standardization, a major challenge remains in modeling and marketing EF measures in manufacturing. 
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Currently, manufacturing companies often do not know how to monetize EF of manufacturing processes. Also, 
the generic description of EF with the EFDM poses a significant hurdle for companies and often is manually 
implemented for each manufacturing process and EF, which is a time-consuming and labor-intensive task. To 
address these issues, our paper proposes a process model for the automated description and marketing of EF 
in manufacturing processes utilizing the EFDM to streamline the implementation of EF measures and enable 
seamless participation in different energy markets. The approach takes into account both proactive and reactive 
EF marketing. Proactive marketing aims to optimize energy consumption based on forecasts, while reactive 
marketing focuses on responding to real-time changes in energy markets [17–19]. While existing approaches 

and tools address aspects of EF in manufacturing processes, they do not provide a comprehensive framework 
for both describing and marketing EF measures in a seamless manner. This leaves manufacturing companies 
with fragmented solutions that lack end-to-end automation and standardization. Recognizing this gap, the 
research question of our work is defined as: 

How can an information technology process be modeled that enables manufacturing companies to automate 
the description and marketing of energy flexibility? 

Adopting a design science research (DSR) approach, an artifact in the form of a process model informed by 
literature and qualitative expert interviews is developed, thereby ensuring rigor. DSR, pivotal for developing 
solutions to real-world problems, supports our endeavor to offer a holistic and applicable model for automating 
the description and marketing of EF in manufacturing processes. This research directly responds to the need 
for the communication of EF, thus ensuring relevance. Therefore, our main contribution is a prosumer-based 
approach leveraging the EFDM for standardized communication with energy markets to monetize EF of
manufacturing companies. The proposed process addresses the challenges associated with both proactive and 
reactive EF marketing and enables seamless participation in different energy markets. The remainder of this 
paper is structured as follows: The literature review highlights EF, the EFDM's foundations, and its application. 
The proposed process model details automated description and marketing of manufacturing companies’ EF, 
emphasizing continuous information flow between companies and energy markets. A case study showcases 
the process models and resulting EFDM’s practical application in an industrial setting. The findings, research 
implications, and future prospects in EF conclude the discussion. 

2. State of the Art

EF is defined as the "ability of a manufacturing system to quickly and process-efficiently adapt to changes in 
the energy market" [17]. An energy-flexible factory allows for potential economic use of energetic flexibility 
[18]. The temporal deployment of EF is specified in the definition of the Federal Network Agency, which 
describes flexibility as "the change in feed-in or withdrawal in response to an external signal (price signal or 
activation), to provide a service in the energy system" [20]. In general, numerous types of energy (electricity, 
heat, natural gas) can be described by this term. In the energy transition context, the term mainly describes 
measures necessary to enable the power system to accommodate additional volatile renewable energy 
sources such as wind and solar power plants. Thus, the term "energy flexibility" represents an extension of 
the concept of "power grid flexibility", but is often also used synonymously [8]. The VDI guideline 5207 
describes industrial EF measures such as adapting shift times, changing manufacturing sequences, interrupting 
orders but also technical EF measures on the shop floor level, such as storing energy inherently or changing 
the energy source of a manufacturing process [18]. The EFDM aims to model and describe EF from technical, 
organizational, and energetic aspects, therefore enabling standardized communication of EF data captured in 
manufacturing processes to market it to flexibility markets [21]. Consequently, the EFDM is the foundation 
for all services that automate and standardize the entire EF trading process from the machine to the energy 
market. Based on this, data models for specific use cases, such as optimization of manufacturing processes 
or flexibility marketing, can be derived, only containing part of the information of the central data model [22]. 
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The EFDM represents EF using a flexibility range and specific measures. This description uses a minimal 
set of parameters to convey essential technical and energetic details, while minimizing data complexity and 
volume. Sensitive manufacturing data exchanges are avoided. The flexibility range describes the possibilities 
of an energy-flexible system to adjust its performance compared to the reference operation. This technical 
energy-flexible system is characterized with the classes "flexible load", "dependency", and "energy storage" 
[21]. In addition to the three classes for describing the "flexibility range" of a system, the EFDM also includes 
the class "energy flexibility measure”, which describes a specific change in the system's performance within 
its flexibility range [23]. A flexible load models a technical system or the interaction of different technical 
systems that have the potential to bring about a change in performance. Whether the technical system is a 
producer or consumer of power is irrelevant. The ability to market EF measures in manufacturing provides 
potential economic benefits for companies [11]. By adjusting energy consumption in response to price 
signals or other external factors, companies can exploit fluctuations in energy prices and potentially reduce 
their overall energy costs [24]. The process of marketing EF measures typically involves participating in 
energy markets or demand response programs. 

Companies can participate directly in wholesale energy markets, such as day-ahead or intraday, to sell their 
EF. Through demand response programs, they adjust energy consumption based on grid conditions, receiving 
financial incentives or reduced rates in return. Small manufacturers or those with limited flexibility resources 
may engage via an aggregator. Aggregators pool the flexibility resources of multiple companies and market 
them collectively, enabling smaller companies to access the benefits of participating in energy markets or 
demand response programs [23, 25]. By marketing their EF measures, companies can reduce energy costs 
and enhance energy system stability. As renewable energy integration rises, the role of EF in supporting 
energy transition will grow. This underscores the need for a systematic approach to identify and market EF 
measures adaptable across various industries. Especially the challenges associated with proactive and 
reactive EF marketing, enabling seamless participation in different energy markets, and fostering efficient 
use of energy resources must be overcome. Compared to the extensive literature on energy-oriented production 
planning and control, the novelty of the presented approach resides in the application of the EFDM to facilitate 
standardized communication and automate the description and marketing of EF in manufacturing processes. 
This application streamlines the marketing process and permits a broader range of EF marketing strategies, 
including proactive and reactive approaches. While various tools and software applications, such as the 
"Flexfinder" and the "EFDM GUI" developed in the SynErgie project, provide valuable solutions in the 
domain, our approach offers a comprehensive integration of the EFDM for standardized communication 
with energy markets and emphasizes the diverse applications of the data model. This distinction underscores 
the novelty and relevance of our work in the context of EF. 

3. Automated description and marketing of manufacturing companies’ energy flexibility

This chapter presents FlexEnergy, a process model implemented in the business process modeling notation 
(BPMN) that illustrates how manufacturing companies can automate the process of describing and marketing 
EF to achieve electricity cost savings [26, 27]. The approach is designed to help manufacturing companies 
benefit from increasingly volatile electricity prices by exploiting unused EF potential with proactive as well 
as reactive EF marketing. The fundamental prerequisite for minimizing electricity costs is to reduce 
electricity consumption in phases of high electricity prices. To adjust the electrical load accordingly, it is 
necessary to optimize the production plan and the underlying plant parameters concerning predicted electricity 
prices and thus be able to react dynamically to fluctuating prices of the volatile electricity market of the future 
[25]. Furthermore, adjusting the production schedule based on volatile electricity prices leaves room to identify 
additional EF potentials. These residual EFs can be characterized as an EFDM and sold on energy markets. To 
maximize the revenue generated in this way, it is necessary to examine in which energy markets or with which 
energy market products the highest revenue can be generated. 

693



When making manufacturing processes more flexible, care must be taken to ensure that the EF measures 
implemented do not harm the overriding objectives of factory operations [28]. To combine the objectives of 
short processing times, high-quality products, and low costs with an energy-flexible mode of operation, 
production planning, and control must always be involved. Energy management forms the interface between 
manufacturing operations and strategic energy procurement and therefore plays an essential role in marketing 
EF. To benefit from the opportunities of marketing EF, an end-to-end IT connection of the energy-flexible 
manufacturing systems to the external energy markets is required. The market enables communication between 
flexibility buyers and sellers and forms the basis for reducing electricity costs and helping to stabilize the 
power grid. To optimize the power flows in the grid and avoid bottlenecks, flexibility purchasers such as 
grid operators can use the EF marketed on flexibility markets to stabilize the energy system. 

3.1 Adjusting the production plan to fluctuating electricity prices 

The first part of the process model FlexEnergy, describes utilizing energy flexibilities as a consumer to 
benefit from fluctuating electricity prices. Figure 1 presents the step-by-step sequence for production plan 
adjustment based on forecasted electricity prices. 

Figure 1: Process model for adjusting the production schedule to electricity price forecasts 

The company’s production planning and control trigger the start of FlexEnergy. To be able to react to volatile 
markets and utilize fluctuating electricity prices to reduce electricity costs, market information must be 
obtained first. To this end, the company's energy management team acquires electricity price data from the 
relevant electricity market. In parallel, production planning and control must acquire the production schedule 
of those manufacturing systems capable of energy-flexible operation to enable optimization of the load profile. 
Based on the electricity price data, energy management can generate electricity price forecasts for the relevant 
electricity markets and trading days. The focus is getting forecasts of the electricity prices for the day-ahead 
and intraday electricity markets as early and as accurately as possible so that they can be considered in short-
term production planning and adjustments to reduce electricity costs can be planned. By implementing existing 
solutions for electricity price forecasting, like those developed in the SynErgie project, companies can optimize 
the load profile of energy-flexible manufacturing systems based on the forecast and reduce electricity costs 
by minimizing electrical power consumption during periods of high electricity prices. By implementing the 
described adjustments, the company’s operations can be optimized regarding forecasted electricity prices, and 
electricity procurement costs can be reduced sustainably [29]. 

FlexEnergy – Adjusting the Production Plan to Fluctuating Electricity Prices
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3.2  Automated description and marketing of energy flexibility of manufacturing companies 

After implementing the first segment of the FlexEnergy process model, which provides an electricity price-
optimized production schedule, the second section of FlexEnergy presents a systematic approach to identify, 
describe, and market additional EFs of manufacturing companies. Identifying additional EFs in the electricity 
price-optimized production plan is a sub-process detailed in the case study. The second part of the FlexEnergy 
process model is illustrated in Figure 2 and explained in detail. 

Figure 2: Process model for the automated description and marketing of energy flexibility on energy markets 

For marketing manufacturing companies’ EF, it is first necessary to identify additional EF measures in the 
electricity price-optimized production schedule and to describe them with appropriate figures. The additional 
EFs identified in this process are described with the help of an EFDM and form the basis for all downstream 
process steps. One of the central goals of FlexEnergy is to maximize revenue when marketing EF. Based on 
this objective, energy management performs a yield-oriented evaluation of the identified EF measures. It also 
acquires information on which markets and with which products the most significant revenue can be achieved 
with the identified EFs. The revenue-based assessment can be automated by utilizing services such as the 
flexibility deployment planning tool, developed as part of the SynErgie project, and thus help companies 
decide which EFs should be marketed on which energy market [25]. EFs advertised on markets that enable 
EF marketing can be viewed and purchased by interested flexibility buyers, such as grid operators. In the 
case of a successful purchase and call, the information about the EF measure to be provided is transmitted 
from the market to the company utilizing the EFDM. Subsequently, the EFDMs are disaggregated into EF 
measures and forwarded to the production planning and control, where the sold EF must be entered into the 
electricity price-optimized production plan to block the marketed periods for different operational measures. 
To ultimately provide the marketed EF, a control signal must be provided to the PLC of the respective energy-
flexible manufacturing system, enabling an adjustment of the electrical load to provide the EF sold. 

FlexEnergy – Automated Description and Marketing of Energy Flexibility on Energy Markets
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4. Automated energy flexibility marketing of a magnesium die casting company

Based on the process model developed for the automated identification, description, and marketing of EF of 
manufacturing companies, a case study is presented, demonstrating and validating the applicability and benefits 
of FlexEnergy. The focus here is, in particular, on EFDM modeling. The use case originates from the SynErgie 
project and involves the energy-flexible operation of a magnesium die-casting process [30]. To contribute to 
science and practice, it is shown how EFs can be identified, described, and marketed utilizing the EFDM. 
The furnace, needed to melt the magnesium and keep it at a specific temperature, can be utilized as inherent 
energy storage to make energy consumption in manufacturing more flexible and, through the marketing of 
EF, help reduce the company's energy costs. The use of inherent energy storage is an EF measure that can be 
implemented on the shopfloor level and, according to VDI guideline 5207, is defined as the "use of tolerances 
of various state variables in processes as energy storage" [17]. Depending on the material, the furnace must 
be operated within a defined temperature range to ensure consistent product quality. Within this range, the 
furnace exhibits EF. The power consumption of the furnace can be adjusted by controlling the output of its 
electric heating elements, provided the process limits are maintained. Description of the furnace static EF 

space enables deriving concrete EF measures, thus facilitating EF marketing. The energy-flexible furnace is 
modeled using the EFDM JSON format to represent its operating possibilities. 

EFDM 1: Static modeling of the energy flexibility space of the magnesium-melting furnace 
1: {
2:  "flexibility": {
3:  "id": "b7c4d95d-4d3b-4f48-9dcf-3bde75e7c67e",
4:  "origin": "f8c54c80-34a6-4d4f-8da8-62755a44d7e3", 
5:  "flexibleLoads": [{
6:  "flexibleLoadId": "d62a3c5b-8c16-40e6-a9e9-0195c1655b68", 
7:  "marketingDeadline": "2023-05-03T12:00:00+00:00",
8:  "measurementLocation": "Shopfloor – Magnesium Melting Furnace 001",
9:  "deactivationGradient": {"unit": "kW/s", "value": -4.0},
10:  "activationGradient": {"unit": "kW/s", "value": 4.0},
11:  "regenerationDuration": {"unit": "s", "value": 0.0},
12:  "reactionDuration": {"unit": "s", "value": 10.0},
13:  "modulationGradients": [{
14:  "min": {"unit": "kW/s", "value": -4.0},
15:  "max": {"unit": "kW/s", "value": 4.0}}],
16:  "validity": [{
17:  "from":  "2023-05-04T05:00:00+00:00", 
18:  "until":  "2023-05-04T08:00:00+00:00", 
19:  "temporalType": "TOTAL"}], 
20:  "powerStates": [{ 
21:  "power": { 
22:                    "min": {"unit": "kW", "value": 0.0}, 
23:                    "max": {"unit": "kW", "value": 0.0}}},{ 
24:  "power": { 
25:                    "min": {"unit": "kW", "value": 40.0}, 
26:                    "max": {"unit": "kW", "value": 40.0}}},{ 
27:  "power": { 
28:                    "min": {"unit": "kW", "value": 80.0}, 
29:                    "max": {"unit": "kW", "value": 80.0}}},{ 
30:  "power": { 
31:                    "min": {"unit": "kW", "value": 120.0}, 
32:                    "max": {"unit": "kW", "value": 120.0}}}] 
33:         }], 
34:  "storages": [{ 
35:  "storageId": "a2c7ca70-f0f4-435c-9f94-ee2228e3c1fc", 
36:  "usabelCapacity": { 
37:  "min": {"unit": "kWh", "value": 0.0}, 
38:   "max": {"unit": "kWh", "value": 7.8}}, 
39:  "suppliers": [{ 
40:  "flexibleLoadId": "d62a3c5b-8c16-40e6-a9e9-0195c1655b68", 
41:   "conversionEfficiency": 1.0}], 
42:  "energyLoss":{"unit": "%/s", "value": "E_Loss%"}, 
43:  "drain": [{ 
44:  "time":  "2023-05-04T05:00:00+00:00", 
45:  "power":  {"unit": "kW", "value": 10.0}},{ 
46:  "time":  "2023-05-04T08:00:00+00:00", 
47:  "power":  {"unit": "kW", "value": 10.0}}], 
48:  "initialEnergyContent": { 
49:                 "time":  "2023-05-04T05:00:00+00:00", 
50:  "value": { 
51:                    "min": {"unit": "kWh", "value": 0.0}, 
52:                    "max":  {"unit": "kWh", "value": 7.8}}}, 
53:  "targetEnergyContent": { 
54:                 "time":  "2023-05-04T08:00:00+00:00", 
55:  "value": { 
56:                    "min": {"unit": "kWh", "value": 0.0}, 
57:                    "max": {"unit": "kWh", "value": 7.8}}} 
58:         ]} 
59: }} 
_________________________________________________________________________________________________________ 
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Static modeling of the EF of the furnace is the basis for electricity price-optimized operation and identification 
of marketable EFs. In addition to mathematical and evolutionary optimization, another possibility for energy-
flexible optimization of the furnace is implementing a (deep) reinforcement learning (RL) agent that controls 
the operation based on a simulation model. RL works through a series of actions that can trigger a reward or 
a punishment. In this process, an agent interacts with its environment, aiming to find appropriate actions to 
maximize rewards without the actions being predetermined by a teacher. The characteristic of RL is learning 
by trial and error and often delayed rewards for the agent's actions [31, 32]. Within the framework of this case 
study, a simulation model was developed that allows the calculation of the temperature inside the furnace as 
a function of power and time and serves as the basis for energy-flexible operation optimization. Furthermore, 
an AI-based control system was implemented utilizing deep RL to enable energy-flexible operation. Using 
a reward function, the agent learns a strategy to adjust the furnace's load profile based on electricity price 
forecasts. [31]. According to EFDM 1, the agent can only select from four power states: 0, 40, 80, or 120 kW 
as actions (cf. lines 20-32). The reward function is based on two constraints: adhering to the temperature limits 
of 640 °C and 660 °C modeled as the usable capacity (cf. lines 36-38) and reducing electricity costs by adjusting 
the furnace's load profile. In a simplified description, the choice of a particular action is influenced by the 
current temperature or energy content in the furnace and the boundary conditions determined by the reward. 

The optimization output of the agent is automatically transferred into an EFDM format, which describes the 
furnace's electricity price-optimized load profile as a flexibility measure. An exemplary flexibility measure 
in the form of an EFDM can be found in the appendix of this paper. To market additional EFs in the electricity 
price-optimized production schedule (cf. Figure 2), additional EF measures must be identified and modeled 
as an EFDM. The EF measures to be marketed are identified utilizing a rule-based approach. This method, 
implemented utilizing a Python script, automatically detects suitable EF measures based on two conditions 
and translates them into an EFDM. Specifically, the case study focuses on identifying load increase measures 
by detecting phases where the electric heating element's power is 0 kW, and the furnace's temperature is below 
641 °C, subsequently transforming these findings into the EFDM. An exemplary EFDM based on the agents’ 
optimized load profile and the resulting EF measure attached in the appendix (cf. EFDM 3) is shown below. 

EFDM 2: Additional energy flexibility in the melting furnaces optimized production schedule 
1: {
2:  "flexibility": {
3:  "id": "f47ac10b-58cc-4372-a567-0e02b2c3d479",
4:  "origin": "f8c54c80-34a6-4d4f-8da8-62755a44d7e3", 
5:  "flexibleLoads": [{
6:  "flexibleLoadId": "d62a3c5b-8c16-40e6-a9e9-0195c1655b68", 
7:  "marketingDeadline": "2023-05-03T12:00:00+00:00",
8:  "measurementLocation": "Shopfloor – Magnesium Melting Furnace 001",
9:  "deactivationGradient": {"unit": "kW/s", "value": -4.0},
10:  "activationGradient": {"unit": "kW/s", "value": 4.0},
11:  "regenerationDuration": {"unit": "s", "value": 0.0},
12:  "reactionDuration": {"unit": "s", "value": 10.0}, 
13:  "price":  {"unit": "EUR", "value": 50.0}, 
14:  "usageNumber": [{ 
15:  "min": 0, 
16:  "max": 1}], 
17:  "modulationGradients":  [{
18:  "min": {"unit": "kW/s", "value": -4.0},
19:  "max": {"unit": "kW/s", "value": 4.0}}],
20:  "validity": [{
21:  "from":  "2023-05-04T07:00:00+00:00", 
22:  "until":  "2023-05-04T07:05:00+00:00", 
23:  "temporalType": "TOTAL"}], 
24:  "powerStates": [{ 
25:  "power": { 
26:                    "min": {"unit": "kW", "value": 40.0}, 
27:                    "max": {"unit": "kW", "value": 40.0}}, 
28:  "holdingDuration": { 
29:                    "min": {"unit": "s", "value": 60.0}, 
30:                    "max": {"unit": "s", "value": 300.0}}},{ 
31:  "power": { 
32:                    "min": {"unit": "kW", "value": 80.0}, 
33:                    "max": {"unit": "kW", "value": 80.0}}, 
34:  "holdingDuration": { 
35:                    "min": {"unit": "s", "value": 60.0}, 
36:                    "max": {"unit": "s", "value": 300.0}}} 
37:        ]} 
38: ]}} 
_________________________________________________________________________________________________________ 
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The furnace's additional EF can now be introduced to energy markets, ideally targeting a specific market for 
its offering. If a flexibility buyer acquires the EF, the corresponding measure is relayed to the company for 
execution, increasing the furnace's load. Additional revenue opportunities arise from marketing the existing 
EFs as control energy via a flexibility marketer, minimizing peak loads and thus reducing costs through lower 
grid fees, and from atypical grid usage models and thus reduced grid fees. The economic benefits from EF also 
lead to environmental benefits from increased energy purchases and usage from renewable sources. Through 
the intelligent usage of inherent energy storages and intelligent control of manufacturing processes, companies 
can save energy costs and, at the same time, contribute to the stabilization of the power grid. 

5. Conclusion and implications

In the course of the energy transition and the associated volatile supply of electricity, the use of flexible loads 
as a balancing mechanism to stabilize the power grid is being increasingly intensified. Due to the high energy 
consumption, the demand-side EF of the industrial sector is becoming more important. By making electricity 
consumption more flexible, manufacturing companies can create an instrument that, on the one hand, helps 
to ensure grid stability and, on the other, makes it possible to save electricity costs. The basis for benefiting 
from the monetary advantages of demand flexibility and, at the same time, contributing to the energy transition 
is the implementation of EF measures in manufacturing. Given this context, a process model was developed 
that enables manufacturing companies to automate EF identification, description, and marketing. This paper 
specifically focuses on the comprehensive modeling of EF using the EFDM and the associated marketing of 
EF in energy markets. The case study has demonstrated the practical use of the process model FlexEnergy, 
utilizing a concrete EF measure, the use of inherent energy storages, and thereby presented how companies' 
identification, description, and marketing of EF can be implemented in practice to achieve more cost-efficient 
and sustainable factory operations. 

Naturally, our study is subject to limitations and prospects for further research. Within the validation scope, 
it was shown that the complete characterization of the melting furnace makes it possible to identify numerous 
EF measures in the available flexibility range and market them. Numerous EF configurations can be described 
as EFDM and offered in energy markets by varying the power states and their holding periods. To satisfy 
market needs and achieve the highest yield, it will be important in the future that the scheduling and marketing 
of EFs are made in close consultation with the market or the flexibility purchaser. For suppliers and purchasers 
to benefit maximally from the existing flexibilities, an IT architecture that enables end-to-end communication 
between the two sides must be created, enabling further automation of the individual steps described in the 
process model and simplifying the EF identification, description, and marketing. Only in this way can the 
marketing of EF of manufacturing companies become a valid option in the future, in order to save energy 
costs on the one hand and stabilize the power system on the other. 
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Appendix 

As stated in chapter four, an excerpt of an exemplary flexibility measure in the form of an EFDM can be found 
hereafter. The measure is a concrete output of the deep RL agent, which is automatically transferred to an 
EFDM and illustrates an electricity price-optimized load profile of the melting furnace. 

EFDM 3: Electricity price optimized production schedule of the magnesium-melting furnace 
1: { 
2:         "flexibleLoadMeasure": { 
3:                 "flexibleLoadId": "d62a3c5b-8c16-40e6-a9e9-0195c1655b68", 
4:                 "reactionDuration": {"unit": "s", "value": 10.0}, 
5:                 "modulationGradients": [{ 
6:                    "min":  {"unit": "kW/s", "value": -4.0}, 
7:                    "max":  {"unit": "kW/s", "value": 4.0}}], 
8:                "startTime": "2023-05-04T07:00:00+00:00", 
9:                "powerStates": [{ 
10:                 "power":   {"unit": "kW", "value": 0.0}, 
11:                 "holdingDuration": {"unit": "s", "value": 300}},{ 
12:                 "power":  {"unit": "kW", "value": 80.0}, 
13:                 "holdingDuration": {"unit": "s", "value": 300}},{ 
14:                 "power":  {"unit": "kW", "value": 0.0}, 
15:                 "holdingDuration": {"unit": "s", "value": 300}},{ 
16:                 "power":  {"unit": "kW", "value": 0.0}, 
17:                 "holdingDuration": {"unit": "s", "value": 300}},{ 
18:                 "power":  {"unit": "kW", "value": 0.0}, 
19:                 "holdingDuration": {"unit": "s", "value": 300}},{ 
20:                 "power":  {"unit": "kW", "value": 120.0}, 
21:                 "holdingDuration": {"unit": "s", "value": 300}},{ 
22:                 "power":  {"unit": "kW", "value": 0.0}, 
23:                 "holdingDuration": {"unit": "s", "value": 300}},{ 
24:                 "power":  {"unit": "kW", "value": 0.0}, 
25:                 "holdingDuration": {"unit": "s", "value": 300}},{ 
26:                 "power":  {"unit": "kW", "value": 0.0}, 
27:                 "holdingDuration": {"unit": "s", "value": 300}},{ 
28:                 "power":  {"unit": "kW", "value": 80.0}, 
29:                 "holdingDuration": {"unit": "s", "value": 300}},{ 
30:                 "power":  {"unit": "kW", "value": 0.0}, 
31:                 "holdingDuration": {"unit": "s", "value": 300}},{ 
32:                 "power":  {"unit": "kW", "value": 40.0}, 
33:                 "holdingDuration": {"unit": "s", "value": 300}},{ 
34:                 […] 
35:         }] 
36: }} 
_________________________________________________________________________________________________________ 
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Abstract 

Polymer-Electrolyte-Membrane (PEM) fuel cell systems will contribute to enable climate-neutral mobility 
through the chemical reaction of hydrogen and oxygen. PEM fuel cells address applications which are hardly 
decarbonized by HV batteries. But apart from its advantages, such as short refuelling times and higher energy 
densities related to batteries or locally emission-free operation compared to conventional drivetrains, the fuel 
cell technology still faces challenges that inhibit its wide market penetration. Especially the low production 
volumes result in costly manufacturing processes. The assembly of the fuel cell stack and balance-of-plant 
components to a system is predominantly of manufactory character. There is a consensus in the literature 
that scaling up the production is associated with cost reduction effects. But in order to increase the demand 
that justifies a growth in unit numbers, the costs per system have to be reduced. With regard to this so-called 
“hen-and-egg problem”, a reduction of production costs for small output numbers is necessary, while already 
considering the future necessity to scale the production. 

This paper discusses the development of scalable production concepts for PEM fuel cell system assemblies. 
In addition to a modular production concept, the associated production scenarios are also considered. For a 
generic fuel cell system, a possible assembly sequence and assembly tasks are derived from the bill of 
materials. The assembly durations for the individual steps are then determined according to the Methods-
Time-Measurement (MTM) methodology. This methodological approach is intended to provide an estimate 
for each process step in the assembly and can be transferred to other fuel cell systems. The paper shows how 
a bill of materials can be used to estimate the cycle time for a system, but also the cycle time for defined 
stations. In addition, by considering different scaling mechanisms, further improvements in the assembly 
process are shown, based on the results from the MTM analysis. 

Keywords 

Fuel Cell System Assembly; PEM Fuel Cell System; Scalable Production Concept; Methods-Time-
Measurement; Assembly; Production 

1. Introduction

The fuel cell system assembly and End-of-Line-Testing (EoL) is the final step in the value chain of the fuel 
cell system production [1]. Since it is by now mainly conducted in small scale and manual labor, it is still a 
cost intensive part within the manufacturing process, taking a share of about 7 % in the cost breakdown of 
the fuel cell system manufacturing costs [2]. A reduction of the fuel cell system costs is crucial in order to 
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allow market penetration and therefore a decrease of assembly costs would contribute to this goal. This cost 
reduction can be achieved with scalable concepts allowing the production to follow the fuel cell system 
demand at low-cost investment decisions and at the same time result in a higher level of flexibility for the 
production system to adapt to system design changes. In this work, an approach will be discussed, which is 
based on the number of parts of a generic fuel cell system. Different to the approach from JAMES ET AL. [3], 
it will be combined with the MTM (Methods-Time-Measurement) approach. Three mechanism, that allow 
scaling of the production output will be explained and based on two of those mechanisms, a scalable concept 
for the assembly of fuel cell systems introduced.  

2. Objectives & state of the art

2.1 Fuel cell system set-up 

The main component of the PEM fuel cell system is its stack, where the reaction of oxygen and hydrogen 
takes place. Apart from the stack, the fuel cell system needs subsystems to supply the stack with the necessary 
reactants. Those subsystems can be summarized under the term Balance-of-Plant (BoP). The BoP can be 
differentiated into the anode system, cathode system, cooling system and power and control unit. Figure 1 
yields an overview of a possible system set-up. Whereas the cathode system includes components like air 
filter, compressor, turbine and humidifier to lead the filtered and compressed air to the stack, the anode 
system contains components like the hydrogen storage, solenoid valves, pressure reducer, purge and drain 
valves and ejector or recirculation blower units for circulation of hydrogen through the system. The cooling 
system mainly includes thermal management components such as the radiator, heat and ion exchanger and 
cooling pump. The power and control unit includes a power distribution unit as well as the control unit with 
all the interfaces for cables transmitting electrical power or data. These cables are connected to all sensors 
allocated within the other subsystems like pressure, temperature or hydrogen sensors. [4] 

Figure 1: Generic and simplified fuel cell system for the definition of assembly contents adapted from PEM RWTH 
Aachen [4] 

2.2 Fuel cell system assembly 

The assembly of the fuel cell stack with BoP components is a currently not scientifically discussed part of 
the fuel cell system value chain. One early approach for estimating the assembly and cycle time of the 
assembly of fuel cell systems is undertaken by JAMES ET AL. [3], [5] in the context of an overall estimation 
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of the production cost of fuel cell systems. This approach was conducted within an analysis of an automotive 
fuel cell system with a net power output of 80 kW in the year 2018. In this former approach a heuristic 
estimation based on the approximate number of parts was conducted. The various parts of the system were 
differentiated into major components such as the stack, pumps, motors and compressors and minor 
components such as measuring instruments and devices. For additional activities such as welding, piping, 
wiring etc., static assembly times were determined, based on the sole differentiation between major and 
minor components. These durations for piping, welding and a functionality test were added and led to a total 
system assembly time of 177.1 minutes at a single work station [3], [5]. This approach does not take the real 
number of components into account and therefore does not allow a detailed analysis of the assembly contents 
and associated cycle times. A static value for the time needed to assemble was assigned to each kind of 
component of the previously described groups, so that the components in one group all have the same 
assembly duration. In a second approach for the scale-up of production output, a system with ten 
workstations was introduced, that should reduce the cycle time to 14.2 minutes per station. In a further 
estimation for different scaled up production systems, JAMES ET AL. [3] estimated, that for an annual 
production volume of 1,000 systems, the cycle time drops to 9.9 minutes and the line utilization amounts to 
2.2 %. This configuration is based on a single assembly line with 18 workers and ten workstations. From a 
production volume starting with 10,000 systems up to 500,000 systems per year a different configuration is 
needed, and the cycle time decreases to 7.9 minutes per system. [3] 

In order to put these results into perspective, the values were compared to data known from industrially used 
fuel cell assembly systems. Within the production of the Mercedes-Benz GLC F-Cell fuel cell system in the 
year 2018 the assembly time is yielded 300 minutes [6] and a subsequent time for End-of-Line-Testing is 
added with 90 minutes [7]. The system contains around 250 parts [6]. The assembly takes place in an 
assembly system equipped with an electric monorail conveyor system, where the fuel cell system is hung in 
and can be rotated to get better angles for the assembly processes. Leakage tests for subsystems are included 
within the assembly procedure and conducted at the assembly line through a sniffer sample. [8] 

2.3 Fundamentals of production technology 

In the following, specific terms within production technology will be further explained. The terms of 
flexibility investigated in this work focus on the flexibility of variants and flexibility of production volume. 

Flexibility in the context of production technology describes the time as well as the effort necessary to change 
over a production according to altered basic conditions. In order to measure the required effort, changeover 
times are introduced [9]. Flexibility of variants on the other hand can be understood as the ease with which 
new parts can be added or substituted within the production [10]. Therefore, the flexibility of variants of 
products can be defined as well as the ability of a production system to adapt changes in the part matrix 
currently produced rapidly and inexpensively. This means, that the change in parts still goes along with a 
change in the production system set up and therefore distinguishes the flexibility of variants from the 
flexibility of process [10]. 

Within the ongoing production, the assembly system can be adapted for new products as identical assembly 
activities can take place on different assembly cells. Individual assembly cells on the other hand need to be 
deactivated or reconfigured. For the integration of a new product within a mixed-model assembly, the 
assembly line requires a complete redesign and synchronization and also isolated additional assembly 
activities can cause a modified balancing of the assembly line. [11] 

Scalability can be described as the ability to extend or restrain a system by either adding or reducing its 
resources. This can be a matter of technical, organisational or spatial resources. [12] Scaling mechanisms 
can be differentiated in three groups, which consist in intrastationary and interstationary scaling mechanisms 
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as well as organisational scaling mechanisms. Whilst organisational scaling mechanism can be applied 
through changes in the number of workers or different shift models, for the two other types of scaling 
mechanisms a different architecture of the production system is needed. Hence the intrastationary scaling 
mechanisms foresee an adjustable level of automation, the rearrangement of assembly tasks and the 
reconfiguration of a production system section. A production system section can be understood as a part of 
the production system. The interstationary scaling methods on the other hand are provided by the duplication 
of system sections or the duplication of the whole assembly system. [13] 

2.4 Methodological approaches existing 

The methodological approach relevant for this study, the Methods-Time-Measurement (MTM) will be 
further explained in the following. 

The MTM is a commonly used method in manual assembly processes to investigate and determine times 
within manual assembly. Through MTM it is possible to track the specific time that is needed for different 
types of motions in assembly and production. As MTM aims to optimize existing processes in assembly, it 
can also be used in the phase of planning assembly processes. Therefore, all the motions within the manual 
assembly process are divided into smaller motion sequences, that are categorized and structured. Afterwards 
these TMU (Time Measurement Units) can be allocated to the motion sequences. One TMU equals 
10-5 hours, which is the equivalent of 0.036 seconds [14]. [15]

For this purpose, the correct MTM data map must be used, as there exists a variety of maps published by 
REFA AG. Therefore, REFA proposes a method including six steps to determine the times in assembly 
processes. In a first step the correct MTM scenario is chosen in accordance with the process type within the 
production system, the methodological level and the targeted production output [16]. Subsequently, the 
conditions and circumstances at the workstation are further examined. Therefore, especially the supply with 
working material and the working conditions at the workstation are relevant. In the third step, assembly 
contents and assembly sequences are either analyzed for existing assembly processes or planned for new 
assembly processes. An assembly content consists in the task of joining and assembling components. 
Afterwards, these assembly sequences are differentiated into the basic motion sequences of the respective 
MTM process. During the fifth step, these basic motion sequences are coded, taking the relevant influencing 
variables and the correct MTM data map into consideration. Finally, the times for manual assembly from the 
MTM data map are assigned to the coded basic movements and the activity times of the workflow are 
determined by adding the individual TMU values. The described procedure for determining times in manual 
assembly with MTM is shown below in Figure 2. [17] 

Figure 2: Methodology for determining the duration of assembly tasks in a manual production through MTM adapted 
from REFA [17] 
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3. Methodological concept

3.1 System definition 

A generic and simplified PEM fuel cell system consists of a basic configuration of a PEM fuel cell stack and 
its periphery components. The system boundaries of this generic fuel cell system exclude the radiator unit 
from the cooling circuit and the hydrogen storage system. As well not included is the cooling circuit 
supplying the auxiliary units, which consists of the intercooler, the compressor and power distribution unit. 
Drawing these boundaries, the generic and simplified fuel cell system contains the fuel cell stack, the high 
temperature cooling circuit (without the radiator), the anode system for supplying the stack with hydrogen 
and the cathode system for providing oxygen from ambient air to the stack. Such a generic fuel cell system 
can still differ in many ways in its interconnections and therefore in its assembly process. Figure 1 gives the 
exact picture of the generic fuel cell system, which was used for the development of scalable production 
concepts within this work. 

3.2 Definition of assembly contents and deriving the assembly time 

In the first two steps of the methodological approach of deriving determined assembly times with MTM, the 
MTM data card UAS (Universales Analysier-System, English: Universal Analysis-System) was chosen, and 
the working conditions for this mainly manual assembly were defined [16]. The choice for the MTM data 
card UAS was reasoned by the aim to analyse and plan assembly contents for series production, whereas the 
MTM standard includes data cards for mass manufacturing processes as well. Within the third and fourth 
step of the MTM methodology, the assembly contents were determined and structured into repetitive 
assembly sections. The assembly contents therefore were derived from a Bill-of-Materials (BoM) (Table 1) 
and the fuel cell system layout, yielded above. The BoM contains all components of the defined fuel cell 
system including connection elements such as pipes and hoses. As well included are brackets and screws to 
mount to components around the stack and frame. For wiring the power electronics and the control unit with 
motors and sensors, the BoM contains also cables for transmitting power and data. Due to the analysis of the 
fuel cell system an assembly sequence for each module of the complete fuel cell system was elaborated. It 
was assumed that the subsystems will be assembled continuously around the stack. At first the overall 
assembly task is determined. Afterwards the assembly of each module can be further divided into sections. 
An exemplary section is shown in Figure 3 and visualizes the assembly content beginning at the air inlet of 
the cathode system and ending at the humidifier. In a subsequent step, those sections are examined further 
to determine on a next dimension the necessary motions for joining two components such as the air inlet 
pipe and the air filter.  

Figure 3: Example of an assembly section in the cathode system 
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3.3 Development of a scalable production concept 

For the development of scalable production concepts in the fuel cell system assembly, a scenario where the 
production volume was scaled up from 1,000 systems to 10,000 systems was examined. These scales are in 
line with current market information that announce similar production volumes [18], [19]. Scalable 
production concepts were derived by comparing the production of fuel cell systems to that of battery systems, 
electrolysers, electric motors and combustion engines. As an evolution from the current status of manual 
assembly, a scalable production with features from a series production was targeted. The screening 
concluded that despite of their similarity in system structure and technology, electrolysers have larger 
dimensions and therefore favour manual assembly conditions with high manufacturing character and low 
production volume. Hence, those systems were excluded from the further procedure. From the other 
technologies, which differ a lot in their technological structure from the fuel cell system but have similar 
scale-up scenarios and targeted production volumes, assembly concepts were derived. Those concepts 
comprise for example an increasing degree of automation [20], [21], [22] hybrid assembly structures [21], 
[23] modular assembly structures [23], [24], human-robot-collaborations [21], [25], approaches including
augmented reality for variant flexibility [21], approaches of machine learning in automation [25], digital
twins for testing [25], a separation of assembly tasks into pre- and end assembly [26], [27], [28] and the
implementation of automated guided vehicles (AGV) [24], [25] or conveyor systems [24] for high and stable
production volumes. For this study it was decided to apply the separation of assembly tasks into pre- and
end assembly and to develop modular assembly structures. This can be justified by the fact that the fuel cell
system assembly contains numerous assembly sequences like wiring, or joining hoses and pipes, that are
currently hard to automate as robots are limited in their assembly adaptability in complex assembly
environments [21], [29] .

The existing and accessible assembly systems of fuel cell systems were investigated. The fuel cell system 
production of Mercedes Benz AG for the GLC F-Cell and the production system of HYVIA, a joint venture 
between PlugPower and Renault for a 30 kW range extender system, were further analysed [30]. The 
assembly system of Mercedes Benz was chosen as reference system as it was set up for series production, 
which is also targeted within this work. In this production system, the fuel cell system was mounted onto an 
electric monorail system that carried the fuel cell system through the assembly line. This line contained 
several workstations, where the electric monorail system with its mounting aid could be stopped at the 
positions, where racks with the supplying material for assembly or testing infrastructure were located. [8], 
[28] 

Based on this assembly system, a reference system was developed and unknown parts were adapted from 
literature or other productions [5], [27], [28]. The assembly line of this reference configuration was assumed 
with six workstations using the electric monorail system and structured comparably to the production of the 
GLC F-Cell system. The configuration of this reference assembly line, is shown on the left in Figure 4. It 
was assumed, that the system would be assembled continuously without integration of pre-assembled 
modules. On the other hand, the scalable concept with a modular configuration in its production system 
design is visualized on the right in Figure 4. It as well contains six workstations for the manual end assembly, 
but in addition there are three workstations for the pre-assembly of sections of subsystems. The stations are 
connected via an AGV and can be scaled-up separately if required. 
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Figure 4: Assembly line configurations examined in this work 

The scalable concept developed for the fuel cell system assembly shall be introduced in the following as the 
modular concept. The concept includes the separation of assembly tasks into a pre- and end assembly and a 
modular assembly line structure. Regarding the scaling mechanism explained above, the separation of 
assembly tasks can be allocated to intrastationary scaling, whereas the modular assembly line structure has 
to be allocated to interstationary scaling. This modular assembly line structure consists of the workstations 
for the pre- and end assembly. The AGVs connect the workstations among each other in a flexible way and 
hereby allow elementary changes within the structure of the assembly system. This allows flexibility in 
variants as well as in volume since single workstations can be duplicated and therefore bottlenecks in an 
unbalanced system can be reduced swiftly. The assembly line layout therefore is structured in three pre-
assembly stations and six end assembly stations. The assembly within the reference and as well the modular 
concept was planned with the same distribution of assembly contents on the planned stations. At station 1, 
the fuel cell stack will be lifted by crane into the fuel cell housing and afterwards locked by screwing the 
media distribution plate with most of the media interfaces. At station 2, the complete anode circuit will be 
assembled around the housing by screwing and fixating the hydrogen lines with brackets. It was assumed 
that on a third station, larger components like the compressor, power distribution unit and fuel cell control 
unit have to be mounted around the housing due to the geometrical restrictions and further accessibility for 
following assembly operations. On station 4, the entire cathode system is mounted and subsequently on 
station 5 the whole cooling system finalized. Subsequently to mounting the fluid containing systems around 
the housing of the stack, an interim leakage testing will be conducted on station 5. This is due to the 
possibility of rework in case of a failed test. Finally, on station 6 the electronic assembly and wiring is 
concluded and the system can be removed from the monorail mounting aid.  

3.4 Transition from a qualitative concept to a quantitative model 

In this chapter, the concept introduced in chapter 3.3 will be evaluated. Therefore, the theoretical and 
qualitative concept will be transferred into a quantitative model through applying MTM.  

For the motion sequences that are assumed to repeat in specific patterns in the overall assembly for several 
times, codes are defined regarding the MTM methodology and the MTM data map [16]. These codes can be 
translated within a next step into TMU values, which afterwards can be converted into seconds or minutes. 
Table 2 yields an impression of the determination of the TMU values for the assembly of a generic pipe 
section. 
A recombination and reallocation of the assembly contents is conducted aiming to determine suitable 
assembly sections, that can be outsourced in the pre-assembly. Those pre-assembly contents require to be 
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mountable from chronological later positions within the assembly process and therefore also must meet 
topological restrictions within the assembly sequence. 

In order to determine possible output scenarios for a fuel cell system assembly based on the developed 
assembly sequence, the durations generated by the MTM-method were transferred into an output model. 
Therefore, an organizational model of one shift per day with 8 working hours, and 220 working days per 
year were assumed. Through the cycle time, which is specific for the configuration of the production system, 
the total possible amount of assembled fuel cell systems per year could be determined. The different 
production systems will be compared in their demand for assembly personnel and the demand of 
simultaneous assembly lines. 

4. Results and discussion

The application of the MTM methodology under the premise of the derived assembly contents from the BoM 
resulted in an overall assembly time of around 100.7 minutes for the generic and simplified fuel cell system. 
By duplication of the workstation with the largest station time, the cycle time of the whole production system 
decreases to the level of the station with the second largest station time. The station time of this workstation 
then becomes the new cycle time. The assumed cycle time of the reference concept was determined to 
43.97 minutes, including an additional 25 % of estimated set-up time [3]. The cycle time of the modular 
concept resulted to 30.85 minutes, and could be further decreased to 16.79 minutes by duplication of 
workstation 5 or to 15.01 minutes by duplication of both, workstation 5 and 6. Transferring these cycle times 
into possible production volumes as described above, leads to capacity demands in simultaneous assembly 
lines and personnel for the compared production concepts. The diagrams in Figure 5 show the development 
of the demands within the scaling from 1,000 systems to 10,000 systems per year. Whereas the reference 
concept initially starts with a lower demand for personnel, the modular and therefore scalable concept shows 
a higher, but for a larger output corridor more stable, demand for personnel. This can be explained by the 
effect from separation of assembly contents. It is assumed that the pre-assembly and the end assembly can 
be conducted at the same time and therefore the end assembly at different stations can be reduced. This 
results in a lower cycle time for the modular concept. The demand for personnel is connected to the number 
of necessary simultaneous production lines. Within the production volume corridor of 1,000 up to 6,000 fuel 
cell systems per year for the modular concept, the demand in simultaneous production lines is stable. In the 
reference concept, which was assumed less flexible in its configuration, a change in production volume of 
the system results also in a necessary scale-up of this system. Hence, the demand for assembly lines and 
assembly personnel increases almost linearly. The modular concept therefore has due to its structure the 
ability to scale-up the production output with less capacity in assembly lines and personnel over the observed 
production volume corridor. The higher flexibility of the modular concept can be explained with the structure 
of this concept. The absence of a fix conveyor system allows the duplication of single workstations, which 
therefore lowers the demand of assembly lines and personnel. This modularity in the production system has 
therefore also an effect of the cycle time. 
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Figure 5: Demand of assembly personnel and simultaneous assembly lines in dependence of the annual production 
volume 

Comparing the values calculated through MTM for a generic and simplified fuel cell system it must be stated 
that these time values are still far below the durations mentioned in the literature above. This can be justified 
by the fact that the system was simplified with a limited count for parts in the BoM. In addition, assumptions 
for the assembly tasks had to be made while applying MTM that can differ from practical handling in 
assembly. As well, the EoL-Testing is not included within this approach, which reduces the efforts of the 
considered processes. As mentioned in chapter 3.3, a short leakage test for the fluid conducting subsystems 
via sniffing probe is included at workstation 5, however it is not covering the whole spectrum of tests to be 
finally conducted for EoL. 

5. Summary and Outlook

In this work, a scalable production concept, that was derived and further elaborated as a modular structured 
production system, where the assembly content is separated into a pre- and an end assembly. With the help 
of the methodology of MTM, the derived scalable production concept was at first transferred into a 
quantitative model that was afterwards compared to a reference model. The comparison showed the scalable 
concept therefore performed better regarding the examined parameters. It required less simultaneous 
assembly lines and less assembly personnel while generating the same output in production volume. The 
data on this topic, which could be used for evaluation, in combination with fuel cell system assembly is very 
limited. Therefore, values generated by this methodological approach still need to be validated by practical 
application and differ a lot from the time values that were discovered within the estimation by JAMES ET AL 
and the Mercedes-Benz GLC F-Cell assembly. 

Further research needs to be carried out regarding the accounting of learning effects through economies of 
scale when applying MTM by calculation of the time values of assembly contents within the pre-assembly, 
as the time values where assumed in this model to be static over the time dimension. Additional research can 
as well be conducted on further modularization [31] of the fuel cell system itself by approaches through 
design for assembly (DFA [32]), where the design gets adapted to the processes in assembly by engineering. 
As there were no hybrid structures of manual and automated assembly systems examined in this work, this 
should be a topic for further investigation. It was concluded that possible assembly tasks to involve 
automation can be located in tasks, where the stack with its high weight is moved or many screws can be 
mounted and screwed simultaneously. The subsequent EoL-Testing is an important step within the value 
chain of the fuel cell system production since it guarantees the quality and therefore needs to be further 
researched and developed [33]. Further research on optimization of cycle time balancing including 
mechanisms to enhance disassembly for possible defective parts discovered in EoL-Testing is necessary. 
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Appendix 

Table 1: Bill of Materials for the considered fuel cell system; components are distinguished between the station at 
which they are mounted and the module to which they belong 

Station Component Module Quantity 
1 Housing Stack 1 
1 Media Distribution Unit Stack 1 
1 Sealing for Media Distribution Unit Stack 6 
1 Screws Stack 20 
2 Solenoid Valves Anode 1 
2 Hydrogen Pipe (incl. T-pieces) Anode 7 
2 Distributor Valve Anode 1 
2 Hydrogen Injector Anode 1 
2 Recirculation Blower Anode 1 
2 Purge Valve Anode 1 
2 Drain Valve Anode 1 
2 Demister Anode 1 
2 Bracket Anode 2 
2 Screws Anode 20 
2 Cable (Power) Anode 1 
2 Cable (Data) Anode 6 
2 Cable Ties Anode 20 
3 Sealing (Compressor/Turbocharger) Cathode 4 
3 Compressor/Turbocharger Cathode 1 
3 Power Distribution Unit Electric 1 
3 Fuel Cell Control Unit Electric 1 
3 Screws Cathode/Electric 18 
3 Cable (Power) Electric 1 
4 Air Inlet Cathode 1 
4 Air Outlet Cathode 1 
4 Pipe Cathode 11 
4 Resonator Cathode 2 
4 Air Filter Cathode 2 
4 T-piece Cathode 2 
4 Bypass Valve  Cathode 1 
4 Air Intercooler Cathode 1 
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4 Humidifier Cathode 1 
4 Demister Cathode 2 
4 Sealings Cathode 18 
4 Hose Clamps/Clips Cathode 24 
4 Bracket Cathode 2 
4 Screws Cathode 28 
4 Cable (Data) Cathode 4 
4 Cable Ties Cathode 8 
5 Cooling Hoses Cooling 12 
5 T-piece Cooling 3 
5 Hose Clamps/Clips Cooling 25 
5 Sealings Cooling 23 
5 Locking Valve Cooling 1 
5 Ion Exchanger Cooling 1 
5 Coolant Pump Cooling 1 
5 Control Valve Cooling 1 
5 3-way Valve Cooling 1 
5 Compensating Reservoir Cooling 1 
5 Cable (Power) Cooling 1 
5 Cable (Data) Cooling 8 
5 Cable Ties Cooling 16 
6 Cable (Power) Electric 2 
6 Cable (Data) Electric 3 
6 Screws Electric 10 
6 Cable Ties Electric 36 
    
  Total 370 
    

 

 

Table 2: Example for determining TMU values with the MTM data map for manually joining of a generic pipe – 
component section (no usage of tools) 

Description of motion 
sequence  

Information relevant for time 
assignment 

Code Time value  
[TMU] 

Time value 
[seconds] 

Movement to the 
material commission and 
way back 

Walking / 6 m KA6 150 5.40 

Grabbing and placing of 
pipe 

Component < 1kg, loose placing / 
range of motion between 50 and 
80 cm 

AE3 70 2.52 
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Grabbing of component 
and joining with pipe 

Component < 1kg, narrow placing AF3 80 2.88 

Visual control Visual control VA 15 0.54 
Put workpiece aside Component < 1kg, loose and 

approximate placing 
AA3 50 1.80 

Total - - 365 13.14 
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Abstract 

Limiting climate change through global CO2 emissions is one of the central challenges of the 21st century. 
This requires a profound transformation of our energy systems and a far-reaching switch to innovative and 
emission-free technologies in all sectors, from power generation to the major energy consumption sectors of 
industry, transport and building heating. Hydrogen will play a significant role in a future energy and 
economic system.  

In this paper, H2 energy supply scenarios are developed, evaluated and compared as an alternative to a 
reference scenario that uses conventional technologies to meet electricity, heating and cooling needs. The 
H2 energy supply scenarios are evaluated with both purchased and self-produced hydrogen. Both the 
different colours of the hydrogen and the CO2 intensity of the electricity mix are considered. To cover the 
electricity and heat demand, different hydrogen technologies are considered and combined to different H2 
energy supply scenarios. Subsequently, the scenarios are evaluated with regard to their sustainability and 
compared with the reference scenario. The evaluation shows that blue and green hydrogen have an 
environmental advantage over natural gas, but availability is limited. Therefore, it is advisable to produce 
hydrogen oneself. Compared to natural gas, however, this only has an ecological advantage if the emission 
factor of the electricity mix is reduced through the use of renewable energies. 

Keywords 

H2 energy supply; CO2 emissions; hydrogen technologies; sustainability, ecological evaluation 

1. Introduction

Hydrogen (H2) is considered an important energy carrier for implementing the energy transition to achieve 
the climate goals by science, industry, and politics [1]. Industry is responsible for a significant proportion of 
global energy consumption and associated greenhouse gas emissions. It faces the challenge of making its 
processes more environmentally friendly [2]. In this context, the use of hydrogen as an energy carrier for 
industrial energy supply is becoming increasingly important. Hydrogen offers a promising alternative to 
conventional fossil fuels, as its combustion with oxygen produces only water vapour and no carbon dioxide 
(CO2) emissions [3]. Moreover, hydrogen can be produced via electrolysis from renewable energy sources, 
ensuring this technology’s long-term sustainability [4,5]. Using hydrogen in industry allows heating, 
electricity, and cooling in an environmentally friendly way makes an important contribution to reducing CO2 
emissions and achieving climate targets [6]. The environmental assessment of H2 energy supply scenarios in 
industry is crucial to make informed decisions on the implementation of this technology.  

In this paper, H2 energy supply scenarios are developed, evaluated, and compared as an alternative to a 
reference scenario that uses conventional technologies to meet electricity, heating, and cooling needs. The 
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methodological approach to energy system planning developed by Emde was used to develop and evaluate 
the H2 energy supply scenarios [7]. The H2 energy supply scenarios are evaluated with both purchased and 
self-produced hydrogen. Both, the different colours of the hydrogen and the CO2 intensity of the electricity 
mix are considered. To meet the electricity and heat demand, different hydrogen-based technologies are 
considered and combined into different H2 energy supply scenarios. The scenarios are then evaluated from 
an environmental perspective. The results are compared with the reference scenario. From this, it can be 
concluded how hydrogen technologies for industrial energy supply can be an environmentally sound 
alternative to conventional technologies today and in the future. 

2. Fundamentals

The following chapter explains the basics for understanding CO2 intensity and introduces hydrogen 
technologies. 

2.1 Carbon intensity of hydrogen and electricity 

Carbon intensity refers to the amount of CO2 emissions produced per unit of energy produced or consumed 
[8,9]. It is a measure of the environmental impact of a particular energy source, activity or sector in terms of 
its emissions. A lower carbon intensity means that a given energy production or consumption results in fewer 
CO2 emissions, which is desirable from an environmental perspective [10]. 

2.1.1 Colours of hydrogen 

In the field of hydrogen production, different colours are used. Grey hydrogen is the dominant technology 
today. In the standard steam reforming process, hydrogen is produced by using natural gas [8,9]. It is 
currently the most cost-effective process, but large amounts of CO2 are released in the process. Direct 
emissions from grey hydrogen average 398 g CO2/kWh [8]. Blue hydrogen is produced via steam reforming 
with subsequent CO2 capture and storage [8,9]. In this process, 85 % to 95% of the CO2 emissions can be 
captured and stored in natural gas reservoirs [1]. Therefore, blue hydrogen can only be partially 
decarbonised. On average, blue hydrogen produces a greenhouse gas impact of 143 g CO2/kWh to 218 g 
CO2/kWh [8,11]. Green hydrogen aims at the complete decarbonisation of hydrogen production [8,9]. In 
electrolysers, electricity is used to break down water into its components hydrogen and oxygen. The process 
releases no CO2 if the used electricity was produced without emissions. Green hydrogen produced with green 
electricity can be made available with emissions as less as 26 g CO2/kWh [8,11]. Currently, around 0,7 % 
of the world's hydrogen is produced via electrolysis, powered by renewable energies [12]. Figure 1 shows 
the global hydrogen demand and the available quantities of blue and green hydrogen in TWh today and in 
the future [13]. It can be seen that the demand for hydrogen significantly exceeds the availability.  
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Figure 1: Global demand of hydrogen and availability of green and blue hydrogen [13] 

2.1.1 Carbon intensity of electricity 

Specific CO2 emissions from electricity vary depending on the type of electricity generation and the energy 
mix of a country or region. In general, there are several sources of CO2 emissions from electricity generation, 
including for example fossil fuels and renewable energy sources [10]. A worldwide overview of the specific 
CO2 emissions of electricity is given in Figure 2. Worldwide, producing one kWh of electricity emits about 
436 g CO2 [10]. 

Figure 2: Worldwide overview of the specific CO2 emissions of electricity [10] 
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2.2 Hydrogen technologies 

Numerous hydrogen technologies were researched and considered for the evaluation. The technologies 
explained in more detail here prove to be the technically most suitable for the energy supply scenarios 
investigated to cover the electricity and heat demand. 

2.2.1 PEM Electrolysis 

Water electrolysis is a process in which water is broken down into its components, hydrogen and oxygen, 
with the help of electricity [14]. PEM (proton exchange membrane) electrolysis is a special form of water 
electrolysis in which a proton exchange membrane is used as the electrolyte. The reaction at the electrodes 
and the electrolyte leads to heat energy generation [6]. This heat must be dissipated to keep the operating 
temperatures of the electrolysis cells at an optimal level. PEM electrolysers operate in the temperature range 
from about 20 ◦C to 100 ◦C and the efficiency varies between 67 % and 82 % [15]. PEM electrolysis  is used 
because of its advantages over other types of electrolysis in terms of compactness, scalability, high dynamics 
and overload capability [6].    

2.2.2 PEM Fuel Cell 

The fuel cell is an electrochemical energy converter that converts the chemically bound energy of a fuel 
directly into electrical energy and heat. A PEM fuel cell belongs to the category of low-temperature hydrogen 
fuel cells. Its central component is the proton exchange membrane, which allows the passage of protons but 
blocks the passage of electrons. PEM fuel cells operate in the temperature range from about 0 ◦C to 80 ◦C 
and the electrical efficiency varies around 40 % and the thermal efficiency around 55 % [15].  The PEM fuel 
cell is used because of its advantages over other types of fuel cell in terms of fast start-up, high power density, 
and their ability to control operating temperatures [16]. On the other hand, a PEM fuel cell needs a certain 
amount of time to allow the electrochemical reactions to take place and generate energy.  

2.2.3 Hydrogen Burner 

The hydrogen burner is a system for generating heat by burning hydrogen to provide process heat. Hydrogen 
is supplied to a hydrogen burner as fuel and mixed with oxygen [17,18]. A hydrogen burner generates heat 
immediately as soon as the hydrogen reacts exothermic with the oxygen in the air. The thermal efficiency 
varies around 90 %.  The combustion reaction can take place relatively quickly, providing rapid heat in a 
temperature range from hundreds to several thousand degrees Celsius [17,18]. Heat energy is used, for 
example, to heat water and generate steam. Advantages are low pollutant emission values, high efficiency, 
and flexibility. 

3. Hydrogen energy supply scenarios

The reference scenario exemplifies a medium-sized company’s electricity, heating in low temperature range 
and cooling supply in southern Germany over a one-year period. An overview of the reference scenario’s 
processes is given in Figure 3. 

To cover its electricity needs, the company obtains electricity from the public grid. Electricity is also used 
to operate the compression chiller with a power output of 1 000 kWth to cover the company's cooling 
requirements. A natural gas burner with a power output of 1 200 kWth is used to cover the heat demand. This 
obtains fuel from the public natural gas supplier. First, the scenario is evaluated with an electricity mix and 
then with green electricity. In the following, three alternative energy supply scenarios are created, all using 
hydrogen. The aim is to compare whether, and under which conditions, the use of hydrogen to cover the 
electricity and heat demand offers ecological advantages compared to the reference scenario. 
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Figure 3: Overview of the processes of the evaluated scenarios 

 

In the first scenario, the company obtains hydrogen from the public hydrogen grid to supply the PEM fuel 
cell and the hydrogen burner. The PEM fuel cell is designed for 800 kWel and covers both the company’s 
heat and electricity demand. Since the hydrogen burner can generate heat faster than the PEM fuel cell, it is 
added to the scenario to cover the peak heat demand. This is designed for a capacity of 150 kWth. The 
hydrogen burner is only used to cover the peak load, as the hydrogen burner does not like to operate at partial 
load. In addition to the power supply from the PEM fuel cell, the company draws an electricity mix from the 
public grid to cover the peak loads of the electricity demand.  To cover the cooling demand, the compression 
chiller is operated with a capacity of 1 000 kWth, primarily powered by the electricity produced by the PEM 
fuel cell and secondarily with electricity mix from the public electricity grid.  In this scenario, both grey, 
blue, and green hydrogen are considered. First, the scenario is evaluated with an electricity mix and then 
with green electricity. The processes of the second scenario continues to consist of a PEM fuel cell with an 
output of 400 kWel to cover the base load of the heat and electricity demand and a hydrogen burner with an 
output of 200 kWth to cover the peak load of the heat demand. Hydrogen is produced via PEM electrolysis. 
This is also operated with electricity from the public grid and designed for 1 700 kWel. The hydrogen 
produced is added to the PEM fuel cell and the hydrogen burner. The resulting waste heat from the PEM 
electrolysis plant is also used to cover the heat demand. The compression chiller covers the cooling demand. 
It is primarily powered by the electricity produced by the PEM fuel cell and secondarily by electricity from 
the public grid. First, the scenario is evaluated with electricity mix and then with green electricity. The 
second scenario is then expanded to include a photovoltaic (PV) system on a roof area of over 7 700 m² with 
an output of 1 400 kWp primarily to cover the electricity demand. In addition, the PV system drives the PEM 

First Scenario Reference Scenario 

Second Scenario Third Scenario 
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electrolysis system and the compression chiller, which is designed for 1 000 kWth. This expansion is also 
evaluated first with an electricity mix and then with green electricity. In the third scenario, a thermal storage 
unit replaces the hydrogen burner with a capacity of 500 kWh. This covers the peak heat demand that can 
be met neither by the PEM electrolysis nor the PEM fuel cell. In this scenario, the PEM electrolysis is 
designed for 1 700 kWel and the PEM fuel cell for 500 kWel. First, the scenario is evaluated with an electricity 
mix and then with green electricity. Subsequently, the third scenario is also expanded to include a PV system 
with an output of 1 400 kWp. This expansion is also evaluated first with an electricity mix and then with 
green electricity.  

4. Ecological comparison

For all the scenarios, the CO2 emission values listed in Table 1 are used. 

Table 1: Overview of CO2 emission values for the evaluation 

Emission value [g CO2/kWh] Source 
Electricity mix Germany 420 Federal Environment Agency [19] 
Green power Germany 16 Federal Environment Agency [19] 
Natural gas Germany 247 Federal Environment Agency [20] 
Grey H2 Germany 400 Greenpeace energy [8] 
Blue H2 Germany 140 Greenpeace energy [8] 
Green H2 Germany 26 Greenpeace energy [8] 

The first scenario is evaluated for grey, blue and green hydrogen as well as with an electricity mix and with 
green electricity. The total CO2 emissions can be divided into electricity-related and fuel-related CO2 
emissions. The results of the evaluation of the first scenario can be seen in Figure 4.  The CO2 emissions of 
the individual evaluations are related to the CO2 emissions of the reference case with an electricity mix. In 
the reference case, electricity-related CO2 emissions account for about 70 % of total CO2 emissions. These 
can be reduced to less than three percent by using green electricity. 

Figure 4: CO2 emissions in percent of the first scenario compared to the reference scenario 

0

20

40

60

80

100

120

140

Reference &
electricity

mix

Reference &
green

electricity

Grey H2 &
electricity

mix

Blue H2 &
electricity

mix

Green H2 &
electricity

mix

Grey H2 &
green

electricity

Blue H2 &
green

electricity

Green H2 &
green

electricity

C
O

2
em

is
si

on
s 

 [%
]

1. Scenario

Electricity-related Fuel-related

721



It is striking that the fuel-related CO2 emissions for the use of grey hydrogen are more than twice as high as 
for the use of natural gas. However, using PEM fuel cell generates electricity, which is why less electricity 
is needed from the public grid. Therefore, the electricity-related CO2 emissions decrease. When using an 
electricity mix, they fall by about half; when using green electricity, they fall to less than two percent in 
relation to the reference case. The fuel-related CO2 emissions for using blue hydrogen are slightly below 
those of the reference case. However, since using PEM fuel cell saves electricity-related CO2 emissions, this 
case offers ecological advantages compared to the reference scenario.  The fuel-related CO2 emissions from 
the use of green hydrogen fall to about five percent relative to the reference case. In combination with the 
reduction of electricity-related CO2 emissions, the use of green hydrogen saves almost 60 % of the emissions 
compared to the reference scenario.   

The second scenario is assumed with and without the feed-in of the PV system as well as with electricity 
mix and with green electricity. The results of the scenarios are shown in Figure 5.  

 

 
Figure 5: CO2 emissions in percent of the first scenario compared to the reference scenario 

 

The CO2 emissions of the individual evaluations are again related to the CO2 emissions of the reference case 
with an electricity mix. In the second scenario, the use of PEM electrolysis for the self-production of 
hydrogen eliminates fuel-related CO2 emissions. However, the PEM electrolysis requires more electricity 
than is produced by the PEM fuel cell, which is why the electricity consumption from the grid increases. 
When using an electricity mix, the total CO2 emissions increase by almost 20 %. The emission factor of the 
electricity mix must drop by 16 % to 350 g CO2/kWh for the emissions to correspond to the reference. By 
using green electricity, about 95 % of the CO2 emissions can be saved compared to the reference scenario. 
The use of a PV system for the self-generation of electricity shows ecologic advantages. When using the 
electricity mix and PV, emissions are 1 % higher than in the reference scenario, but fall by over 17 % 
compared to the electricity mix alone.  With the use of green electricity and PV, the CO2 emissions are 
reduced by more than 97 % compared to the reference scenario. 

The third scenario is assumed with and without feed-in from the PV system as well as with electricity mix 
and with green electricity. The results of the scenarios are shown in Figure 6.  
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Figure 6: CO2 emissions in percent of the first scenario compared to the reference scenario 

The CO2 emissions of the individual evaluations are again related to the CO2 emissions of the reference case 
with an electricity mix. The third scenario behaves similarly to the second scenario. By using PEM 
electrolysis for the self-production of hydrogen, the fuel-related CO2 emissions are eliminated. PEM 
electrolysis again requires more electricity than is produced by the PEM fuel cell, which is why electricity 
consumption from the grid increases. When using the electricity mix, the total CO2 emissions increase by 
almost 20 %. The emission factor of the electricity mix must drop by 16 % to 350 g CO2/kWh for the 
emissions to correspond to the reference. By using green electricity, more than 95 % of the CO2 emissions 
can be saved compared to the reference scenario. Once again, using a PV system for the self-generation of 
electricity shows ecological advantages. With the electricity mix and PV, emissions are 1% higher than in 
the reference scenario but more than 17% lower than with the electricity mix alone. The use of green 
electricity and PV reduces CO2 emissions by more than 97% compared to the reference scenario. 

5. Evaluation and Conclusion 

Scenario 1 shows that using blue and green hydrogen has environmental advantages compared to the 
reference case. Companies should thus aim to increase the use of blue and green hydrogen. However, as 
shown in Figure 1, the availability of blue and green hydrogen today and in the future is low compared to 
the demand. Therefore, self-production of hydrogen by electrolysis is recommended to cover the hydrogen 
demand. Companies can consider investing in electrolysis plants to produce their own hydrogen. This allows 
greater independence from external hydrogen suppliers and contributes to the reduction of CO2 emissions, 
especially if electrolysis is coupled with renewable energies such as PV plants. On average, both the use of 
grey hydrogen and the use of the electricity mix for the self-production of hydrogen through PEM 
electrolysis do not show any ecological advantages compared to the reference scenario. For hydrogen self-
production to make environmental sense compared to the reference scenario, the emission factor of the public 
grid must be very low. The emission factor of the electricity mix must be 350 g CO2/kWh or less in the 
evaluated scenarios for hydrogen self-production through electrolysis to have an ecological advantage over 
the reference scenario. This value lies below the world average. The CO2 intensity of the electricity mix must 
drop to 185 g CO2/kWh for hydrogen produced by electrolysis to have the same emission factor as the heat 
supply using natural gas. The CO2 intensity of the electricity mix must decrease to 75 g CO2/kWh so that 
hydrogen produced by electrolysis has the same emission factor as blue hydrogen. Companies should take 
measures to reduce the CO2 emission factor of the electricity used for electrolysis to produce hydrogen. This 
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can be done by using renewable energies such as PV systems or purchasing green electricity. This reduces 
the CO2 intensity of the hydrogen produced and achieves environmental benefits compared to the reference 
scenario. Since industrial companies cannot influence this emission factor of the public grid, local measures 
should be taken into account to reduce the CO2 emission factor of the electricity used for electrolysis to 
produce hydrogen. Depending on the location, different measures may be required to reduce the CO2 
intensity of the hydrogen produced. Therefore, it is important to analyse the specific conditions on site and 
to develop appropriate emission reduction strategies. Since this paper focuses on the environmental benefits 
of hydrogen integrated energy supply, further work should subsequently address the environmental and 
technical feasibility of the H2 energy supply scenarios 
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Abstract 

Value stream analysis and design is employed globally by improvement teams within industrial settings to 
maximize value creation and eliminate waste. For ending methodical time-centricity, research expanded the 
methodology to incorporate diverse facets like material flow cost accounting, information logistics, and 
external influence factors. These enhancements, along with increasing data volumes, are prompting a re-
evaluation of how professional improvement teams should think and operate. Consequently, a transformation 
of the pedagogical approach used for educating students and professionals necessitates novel solutions. 
Conventional teaching methods such as expository lectures are widely considered inadequate in promoting 
knowledge retention and engagement. So far, existing research has not yet resulted in a solution that can 
effectively impart the methodological complexity of advanced value stream analysis and design in a 
motivating and vivid fashion. To address this gap, this paper applies a tailored CRISP gamification 
framework to develop a simulation game concept. These concept enables AI-enhanced teaching of advanced 
value stream analysis and design focusing on identification of multi-stage resource-efficient optimization 
strategies. Through integration of game-based learning with AI a trained reinforcement learning agent can 
act either competitively or cooperatively, creating a unique form of teaching accounting the aspects 
personalization, adaptive feedback, content creation, and analysis and assessment. 

Keywords 

Advanced Value Stream Analysis and Design; CRISP Gamification Framework; Simulation Game; 
Artificial Intelligence; Game-based Learning; Resource-efficient Thinking 

1. Introduction

By advancing the methodology of value stream analysis and design—a concept originating from lean 
management—to embrace aspects such as material flow cost accounting [1], information logistics [2], and 
the integration of external influencing factors [3] novel opportunities as well as challenges emerge. Major 
aspects such as material and energy-based waste, digitalization, but also the sales market, labour market, 
procurement market, and other external aspects like policy and trends can be included in analysis and design 
through advanced key performance indicators, thus enabling holistic optimizations. 

Arising diversity within the methodology consequences an aggregate growth in application complexity and 
available data volumes, which changes how improvement teams should think and operate in industrial 
setting. Thus, also educational training of students and professionals must adapt, necessitating the 
development of novel solutions. It is broadly acknowledged that conventional pedagogical methods, like 
e.g., expository lectures, lack efficiency regarding knowledge retention and engagement. A minority of
researchers expresses scepticism that gamified learning effects can be transferred to non-game contexts
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through the process of gamification [4, 5]. Meta-analyses have proven that gamification in formal education 
yields significant positive effects on cognitive, motivational, and behavioural aspects of learning [6, 7]. 

Current research has applied gamification to cultivate understanding of several facets of lean 
management [8, 9, 10]. These efforts have not yet yielded an approach that successfully encapsulates and 
conveys the methodology of advanced value stream analysis and design in a motivating and vivid fashion. 
To fill the identified gap, this paper employs a tailored six-step CRISP gamification framework. The 
resulting simulation game concept encourages players to develop multi-stage resource-efficient strategies 
reinforcing sustainable thinking. Enhancing the simulation game concept by game-based learning with AI 
enables the integration of an agent trained via reinforcement learning. Its deployment can be either 
competitively or cooperatively, creating a unique form of teaching accounting personalization, adaptive 
feedback, content creation, and analysis and assessment. 

This paper initially introduces the theoretical background of the simulation game. Next, the six-step CRISP 
gamification framework is applied while the substance focuses on results, i.e., game preparation and game 
modelling. Detailed derivation and explanation of the CRISP gamification framework will be part of an 
individual publication currently in preparation. Lastly, conclusion and an outlook on further research is 
presented. 

2. Theoretical Background

2.1 Advance Value Stream Analysis and Design 

Within application of value stream analysis and design initially an improvement team maps the current value 
stream of a relevant product family and illustrates it utilizing standardized value stream elements (value 
stream analysis) [11]. Subsequently, wastes are identified applying the concepts of “muda”, “mura”, and 
“muri” [12]. By eliminating identified wastes and applying value stream design guidelines the improvement 
team designs a target value stream which is optimized in terms of lead time (value stream design) [11, 13]. 
Ubiquitously guiding within all activities is the ideal state known from the toyota production system, also 
referred to as the “north star”, consisting of 0 defects, 100 % value creation, one piece flow to customer 
demand and safety for people [14].  

By research, the methodology of value stream analysis and design is advanced by diversifying input and 
output features [15, 16, 17]. Within this paper, the concept of advanced value stream analysis and design 
refers exclusively to the advancements by material flow cost accounting [1], information logistics [2] and 
the consideration of external influencing factors [3]. Figure 1 exemplifies a current value stream of this 
advanced form of value stream analysis and demonstrates the methodological complexity that is to be 
conveyed via the simulation game concept to be developed.  

Figure 1: Exemplary Illustration of a Current Value Stream Utilizing Advanced Value Stream Analysis 
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Lead time centered elements of the conventional value stream analysis including suppliers (S), processes (P), 
inventories, customers (C), and the lead time ladder are illustrated in black. For resolving the fact of 
incomplete improvements solely favouring the lead time, the consideration of material and energetic wastes 
such as excessive energy consumption or material waste is made available via material flow cost accounting 
according to DIN EN ISO 14051:2011 [18]. Illustrated in green, input and output of a process is 
differentiated into product input (PI), product output (PO), and non-product output (NPO). The costs of 
product input, product output and non-product output are structured via material costs, energy costs, system 
costs, and waste management costs. Additionally, key performance indicators like absolute monetary value 
creation, relative monetary value creation, and degree of value creation can be used for representation [1].  

The integration of information logistics facilitates tracking of activities and key performance indicators 
information flow via analog (A) and digital storage media (D) and their utilization (U), illustrated in blue. 
Evaluation can be based on the key performance indicators digitization rate, data availability, and data usage. 
Especially media discontinuities between the storage media become visible and thus enabling the initiation 
of selective optimization projects in the context of digitization [2].  

Value stream analysis and design primarily according to internal factors may not always be effective. For 
example, if the geopolitical situation of crucial suppliers is critical coupled with long supply chains, a lack 
of material availability can quickly lead to costly production restrictions. Therefore, external influencing 
factors, illustrated in red, derived from sales market, labour market, procurement market, and other external 
factors such as politics, social area, technology, and general trends should be included to empower holistic 
optimization [3].  

2.2 Gamification Frameworks 

Through applying gamification frameworks to lean management tools, like advanced value stream analysis 
and design, efficiency can be improved in lean initiatives while raising employee engagement. Cross-linking 
can enable benefits as e.g., boosting enthusiasm, encouraging collaboration, and promoting creativity [19].  

Games are voluntarily engaging and formally organised activities with objectives and rules, which might be 
physical or mental, and can be used to lead players into competition, education, or entertainment. Simulated 
environments are used to experiment with systems in simulation games, a specific category of game that can 
be used to teach [20]. Gamification is the process of incorporating game mechanics and strategies into non-
game environments to engage and encourage players. To increase interest and participation, it utilizes 
scoring systems, leaderboards, and awards [21, 22]. Interactive digital or analog games with educational or 
informational objectives are referred to as serious games which are fostering social connection, transmit 
knowledge, or train skills [23]. Using specifically created games knowledge is imparted and skills are 
developed incorporating game elements with educational material [24].  

For designing games, various frameworks and models exist, such as the six steps to gamification [25], the 
mechanics-dynamics-aesthetics (MDA) framework [26], and the octalysis gamification framework [27]. 
Beyond that, principles unrelated to gamification, such as design thinking, can be used within the creativity 
processes of game development [28]. Distinct gamification frameworks and models are frequently combined 
to create unique solutions for specific tasks. Combining gamification principles with software development 
models, for example, can help to depict complex processes in a game while promoting player 
participation [29]. Overall, gamification frameworks can provide a foundation for the development of games 
and gamified applications. In context of lean management tools like advanced value stream analysis and 
design, there is a necessity for an updated and comprehensive solutions that embrace the core idea of 
gamification while representing complex methodologies. 
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2.3 Game-based Learning with Artificial Intelligence 

Game-based learning with AI can be applied in the context of lean management to enhance training, 
problem-solving, and decision-making in organizations within activities related to lean six sigma, kaizen, 
manufacturing, leadership, and inventory management [19, 30]. 

Artificial intelligence (AI) game-based learning is an educational technique that combines AI technology 
with interactive games to enhance the overall learning process. Giving users an intense and individualized 
learning experience, this method blends fun and motivational aspects of games with intelligence and 
adaptability of AI. Objective is to encourage engagement, problem solving, critical thinking, and knowledge 
retention to make learning more enjoyable and effective [31]. Core elements of game-based learning with 
AI are personalization, adaptive feedback, content creation, and analysis and assessment [32]. AI algorithms 
stay astute during gameplay, providing players with real-time feedback when they encounter obstacles or 
make mistakes. These timely cues, ideas, or explanations from the AI act as guiding beacons, directing 
learners to the appropriate solutions. Embracing a growth mindset, adaptive feedback fosters an environment 
that encourages continuous improvement of the player [33].  

AI can enable develop dynamic and diverse gaming content, continually generating new levels, challenges, 
or scenarios. Such adaptability aids in preventing boredom and successfully retaining players attention and 
motivation throughout their educational experience [34]. AI-driven analytics play a vital role in monitoring 
users progress, effectively pinpointing areas of strength and weakness. Armed with data, educators and 
developers gain invaluable insights into learners performance, allowing them to refine the learning content 
and overall experience, thereby fostering continuous enhancement [35]. In essence, the integration of AI and 
game-based learning transforms the educational environment by making the process appealing, dynamic, 
and customized to player’s needs. Fusion of gaming features and artificial intelligence in this instructional 
technique not only enthralls but also empowers students, reigniting their enthusiasm for academic 
advancement and knowledge acquisition. 

2.4 Related Work 

In existing research, few efforts been made to leverage presented frameworks and models to develop full-
fledged simulation games in the context of advanced value stream analysis and design. Different approaches 
were followed to generally gamify different lean management tools such as shopfloor management [8], the 
SMED method [9], or the 5S method [10], or to simply model and simulate the process of value stream 
analysis [36, 37, 38]. In scope of advanced value stream analysis and design, there is limited application of 
gamification frameworks. Existing solutions are outdated and do not fully consider the methodological 
requirements and the core idea of gamification, namely, to generate engagement and motivation, while at 
the same time adequately representing the complex methodology of advanced value stream analysis and 
design. Therefore, there is a need for innovative approaches to effectively develop games in this context. 

3. Methodology

Objective of this paper is to develop a concept for a computer-based simulation game. This simulation game 
aims to convey the complex methodology of advanced value stream analysis and design to students and 
professionals in cooperation and competition with an artificial intelligence (AI) in a motivating and vivid 
fashion – thus departing from inefficient expository lectures.  

In accordance with the lean start-up philosophy and the concept of the minimum viable product [39], the 
simulation game of this paper should be conceptualized in a cost-efficient and agile manner. To realize this 
objective, this paper adapts a new six-step CRISP gamification framework, which is illustrated in Figure 2. 
This tailored procedure model results from merging the six steps to gamification by Werbach and 
Hunter [25] and the CRISP-DM model by Wirth and Hipp [40]. Contrasting other widespread gamification 
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frameworks such as mechanics-dynamics-aesthetics (MDA) [26] or octalysis [27], this novel model offers a 
cyclical IT-oriented approach that provides a continuous development flow from conceptual design to the 
digital realization of a computer-based simulation game. The derivation and detailed explanation of this 
framework will be part of a separate publication currently in preparation. The CRISP-DM approach is 
applied in big data and data science, developing solutions that deal with large data sets and probabilities –
aspects that also occurs in simulation games. Especially suitability of the new framework and its transfer to 
the new domain needs to be investigated and discussed in detail. 

Figure 2: Six-Step CRISP Gamification Framework 

The application of the six-step CRISP gamification framework starts with business understanding (1), in 
which the business context is described and immediate business goal of the system to be gamified is defined, 
checked for relevance, and evaluated. In subsequent game understanding (2), the target behaviour within the 
game is specified in bi-directional alignment with the business understanding as well as the player target 
group is characterized. During game preparation (3), the fundamental framework of the game is 
conceptualized utilizing the concepts of activity cycles and progression stairs. This preparation is 
subsequently used in game modelling (4) via creativity processes with appropriate tools to model the 
simulation game with AI. Lastly, the developed game is logically checked, tested, validated, and compared 
with the defined business objective in the context of evaluation (5). If the game meets the business objective, 
it can be deployed (6), if not, the game development is continued iteratively.  

4. Implementation and Results

To understand the business context as part of business understanding, the explanations presented in section 
two on theoretical background should be viewed as foundation of the simulation game. Thereby, overall 
objective of the game is to enable vivid and motivating teaching of methodological knowledge with AI while 
explicitly encouraging the development of multi-stage resource-efficient strategies and sustainable thinking. 

The target behavior of a player within the simulation game associated with game understanding involves 
application of traditional and advanced value stream design guidelines to design and model optimized target 
value streams towards the “north star” – including understanding the implications across a variety of 
scenarios while strategically deploying resources. It is crucial that the target player group, consisting of lean 
management affine male and female students and professionals, not solely understand the method, but can 
understand the real-world complexity and are able to implement the concept over the long-term achieving 
superior improvements in competition with AI [41].  
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4.1 Game Preparation 

After clarifying the simulation game objective, player target behavior and player characterization, the 
simulation game can be generally conceptualized within game preparation. Following Figure 3 illustrates 
the simulation game concept by applying concepts of progression staircase and activity cycle [25] on the 
theoretical background of advanced value stream analysis and design. The simulation game concept aims to 
teach advanced value stream analysis and design in a gamified context and to reinforce resource-efficient 
thinking. The progression stairs of the game’s graphical user interface (GUI) show players progress through 
a total of five game turns, which are also highlighted on the turn pointer, within which players start at the 
starting point and compete to reach the target point “north star”. The five-step activity cycle (step 0 to step 5) 
runs turn-based and allows players to choose from random sets of actions in each round, resulting in positive 
or negative feedback from the payout generator. After five turns, the player who manages resources most 
efficiently and gets closest to the “north star” wins. 

Figure 3: Five-Step Simulation Game Concept Including Progression Stairs and Activity Cycle 

Game setup initiation is executed via the computer-based generation of a value stream, as analysis and design 
object, at the game GUI using preparate value stream elements from the elements toolbox and value stream 
patterns. Player’s game figure starts at the starting point on the progression stairs of the game GUI, and each 
player receives a defined amount of resource units (RU) (e.g 10 pieces) to be invested for advanced value 
stream design during the five turns of the simulation game. After the action card stack (e.g. 25 pieces) is 
shuffled and a defined number of cards (e.g. 5 pieces) is randomly distributed to each player. The action 
cards represent traditional and advanced value stream design guidelines including name, resource costs for 
activation, description, and modification instructions. Players generally are keeping their cards secret from 
each other, creating elements of uncertainty and competition. 

Subsequently, within analysis and design players strategically choose based on the made-up value stream at 
the game GUI and their available cards which action card to activate and place it face up. Each player can 
only activate one card per turn and must pay the resource unit cost for its activation. In accordance with the 
combination of the value stream pattern and the played action cards, the payout generator determines the 
players individual reward via similarities in underlying complex graph networks. The player with highest 
turn-reward wins the current game turn and can advance one step closer to the “north star” on the progression 
stairs of the game GUI. The value stream design guideline associated with the turn-winning player’s card is 
implemented into the existing value stream using modification information from the action card and value 
stream elements from the elements toolbox. 
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At the turns end all remaining action cards are collected and shuffled for the next turn. The game proceeds 
for five consecutive turns, allowing players to make resource-efficient decisions over long term to achieve 
outstanding multilevel improvements in a competitive environment. The objective of the simulation game 
goes beyond maximizing rewards in a single round; it emphasizes strategic resource management to achieve 
long-term success and come closest to the “north star”. This game-based learning concept encourages players 
to make well thought-out decisions and fosters continuous learning and improvement. 

4.2 Game Modelling and AI Integration 

While preparation reveals functionality of the simulation game concept, modeling how the simulation game 
can be played in competition or in collaboration with an AI to enable self-learning follows. It is well known 
that AI-based robots have already beaten grandmasters in the games such as “chess” and “go” [42]. Recent 
developments allow today not only to reach but to exceed human expert-level performance even in complex 
games like “stratego” with 10535 possible states [43]. To achieve such a performance, but also to enable
training with and against AI-based robots, different types of reinforcement learning (RL), i.e., model-free 
multiagent reinforcement learning, can be utilized.  

Reinforcement learning enables an agent to learn how to maximize rewards in the future by experiencing 
rewards and punishments. As basis for application, the agent-environment interface required for the RL 
model consists of the five key components: agent, actions, environment, rewards, states, and policy [44]. 
Figure 4 illustrates how the five key components are integrated into the simulation game concept, enabling 
the training of an agent. Training of the agent’s neural network follows the game process and progression. 
From the action card stack, which reflects various optimization measures, randomly five cards are assigned 
to the agent. These represent the actions for this turn and activate the neurons. Within the environment, 
consisting of game GUI and elements toolbox, the present value stream on the game GUI is transformed into 
a value stream graph with nodes and edges according to graph theory. Referring to this value stream graph 
(value stream pattern), the agent selects one of its actions and activates it. The agent receives feedback via 
the reward function of the payout generator. The payout generator is embodied by a complex value stream 
graph network consisting of value stream pattern variations in combination with actions and corresponding 
rewards. Through a similarity analysis within the complex value stream graph network versus the present 
value stream graph and the activated action, the reward can be determined and transferred to the agent. Using 
the value stream modification information associated with the action, optimization action can be 
implemented into the environment, resulting in a new state for the next game turn. The overall agent’s policy 
results from the already described game objective, target behavior, and the five-round game process and 
specifies the rules according to which the agent acts and learns. Alongside the rules and regulations, 
comprehensibility and fairness are key factors of the policy. The agent implemented in the simulation game 
concept can be deployed not only primarily as an opponent or duplicated as multiple opponents to facilitate 
learning. Secondarily, it can also be integrated as an ally in the learning process. The application mode and 
level of difficulty can be further customized, thus enabling a novel form of teaching featuring 
personalization, adaptive feedback, content creation, and analysis and assessment. 
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Figure 4: Five-Step Simulation Game Concept for Game-Based Learning with AI 

4.3 Evaluation and Deployment 

Considering the size of the game board, the possibilities of moves, the behavior of the opponent, the phases 
of the game, and the random factor, the game concept presented features more possible states than “stratego”. 
Major driver being value stream graphs variations in the complex value stream graph network associated 
with the reward function. Resulting complexity of the simulation game is a challenge for traceability of 
results, computing performance, and practical application. To counteract this complexity, the rules of the 
game must be designed precisely, the effect of the action cards must be balanced, and transparency must be 
enhanced to further refine the concept. 

For future evaluation of the simulation game concept for AI-enhanced teaching advanced value stream 
analysis and design presented in this paper, an empirical investigation of the usability components 
effectiveness, efficiency, and satisfaction according to ISO 9241-11 is planned [45]. For this purpose, an 
evaluation procedure in three steps is intended, while testing the simulation game within the lecture “Digital 
Lean Manufacturing” in the 5th semester of the program “Engineering and Management” at the Jade 
University of Applied Sciences. The evaluation procedure initially relevant value criteria and expected 
performance standards are formulated for the application of the simulation game in teaching. Afterwards, 
the simulation game is applied with AI-enhanced teaching of advanced value stream analysis and design as 
component of the designated lecture. As part of the analysis of effectiveness, efficiency, and satisfaction, the 
students are surveyed, e.g., according to the procedure of Kaiser [46]. Lastly, the survey-based findings are 
synthesized, and a uniform value judgement is drawn up. This three-step approach allows a first evaluation 
of the concept and a closer examination of the underlying limitations of the simulation game. Once these 
have been considered, a second three-stage evaluation in a similar style is to be carried out to validate results, 
upon success allowing the simulation game to be transferred to full deployment. 

5. Conclusion and Outlook

Within this paper the development of a computer-based simulation game concept using game-based learning 
with AI, which enables advanced value stream analysis and design to be taught to students and professionals 
in a vivid and motivating fashion, was presented. Objective being to convey methodological knowledge 
considering AI while explicitly encouraging the development of multi-stage resource-efficient strategies and 
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sustainable thinking. For achieving this objective, a tailored six-step CRISP gamification framework, 
resulting from merging the six steps to gamification and the CRISP-DM model, was utilized. Discussing of 
this framework will be part of an individual publication currently in preparation.  

Resulting simulation game concept is composed of five-steps including generation, randomization, analysis 
and design, feedback, implementation, and restart while applying the game components game GUI, elements 
toolbox, action card stack, and payout generator. To enable game-based learning with AI, these game 
components were conceptually leveraged to implement five core components of a reinforcement learning 
model into the simulation game concept. Prospectively, the trained agent can, according to learning 
preference, be duplicated and be deployed either competitively or cooperatively, creating a unique form of 
teaching considering personalization, adaptive feedback, content creation, and analysis and assessment.  

In continuation of this paper, it is intended to address the challenge of complexity and evaluate the presented 
simulation game concept featuring game-based learning with AI in accordance with the usability components 
effectiveness, efficiency, and satisfaction. The evaluation will be carried out as part of the lecture “Digital 
Lean Manufacturing” and deliver insights into potential limitations by means of an empirical investigation. 
After a second evaluation, the simulation game can be deployed and enable teaching of advanced value 
stream analysis and design using incentives such as competitive spirit, success, social exchange and of cause 
fun factors while promoting cognitive, motivational, and behavioural learning.  
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Abstract 

Job shop scheduling problems (JSSPs) have been the subject of intense studies for decades because they are 
often at the core of significant industrial planning challenges and have a high optimization potential. As a 
result, the scientific community has developed clever heuristics to approximate optimal solutions. A 
prominent example is the shifting bottleneck heuristic, which iteratively identifies bottlenecks in the current 
schedule and uses this information to apply targeted optimization steps. In recent years, deep reinforcement 
learning (DRL) has gained increasing attention for solving scheduling problems in job shops and beyond. 
One design decision when applying DRL to JSSPs is the observation, i.e., the descriptive representation of 
the current problem and solution state. Interestingly, DRL solutions do not make use of explicit notions of 
bottlenecks that have been developed in the past when designing the observation. In this paper, we 
investigate ways to leverage a definition of bottlenecks inspired by the shifting bottleneck heuristic for JSSPs 
with DRL to increase the effectiveness and efficiency of model training. To this end, we train two different 
DRL base models with and without bottleneck features. However, our results indicate that previously 
developed bottleneck definitions neither increase training efficiency nor final model performance. 

Keywords 

Production Scheduling; Reinforcement Learning; Bottleneck Identification; Operations Research; Artificial 
Intelligence 

1. Introduction

Scheduling problems occur in every sector of the manufacturing industry and often have substantial 
optimization potential. Industrial scheduling problems are classified as combinatorial optimization problems 
[1], which are prohibitively computationally expensive to solve optimally at the scale of real-world 
scenarios. Consequently, they have been studied for many years, especially in the fields of operations 
research (OR) and computer science. The result of these research efforts are numerous priority dispatching 
rules (PDRs) [2] and (meta-)heuristics that are still under very active development [3, 4]. All solution 
methods cover different spectrums in the trade-off between computation time and optimality of the found 
solution. Generally, PDRs are fast and interpretable, but the solutions are often more than 20% worse than 
the optimum [5, 6], whereas (meta-)heuristics obtain more optimal solutions at the cost of more computation 
time. In the last five years the application of deep reinforcement learning (DRL) has gained popularity in the 
scheduling domain [7, 8], driven by the increasing availability of computation and rapidly improving 
learning algorithms. DRL has already shown competitive results for standardized scheduling problems, such 
as the Job Shop Scheduling Problem (JSSP) [6, 9]. Since learning-based solutions like DRL have the inherent 
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ability to adapt to different environments during training, the driving long-term hypothesis of researchers in 
the field is that DRL will lead to better results than manually tailored heuristics, require less manual effort 
for the mathematical description of the production environment and will generalize well to stochasticity in 
production lines [10, 11]. 

Existing DRL-based solutions can be roughly divided into two research directions. One computes 
information-rich, simple features for the agents' observation space, such as remaining processing times of 
jobs, and relies on small and shallow neural network topologies. The second trains much more elaborate 
neural network topologies on raw and high-dimensional problem state representations. However, neither 
research direction makes explicit use of the intuition and work that has been build and done over the course 
of many decades by the operations research (OR) community when designing observation spaces. For 
example, the notion of bottlenecks is very common in the OR literature and builds the foundation of one of 
the most cited heuristics for the JSSP, the shifting bottleneck heuristic (SBH) [12]. Yet, bottleneck features 
are not commonly found within DRL-based solution approaches. Therefore, in this paper, we investigate 
whether there is a benefit to the incorporation of bottleneck features into DRL. Building upon the definition 
of a bottleneck in the SBH for the design of an input feature for DRL agents, we combine established 
knowledge and new, powerful learning algorithms. We hypothesize that the use of the bottleneck feature 
leads to faster training and/or more optimal plan generation by agents, as it provides useful information about 
the problem instance and the current scheduling situation. The main contributions of this paper are: 

− The design of a bottleneck feature inspired by the SBH that can be integrated into DRL-based
solution methods.

− The analysis of the effectiveness of this feature for DRL-based scheduling methods by integrating
the feature into two different existing approaches: a self-designed, comparatively small-scale
DRL-based approach that relies on engineered features, and a state-of-the-art approach with an
end-to-end architecture.

The remainder of this paper is structured as follows: We begin with a brief introduction to the background 
of this study with respect to DRL for the JSSP and definitions of bottlenecks. Next, we discuss related work 
with respect to bottleneck definitions and their integration into DRL-based solution approaches. In section 
3, the methods and experiments are detailed, followed by the results in section 4. Section 5 concludes the 
study and offers perspectives for future work. 

2. Background and Related Work

2.1 Deep Reinforcement Learning and Job Shop Scheduling 

DRL is a machine learning paradigm, in which deep learning models are trained through interaction with an 
environment by sampling experience data and autonomously deriving action sequences which maximize a 
cumulative reward signal across a task [13]. In theory, the DRL paradigm can be applied to any sequential 
decision problem that can be formulated as a Markov decision process (MDP), i.e., in which a given problem 
state is independent of the way in which the problem state was reached. In practice, the success of the 
application of DRL to industrial use-cases depends on a combination of the fit of the used DRL algorithm, 
the neural network topology and other design decisions, such as the actions an agent can take and the reward 
signal, to the underlying problem. In some use cases, such as robotic control [14, 15], warehouse 
management  [16] or load carrier control [17], DRL has already achieved impressive results. Since 
scheduling problems can also be formulated as MDPs, much interest has emerged in recent years to address 
scheduling problems with DRL as well. 

In a JSSP, J jobs must be processed on M  machines, where every job consists of M operations and has to be 
processed once on every machine in a fixed order and with different processing times. Only one job may be 
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processed on any machine at once and, once started, an operation may not be interrupted [1]. JSSP problem 
sizes are often abbreviated as JxM JSSP, meaning that a JSSP with six jobs and six machines is abbreviated 
as 6x6 JSSP. The objective of the combinatorial optimization often is the minimization of the makespan, i.e., 
the timespan between the start of the first operation and the end of the last operation in the schedule. The 
JSSP cannot be solved in polynomial time, making it infeasible to find exact solutions for large problem 
settings in acceptable time.   

Considerable research effort has already been put into addressing the JSSP with DRL. Although first 
breakthroughs date back to 2016 [18], solutions that outperform rule-based dispatching strategies by larger 
margins have only recently been discovered. Therein, DRL is used in one of two ways: firstly, as stand-alone 
solution for constructive scheduling [5, 6, 9, 19], meaning that schedules are constructed such that Gantt 
charts are created from left to right. Secondly, and less frequently, DRL is used to guide improvements on 
already existing solutions [20, 21]. As mentioned before, a crucial part of the algorithm design is the 
definition of a suitable problem representation as input, called observation, for the DRL-agent. Many 
researchers make use of features like the remaining processing times of jobs and machines, or the number 
of remaining operations, which are also used by common priority dispatching rules [5, 19, 22, 23]. The most 
competitive observation designs, however, are raw problem descriptions of the scheduling instance and 
current solution state that leverage neural network topologies that capture the structure of the underlying 
problem through graph networks [6] or recurrent architectures [9]. Surprisingly, we found no work using 
more elaborate features like bottleneck information, which has proven useful in OR problem descriptions 
and advanced heuristics. 

2.2 The Concept of Bottlenecks 

In general terms, bottlenecks in production scenarios are resources or jobs which have a large impact on the 
final scheduling performance. Logically, it is common to identify these resources or jobs and prioritize them 
in one way or another. Therefore, when relying on the notion of bottlenecks, the tasks are to identify 
bottlenecks and to prioritize them effectively [1, 24]. For example, Zhang and Wu identified constraining 
bottleneck machines and jobs through statistical analysis of multiple simulations and applied this information 
to various genetic algorithms [25–27]. Definitions regarding resource utilization, queue lengths, and average 
waiting times are also common [28, 29]. To the best of our knowledge, only one DRL-based solution 
approach actively incorporates a bottleneck identification step. In this work, Thomas et al. propose two 
agents, one to classify resources as bottlenecks and the other to schedule operations [30]. However, the goal 
of their study was to adjust machine capacities, not to schedule on a fixed machine park. One of the most 
widely known effective use of the bottleneck concept is the shifting bottleneck heuristic (SBH) [12]. On an 
abstract level, it iterates over all machines in the problem following three steps: 

1. Identification of the bottleneck machine of this iteration step based on the current problem state.
2. Determining the order of operations on this bottleneck machine.
3. Incorporating this order of operations on the bottleneck machine into the current problem state.

Evidently, the identification of the bottleneck machine is a central step of the SBH. For a detailed description 
of each step and the overall algorithm, we refer to the original publication by Adams at al. [12] and the 
textbook version by Pinedo [1]. Our adaption of the bottleneck identification step as feature for a DRL-agent 
is described in the following section 3.1. 

3. Methods and Experiments

This section firstly provides details of the suggested bottleneck information. Then, the description of the 
self-designed and adapted base models is given, including how these models are augmented with the 
bottleneck information as feature, and how the models are trained. 
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3.1 Bottleneck Information 

The bottleneck information calculation procedure we propose is closely related to the bottleneck 
identification step in the SBH. The abbreviated pseudo-code of the algorithm we discuss in this section is 
presented in Algorithm 1. The bottleneck information is calculated in every step of the DRL-based schedule 
generation and should provide information on the current situation. For simplicity, we refer to all non-
complete solutions (including solutions without any operation scheduled) as partially solved from here on. 

The algorithm starts from a partially solved schedule. In the first step, as in the SBH, we determine the lower-
bound of the makespan, makespanLB, of the current schedule. We do so under the artificial assumption that 
all machines can process all unscheduled operations at the same time but while still adhering to already fixed 
orders of operations in the schedule and to precedence constraints within jobs (see [12]). Next, from 
makespanLB, we can infer pseudo release dates, being the time when operations start in the partial solution, 
as well as pseudo due dates that tell us when each operation would have to be finished to fulfill the lower-
bound makespan.  

After this preliminary calculation, we calculate the bottleneck information for each machine separately. To 
do so, we assume that the sequence of operations on the considered machine is not (partially) fixed. We then 
determine a sequence of operations minimizing the maximum tardiness on that machine, given the previously 
calculated release dates and due dates.  In practice, we solve this one-machine tardiness minimization 
problem with the algorithm developed by Carlier [31]. The solution to the one-machine tardiness 
minimization problem returns the minimal tardiness, tardinessMIN. It can be shown that the sum of the 
makespanLB and the tardinessMIN is a valid lower-bound makespan for the regarded machine [12]. As in the 
SBH, we interpret this makespan as an indication for the bottleneck machine, since a machine with a large 
lower-bound makespan is likely to have a larger influence on the final makespan. Having calculated this 
bottleneck information for every machine, we finally min-max scale across all bottleneck information values 
to the range [0, 1]. How this bottleneck information is inserted into the observation of each DRL base model 
is described in the respective sections 3.2.1 and 3.2.2. 

Algorithm 1: Calculation of the bottleneck information list 

3.2 Base Models and Bottleneck Feature Integration 

In this paper, we experiment with two different DLR models: a self-designed model architecture, that relies 
on engineered features and a small neural network, as well as a large model architecture proposed by Iklassov 
et al. [9], that uses both raw data and features to achieve state-of-the-art results. In both cases, we modify 
the existing base model such that the additional bottleneck feature can be added as input. To ensure that 
differences in the model performances with and without the bottleneck feature can be attributed to the effect 
of the feature, we overwrite the bottleneck feature vector with zeros whenever the bottleneck features are 
not used. This way, the number of model parameters remains the same with and without the additional 
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bottleneck feature. All experiments were conducted on 6x6 and 10x10 JSSPs and repeated with three random 
seeds. 

3.2.1 Self-designed Base Model 

In the self-designed base model, the DRL-agent interacts with its environment by choosing from the next 
operations that can be scheduled per job, thereby iteratively constructing a schedule starting with the first 
operations of jobs. Once scheduled, the resulting starting and ending times of operations remain unchanged. 
The design choices, features and hyperparameters were found in extensive preliminary experiments and 
resulted in a stable learning behavior and competitive makespans compared to the common priority 
dispatching rules most-tasks-remaining, shortest-processing-time-first and randomly generated schedules. 
As DRL algorithm we use Proximal Policy Optimization (PPO) [32] with action masking [33] to avoid 
impossible action suggestions such as scheduling an operation of a finished job. The policy and value 
networks in PPO are feedforward neural networks with two hidden layers of size 256 and Tanh activation 
function. Both networks are separate networks, meaning that they do not share parameters. The used feature 
vector contains concatenated information on the next operations to be scheduled per job. Each one of these 
next operations is described by: 

− its processing time
− the remaining processing time of the corresponding job
− the number of remaining operations of the corresponding job
− the remaining processing time on the required machine
− the number of remaining operations on the required machine
− the earliest starting time for the task given the current planning status

In addition, an MTR-feature is calculated, named after the common most-tasks-remaining dispatching rule. 
It is a vector of the element-wise comparison between the number of remaining operations of all jobs, where 
a 1, -1, and 0 indicate if there are more, less, or equal remaining operations, respectively. The bottleneck 
feature is also used as descriptive feature per next operation by inputting the calculated bottleneck feature of 
the machine processing the next operation. The data flow from problem state to the action and value 
predictions is depicted in Figure 1. 

Figure 1: Data flow in the self-developed base model. Content in dashed box indicates the additions that were made 
in this study. 

The implementation of masked PPO as well as the training and testing datasets and procedures are adapted 
from the schlably framework for DRL base production scheduling experiments [34]. The training instances 
were generated by randomly assigning machines to operations within a job and with operation times 
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determined from integers uniformly distributed in the interval [1, 11]. Training was performed on a fixed set 
of 1,200 training instances. The model was validated on ten separate instances every 30,000 training steps 
and the model that performed best on the validation data during training was finally tested on 40 test 
instances. Training was ended after 4,000,000 time steps for the 6x6 JSSP and 700,000 time steps for 10x10 
JSSPs, as no further improvement was observed through further training in preliminary experiments. All 
used hyperparameters are given in Appendix Table 1.  

3.2.2 Learning-To-Generalize (l2g) Base Model 

Our learning-to-generalize base model that we use in this study is adapted from a recent publication by 
Iklassov et al. [9], which achieves state-of-the-art results for all DRL-based JSSP solutions, where the model 
iteratively constructs a schedule operation by operation, similarly to our approach described above (see 
section 3.2.1). We deploy the best reported performing configuration and hyperparameters but modify the 
algorithm in two ways to fit it to the objective of our experiments: First, we solely train the 6x6 JSSP model 
on 6x6 JSSP training instances and the 10x10 model 10x10 training instances instead of training instances 
of multiple sizes per model. This minimizes the required training time per model, because training on much 
larger instances increases the calculation time significantly, due to the calculation time of the bottleneck 
feature that scales faster than quadratically with increasing problem sizes. We accept here that this may lead 
to a worse overall performance of the models, since our primary interest lies in the comparison between 
models trained with and without the bottleneck feature. The second modification is with respect to the input 
features. The bottleneck features are added as a fourth dynamic feature category next to the information 
about the last processed operations per job, the machine status and remaining processing times, as illustrated 
in Figure 2. To this end, the bottleneck features, like the other dynamic features, are expanded to the 
embedding size 128 through a linear layer, concatenated with the static input embedding and passed through 
a recurrent set2set model [35], before entering the actor and critic networks. 

Figure 2: Data flow in the l2g base model. Content in dashed box is the addition that was made for this study. 

Adhering closely to the original training procedure, all instances consist of operations with processing times 
sampled uniformly from the interval [0, 100]. This has the benefit that the bottleneck features is not only 
tested on multiple base models but varying JSSP settings. For every episode, new training instances are 
randomly created. Evaluations during training are carried out every 100 episodes on ten fixed evaluation 
instances. Finally, the best performing model on the evaluation instances is tested on separate test instances. 
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Training was stopped after 2,800 episodes and 1,100 episodes for the 6x6 and 10x10 JSSPs, respectively, 
because no further improvement was observed after this point in preliminary experiments. 

4. Results

We first analyze the training behavior of the DRL agents to verify the working hypothesis that the bottleneck 
feature is a useful addition to the observation space. To this end, the achieved makespans on the evaluation 
instances are plotted over the number of instances seen during training. Every plot in Figure 3 shows the 
evaluation makespans averaged across three seeds for models trained with the bottleneck feature (blue) and 
without the bottleneck feature (orange) as solid lines. Shaded areas represent the standard deviation across 
the three seeded training runs per model. Generally, the evaluation results drop fast in the beginning and 
then plateau after a few hundred training instances. Critically, we cannot identify significantly faster 
learning, nor significantly lower plateaus, nor other striking differences between any of the two lines per 
plot. Therefore, the bottleneck feature does not seem to qualitatively change the learning behavior, which 
falsifies our working hypothesis. 

Figure 3: Learning curves of evaluation runs, averaged across seeds. a) Self-developed base model on 6x6 JSSP; 
b) L2g base model on 6x6 JSSP; c) Self-developed base model on 10x10 JSSP; d) L2g base model on 10x10 JSSP

The second part of the analysis aims at the evaluation of the performance of the final trained models. The 
averaged results across the three training seeds on the test instances are reported in Table 1. The column 
optimal represents the average makespans of optimal solutions that were calculated using the CP-SAT solver 
of the OR Tools library [36]. The percentual gap to the optimum is reported in the column opt.-gap. The 
other columns show the average makespans achieved through common PDRs: MTR, “most-tasks-
remaining”, always selects the next unscheduled operation that belongs to the job with the most unscheduled 
operations, with ties resolved by the smallest assigned job id. SPT, “shortest-processing-time”, selects the 
next unscheduled operation with the shortest processing time, with ties resolved as before. Random chooses 
the next job of which the next operation will be scheduled by sampling the job id from a uniform random 
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distribution. Comparing the PDR results with the results of the agent, all agents except the ones using the 
self-designed base on the 10x10 JSSP clearly outperform the PDRs. The critical results with respect to our 
working hypothesis are the differences between the model performances with and without the bottleneck 
feature. Here, we find that the resulting makespans are very similar and that those models trained without 
the bottleneck feature even sometimes outperform those trained with the bottleneck feature. The results of 
individual models can be found in Appendix B. 

Table 1: Summary of average test results of the trained models 

base 
model 

JSSP 
size 

bottlenck-
feature agent optimal opt.-gap MTR SPT Random 

self-
designed 

6x6 
yes 69.5 ± 2.1 

59 
17.8 % 

72.1 140.7 98.9 
no 68.7 ± 2 16.4 % 

10x10 
yes 123.7 ± 5.1 

96.9 
27.5 % 

117.2 320.1 165.3 
no 123.9 ± 2.5 27.8 % 

l2g 
based 

6x6 
yes 543.7 ± 1.4 

494.8 
9.9 % 

602.2 1209.6 828.625 
no 542.0 ± 3.5 9.5 % 

10x10 
yes 962.2 ± 3.9 

827.65 
16.3 % 

1094.6 2910.0 1599.3 no 963 ± 2.5 16.4 % 

The experiments were designed to indicate whether the bottleneck feature carries more useful information 
than zeros. Considering the above-presented results, the additional non-zero features seem to introduce no 
noise to the experience data rather than to provide useful information for the learning task. It should also be 
noted that both, the inclusion of the bottleneck feature and that of zeros, had a small detrimental effect on 
the final agents’ performance when compared to models without such extensions. This shows that more 
seemingly meaningful features and parameters do not necessarily improve model performance. On the 
contrary, features with little or no informative value lead to worse results. This has been previously 
mentioned in other studies regarding DRL based scheduling [5, 19], but has never explicitly been shown for 
the JSSP. 

5. Conclusion and Future Work

This paper presented a study on the integration of a novel shifting bottleneck heuristic-inspired feature into 
the observation space of DRL agents solving JSSPs. The training behavior and final performance of two 
different solution approaches, both with and without the new feature, were analyzed and compared. From 
the results, we conclude that the inclusion of the bottleneck feature does not improve the training procedure, 
but rather leads to slightly worse final performances. In the light of these results and the considerably 
prolonged training times resulting from the calculation of the feature in every step of the solution generation, 
it does not seem like a valuable addition to existing approaches. Yet, we believe that there is unexploited 
potential in established algorithms and intuitions developed by the OR community over the course of 
decades, which have received enough attention by DRL based solutions. Some work in this area has already 
shown great success on combinatorial problems [20, 37, 38]. In future work we aim to identify such 
potentials in local search algorithms for scheduling problems and build upon the underlying insights to 
optimize given schedules with DRL. 
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Appendix 

Appendix A: Hyperparameters in Accordance with the Implementation in the schlably Framework [34] 

Appendix Table 1: Hyperparameters in the self-implemented approach 

Parameter Value 
Algorithm PPO-masked 
Clip-Range 0.2 
Batch size 256 
Ent_coef 0 
Gamma 1 
Learning rate 0.02 
N_epochs 5 
Policy_activation Tanh 
Policy_layer [256, 256] 
Value_activation Tanh 
Value_layer [256, 256] 
Rollout_scale 2048 

Appendix B: Detailed Test Results 

Appendix Table 2: Test results of the self-developed base model with and without the bottleneck feature on 6x6 JSSP 
instances 

seeds agent optimal opt. - gap MTR SPT Random 

with 
bottleneck 

feature 

1 72.13 61.03 18 % 75.50 138.20 101.30 
2 69.28 58.93 18 % 71.50 144.05 100.98 
3 67.05 57.05 18 % 69.15 139.98 94.50 

average 69.48 59.00 18 % 72.05 140.74 98.93 
without 

bottleneck 
feature 

1 71.43 61.03 17 % 75.50 138.20 101.30 
2 68.15 58.93 16 % 71.50 144.05 100.98 
3 66.53 57.05 17 % 69.15 139.98 94.50 

average 68.70 59.00 16 % 72.05 140.74 98.93 

Appendix Table 3: Test results of the self-developed base model with and without the bottleneck feature on 10x10 
JSSP instances 

seeds agent optimal opt. - gap MTR SPT Random 

with 
bottleneck 

feature 

1 116.6 95.5 22.1 % 115.5 318.4 159.8 
2 126.1 98.0 28.7 % 118.9 320.2 168.6 
3 128.3 97.3 31.9 % 117.2 321.7 167.6 

average 123.7 96.9 27.5 % 117.2 320.1 165.3 
without 

bottleneck 
feature 

1 120.4 95.5 26.1 % 115.5 318.4 159.8 
2 125 98 27.6 % 118.9 320.2 168.6 
3 126.2 97.3 29.7 % 117.2 321.7 167.6 

average 123.9 27.8 % 117.2 320.1 165.3 
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Appendix Table 4: Test results of the l2g base model with and without the bottleneck feature on 6x6 JSSP instances 

seeds agent optimal opt. - gap MTR SPT Random 

with 
bottleneck 

feature 

1 541.7 494.8 9.5 % 602.2 1209.6 828.6 
2 544.3 494.8 10.0 % 602.2 1209.6 828.6 
3 545.1 494.8 10.2 % 602.2 1209.6 828.6 

average 543.7 494.8 9.9 % 602.2 1209.6 828.6 
without 

bottleneck 
feature 

1 540.0 494.8 9.1 % 602.2 1209.6 828.6 
2 547.0 494.8 10.5 % 602.2 1209.6 828.6 
3 539.2 494.8 9.0 % 602.2 1209.6 828.6 

average 542.0 494.8 9.6 % 602.2 1209.6 828.6 

Appendix Table 5: Test results of the l2g base model with and without the bottleneck feature on 10x10 JSSP 
instances 

seeds agent optimal opt. - gap MTR SPT Random 

with 
bottleneck 

feature 

1 965.5 827.7 16.7 % 1094.6 2910.0 1599.3 
2 956.7 827.7 15.6 % 1094.6 2910.0 1599.3 
3 964.5 827.7 16.5 % 1094.6 2910.0 1599.3 

average 962.2 827.7 16.3 % 1094.6 2910.0 1599.3 
without 

bottleneck 
feature 

1 962.9 827.7 16.3 % 1094.6 2910.0 1599.3 
2 960.0 827.7 16.0 % 1094.6 2910.0 1599.3 
3 966.1 827.7 16.7 % 1094.6 2910.0 1599.3 

average 963.0 827.7 16.4 % 1094.6 2910.0 1599.3 
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Abstract 

Manufacturing companies are constantly pressured to innovate in an increasingly complex and discontinuous 
environment. In addition to developing new products and product features, innovation management in 
manufacturing has become necessary to ensure the competitiveness of technologies and processes in the 
context of digitalization, human centricity, sustainability and resilience (Industry 5.0). In the study, presented 
in this paper, companies from various industries participated in an online survey on their approach to 
incremental and radical innovation in manufacturing and the associated innovation management. In the 
study, more than 50 participants provide insight into the innovation management of their manufacturing unit 
and identify specific fields of action as well as challenges in the areas of technology, organization and people. 
The study results are intended to provide manufacturing innovation managers with an overview of the 
challenges, deficits and potentials of innovation management in manufacturing and to help them identify and 
describe challenges in their organization. 
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Manufacturing; Production; Innovation Management; Radical Innovation; Industry 5.0 

1. Introduction

In today's dynamic business environment, innovation is critical to the success of manufacturing companies 
[1]. With the technological advances and the global competition, organizations must constantly seek to 
innovate and maintain a competitive edge [2]. Innovation, which encompasses the development of new 
products, processes and business models, has become an essential catalyst to gain competitive advantages, 
expand into new markets and achieve sustainable growth [3]. In addition to the development and introduction 
of new products, the competitive, flexible and sustainable manufacture of these products is increasingly 
important. The manufacturing industry, known to produce tangible goods, has significantly changed recently 
[4]. Traditional manufacturing practices have focused primarily on efficiency, cost reduction and scale. 
However, today's landscape demands a shift towards innovation-driven strategies [5]. To maintain the 
competitiveness of production sites in high-wage countries, it is essential to develop, implement and exploit 
innovations to gain a technological advantage and secure the prosperity of society. Adopting advanced 
manufacturing technologies, such as artificial intelligence and the internet of things, can revolutionize 
manufacturing, enabling greater flexibility, customization and efficiency [6,7]. Despite recognizing the 
importance of innovation in manufacturing, several challenges remain to be addressed. This study aims to 
identify these deficits and explore their underlying causes, providing insights into the industry's barriers to 
effective innovation management. In addition, this study highlights the opportunities to improve innovation 
management practices. By examining these opportunities, the paper provides practical recommendations and 
strategies for organizations to effectively leverage innovation management in manufacturing. 
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2. Study

2.1 Aim of the study 

This study aims to identify the current diffusion, operational use, challenges and opportunities of 
manufacturing innovation management in the industry. To this end, an online survey was created, asking 
companies on their approach, challenges and the starting points for the further improvement of innovation 
management in manufacturing.  

2.2 Study design and participants 

2.2.1 Study design 

The study was designed according to the established guidelines and methods of empirical social research 
[8]. To reach a large number of experts at relatively low costs and to obtain data quickly, the study was 
conducted as an online survey using Qualtrics. When designing the survey, special attention was paid to 
reducing response bias by excluding contradictory statements, having few questions with Likert scales and 
always providing the opportunity to include additional answers. The survey was divided into three parts. 
First, general information about the participant and his company was collected. Second, general information 
about the application and the influencing factors of manufacturing innovation management were derived and 
relevant terms were defined. Third, specific information on challenges and potentials in manufacturing 
innovation management from the participants' companies was asked for. 

2.2.2 Study participants 

The data collection for the study took place over three months, with the online survey being completed in 
December 2022. Company representatives from the extended industrial network of the Institute for Machine 
Tools and Industrial Management at the Technical University of Munich were surveyed. The aim was to 
obtain a representative cross-section of the European industrial landscape, but also to include non-European 
companies. More than 70 experts in the field of manufacturing innovation management were contacted by 
email and provided with a link for participation.  

A total of 55 responded to the online survey and returned the questionnaire. As shown in Figure 1 (a), 59% 
of the participants consider their role to be in a planning position (e.g., project manager or managing director) 
and 41% in an operational position (e.g., technical specialist or team leader). In addition to automotive 
engineering (39%), consulting (17%) and plant and mechanical engineering (14%), representatives of the 
electronics industry (8%), metalworking (8%), aerospace (4%), energy supply (4%), medicine (4%) and 
agricultural engineering (2%) could also be interviewed (see Figure 1 (b)). 

Figure 1: (a) Positions of the study participants; (b) sectors of the study participants 

Percentage of respondents in each sectorPercentage of respondents in each position
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The surveyed experts indicated that their companies operate production facilities in Europe (28%), Asia 
(26%), North America (18%), Central and South America (15%), as well as Africa (8%) and Oceania (3%) 
(see Figure 2 (a)).  As shown in Figure 2 (b), 40% of the experts represent large companies, 35% medium-
sized companies and 25% small and micro companies. In addition, 27% of respondents have more than ten 
years of professional experience, 37% have between 3 and 10 years, and 36% have less than three years of 
experience (see Figure 2 (c)). 

Figure 2: (a) Location of respondents’ production sites; (b) Percentage of respondents by company size; (c) 
Percentage of respondents by professional experience 

3. Innovation management in manufacturing

3.1 Terms and definitions 

Manufacturing transforms inputs, such as raw materials and resources, into finished goods or services [9]. It 
involves a series of interrelated activities, which can be divided into value-adding activities, like the 
production of raw parts and assembly, and non-value-adding activities, like planning, logistics and quality 
management  [10]. 

Innovation is defined as the generation and successful implementation of new ideas in processes or products 
that lead to improvements in efficiency, quality or functionality [11]. According to [12], innovation in the 
context of manufacturing can be defined as the recombination of forces and objects to either produce 
differently or something different. There are two critical factors in determining an innovation. First, there 
must be an invention aimed at improving a process. Second, this invention must be followed by a successful 
implementation in a manufacturing system [13]. 

Innovations are differentiated in various ways in the literature and different dimensions are repeatedly 
addressed [14,15]. Concerning the research topic of this study, it is necessary to explain the distinction 
between incremental and radical innovation. According to [16], a gradual differentiation of innovations can 
be translated into dichotomies. The most common dichotomy in the literature is the distinction between 
incremental and radical innovation. Incremental innovation in manufacturing refers to improvements with a 
high affinity to the existing process [17], unlocking its underlying potential through comparatively minor 
changes [18], like the accuracy of a laser cutting process. In contrast, radical innovation describes a leap or 
fundamental change that leads to a breakthrough toward a new technological process (component), 
environment or organization [19,20], like the introduction of additive manufacturing technologies. 

From a process perspective, innovation management involves the identification, idea generation and 
evaluation, development, integration, adoption and diffusion [21,22] of novel concepts within an 
organization, leading to improved performance and market advantage. Internal and external stimuli are used 
to discover innovation needs and opportunities during the identification process. The subsequent generation 
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and evaluation of ideas generate possible solutions and select the most promising ones. Thereafter, the 
chosen solution is developed until it is suitable for serial production. The implementation and the use of the 
new solution in the existing or new manufacturing system follow the development. In the final diffusion, the 
results of the previous stages are fed back into the organization and used for further use cases [21]. 

Integrating innovation into manufacturing gives rise to the concept of manufacturing innovation 
management. Effective manufacturing innovation management enables organizations to respond to market 
changes proactively, capitalize on emerging technologies and continuously improve their products and 
value-adding processes, ultimately leading to sustainable growth and competitive advantage in quality, cost 
and time [23]. It involves the use of methods for the systematic planning, coordination and control of 
innovation processes, including the process activities mentioned above [23]. 

3.2 Industrial application of manufacturing innovation management 

To successfully compete in the market, manufacturing companies have several options. In theory, four basic 
strategies can be distinguished [24,25]. The differentiation strategy aims to differentiate from competitors 
by offering unique product quality or functionality. The cost leadership strategy seeks to differentiate itself 
from competitors by offering a product at a lower price. The niche strategy aims to satisfy the specific needs 
of a particular customer group through specific product qualities or functionalities to gain market share. 
Finally, the hybrid strategy includes all combinations of the first three competitive strategies. 

The respondents were asked to classify the innovation strategy of their manufacturing unit, which follows 
the company's competitive strategy. It became clear that most manufacturing units pursue quality 
differentiation (41%) and a hybrid strategy (28%). The competitive strategies of cost leadership (20%) and 
niche strategy (11%) are followed by only a small proportion of manufacturing units (see Figure 3 (a)). 

Figure 3: (a) Percentage of the respondents pursuing each innovation strategy; (b) influence factors for the 
manufacturing innovation strategy 

Manufacturing companies strive to continuously align their performance indicators with their competitive 
strategy through the processes and methods of manufacturing innovation management. Production costs, 
process and product quality and lead time within the manufacturing process are strongly emphasized to 
measure this process. These four main objectives are complemented by new strategic orientations in modern 
manufacturing units, such as flexibility, sustainability, independence or social factors such as employee 
satisfaction and health. As shown in Figure 3 (b), respondents ranked the influence of these objectives on 
their manufacturing innovation management according to their perceived importance. It was found that 
process quality (20%), production costs (19%) and product quality (14%) remain the most critical 
influencing factors. However, it also became clear that objectives such as flexibility (12%), sustainability 
(11%) and social factors (11%) are having an impact on the innovation strategy of manufacturing. Lead time 
(7%) and independence (6%) were rated to have the least influence on the innovation strategy. 
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Manufacturing companies face external challenges forcing them to rethink their manufacturing operations, 
including processes, working methods, technologies and organizational structures. Respondents highlighted 
rising costs (16%), digitalization and artificial intelligence (16%), sustainability (16%), skills shortages 
(14%) and unstable supply chains (14%) as the most critical challenges to their competitive position. By 
contrast, demographic change (8%), cyber security (7%), individualization (5%) and the shift in global 
economic power (4%) are currently of secondary importance to the companies surveyed (see Figure 4 (a)). 

Figure 4: (a) External challenges for manufacturing; (b) implications for manufacturing innovation projects 

According to respondents, these external influences affect manufacturing companies' innovation strategy 
and the types of innovation projects (82%).  As Figure 4 (b) shows, most respondents (42%) state that the 
proportion of radical innovation projects has increased. In contrast, 19% of respondents see an increase in 
incremental innovation projects or an unclear effect (21%). This suggests that the challenges ahead are so 
significant that manufacturing units need to address them through radical innovation projects. 

3.3 Challenges and deficits of manufacturing innovation management 

However, when carrying out innovation projects in manufacturing unplanned complexity is created by 
challenges. As shown in Figure 5 (a), respondents state that the execution of radical innovation projects is 
rather complex, while the complexity of incremental innovation projects is rated to be rather moderate. 

Figure 5: (a) Complexity of innovation projects; (b) Percentage of successfully completed innovation projects 

The complexity of radical manufacturing innovation projects becomes even more apparent when comparing 
the two types of projects (radical and incremental) regarding the percentage of successfully completed 
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projects. Figure 5 (b) shows that, respondents indicate that only 40% of initiated radical manufacturing 
innovation projects are completed. For incremental innovation projects, this proportion is 56%. 

Subsequently, the participants were asked at which stage of the innovation process the challenges occurred 
most frequently and in which area the challenge originated. The challenge areas were based on [26], dividing 
the elements of a manufacturing unit into the main categories of technology, organization and people. 
Participants were then asked to choose which of these three areas presented the most challenges.  

Figure 6 shows that, the development (22.5%) and integration (36.3%) phases are where most of the 
challenges in the manufacturing innovation process occur. The phases of idea generation, evaluation and 
selection (12.7%) and exploitation (16.7%) are the second most challenging. Demand identification (5.9%) 
and dissemination (5.9%) are considered by the participants to be relatively unproblematic. 

Figure 6: Occurrence of challenges in the manufacturing innovation process 

Looking at the areas where challenges arise, it became surprisingly clear that there was not one area where 
problems occurred most frequently (see Figure 7). The areas of technology (35%), organization (32.5%) and 
people (32.5%) were rated equally by participants when asked about the causes of challenges. 

The study then sought to gain a deeper understanding of the specific challenges in each area. In the area of 
technology, three key challenges were highlighted by respondents. Firstly, in the context of technological 
innovation management in manufacturing, challenges are seen in providing appropriate resources for 
technology development (e.g., facilities, environments, software) as these are often unavailable or difficult 
to obtain. Secondly, the lack of technological knowledge in the organization to implement technology 
projects in a targeted and successful way was emphasized. Thirdly, it was stressed that implementation often 
fails because the integration into the existing manufacturing system is too complex or the technical 
equipment is insufficient (e.g., IT system, infrastructure). 

Figure 7: Challenges in manufacturing innovation management 
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In the area of organization, participants identified five root causes of organizational challenges in 
manufacturing innovation management. Firstly, a lack of organizational resources (e.g., time and people) 
was emphasized. Secondly, a lack of organizational support from management or the innovation culture and 
philosophy of the organization was identified by the participants. Thirdly, inappropriate organizational 
structures (e.g., hierarchical project structures) were emphasized. Fourthly, unclear managerial 
responsibilities (e.g., decision rights and process structures) were highlighted. Fifthly, insufficient internal 
scaling due to a lack of dissemination (communication) or organizational strategy was mentioned. 

In the area of people, three critical challenges for innovation management in manufacturing were identified. 
Firstly, a lack of acceptance of new solutions and willingness to change was emphasized by the participants. 
Secondly, a lack of user involvement during the innovation development to enable ergonomic application in 
manufacturing was highlighted. Thirdly, a lack of solutions and methods to familiarize users with new 
technologies or processes in a targeted, application-oriented and economical way was stated. 

3.4 Opportunities for manufacturing innovation management 

In addition, the participants were asked about their ideas and opportunities for innovation management in 
manufacturing. Since most participants stated that the proportion of radical innovation projects in 
manufacturing is increasing, the opportunities also relate to the implementation of radical projects. 

Surprisingly, only under half of the respondents indicated that a distinction is made between incremental and 
radical innovation projects in their manufacturing unit. However, the vast majority of respondents (91%) 
indicated that the planning and implementation of radical innovation projects in manufacturing should be 
handled different from that of incremental innovation projects. Based on the responses, several potential 
areas for innovation management in manufacturing could be identified (see Figure 8). 

Figure 8: Opportunities for manufacturing innovation management 

Differentiation in project objectives (24%) was the most frequently mentioned potential. The objectives of 
radical innovation projects should focus on creating new knowledge and not on deepening knowledge to 
reach objectives like quality, costs and lead time in the short run. Secondly, project organization (18%) was 
seen as another significant potential in differentiation. In line with the challenges identified, respondents 
highlighted a need for informal and organic organizational structures and process organizations in radical 
innovation projects in manufacturing. The third potential area concerns the type of management support 
(17%). According to the respondents, radical innovation projects in manufacturing require a visionary and 
supportive management to be successfully implemented. The fourth potential area relates to working 
methods and culture (15%). Respondents emphasize new methods and a risk-friendly culture to implement 
radical innovation projects in manufacturing. Fifth, the respondents state that measuring the performance of 
radical innovation projects requires indicators related to growth and speed rather than productivity and 
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efficiency. Concluding, the least potential is seen in technology management (9%) and general fields of 
action (6%) of innovation projects in manufacturing to differentiate. According to the respondents, the 
technology management activities for incremental and radical innovation projects can be identical. The same 
applies to the relevant fields of action.  

4. Summary and outlook

In summary, this contribution explores the concept of innovation management in manufacturing, examines 
its industrial application, identifies shortcomings and uncovers opportunities. Contributing to the existing 
body of knowledge on innovation management, it provides valuable insights for manufacturing companies 
navigating the complexities of the modern innovation management.  

This study shows that the differentiation through quality and cost remains the most critical innovation 
strategy in manufacturing. However, it also shows that flexibility, sustainability and social factors 
increasingly influence these innovation strategies. It became clear that external challenges, like rising 
material and energy costs, digitalization and artificial intelligence or sustainability, are significantly 
impacting the innovation activities of manufacturing companies. Further, it was found that these external 
challenges strongly influence the type of innovation activity, leading to an extreme increase in radical 
innovation projects in manufacturing. The challenge, however, is that implementing radical innovation 
projects in manufacturing is almost twice as complex as implementing incremental innovation projects. This 
complexity occurs mainly during the phases of development and integration. However, it is surprising that 
the challenges are evenly distributed across the areas of technology, people and organization. On the other 
hand, opportunities and potentials for innovation management in manufacturing were identified. The study 
showed that the most significant potential and opportunities lie in defining the objectives, informal project 
organization, visionary management support, appropriate working methods and suitable performance 
indicators to enable knowledge generation and short-cycle innovation development. 

Looking forward, modern manufacturing units must focus on managing radical innovation projects on a 
regular basis. Therefore, manufacturing units must learn to adapt their organizational and project structure 
to radical innovation projects. Second, manufacturing units need to identify and apply the right technologies 
and methods for these projects in short cycles. Third, manufacturing units and innovation managers need to 
involve their employees even more, promote active and inclusive communication and create and foster an 
innovative culture. In all three areas, the scientific and industrial community must develop concepts and 
methods to strengthen the radical innovation capacity of European manufacturing companies, maintain their 
technological leadership and thus ensure the prosperity of society. 
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Abstract 

The digital twin is a core technology for implementing Industry 4.0 scenarios in scientific and industrial 
applications. One upcoming variant of the digital twin is the concept of the asset administration shell, 
representing an approach to standardization. This approach must be adapted to specific use cases and applied 
in a target-oriented manner. However, no comprehensive guidance exists on structuring and implementing 
asset administration shells based on the digital twin in manufacturing environments. This issue pertains to 
defining and organizing the relevant data and mapping domain-specific limitations and characteristics within 
the hierarchical structure of the asset administration shell's components. This paper introduces an approach 
to structuring the asset administration shell to address this gap. This approach capitalizes on domain-specific 
expertise, industry standards, and established best practices, providing a framework. We validate the 
presented approach by applying it to the use case of distributed high-rate electrolyser production. The 
overarching objective of this research is to bridge the gap between theoretical concepts and practical 
applications. 

Keywords 

Digital Twin; Asset Administration Shell; Systematic Structuring; Digital Manufacturing; Industry 4.0 

1. Introduction

Hydrogen has been identified as one of the relevant energy carriers of the future in the German government’s 
national hydrogen strategy [1]. Thus directly contributing to the EU Green Deal, that states as one of its 
objectives that no more net greenhouse gases should be emitted by 2050 [2]. The demand for hydrogen is 
subject to ongoing estimation, and current estimates forecast an increasing demand. According to Fraunhofer 
ISE's hydrogen roadmap, Europe will have a hydrogen demand of 800 TWh in a low scenario and 2,250 
TWh in a high scenario in the year 2050. Meeting these hydrogen requirements will necessitate a 
proportional expansion of electrolysers capable of producing green hydrogen [3]. This results in the necessity 
of producing electrolysers in large numbers and with sufficient capacity. Due to its technical properties, 
PEM electrolysis has proven to be particularly suitable for meeting the dynamic challenges of the future [4]. 
In principle, high-performance electrolysers are already available on the market, but they are often still 
assembled by hand in insufficient numbers. Implementing series production of electrolysers is also necessary 
to counter the cost aspects resulting from time-consuming manual assembly [5]. 

The H2Giga-FRHY project is dedicated to researching the high-volume production of industrial-grade 
electrolysers. It involves a diverse group of researchers from various Fraunhofer Institutes located at different 
sites focusing on different aspects of the high-throughput electrolyser production. The digitalized and 
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standardized descriptions of electrolyser production, encompassing product-related information, involved 
manufacturing resources, production processes, and process data, play a crucial role in the series production 
of electrolysers. Especially in distributed manufacturing systems, seamless data exchange among disparate 
systems is imperative. In this sense, digital twin (DT) technologies structure a digital representation of 
distributed manufacturing systems for electrolyser production. 

This paper presents an approach for structuring a digital representation based on the Asset Administration 
Shell (AAS) for distributed manufacturing systems. This work follows from previous research that has 
focused on the specification of service functionalities to enable use-case oriented modelling of the AAS [6]. 
As a result, various relevant norms, industry standards, best practices, and domain-specific expertise are 
utilized, thereby providing a framework. We validate our approach by applying it to the use case of 
distributed electrolyser production within the research project H2Giga-FRHY. 

2. Initial situation and problem description

The software services within the software-defined manufacturing system (SDMS) that enable high-rate 
series production require a cross-site and cross-process representation of products and processes. Those are 
typically engendered and processed through domain-specific software applications in different phases of the 
product life cycle as a courtesy of various vendors. This scenario consequently leads to the formation of 
individual data silos. This holds particularly true where data is dispersed across disparate and incompatible 
systems employing various technologies. It further elaborates on three specific problems. First, data sources 
and resulting data types are highly heterogeneous. Secondly, there is an insufficiency for standardization of 
relevant entities, terms, and attributes relationships. And lastly, the semantic context is lacking. Therefore 
production-specific data is often captured and managed without metadata and context, preventing its use by 
multiple stakeholders [7]. DTs are expected to disrupt this silo pattern, fostering a more cohesively 
networked production system. Despite the proposition of numerous DTs of production equipment and 
systems in the past decade [8], the absence of interoperability between individual DTs and a systematic 
framework for structuring and implementing networked DTs remains a significant impediment realizing 
high-rate distributed manufacturing systems. 

The AAS is a standard for the DT’s standardization and interoperability information framework of the DT. 
It describes an asset's technological features as a core element of the Reference Architectural Model for 
Industry 4.0 – also known as RAMI 4.0 [9,10]. The AAS offers prospects for integrating these data silos. It 
is achieved by employing standardized semantics and syntax. These are given throughout product life cycles, 
the vertical hierarchy levels within an enterprise, and the horizontal value chain [11].  

Structuring a digital representation aims to build information models in a machine- and human-readable 
form that enables semantic interoperability. However, the information modeling process for developing 
standardized submodel templates and the standardization of data specifications poses tremendous challenges, 
as it depends heavily on specific domain expertise and lacks a universal methodology. In practice, a group 
of domain experts usually develops these. The modeling approach varies depending on the experts and the 
domain.  

With this consideration, a general framework offering guidance on structuring the AAS-based DT could 
prove beneficial in expediting the procedures of development and standardization. The ultimate goal is to 
create the AAS-based representation of distributed manufacturing systems that enables end-to-end, cross-
process control and product adaptation from development to the end of the manufacturing process. 

The proposed framework can also be applied to future production-specific projects, capitalizing on the 
project's decentralized structure, utilization of modern tools, and the involvement of various stakeholders. 
This is based on the assumption that when considering discrete manufacturers in the abstract, a relevant 
number of similarities can be defined as a digital representation that also serves as a basis for deriving further 

761



use case-specific DTs. Established standards are used to pick up these similarities in discrete production. 
The considerations and requirements arising from this project establish an ideal structure for administering 
the AAS that can be applied to other production-specific endeavours.  

3. State of the art of digital twin usage

In scientific investigation and industrial application, diverse viewpoints concerning DT prevail. The concept 
of DT was first mentioned by Grieves, who defined it as three components. These components consist of 
the physical product in real space, the virtual product in virtual space, and the link for the data and 
information flow [12]. Tao et al. built on Grieves' concept and suggested two additional components: data 
and services [13,14]. There are attempts to describe DT based on several existing descriptions. For example, 
Kritzinger et al. [15] describe the central common feature that DT represents the digital counterpart to 
physical objects. Valk et al. [16] conducted an extensive literature review and identified the most cited 
commonalities. These include, among others, a bi-directional data connection, that the physical object is 
usually created first, or that it can contain both raw and pre-processed data.  

The DT concept is employed in connection with the AAS framework, designating it as a comprehensive 
digital representation that effectively fulfils a specific set of use cases. The AAS is a repository for recording 
and delivering production and product-associated data. IEC 63278 focuses on the general concepts and 
structure of a single AAS rather than a representative concept of a complex manufacturing system consisting 
of a heterogeneous landscape of manufacturing assets that are interrelated and interdependent. Data inputs 
are integrated into our production scenario, establishing it as SDMS [17]. The standardized syntax refers to 
the standardized meta model of AAS and the standardized submodel templates. These specify the rules and 
formats determining how the information is structured and represented for the specific use cases. The 
semantic pertains to the data specifications of the information encapsulated in the AAS. This involves 
leveraging standardized vocabularies and ontologies defined by the IEC Common Data Dictionary [18] and 
ECLASS [19]. This ensures consistent interpretation of data across diverse systems and contexts, and 
facilitates accurate comprehension by humans and machines. 

The SDMS that prevails here using the data and use case-based software services provided by DT enables 
the actors in the system to optimize product and process configurations in continuously faster cycles. For 
example, by showing correlations between product defects and product characteristics or deviations from 
target processes. Thus, the SDMS fulfils the characteristics of cloud-based manufacturing and thus takes into 
account the decentralisation prevailing in the project due to the distributed production locations. Cloud-based 
manufacturing can be described by characteristics such as connected manufacturing, scalability, IoT, and as-
a-service like software-as-a-service, among others [20]. 

4. Production and manufacturing domain-specific standards and guidelines

This chapter shows relevant standards and guidelines on DT manufacturing and structuring. We describe the 
reasoning behind the chosen approach and selected standard. In this context, we classify the standards and 
guidelines and exclude irrelevant standards for systematically structuring production-focused DTs. We then 
further introduce industry-specific standards that can be adapted to our use. We did not perform a systematic 
literature review but evaluated the standards described based on relevance in the literature, specifics, 
generalisation, and suitability for manufacturing.  

Currently, DTs are primarily research-based. There are no generally acknowledged standards for developing 
and deploying DTs [21–23]. However, ongoing standardization initiatives make an effort to standardize 
several DT components. ISO, IEC, ITU, and IEEE standardizations are among them. Since these 
organizations could not agree on a definition of DT, Wang et al. [24] identified and categorized them into 
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five main categories: physical entities, virtual entities, data, connections, and services. Wang et al.’s 
systematic literature review of the technology standards group is our primary source for investigating the 
appropriate DT standards due to its coverage. The categories chosen for the literature review can be seen in 
Figure 1, including a classification of the essential DT standards into the mentioned categories. Most of the 
standards are specific to a single field, such as sensor technology (IEEE 2888), data sharing (IEC 62714-1), 
or data on cutting tools. However, many of these are too general compared to the necessity of manufacturing. 
The AAS described in IEC 63278-1 ED1 and the general DT norm ISO 23247 are two standards written for 
manufacturing. The AAS is described in detail in the chapters before. 

ISO 23247 is a multi-layered DT framework standard for manufacturing. The layers describe the observable 
manufacturing elements, data collection and device control entity, core entity, and user entity. The standard 
includes a reference architecture, data examples, and network protocols. The standard gives a fundamental 
and necessary understanding of a DT framework in manufacturing [25].  

Figure 1. Division of the digital twin into five sections and associated standards excerpt from [24] 

The I4.0 Core Information Model is a standardized data model specifically designed for the manufacturing 
domain within the context of Industry 4.0. It provides a comprehensive framework for describing entities, 
attributes, and relationships relevant to manufacturing processes. By enabling the integration of 
heterogeneous data sources and supporting analytical use cases, the I4.0 Core Information Model facilitates 
interoperability and data exchange, ultimately enhancing operational efficiency in industrial settings. Similar 
to the IEC 62264, the semantic is divided into product, process segment, product segment, and equipment. 
It also contains the physical asset model as in the AAS and a parameter model. The I4.0 Core Information 
Model and AAS, both based on resource description framework (RDF), serve distinct purposes in DT design. 
The I4.0 Core Information Model provides a standardized data model for integrating heterogeneous data 
sources and analytical use cases. At the same time, DT architectures like AAS enable DTs' semantic 
description and real-time data exchange. Combining these models allows for comprehensive DT solutions, 
facilitating knowledge graph creation, real-time updates, and advanced control of physical assets within the 
Industry 4.0 context [7].  

Besides DT standardizations, we identified manufacturing-specific norms and standards that are crucial as 
well. Guidelines and standardizations for manufacturing, as well as enterprise architecture frameworks for 
structuring the DT can supplement the absence of structure and guidance for a manufacturing use case in the 
DT. The IEC 62264 standard provides terminology, information, and activity models for manufacturing 
operations. Its origins are on the ANSI/ISA 95 standard that clarifies the functionalities of manufacturing 
operations management and the associated information usage and defines the terminology and operation 
models for manufacturing organizations. The standard consists of six parts. To fill the gap in developing 
enterprise IT architecture in new construction settings, it is vital to pay attention to parts 1 and 3 of the paper 
since they deal with object models, manufacturing operations attributes, and activity models, respectively 
[26]. According to Deuter’s and Pethig’s Digital Twin Theory [27], the productivity increase in the 
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digitalized industry is essentially based on the seamless connectivity of all actors and systems, both 
horizontally and vertically. The horizontal connectivity of the value chain is achieved through a DT. The 
improvement of vertical connectivity is based on the hierarchical levels according to IEC 62264 as well as 
the procedures and services based on it. For example, horizontal connectivity is improved by enabling 
development, production and use of a product to be mapped across the DT, while vertical connectivity is 
improved, for example, by enabling "plug and play" applications [27,26]. 

Complementary to the Manufacturing Operations Management standard IEC 62264, the Association of 
German Engineers published the manufacturing execution systems (MES) standard VDI 5600. It guides a 
task-oriented description of MES and their potential applications. It provides a view that better reflects the 
concerns of European manufacturers. The focus of this guideline is to describe the tasks and benefits of MES 
[28]. Zachman’s methodology, TOGAF, FEA(F), DoDAF, and the Gartner Framework are the top five 
enterprise architecture frameworks [29–31]. TOGAF, however, is the only framework among these that is 
appropriate for designing, planning, implementing, and managing systems for SDMS[32]. In [17], the 
importance of TOGAF is shown, ISO 23247, and IEC 62264 for a manufacturing use case. The publication 
shows the compatibility of the standardizations.  

5. Approach to structuring the asset administration shell

The approach can be divided into eight steps: vision and context, stakeholder requirements, use case 
definition, asset selection, selection of norms and guidelines, comparative analysis with separately modeled 
submodels, standard mapping to the AAS structure, and the validation of the representation concept. The 
steps of the structuring approach are based on the TOGAF steps like vision, architecture, requirements 
management, opportunities, and solutions. However, those steps are customized to the needs of the AAS and 
DT, given by IEC 63278-1 and ISO 23247. 

Figure 2 shows the practical implementation of these steps: The first step is the initial description and further 
detailing of the vision and the context. An initial conceptual idea is meticulously refined, serving as a driving 
force for the advancement of solution development. The stakeholder requirements establish a foundation for 
a purpose-driven concept of virtual representation, accommodating domain-specific challenges.  

This second step in the approach capsules all pertinent stakeholder requirements, as elaborated in [17]. This 
includes a systematic formulation, a categorization and bundling to higher-level functionalities of the 
requirements. The virtual representation concept is a pivotal pillar and enabler of the SDMS. Requirements 
management is also the center of TOGAF. 

The third step is executed based on extracting and prioritizing the acquired requirements. The use case 
definition engages in the comprehensive modeling of use cases. It results in a deeper understanding of the 
use case and shows all stakeholders involved as well as interaction objects.  

This is necessary for the asset selection. It selects significant manufacturing assets for integration into an 
AAS system based on their alignment with specific use cases. The approach follows an asset-centric 
orientation, organizing information and services in line with IEC63278 guidelines. Assets are chosen 
according to ISO 23247's definition of manufacturing elements, which correlates with IEC 62264 [33] and 
predefined information models forming the groundwork for submodel development as per [11].  

The fifth step is the selection of norms and guidelines. It conducts comprehensive research and meticulous 
selection of standards, guidelines, and specifications in alignment with the specific domain like [7]. This 
step is time-consuming and also requires specific domain knowledge, but it also offers the chance for 
domain-specific aspects taken into account in the structure of the AAS.  

The comparative analysis with separately modeled submodels determines the relevance of standardized 
submodels for the identified use cases. This step identifies potential gaps and discerns missing structures 
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needed to accommodate data, services, and models that require representation. However, it also presupposes 
that work on the content of submodels is carried out in parallel. Therefore, it highlights the importance of 
standards for submodel development in [11]. It will reference pertinent standards and sections on relevant 
standards in the use case template.  

The seventh step, standard mapping to the AAS structure, conducts the mapping of standards, guidelines, 
and specifications to the structure, ensuring that domain-specific aspects are suitably addressed. 
Furthermore, this should ensure that previously identified submodels are integrated within the structure.  

Lastly, the validation of the representation concept is fulfilled. The validation assesses the achievement of 
the use case objectives. In the event of a use case behaving differently in practice, it necessitates the 
modification of both the use case and the structure of the AAS.  

Figure 2: Approach used in the project to structure the asset administration shell 

6. Use Case: Digital twin concept in hydrogen production

The proposed procedure in chapter 5 was used and adapted to the H2Giga-FRHY project and is represented 
in this chapter. The H2Giga-FRHY project includes six process steps for electrolyser production divided 
among five locations. It aims for a connected distributed production with focus on the subparts bipolar plate 
(BPP), porous transport layer (PTL), and catalyst-coated membrane (CCM) as part of the membrane 
electrode assembly (MEA). Each process step is assigned to a production site, and various design 
possibilities are presented as different processes are not completely clear at the beginning of greenfield 
manufacturing design. The manufacturing system of this project is designed according to our definition in 
[17]. Challenges for the DT of the project include the high-rate scalability, interoperability, and 
decentralisation of the production through various production sites. Central points of reference for 
structuring the AAS are the I4.0 Core Information Model, based on IEC 62264. 

In particular, the relationship between product definition, product segment, and process segment is taken up 
and applied from IEC 62264. The product definition is characterized by three aspects: product production, 
bill of material, and bill of resources. In our case, the product definition represents the reference stack, the 
central point and benchmark for production activities. Although it is defined, changes can also be made 
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during the project. In turn, the product segment is defined as the information overlap between the product 
production rules and the bill of resources. The product segment describes a job with one or more work 
elements. In our case, the product segment represents the actual electrolyser produced. The product definition 
relates to the product segment, like the product type to the product instance. Therefore, the product definition 
contains the target values of the electrolyser to be produced, and the product segment contains the actual 
values of an produced electrolyser. When it says that the product segment consists of work elements, it 
references process segments in an ordered and defined sequence. The sequence again depends on the 
requirements of the product definition. The unordered collection of process segments includes all available 
processes for manufacturing the product and its sub-products. Process segments that have the same task but 
different properties can also occur. In our case, the collection of process segments is called a technology kit. 
This contains all the processes considered in the project for producing the electrolyser, the reference stack. 
Optional, redundant, or potential processes for electrolyser production are also included, described, and 
documented. In the course of the project, different processes are tested and first defined. Accordingly, the 
product segments may also change, which is served by the collection of process segments. 

Thus, the structure also follows the Common Model of the I4.0 Core Information Model (orange in Fig.3). 
Figure 3 shows an example of the aspects that can be found in the structure of the AAS and filled with 
content. On the right you can see the structuring of the AAS of the example project with assigned 
standards on the left. Among other things, the physical asset is listed as a central component in this model. 
The structuring according to IEC 62264, is divided into three primary components product definition, 
product segment and process segment (red). In our case, the electrolyser is the most relevant physical asset 
to map as the main AAS. The product itself is one of the observable manufacturing elements mentioned in 
ISO 23247 and, thus, a potential asset for digital representation in the manufacturing context. Therefore, 
the BPP, MEA, PTL, CCM and Ink sub products are also represented in addition to the reference stack 
(dark green). The events are described according to VDI 5600 (light green). 

Figure 3: Derivation of a general AAS structure 
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As a result, we obtain a structure for the AAS that presumably could be applied to multiple use cases in a 
production-specific context. However, it is recommended to apply the described approach to ensure that all 
relevant aspects of a specific use case are reflected in the structure of the corresponding AAS. 

7. Critical reflection and outlook

The procedure from a production-specific point of view was elaborated, and the AAS was applied in the 
production environment. The structure was determined by standards typical for it. In the form shown here, 
it is a reasonably general structure that can be applied similarly to many production-specific use cases. 
Following such a structure, primarily if it is based on widely used standards, can save time in designing the 
digital twin. Likewise, structuring the AAS for specific use cases from other domains can follow the 
approach presented here and thus provide orientation. Still, it also exhibits a few features of more specific 
domains. With clearly limited knowledge of all the domains that can be mapped in the production context, 
it is difficult to say to what extent there are always appropriate standards to incorporate specific 
characteristics into the structure. 

The widespread adoption of AAS in industrial applications, the significance of shared data spaces, and the 
necessity for operability across diverse assets will be crucial to its success. A procedure for structuring the 
AAS according to domain-specific requirements can serve as orientation for users and thus improve the 
acceptance of the concept. It also facilitates that all necessary aspects are considered in the modeling and no 
element is left out. In addition, a structured approach can save time in modelling a digital twin and thus also 
pays off on the cost aspect. 

With the presented approach, a possible structure of the AAS was derived. More value can be generated if 
the systematic development of the content complements the systematic development of the structure. The 
effectiveness of the approach presented here and the structure of the AAS derived for the project must also 
be reviewed for optimization potential when it comes to the technical realization and implementation of the 
project. An adequate method for this could be a gap analysis to check whether the AAS enables the use cases 
to be realized. There also needs to be a fundamental look at the system to discuss which asset in that very 
system needs an AAS. 
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Abstract 

Manufacturers install and rely on a large number of sensors to operate and control their processes. However, 
the collected sensor data is rarely used to analyse and improve the higher-level, aggregated business 
processes. Process mining (PM) appears to be a promising solution, with the ability to automatically generate 
and analyse business process models based on data. However, the atomic events of sensor measurements 
need to be refined, aggregated, and enriched to properly represent a business process. In this paper, we 
propose a novel framework to make manufacturing sensor data analysable with PM. The framework allows 
manufacturers with batch and continuous processes (BCP) to systematically enrich their sensor data to use 
it for optimization purposes. Following the action design research, we demonstrate the applicability of the 
framework in a use case study using sensor data from a BCP beverage production. 

Keywords 

Process Mining; Manufacturing; Sensor Data; Framework; Real-World 

1. Introduction

Manufacturers need to constantly analyse and optimize their value generating processes, in order to save 
costs and stay competitive [1]. Traditionally, they deploy a variety of tools and methodologies to achieve 
this, such as lean management [1,2]. More recently, digitalization has proven to be a viable optimization 
possibility [3]. While this digitalization often had no effect on the sensor and actor IT-layer, recent trends 
like the industrial internet of things steadily increase the availability of data from this layer [4,5]. In the 
intersection between the need for optimization and the availability of data, process mining (PM) has emerged 
in recent years as a promising technology [6]. PM describes “[…] techniques, tool and methods to discover, 
monitor and improve real processes […].” [7]. Manufacturers can particularly profit from PM through 
increased transparency, measurement of process performance, or the creation of digital twins [8,9]. The 
minimum requirement for data in PM is a case ID (e.g. an order number), an activity name (e.g. drilling) and 
a timestamp [7]. Data with at least these three features is called an event log [7]. PM is typically applied to 
data generated from process aware IT-systems, such as Enterprise Resource Planning (ERP), where for 
example workflows easily provide the necessary data structure [6]. 

However, in many real-world scenarios, sensors and actors are not necessarily aware of the current case that 
is being processed [10]. This has to do with the prevalent, classical pyramid style IT-architecture in 
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manufacturing companies, where machine sensors and actors are often decoupled from higher hierarchy IT-
systems in order to ensure real-time capability [4,5]. Consequently, when working with sensor data in PM, 
problems like a lack of process notion (i.e., missing case IDs or activity names), the mapping of fine granular 
sensor data to (human) activities, and the aggregation of sensor data to process activities, arise [11,10,12]. 
Various authors call for further research on the utilization on sensor data for PM [13–15]. In this paper, we 
derive a framework to make manufacturing data from the sensor and actor layer usable in PM. The 
framework is designed through Action Design Research (ADR), meaning that we iteratively work on the 
manufacturing sensor data from a real-world organization [16]. Our main contribution is the framework 
consisting of six phases with an emphasis on applicability in industry, meaning that it draws from existing 
domain expertise. Additionally, we contribute an activity grouping scheme and case ID inheritance 
algorithm, which allows other organizations to apply PM on their manufacturing sensor data.  

The remainder is structured as follows. In section 2 we introduce the application scenario and existing 
solutions for sensor abstraction. Section 3 will explain our research methodology ADR. In section 4, the 
framework for will be introduced and applied to the application scenario. In section 5 we will discuss our 
results, before concluding the paper in section 6. 

2. Need for action on manufacturing sensor data utilization in process mining

In this section we will introduce the application scenario (section 2.1) and existing solutions to it in the state 
of the art (section 2.2). In section 2.3 these two will be compared to motivate the need for further research.  

2.1 Application scenario and objective of Big Beverage Inc. 

Big Beverage Inc. is a family owned and run manufacturer of drinks, with around 400 employees in 
Germany. Their production resolves around mixing raw fluids, which are then later combined, and finalized 
with water. Their machinery setup as well as the collected data are displayed in Figure 1. The machine layer 
displays how the organization utilizes different tanks and pipes to produce their drinks. 

Figure 1 The machinery and data at the Big Beverage Inc. 

Figure 1 shows that initially raw fluids run into a buffer tank, which then distributes the material into one or 
multiple working tanks (No. 4 to 7). The working tanks have different volumes. Before sending the final 
good to one of two bottling machines through a finishing pipe, the raw fluid might be re-distributed to other 
tanks or combined with other raw fluids. The raw fluid will always be finalized by adding water before they 
are bottled. From a production perspective, some elements of this process are a batch process (e.g. moving 
an entire tank filling), while others are a continuous process (e.g. the finishing pipe) [17]. From a data 
perspective, the filling levels of all tanks are measured. Additionally, it is registered if any of the tanks are 
connected to one another or to any of the two finishing pipes as a boolean value (i.e. True/False). For the 
finishing pipes and bottling machines, the status (e.g. production) is registered. Additionally, the current 

Bottling
Machines 1-2

Working Tanks
3 & 4

(Small size)
Buffer
Tank 1

Working Tanks
5-7

(Big size)

Raw fluid

M
ac

hi
ne

La
ye

r
D

at
a 

La
ye

r

Finishing Pipes 1-2

Filling levels [L] Connections
[Boolean]

Bottling machine
status

Pipe status

Volume flow
[L/min]

k = thousand
L = Liter
min = minute 

772



volume flow for the pipes is measured. All sensor data is measured every 30 seconds. The manufacturer is 
faced with a rapid increase in orders, while keeping their production resources constant in the past years. 
Therefore, the objective of Big Beverage Inc. is to increase their resource availability, by identify if and how 
they are unnecessarily using tanks to produce final products. Their solution approach is to understand the 
frequency of shuffling between tanks to derive meaningful actions using evidence-based business processes 
discovered with PM. To achieve this, the existing sensor data needs to be aggregated to an event log.  

2.2 State of the art 

PM uses data to analyse processes [7]. Different techniques for this analysis exist. The first technique process 
discovery uses data to produce a process model, such as a petri net [6]. Different algorithms such as the alpha 
miner [18] or the inductive miner have been proposed for this [19]. The second type conformance checking 
compares data from as-is executions with (normative) process models, in order to identify deviations [6]. 
For this, tokens, rules or alignments are used [20]. The third type process enhancement adds additional 
information to process models, for example time information [6]. While these three are the traditional main 
techniques, recent years have added comparative, predictive and action-oriented PM [21]. The minimum 
data requirement for PM are a case ID, a timestamp and an activity name [22,7]. Additionally, a lifecycle 
information (e.g. start) helps to aggregate atomic events to a coherent activity [22]. 

Matching atomic events to higher hierarchy business processes is a general challenge in PM, not only limited 
to manufacturing sensor data. Van Zelst et al. [23] recently proposed a taxonomy for event abstraction 
techniques in PM. In their taxonomy, techniques are classified based on their supervision strategy, relation 
of case and activity, or used data. Only one of the 21 identified publications deals with continuous data (i.e. 
sensor data). The research of van Zelst et al. [23] focuses on very specific approaches, often on an algorithmic 
level. Consequently, the authors exclude higher-level procedures. 

However, in practice, abstracting sensor data to higher level event logs is not necessarily an algorithmic 
challenge but also a procedural because data and domain might vary. Hence, we identify five higher-level 
approaches in the literature that explicitly deal with the aggregation of sensor data for PM [24,10,25,26,12]. 
We exclude approaches like [8,27], because PM is solely used to analyze machine behavior (i.e. no 
aggregation to superordinate business processes is performed) or the approach is too generic, respectively. 
By comparing and correlating the objectives of the authors’ explicitly mentioned steps, we derive nine 
general phases that are described in literature. These nine general phases are shown on the left in Table 1. In 
Collection, necessary data is acquired. In the second phase Identification, the case ID needed to conduct PM 
is determined. Segmentation deals with the division of the sensor data following some logic. In 
Characterization, relevant features to distinguish possible activities are identified and calculated. Based on 
these features, the phase Clustering deals with the (automated) grouping of the sensor values. Afterwards, 
these clusters need some Interpretation, often using domain expert input. Once sensor data is clustered and 
interpreted, activities with human readable names can be derived in the Generation phase. In Creation, the 
final event log is generated, followed by the actual process Mining. 

Van Eck et al. [12] propose a six step transformation approach to use sensor data from smart products in 
PM. Compared to the other approaches, the approach has a detailed description of activity generation. 
Koschmider et al. [10] develop a four step framework to derive process models from any kind of sensor data. 
Prathama et al. [26] derive a three step framework that utilizes sensor data from wearable devices in PM. 
The authors have a dedicated step for data acquisition. Brzyhczy and Trzcionkowska [24] report on their 
four step experience creating an event log from underground mining machinery logs. In contrast to the other 
authors, a detailed discussion on the challenges of case ID identification is reported. Lastly, de Leoni and 
Dündar [25] propose a four step abstraction technique based on clustering, that functions with little domain 
knowledge. Their approach is rather algorithmic and general. The two publications [25,12] also appear in 
the taxonomy in [23]. A general observation of Table 1 is that none of the procedures are applied to industrial 
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manufacturing settings within a factory, albeit [24] describe a underground mining setting. Possibly 
therefore, they are the only ones discussing the challenge of identifying the case ID. The approaches 
[24,10,25,12] additionally have a strong focus on the computation of clusters by using distances measures 
or machine learning. De Leoni and Dündar [25] highlight this aspect as a key contribution. 

Table 1 Overview of literature dealing with sensor data in the context of PM [24,10,25,26,12] 

2.3 Comparison of Big Beverage Inc. needs and the state of the art 

In summary, abstracting fine granular event data to higher level is a known challenge both in practice and 
research. Their overall goal is to create an event log with the columns case ID, timestamp, activity, and 
lifecycle information from raw sensor data. Even though Big Beverage Inc. has data from their machines at 
hand and goals in mind, the existing knowledge base about data abstraction does not prove to be applicable 
for them. This has to do with two aspects. First, the existing solutions rarely focus on manufacturing 
challenges, especially for BCP. These challenges include the difficulties of identifying activities and the lack 
of a case ID. This is complicated by the high parallelism and nesting of the manufacturing steps which leads 
to the challenge of associating activities and cases. Second, the algorithmic heavy approaches do not fit into 
the daily work of the company, because experts on clustering techniques from machine learning are sparse. 
As a result, we derive the following research question (RQ):  

RQ: What is a general approach for manufacturers to utilize their machine sensor data in process mining? 

Given the application scenario, the following prerequisites can be assumed. First, the needed data sources 
are known (i.e. if and where machine data exists). Second, the data has been extracted and is complete (e.g. 
queries for data bases are written and it is not a streaming PM use case). Third, the existing data is of adequate 
quality (e.g. no missing data). Various guiding publications can be found in literature concerning these issues 
[22,28,29,12], and are hence not explicitly detailed within this paper. 

3. Research methodology to close the need for action

To answer our research question and achieve the goal of Big Beverage Inc., we followed the ADR approach 
proposed by [16]. The ADR team consists of the ADR researcher from academia, and various departments 
on the practitioner’s side, such as the digital transformation, IT and production. Our research procedure, 
which took half a year in total, the design iterations, and the final generalization are shown in Table 2.  

4. Framework for the domain driven utilization of manufacturing sensor data

The outcome of stage 4 of the research methodology is a framework that guides practitioners to utilize PM 
on their manufacturing sensor data. The framework consists of six phases with 17 sub-steps. Section 4.1 

Source

van Eck et al. [12] Koschmider et al. 
[10]

Prathama et al. 
[26]

Brzyhczy and 
Trzcionkowska [24] de Leoni and Dündar [25]

Ph
as

es

Collection (1) Event data
gathering

Identification (1) Case ID Identification

Segmentation (1) Segmentation of sensor data (2.1) data pre-
processing

(2) Data  preprocessing
(1) Create sessions

Characterization (2) Feature selection and calculation to
characterise segments

(2.2) data 
integration

Clustering (3) Clustering of segments to identify 
time periods with similar behaviour

(1) Event 
correlation (3) Data clustering (2) Clustering of sessions

Interpretation (4) Interpretation of clustering results to
label behaviour

(2) Activity 
Discovery

(4) Classification for 
labelling activity names 
in the raw data 

(3) Visualize heat map

Generation (5) Activity creation by grouping labelled 
segments

Creation (6) Process instance creation (3) Event 
Abstraction

(2) Event log 
creation

(4) Creation of abstract 
event log

Mining (4) Discovery of
process

(3) Multi-case 
perspective pm
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introduces the general procedure of the framework. Because phase (5) of the framework utilizes a grouping 
scheme and a dedicated case-inheritance algorithm, details about these two contributions will be given in a 
separate section 4.2. The framework is applied to Big Beverage Inc. in section 4.3. 

Table 2 Summary of the ADR process and generated artefacts according to [16] 

4.1 Procedure model of the framework 

The first phase (1) Envision the desired outcome of the process mining analysis has two sub-steps. In 
(1.1) the desired outcome needs to be determined. By outcome, we refer to the analysis-artifact that needs to 
be generated to achieve the higher hierarchy project goal. In (1.2) relevant stakeholders are listed. We 
differentiate between a shortlist team, i.e. the core project team, and a longlist team, i.e. experts who might 
be relevant for the process, IT or the sponsoring of the project. 

Figure 2 Framework for the utilization of manufacturing sensor data in PM projects 

The second phase (2) Domain driven activity and perspective uses the initially defined outcome targets as 
an input. The outcome of this phase is a data frame, where every sensor value has an activity label. In (2.1) 
the relevant perspective for the analysis is chosen, based on the defined goals. This step has a crucial impact 
on the case definition in later steps. The perspective directly relates to the analysis goal. In (2.2) the core 
project team determines the possible activities and their relation. This can be done in a brainstorming session. 
Alternatively, a first sketch of the expected process or old process model can be made and discussed, e.g. by 
using process modeling techniques such as BPMN. The relation aspect refers to the possibility of activities 
having direct relation, e.g. when one tank fills, another one empties. In (2.3) initial data drops are reviewed, 

Stages and Principles Artefact
Stage 1: Problem Formulation
Principle 1: Practice-Inspired 
Research

The research was driven by the need for machine data to be analyzed with PM, and the 
challenges faced while generating an event log.

Recognition: While many approaches for event abstraction exist, they do not fit 
the needs of Big Beverage Inc. Many organizations have similar processes. A 
generalized framework is beneficial for many organizations.  Principle 2:

Theory-Ingrained Artefact
We use the existing literature base depicted Table 1 and the event abstraction taxonomy by 
van Zelst et al. as a guiding principle. 

Stage 2: Building, Intervention, and Evaluation
Principle 3: Reciprocal 
Shaping

The initial utilization was not as straight forward as the final framework may suggest. 
Instead, phases were constantly redone and generalized together with the domain experts. 
Especially the case definition proofed to be challenging, and multiple approaches were tried. 

The first analysis approach resulted in an event log that only captured individual
machine behavior but could not relate multiple machine to the manufacturing of
the same product. A second analysis approach with a refinement of the machine
data and a collaborative breakthrough in how cases are associated to machine
behavior resulted in an event log that reflected all machine efforts necessary to
produce a product. By the end of stage 2, we had the technological capability to
transform the data to an event log.

Principle 4:
Mutually Influential Roles

The ADR team included researchers, domain experts, and process analysts, both from 
academia and practice. The lead for the ADR project lays within the academia. 

Principle 5: Authentic and 
Concurrent Evaluation

A technical solution for the utilization was derived to work on the specific, real world 
machine data provided by Big Beverage Inc. A usable event log could be generated.

Stage 3: Reflection and Learning
Principle 6:
Guided Emergence

The manufacturer realized that a standardization of the procedure was necessary to reproduce 
results in different machine areas. The ADR team conducted various brainstorming 
sessions to analyze the most relevant actions taken to achieve the project goal. 

By the end of stage 3, a schematic description of our technical solution was 
derived. 

Stage 4: Formalization of Learning
Principle 7: Generalized 
Outcomes

We synthesized the schematic description of our actions by aggregating steps and cutting 
individual solutions. 

The artefact of stage 3 is the framework for utilizing machine sensor data in 
process mining

(2) Domain driven activity and perspective definition

(3) Grouping of activities (4) Case definition

(5) Case inheritance to other activities

(6) Filtering and event log generation

(1) Envision the desired outcome of the process mining analysis

Pr
oc

ed
ur

e 
to

 p
ro

du
ce

 a
n 

ev
en

t l
og

 

(1.1) Determine the desired outcome at the end of the process mining project 
(1.2) Long- and shortlist involved stakeholders in the process to be analysed

(2.1) Derive relevant perspective for the analysis (see 1.1)
(2.2) Define all possible activities and their relation
(2.3) Review the existing data
(2.4) Determine calculation rules for each activity (sensor vs. equation based)
(2.5) Calculate the activity-label for every sensor value (Single-Point-Of-Integration)

(3.1) Determine a unique task ID
(3.2) Aggregate multiple events
(3.3) Define final activities (see 4.2), & corner-
stone-activities

(4.1) Gather & evaluate approaches
(see 2.3 & 3.3) 
(4.2) Determine duration of case

(5.1) Grouping of activities based on final and corner-stone activities
(5.2) Backwards association of cases to activity groups (see 2.1 & 4.2)

(6.1) Filter out activities that are calculation-based and are below a duration threshold
(6.2) Drop unnecessary parallel activities (see 2.1)
(6.3) Create event log
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possibility leading to a first refinement of the needed data. In step (2.4) for each possible activity, calculation 
rules are determined. We differentiate between sensor- and equation-based rules. Sensor-based rules refer to 
calculations made using other sensor information, e.g. using machine coupling information. Equation-based 
rules are mathematical calculations performed to the existing data, e.g. a gradient. Lastly, in (2.5) the 
equations are applied to the sensor data. We advise to use one existing data file that fits the perspective the 
best, and then associate further sensor information to it. We call this the single-point-of-integration.  

The third phase (3) Grouping of activities and the fourth phase (4) case definition are performed in parallel. 
In (3.1), every sensor response is given a unique task ID by finding the first and the last consecutive activity-
label of the same kind. This task ID can be artificial, e.g. a combination of a consecutive number and the 
first letter of the activity-label. Then, in (3.2) the same events can be grouped to activity-label. Lastly, in 
(3.3) activities can be marked as a special activity based on the results from phase (4). Two kinds of activities 
are important: activities that can be the final activities in the process and activities which are corner-stone 
activities. Corner-stone activities are characteristic to the business process and are the primary activities in 
a process, which other sub-process activities work towards to.  

In phase (4) Case definition the notion of a case is determined. In (4.1) possibilities for the case definition 
are gathered. This step is dependent on the initially defined perspective. While ideally, some business level 
information, e.g. a manufacturing order number, is available, our methodology is specifically designed for 
manufacturers who do not have these information on their machine data level (see section 1). Therefore, we 
propose a workaround that allows for the artificial generation of a case. We suggest looking for distinct 
characteristics in the machine data. This might be a certain machine status, sequences of machine states, or 
other characteristics that define the end of the case relevant to the analysis perspective. In (4.2) the start and 
end time of the case are determined as a preparation for the fifth phase.  

In the fifth phase (5) Case inheritance to other activities, every activity is iteratively associated to a case, 
based on the backwards oriented business perspective of a final product. Because of this iterative passing 
down of case association, we call this inheritance. Like the previous phase, this phase is also tailored to 
organizations who have a more classical IT-architecture (see section 1). To achieve this, in (5.1) activities 
are grouped based on a special scheme utilizing the corner-stone activities. Afterwards, in (5.2) the final case 
ID can be iteratively associated to these groups. Remarkably, this allows to integrate BCP. The activity 
grouping scheme and the case inheritance algorithm are described in more detail in section 4.2. 

Lastly, in (6) Filtering and event log generation, final preparations are conducted. In (6.1) activities below 
a certain duration threshold are dropped. In this way, the to-be discovered process model becomes clearer. 
For the same reason, we suggest dropping parallel, related activities in (6.2). Parallelism is a complex driver 
in PM, especially when using out-of-the-box directly follows graphs, as used by most software vendors. 
Finally, in (6.3), the event log is generated in a CSV, XES, OCEL, etc. standard. 

4.2 Activity grouping scheme and case inheritance algorithm 

Phase (5) of the framework introduces the concept of activity grouping and iterative case inheritance. In 
(5.1), all activities are associated to the same group until a relevant corner-stone or final activity occurs. 
Then, a new group is build following the same scheme. This scheme is shown in Figure 3. The corner-stone 
and final activities are in bold letters. The group building scheme is displayed on the left side. Groups are 
necessary to cut down parallelism, and to associate a wide range of activities to a case. This association is 
done in (5.2), where activity-groups are now iteratively connected to the interval of the case using 
information about activity relations from step (2.1) of the framework. This association is performed on the 
three dimensions relation, time, and case-association-status. The association concept is shown in Figure 3 
on the right side. We start by looking at the first defined case, which is case ID 1. We find an activity that 
has a relation to other activities (“Filled by Tank” is related to “Filling to Tank”). Based on the duration 
(dimension time) of that activity, we can search in the pool of all activity groups for a related activity 
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(dimension relation) that has no case association yet (dimension case-association-status), for a closely 
overlapping activity. If we find one, like the activity in group 1, we associate all activities in that group to 
case ID 1. The same procedure is performed to the case ID 2, associating activity group 2 to the case. 

Figure 3 The schemes for the group building in step (5.1) and the (5.2) backwards association scheme 

This algorithm is then performed again. While we will not find new activities for association in the activity 
groups 3 and 4, the activity group 1 is now associated to case ID 1, and has an activity “Filled by Tank 1” 
which possibly has a related activity, which is not associated to any case ID yet (not displayed in Figure 3). 
The iteration terminates, when no more associations can be made. This algorithmic approach is displayed in 
Figure 4, and can be executed in most programming languages.  

Figure 4 Algorithm to iteratively associate case IDs 

4.3 Application example at Big Beverage Inc. 

As mentioned in section 3, our methodology involved multiple iterations to come up with the final solution. 
In this section, we briefly want to highlight the key application steps of the framework and the results 
achieved. In the beginning, the product batch was chosen as the analysis perspective to determine the needed 
interactions between tanks (2.1). Then, the activities were defined using a BPMN sketch of the process (2.2). 
In a workshop, each activity was related to one another (e.g. bottling and pipe flow need to be in parallel) 
and was given a calculation rule (2.4). While the interaction between the tanks could be determined using 
the connection data, other activities needed to be calculated using the gradient of filling level (e.g. filling by 
pipes). In the grouping of activities phase (3), we used the labelled sensor data to derive actual activities. 
The first and last sensor value of the same kind can easily be determined using a helper column that identifies 
changes to new labels. The data state after phase (3) is shown on the left side in Figure 5. The label “Fill” is 
reported from 2023-07-03 10:57 to 2023-07-03 12:13. These two timestamps can be taken and aggregated 
based on the task ID to the table structure on the right side. Depending on the analysis goal, the sensor data 
in between those two timestamps can be dropped or aggregated. For example, we kept the start and end 
payloads. The labels are now called activity because they have a start and end. It is now possible to mark 
final and primary activities, which can be used to form activity groups. In phase (4) a case ID needs to be 
determined. For example, we found that the final bottling machines saves data on the product change. This 
can be used to determine start and end timestamps for products. However, the bottling machine is not linked 
to other machines. But because these production times and the filling to the pipes are related activities, the 

Activity Group 1
→ Associate to CID1

Final Case ID 1
(is initially also the
Activity group 3) 

Final Case ID 2
(is initially also the 
Activity group 4)

Activity Group 2
→ Associate to CID2

(5.2) Concept of the case inheritance

Bottling

Filled by WT3Filling to WT6

Filled by WT1

Filling to WT7

Bottling

Filled by WT3

(5.1) Group building scheme: 

Activities of 
group x

Activities of 
group y

Activities of 
group z = 
Final Case

Bottling

Filled with Water

Filled by WT4

Filling to WT5

Filled by WT3

Filling to WT6

Activity relation CID = Case ID

(5.2.1) Find groups with case ID
→ e.g. Activity Group 3

(5.2.2) Find activities in these groups, 
that have a related activity
→ e.g. Filled by WT3

(5.2.3) Identify group number of related 
activity
→ e.g. Activity Group 1

(5.2.4) Associate all activities in a group 
to the case ID
→ e.g. Activity Group 1 to Case ID 1

Case-inheritance-algorithm
Input: dataframe, dictionary of activity relations
Output: dataframe

1:
2:
3:
4:
5:
6:
7:
8:

initialize previous_length with -1
while previous_length != length(activities with case_id): 

previous_length = length(activities with case_id)
for every case_id:

find activities that can have a relation
get timestamps of activities
search relating, undefined activities, where timestamps are close

set every case_id in the activity_group to current case_id
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case inheritance algorithm can be applied, iteratively associating more activity groups to a case ID. The data 
wrangling was conducted using the programming language Python.  

Figure 5 Schematic visualisation of the data transformation in phase (3) 

5. Discussion

The application of the framework in section 4.3 shows that our framework produces viable event logs for 
PM, fulfilling the requirements given in section 2.3. From a managerial perspective, we contribute an 
applicable, easy to use framework for practitioners. With our framework, data scientists at Big Beverage Inc. 
were able to identify and quantify the frequency of tank utilization patters needed to produce a final beverage. 
In the future, the organization wants to incorporate the framework into a data pipeline, to reproduce the 
analysis more frequently. Practical limitations are twofold. First, the prerequisites discussed in section 2.3 
need to be fulfilled. Second, the framework is designed with and for BCP. While this limits the contribution, 
the phenomenon of BCP is very frequent, e.g. in pharmaceutical processes [17]. In summary, our approach 
is applicable to manufacturing companies, especially with BCP, where data (sources) are known, extracted 
and of adequate quality. Additionally, no streaming PM use cases are possible. Therefore, our framework is 
relevant for practice and not only limited to beverage manufacturing scenarios. From a scientific perspective, 
we contribute a framework, the grouping scheme, and the case inheritance algorithm to the knowledge base. 
All three artefacts have been iteratively designed, generalized, and proven valid in a real-world setting. We 
briefly want to highlight the key differentiations to the existing state of the art. In contrast to [25], our 
framework is less algorithmic. Unlike [10,12] where sensor data is clustered, then labelled, we identify the 
activities domain-driven, and then determine them in the data. In that way, we are more applicable for 
practitioners. By particularly addressing BCP, we address shortcomings of [26,12], who focus on smart 
products. Lastly, both [24] and our framework address the problem of identifying a case ID. However, unlike 
[24] we do not have the possibility to identify the case IDs based on the workers positions. We therefore
propose the case inheritance algorithm, whereby we address the high parallelism and nesting of typical BCP.
In summary, we answer our initially defined research question, as well as the call for research in [13–15].

6. Conclusion and outlook

In this paper, we derive a framework for the utilization of manufacturing sensor data to be used in PM 
projects by conducting ADR. The framework consists of six phases that guide practitioners in transforming 
raw manufacturing sensor data to PM usable event logs. By using the framework, domain experts and process 
scientists can systematically solve challenges inherent in sensor data from batch and continuous 
manufacturing processes, such as a lack of case notion. We further contribute an activity grouping scheme 
and a case inheritance algorithm to the knowledge base. In contrast to other publications, we put a strong 
emphasis on involving domain expertise into the activity and case ID definition, because our ADR revealed 
this to be more practical in real world settings. Additionally, this allows for a wider range of application 
scenarios, such as pharmaceutical BCP. By collaborating with an organization from the beverage industry 
throughout the ADR, we demonstrate and validate the usability of our framework in real world scenarios. 
Limitations of our research are a possible over-specificity to the application scenario used in the ADR cycle. 
Further research should therefore identify, refine, and adjust our framework to more domains, process types 
and application scenarios. 

timestamp (ts) Payload label is new Task ID
2023-07-03 10:57 100 Fill True F1

… … … … …
2023-07-03 12:13 5000 Fill False F1
2023-07-03 12:13 5000 Wait True W1

Start ts End ts activity Start pl End pl is final is cs
2023-07-03 
10:57

2023-07-03 
12:13 Fill 100 5000 False True

… … … … … … …

Initial data state Target data with the representation of the necessary sub steps

Define a unique ID3.1

Aggregate by label3.2 Define final and corner-
stone (cs) activities3.3
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Abstract 

End-of-Life (EOL) products in remanufacturing are prone to a high degree of uncertainty in terms of product 
quantity and quality. Therefore, the industrial shift towards a circular economy emphasizes the need for agile 
and hybrid disassembly systems. These systems feature a dynamic material flow. Besides that, they combine 
the endurance of robots with the dexterity of human operators for an effective and economically reasonable 
EOL-product treatment. Moreover, being reconfigurable, agile disassembly systems allow an alignment of 
their functional and quantitative capacity to volatile production programs. However, changes in both the 
system configuration and the production program to be processed call for adaptive approaches to production 
control. This paper proposes a multi-priority rule heuristic combined with an optimization tool for adaptive 
re-parameterization. First, domain-specific priority rules are introduced and incorporated into a weighted 
priority function for disassembly task allocation. Besides that, a novel metaheuristic parameter optimizer is 
devised to facilitate the adaption of weights in response to evolving requirements in a reasonable timeframe. 
Different metaheuristics such as simulated annealing or particle swarm optimization are incorporated as 
black-box optimizers. Subsequently, the performance of these metaheuristics is meticulously evaluated 
across six distinct test cases, employing discrete event simulation for evaluation, with a primary focus on 
measuring both speed and solution quality. To gauge the efficacy of the approach, a robust set of weights is 
employed as a benchmark. Encouragingly, the results of the experimentation reveal that the metaheuristics 
exhibit a notable proficiency in rapidly identifying high-quality solutions. The results are promising in that 
the metaheuristics can quickly find reasonable solutions, thus illustrating the compelling potential in 
enhancing the efficiency of agile disassembly systems.  

Keywords 

Adaptive Production Control; Metaheuristics; Disassembly; Agile System; Priority Rules 

1. Introduction

Remanufacturing is a vital method to close the loop in circular supply chains by increasing material 
efficiency and optimizing resource consumption [1]. In this process, End-Of-Life (EOL) products undergo 
disassembly into individual components, which are subsequently recovered and reassembled to create a 
product with restored quality and functionality, resembling a "like-new" state [2]. However, the 
implementation of efficient remanufacturing systems comes with many domain-specific challenges that 
make the planning and operation of such systems more complex than in most conventional production 
systems [3] [4]. Especially the disassembly processes are of complex matter [5], as there is a high degree of 
uncertainty regarding the type, quantity and quality of incoming EOL products [6]. Therefore, disassembly 
processes are merely conducted manually in remanufacturing, which limits its economic feasibility, 
especially in high-wage countries [7].   
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The distinctive features of product disassembly impose specific requirements on the design of efficient 
disassembly systems. Especially the synergetic integration of manual and automated workstations is of 
essence for an economical disassembly [7]. High flexibility in all components of the system is required 
including a modular structure, hybrid workstations, flexible material flow and flexible tools [7]. Agile 
disassembly systems  realize these attributes by focussing on the integration of flexibly automated resources 
in a hybrid factory to deal with varying product specifications [8]. The concept is based on the idea of 
combining learning robots with human operators to increase productivity and reduce operative costs while 
maintaining enough flexibility to deal with inherent uncertainties. Robots with cognitive abilities and 
problem-solving competencies take over suitable disassembly tasks from human operators but are backed 
up manually in case of operational failures. A modular system structure with loosely linked disassembly 
stations allows for a flexible material flow to realize product instance-specific routings. Besides that, the 
system can adjust its capacity to volatile production programs by adding, removing or substituting stations. 
This enables the system to reconfigure and adapt to changing events throughout multiple production periods 
[8]. While the hybrid system architecture poses a prerequisite for efficient disassembly, a suitable planning 
and control system is vital to exploit the additional degrees of freedom.  

To overcome the challenges in agile disassembly systems, a control system must aim to resolve the following 
requirements: The control system must (A) manage a highly flexible and dynamic material flow, as the 
redundancies in the system allow many routing alternatives while coping with complex system and order 
states. Besides that, the control system must (B) adapt to different system configurations and loads to ensure 
good allocation decisions in a continuously changing system environment due to frequent system 
reconfigurations. As the high degree of uncertainty in remanufacturing leads to ineffective production plans 
[9], this paper neglects predictive schedules and focuses on reactive order allocation.  

2. Related Work

Disassembly planning and control is a broad research field with a rising interest in the last decades [10]. 
Nevertheless, there is limited research available on appropriate methods that address the specific challenges 
in agile disassembly systems. Available approaches are either too rigid for reactive control tasks, neglect 
hybrid systems or do not focus the organizational level and don’t scale for disassembly systems with multiple 
stations. Tang et al. propose a promising solution to simultaneously control the disassembly sequence and 
the allocation of operations and stations [11]. The approach is dynamic in a way that it doesn’t rely on an 
initial disassembly plan. However, tasks are not distributed among different stations, as all stations have the 
functional capacity to fully disassemble a discarded product. Concerning the allocation of operations to 
specific disassembly stations, Kim et al. state as well that predefined disassembly plans are rarely effective 
as actual system states mostly diverge from the planned system states [12,13]. Therefore, they propose an 
approach where the initial disassembly plan is rerouted in case of occupied stations or machine failures. In 
contrast, Hrdina and Zülch state that merely rescheduling a predefined disassembly schedule isn’t sufficient 
to cope with the high degree of uncertainty in a disassembly system, as often systematic changes have to be 
implemented for further scheduling. Instead, decisions should be made dynamically and individually for 
each operation [14]. They introduce a dynamic control system for a manual disassembly line which enables 
a simulation-based optimization of operations. Stations can adjust disassembly operations or methods and 
operations can be shifted to subsequent stations. Paschko et al. identify that static measures for material 
release control such as ConWIP result in efficiency losses when applied in highly uncertain environments of 
disassembly systems [15]. Instead, they propose an adaptive control logic based-on reinforcement learning, 
which takes system information into account. In [16] a dynamic control logic is proposed for agile hybrid 
disassembly systems. It balances the allocation of disassembly tasks between a flexible robot and a human 
operator considering different quality conditions of discarded products. The approach is based on Deep Q-
Learning which shows promising results in reducing operational failures and reducing operational costs and 
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system makespan when compared with a priority rule heuristic. The investigated system and the control 
problem are close to the setting at hand. However, the deployed reinforcement learning agent requires 
retraining and tuning after the disassembly system is reconfigured, limiting its adaptivity and applicability 
in practice.  

Heuristic priority rules (PR) are often used as a simple means to control the material flow in conventional 
production systems [17]. Using priority rules to make individual, self-organized and robust routing decisions 
(see [18]) can be suitable for agile disassembly systems. However, no singular priority rule optimizes the 
material flow over all possible system configurations [17]. Hence, multiple rules can be combined through 
a parametrization to depict a more diverse control mechanism and allow adjustments of the control via 
reparameterization.  Typically, priority rules are applied to sequencing problems, with only a few relevant 
approaches explicitly exploring them for order-to-station allocation problems in flexible job shops.  In 
[19] and [20] stations are enabled to select the next order they process from a set of pending orders. The
selection is based on priority rules. Stecke et al. conclude that the effectiveness of priority rules is highly
dependent on the system configuration while Xanthoplous et al. emphasize that a combination of rules yields
favourable results [19,20]. In [21] and [18] an operation selects the next station it is being processed on. In
these cases, the usage of priority rules leads to an increased system performance compared to a random
station allocation. In the scope of product disassembly, Guide et al. present an approach, that uses priority
rules for disassembly sequence planning to determine the processing order in the input buffer of a
disassembly station [22]. In general, however, the usage of priority rules is very limited.

Even though disassembly control is a vibrant research topic, to the best of the authors’ knowledge, only a 
few existing approaches are suitable to control agile disassembly systems. Priority rules on the other hand 
are a well-established means in flexible job shops, but, despite their promising potential, they haven’t been 
applied to flexible disassembly shops yet. Following this research deficit, a novel adaptive control logic for 
agile disassembly systems based on heuristic priority rules is proposed in this work. First, domain-specific 
priority rules are presented, which are fused in a weighted sum to result in a joint priority score. Weights are 
optimized according to the target criteria, urging for near-optimal foresighted order allocation decisions in a 
complex disassembly environment (A). To account for adaptivity, the logic is furthermore extended by a 
metaheuristic optimization module to re-parameterize the control system after changes in system 
configuration (B). 

The remainder of this paper is structured as follows: Section 3 presents the agile control approach, 
comprising the system architecture, the rule-based control module and the module for system re-
parameterization with five different optimization algorithms. In section 4, the different algorithms are 
validated and compared by efficiency and solution quality. Eventually, section 5 concludes the paper with a 
summary and outlook on future work.  

3. Approach

The proposed approach builds on the system architecture depicted in Figure 1. It encompasses a model of 
the agile disassembly system including an executable discrete-event simulation. Combined with the control 
system module determining the material flow, the Operation perspective is marked. Additionally, to 
accommodate reconfiguration capabilities, a Reconfiguration perspective is introduced, featuring a system 
configurator and a control optimizer for the control system. Unlike the control system, both modules 
strategically adjust the system at designated time points without direct interference during system operations. 
Given a production program comprising multiple subsequent production periods, the system is typically 
adapted between these periods in two steps. First, a new system configuration is generated by a system 
configurator with functionalities like capacity and layout planning, enabling structural adaption. Second, the 
control optimizer adapts the control system for a logical adaption using an image of the new system 
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configuration. In the following, the focus is on the system model, the control system and the control 
optimizer, which will be described in detail. Due to limited scope, the system configurator will not be 
extensively covered in this paper. However, a compatible approach can be found in [23]. 

3.1 System Model  

In its basic features, the agile disassembly system is based on the model established in [16]. However, the 
model is slightly extended, hence, modifications will be specifically highlighted in the following. 

The agile disassembly system pursues to disassemble a set of orders 𝑂 = (𝑜1, 𝑜2, … ), predefined by a given
production program and released to the system. The overall aim of the disassembly system is to maximize 
the number of fully disassembled orders given a defined amount of resources. To fully disassemble an order, 
product-specific disassembly tasks must be processed. The set 𝑇𝑠𝑘𝑠𝑖 = (𝑡𝑠𝑘𝑖,1, 𝑡𝑠𝑘𝑖,2, … ) denotes the sum
of all possible disassembly tasks throughout the entire disassembly process of order 𝑜𝑖. However, it is not
always necessary to process all tasks in 𝑇𝑠𝑘𝑠𝑖 , as alternative disassembly sequences are possible. Let
𝑇𝑠𝑘𝑠𝑖,𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 = (𝑡𝑠𝑘𝑖,1, 𝑡𝑠𝑘𝑖,2, … ) be the set of all disassembly tasks of order 𝑜𝑖 that can be processed at the
current time. The orders are processed by a set of stations 𝑆 = (𝑠1, 𝑠2, … ) which can be adjusted between
production periods. Each station has a different set of capabilities so that the disassembly system can adjust 
its functional and operational capacities to new requirements by reconfiguring itself. The capabilities of 
station 𝑠𝑗 can be denoted as 𝐶𝑎𝑝𝑗 = (𝑡𝑠𝑘1, 𝑡𝑠𝑘2, … ). Meanwhile, the set of stations that are capable of
processing task 𝑡𝑠𝑘𝑖  is noted as 𝐸𝑛𝑎𝑏𝑖 = ( 𝑠1, 𝑠2, … ). A specific instance of a task, when executed on a
station, marks an operation 𝑜𝑝𝑖.

The simulation includes order-specific processing times and failure rates. The product structures and 
corresponding disassembly tasks are modelled and organized by disassembly Petri nets, similar as proposed 
in [11,24]. As the state of EOL products can strongly differ when entering a disassembly system, quality 
classes are introduced to better depict reality. The quality class influences the processing times, operation 
failure rates and the capability of a station to perform a task.  

To account for the hybrid nature of the disassembly system, three distinct station types with varying 
capabilities and attributes are introduced. The first type are Manual Stations (MS), which rely on human 
operators and possess the ability to perform all disassembly operations. Although they offer the highest level 
of flexibility, operating these stations can be costly. The second type, Automatic Stations (AS), stand out 
due to their rapid and nearly deterministic operation times. However, their capabilities are limited to routine 
tasks and disassembling products that are in good condition. Conversely, Robotic (Learning) Stations (RS) 
gradually extend the scope of automatic resources. Equipped with flexible tools and cognitive abilities, RS 
are capable of assuming a broader variety of tasks. Moreover, they can effectively solve minor problems and 

Figure 1: Overview of the system architecture 
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autonomously deal with anomalies which is prerequisite for many disassembly tasks. In addition to the 
individual station instances, an integral part of the system is the employment of automated guided vehicles 
(AGV), which facilitate the transportation of orders between the stations [25]. 

Overall, the introduction of these three station types, namely MS, AS and RS, along with the use of AGV, 
enables an effective and efficient operation of the disassembly system. 

3.2 Control Logic 

Released disassembly orders are initially vacant and require an allocation decision including both the next 
disassembly task and the next station for the next disassembly operation. In most cases, multiple disassembly 
tasks ∀𝑡𝑠𝑘𝑖 ∈ 𝑇𝑠𝑘𝑠𝑖,𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒  can be processed by several stations ∀𝑠𝑗 ∈ 𝐸𝑛𝑎𝑏𝑖, making the decision very 
complex. Each allocation option can be described as a tuple (𝑡𝑠𝑘𝑖, 𝑠𝑗) corresponding to a specific operation 
denoted 𝑂𝑝𝑖,j. To select the optimal operation, multiple priority rules Π are used to calculate individual rule-
specific scores 𝑣𝑘 ∈ ℝ, 𝑣𝑘 ∈ [0,1]. Thereby, each π ∈ Π = [π1, π2, … , π𝐾] is given a weight 𝑤𝑘 for scaling 
and to foster the rule-specific importance, while ∑ 𝑤𝑘 = 1 needs to be respected for a convex combination 
of the individual weights. Eventually, for each operation, a total score 𝑣Total(𝑂𝑝𝑖,𝑗) can be facilitated by a 
weighted sum to identify the most suitable operation:  

𝑣𝑇𝑜𝑡𝑎𝑙(𝑂𝑝𝑖,𝑗) = ∑ 𝑤𝑘𝑣𝑘

𝐾

𝑘=1

 (1) 

The main goal of the agile disassembly system is to unburden human operators and effectively integrate 
automated resources while increasing the productivity of the system. Therefore, the main performance 
indicators for the agile disassembly system are throughput - if time is limited - or makespan - if the order 
backlog is limited. Appropriate priority criteria need to balance operational and tactical preferences to 
improve said performance indicators. Thus, the following three rules are presented:  

Lowest Buffer Utilization (LBU) scores stations by the number of orders that are in the input- and output 
buffer of a station. This is done by calculating the relative proportion of buffer spaces occupied. Hereby 
𝑐𝑎𝑝𝑗 denotes the maximal buffer capacity of station 𝑠𝑗 and 𝑜𝑐𝑢𝑝𝑗,𝑖𝑛/𝑜𝑢𝑡 the occupied input and output buffer.  

𝑣𝐿𝐵𝑈(𝑂𝑝𝑖,𝑗) =
𝑐𝑎𝑝𝑗 − (𝑜𝑐𝑢𝑝𝑗,𝑖𝑛 + 𝑜𝑐𝑢𝑝𝑗,𝑜𝑢𝑡)

𝑐𝑎𝑝𝑗
 (2) 

Lowest Station Cost (LSC) prioritises stations based on their costs. These can be hourly costs or simply 
relative cost rates. The station costs of station 𝑠𝑗 are denoted as 𝑐𝑗. For scaling, it is set into relation with 
the highest station costs 𝑐𝑚𝑎𝑥 and the lowest station cost stations 𝑐𝑚𝑖𝑛 of all deployed stations (min-max 
normalization).  

𝑣𝑆𝐶𝑅(𝑂𝑝𝑖,𝑗) =
𝑐𝑚𝑎𝑥 − 𝑐𝑗

𝑐𝑚𝑎𝑥 − 𝑐𝑚𝑖𝑛
 (3) 

Finally, Shortest Processing Time (SPT) calculates the mean processing times of certain disassembly tasks 
on specific stations. Stations with shorter processing times are preferred. Unlike the previous two, SPT is a 
common priority rule, well-known in the scheduling literature [26]. However, while conventional 
approaches usually consider deterministic processing times, this approach builds on historic data to 
account for uncertainty. Thus, a rolling window of the last operations is used to calculate 𝑡𝑖,𝑗

𝑎𝑣𝑔, the mean 
and expected processing time of 𝑡𝑠𝑘𝑖  processed on stations of the same type as 𝑠𝑗. For a normalized score 
𝑣SPT, 𝑡𝑖,𝑗

𝑚𝑒𝑎𝑛 is compared with the maximum 𝑡𝑖,max
𝑚𝑒𝑎𝑛 and minimum 𝑡𝑖,min

𝑚𝑒𝑎𝑛  mean processing times for tski of 
all capable stations:  

786



𝑣𝑆𝑃𝑇(𝑂𝑝𝑖,𝑗) =
𝑡𝑖,𝑗

𝑚𝑒𝑎𝑛

𝑡 𝑖,𝑚𝑎𝑥
𝑚𝑒𝑎𝑛 − 𝑡𝑖,𝑚𝑖𝑛

𝑚𝑒𝑎𝑛 (4) 

The given priority rules have broad applicability, suitable not only for remanufacturing but also for agile 
production systems. However, the control system is not limited to them but can also incorporate other rules 
that are common in linear production. The given ones are chosen as examples due to their ability to balance 
system utilization and cost-effectiveness-to-throughput ratio under uncertainty, an emerging challenge 
closely associated with the proliferation of  hybrid disassembly systems. 

Through changes in the system configuration and the production program, a shift in the optimal 
parametrization is observable. Figures 1-3 depict the changes in the system efficiency of individual 
parametrizations that result from changes in the production system. All figures show the exhaustive convex 
solution space for all possible weight combinations, based on an individual system configuration. Each point 
in a figure represents a parametrization 𝑤 which was simulated 20 times to account for stochastic behaviour. 
The colour indicates the number of orders which were disassembled during an eight-hour shift. Additionally, 
the red circle marks parametrizations that yield results within 2.5% of the found optima. Figure 2a 
corresponds to systems with a high proportion of MS in the system configuration. Figure 2b is generated 
from a system with many orders from low-quality classes which must be disassembled. Figure 2c depicts 
the influence of the order release. A ConWIP logic is used in all cases, while in case of Figure 2c, the fixed 
WIP-limit is reduced by half.  

This paper aims to enable the control system to adapt its parametrization and thereby optimize the material 
flow individually for every time period. This way the flexibility of the agile disassembly system can be 
leveraged more optimally.  

To re-optimize the parametric control, four different metaheuristics are implemented and compared against 
a robust parameter set. The metaheuristics can be classified as population-based and local search methods 
[27]. A grid search was applied to all metaheuristics to determine the optimal parameter configuration. 

Simulated Annealing (SA) is a local Search Metaheuristic that is based on the cooling behaviour of metals 
[28]. It distinguishes itself from other local search methods by accepting worse solutions with a defined 
probability influenced by an iteratively changing temperature. By gradually decreasing the temperature, the 
algorithm transitions from exploration to exploitation. Contrarily Particle Swarm Optimization (PSO), 
Evolutionary Algorithms (EA) and Artificial Bee Colony (ABC) are population-based metaheuristics,  

Figure 2: Amount of fully disassembled orders for different system configurations (a) High proportion of MS, b) 
Many low-quality orders, c) Low WIP-limit) depending on parametrization – Red border indicates parametrizations 

that are within 2.5% of the best solution 
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however, all of them utilize different search strategies. PSO mimics the movement of animal groups by 
moving the population throughout the search space [29]. Hereby the movement is influenced by the best 
solution for each entity and the best solution for the population. EA is based on the principle of natural 
selection [30]. Through three basic operations; selection, crossover and mutation, the fitness of the 
population is incrementally increased. Lastly, ABC additionally combines aspects from local search and 
random search as the neighbourhoods of the best solutions are predominantly searched and non-improving 
solutions are periodically reinitialized randomly [31]. 

4. Validation

To evaluate the effectiveness of a dynamic reparameterization of the production control, six use cases were 
defined each simulating an eight-hour shift. The use cases differ in their production program, machine setup 
and release mechanism. Due to the high complexity of fully depicting all modifications and the limited scope 
of the paper, only a qualitative description of the modifications is given in Table A1. All simulations consider 
six different products for disassembly, each with a different number of quality classes (ranging between 3 
and 5), which additionally influence processing times and the capabilities of machines. As mentioned above 
the costs to operate MS (10 cost units) are costlier than RS (7 cost units) and AS (5 cost units). The products 
are also distinguishable through different degrees of complexity as the number of components and alternative 
disassembly sequences can change. To benchmark the effectiveness of the optimizers, the results are 
compared with a robust, however static parametrization. This parametrization corresponds to w = (1

3
, 1

3
, 1

3
) 

and was determined by selecting the best static parametrization throughout the six use cases. The 
hyperparameters for each metaheuristic were optimized through a grid search in an area guided by related 
literature and preliminary experiments. Each optimizer is evaluated through the mean number of fully 
disassembled orders which is calculated by a sample of five simulation replications per use case with varying 
seeds to account for stochasticity. The overall increase in system efficiency is presented in Table 1. 

Firstly, all optimizers outperform static parametrization, which indicates that adaptive control is beneficial. 
The degree of improvement strongly depends on the considered use case. This can be explained by the fact 
that in some cases the robust parameters are close to the optimum and further improvement is simply not 
possible (e.g., use case 1). However, in other cases a change in parametrization results in large improvements 
(e.g., use case 6). Especially in cases where the RS and AS can only execute a small proportion of the overall 
tasks, it is vital to utilize these stations as much as possible. This often requires case specific adjustments to 
the parametrization, hence creating possibilities of improvement through optimization. Focussing on the 
mean improvement, the ABC provides the best results and the EA the smallest amount of improvement. 
Nevertheless, except for the EA, all optimizers are within a span of 2%. This motivates to additionally take 
the convergence speed of each algorithm into account. 

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Mean 

Robust Parameters 732.2 1016.8 1474.4 578.6 4243.2 741.4 0.00% 

Simulated Annealing 718.4 
(-1.88%) 

1053.8 
(3.64%) 

1550.2 
(5.14%) 

670.2 
(15.83%) 

4490.0 
(5.82%) 

1029.6 
(38.87%) 11.24% 

Particle Swarm 
Optimization 

739.8 
(1.04%) 

1063.6 
(4.60%) 

1512.4 
(2.58%) 

660.6 
(14.17%) 

4523.4 
(6.60%) 

1013.4 
(36.69%) 10.95% 

Artificial Bee Colony 
Optimization 

729.2 
(-0.41%) 

1087.0 
(6.90%) 

1550.2 
(5.14%) 

664.8 
(14.90%) 

4514.4 
(6.39%) 

1031.6 
(39.14%) 

12.01% 

Evolutionary Algorithm 705.4 
(-3.66%) 

998.8 
(-1.77%) 

1543.6 
(4.69%) 

624.4 
(7.92%) 

4365.2 
(2.88%) 

984.6 
(32.80%) 

7.14% 

Table 1: Mean number of orders fully disassembled by metaheuristic after optimization – Percentual efficiency 
increases compared to robust parameters indicated in brackets  
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Figure 3 exemplary illustrates the development of the current best-found solution throughout the algorithm. 
The fitness value is plotted against the number of performed simulation runs. As each evaluation of a 
parametrization requires one simulation run, this unit of measurement allows comparing the different 
metaheuristics. An analysis based on the number of iterations isn’t possible since population-based 
approaches require multiple function evaluations per iteration compared to local search methods. 

The fitness values of Figure 3 do not strictly mandate the results that are seen in Table 1. As the simulation 
is stochastic, a high fitness during optimization does not inevitably ensure a good outcome in the actual 
production period. The convergence speed is also quantitively analysed in Table A2 by taking the mean 
number of simulation runs required to overcome the threshold of within 2% of the best-found fitness value. 
It can be said that the EA yields the slowest improvement of the optimizers, which confirms the prior findings 
from Table 1. The results of SA, ABC and PSO are comparable. SA seems to converge faster than the 
population-based approaches throughout the use cases 1-5, but the discrepancy in use case 6 is significant. 
This could be interpreted as a statistical outlier or a possible edge case described in use case 6. Nevertheless, 
SA and PSO demonstrate a high convergence speed on average. 

5. Conclusion

This paper comprises a model and control system for agile hybrid disassembly systems in remanufacturing. 
In order to boost the system efficiency, a combined priority rule approach that reactively allocates 
disassembly orders to suitable stations has been proposed. The approach shows promising results while 
posing a suitable method for industrial practitioners due to its intelligible nature and domain-specific 
expandability. Besides that, the combination of multiple priority rules is to be highlighted at this point, as it 
yields better results than conventional uni-criterial approaches in complex environments such as the 
disassembly domain. Besides that, it is shown that logical adaptions must follow structural adaptions in case 
of a system reconfiguration, for which reason, the approach was extended by a simulation-based 
metaheuristic parameter optimizer.  While all reparameterizations outperform the robust parameters, ABC 
produces the best results. However, PSO and SA require less time to achieve a reasonable outcome.  

While preliminary experiments indicated that the selected priority rules (𝐿𝑆𝐶, 𝐿𝐵𝑈, 𝑆𝑃𝑇) yield good results, 
further rules should be incorporated to potentially enhance effectiveness. In particular, a multi-priority rule 
heuristic based on more than three rules should be investigated. Besides that, a comparison with more 
sophisticated generalized control approaches such as RL-based allocation agents could reveal interesting 
findings. Eventually, the approach should be validated on a real scenario to bridge the gap to 
industrialization.  
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Abstract 

Companies in the manufacturing sector are confronted with an increasingly dynamic environment. Thus, 
corporate processes and, consequently, the supporting IT landscape must change. This need is not yet fully 
met in the development of information systems. While best-of-breed approaches are available, monolithic 
systems that no longer meet the manufacturing industry's requirements are still prevalent in practical use. A 
modular structure of IT landscapes could combine the advantages of individual and standard information 
systems and meet the need for adaptability. At present, however, there is no established standard for the 
modular design of IT landscapes in the field of manufacturing companies' information systems. This paper 
presents different ways of the modular design of IT landscapes and information systems and analyzes their 
objects of modularization. For this purpose, a systematic literature research is carried out in the subject area 
of software and modularization. Starting from the V-model as a reference model, a framework for different 
levels of modularization was developed by identifying that most scientific approaches carry out 
modularization at the data structure-based and source code-based levels. Only a few sources address the 
consideration of modularization at the level of the software environment-based and software function-based 
level. In particular, no domain-specific application of these levels of modularization, e.g., for manufacturing, 
was identified. 

Keywords: Information System; Modularization; IT Landscape; Manufacturing; Literature Review 

1. Introduction

Dynamic production environments lead to a need for adaptable processes in manufacturing companies [1]. 
Adaptable processes require changeable IT systems and the resulting IT landscapes to enable and support 
such processes [2]. In this context, an IT landscape is to be understood as the sum of the individual 
information systems used [3]. Today's major information systems in manufacturing companies are mainly 
monolithic, rigid, and unsuitable for such a requirement [4]. A typical life cycle of such a monolithic 
information system lasts 7-10 years, and the information systems’ configuration and design are based on the 
initial requirements from the beginning of the respective life cycle [5]. The needed incremental adaptation 
of these changing requirements over time only happens individually and is not structured, and thus the 
information system cannot adapt to the dynamic environment.  

Studies show that future-proof information systems and the resulting IT landscapes must be flexible, 
functional, and consistent [6]. This can be achieved through a modular approach. A modular approach offers 
the added value that individual modules can be developed independently, used selectively, and configured 
according to demand [7]. Furthermore, due to the above-mentioned requirement for flexibility, a quick 
implementation can be carried out in the event of changing requirements [7]. Modularization of information 
systems is a promising path to a holistic best-of-breed approach [8,9]. A best-of-breed approach requires that 
the best solution for the specific use case is selected and implemented (cherry-picking) [10]. Modularizing 
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information systems can enable the suitable composition of modules for the needed functionality fit within 
a modular IT landscape. The functionality is tailored to the respective use case, as just the fitting modules 
(in the sense of the best-of-breed approach) can be used. This suitable functionality can be achieved in 
modules, if modules consist of business-related functions that fit together and are only loosely connected to 
their environment. Hereby a module is defined as loosely coupled with other modules and having a high 
cohesion of its components within the module [12]. This definition of a module also has an advantage for 
consistency - interfaces will only exist where they are needed. This is in direct contrast to IT landscapes as 
they exist today. In today's IT landscapes, monolithic information systems prevail. Their size and complexity 
makes them slow to change and hinder the capacity of companies to adapt to a changing environment [11]. 
A monolithic system always means compromises. Thus, it is crucial to focus on the modularization of 
information systems to enable modular IT landscapes and adaptable processes. 

This paper analyzes and presents existing approaches to modularizing information systems within IT 
landscapes. Particularly relevant is the classification in a domain-specific reference. The aim is to present 
distinct types, respectively levels, of software modularization and to analyze whether any types of software 
modularization are underrepresented in the scientific consideration to date. This will test the hypothesis that 
domain-specific modularization of information systems in manufacturing companies does not exist in the 
necessary form seen in the market. This goal is pursued with systematic literature research. The research 
question to be answered is: What types of software modularization exist, and are any particular types of 
software modularization underrepresented in science?  

This paper is divided into five chapters. After the introduction, the conducted method is discussed and 
presented in detail. Chapter 3 presents the results of the research. Chapter 4 deals with the discussion of the 
results obtained before a critical appraisal and an outlook is given in Chapter 5. 

2. Applied methodology

The overarching method is based on the systematic literature review framework according to vom Brocke et 
al. and consists of five steps [13]:  

1. Definition of review scope
2. Conceptualization of topic
3. Literature search
4. Literature analysis and synthesis
5. Research agenda

Defining the scope of the literature review ensures that the objectives of the given research question are 
systematically implemented throughout the literature review process. The taxonomy of the literature review, 
according to Cooper, supports this [14]. The figure below shows our definition of the review scope for our 
research question. 

Figure 1: Definition of the review scope of this paper (Following Cooper [14]) 

Characteristic Categories

goal integration criticism central issues

perspective neutral representation espousal of position

organisation historical conceptual methodological

audience specialised scholars general scholars practitioners / politicians general public

focus research outcomes research methods theories applications

coverage exhaustive exhaustive and selective representative central/pivotal

Scope of this paper None scope of this paper
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The goal of the paper is the integration or, more specifically, the synthesis of existing approaches to software 
modularization and the derivation of existing central issues of these approaches for the application context 
of the design of the modular IT landscape of manufacturing companies. It follows that the literature review 
is classified as an espousal of position, as we want to synthesize the literature accordingly to consider whether 
the consideration of the application of software modularization approaches has already been studied 
scientifically. A view from an espousal perspective does not contradict the necessary scientific neutrality as 
long as the conclusions are logical and transparent, which we ensure through the detailed description of our 
methodology [14]. The organization of the relevant sources to generate the knowledge to answer the research 
question is accomplished through the development of a framework. The literature review is conceptual in 
character and aims at combining similar approaches [14], in our case, software modularization approaches. 
The framework is aimed at scientists from different fields, as the paper's topic is located at the interface 
between computer science and production management. The focus of the material of the literature review 
cannot be classified precisely, as existing research methods, research outcomes, applications, and theories 
can contribute to the development of the framework. According to Cooper, exhaustive and selective coverage 
is suitable for an integrative literature review [14], as it allows for the necessary comprehensive investigation 
with the simultaneous synthesis of the literature. Accordingly, we have chosen the exhaustive and selective 
coverage category for our literature review. The definition of the review scope serves as a guideline for the 
entire literature review and as input for the next steps. 

The second step is the rough conception of the topic field, which enables the derivation of the search strings 
for the literature review steps [13]. The rough conception of the topic field is based on the research questions. 
The overall theme of the paper are modular IT landscapes, and the research questions focus on the formation 
of modules within information systems (and thus IT landscapes) under the application of a method. Modules 
in this paper's context are formed from IT landscape information systems. To achieve this, it is necessary to 
design information systems modularly. Thus, in the literature search, modules of information systems are 
focused. In the context of this paper, modules are understood as system components that should have a loose 
coupling between each other and a high cohesion of their respective internal elements [12,15,16]. 
Furthermore, the term “software” is synonymous with “information system” in the literature research. For 
the procedure of module formation, different terms are used. The term “modularization” describes the 
division of an information system into modules [15]. Other terms used by authors instead of modularization 
in this context are “structuring” and “decomposing”[15,16], which are used as synonyms for 
“modularization” in the literature review. The keywords for the systematic literature research are derived 
from the formation of modules within information systems under the application of a method. 

For the search strings of the systematic literature research, the term “module” is used as keyword 1. 
Furthermore, to ensure that the modules considered in the literature search, are modules of information 
systems, the term “information system” is used as keyword 2, as well as its synonym “software”. Since the 
research questions are about forming modules and not just examining modules themselves, the method of 
forming modules is focused on in the literature review. Thus, the term “modularization” as well as its 
synonyms “structuring” and “decomposing” are used as keyword 3. Based on this conception of the thematic 
field, the following search strings were developed (see Table 1). 

Table 1: Search strings for the literature review 

Nr. Key Word 1 Boolean 
Operator

Key Word 2 Boolean 
Operator

Key Word 3 
1 Module AND Software AND Structuring 
2 AND Modularization 
3 AND Decomposing 
4 AND Information system AND Structuring 
5 AND Modularization 
6 AND Decomposing 
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In the third step, a literature search was conducted. Based on a search string search in electronic databases, 
a multi-stage filtering and screening process was carried out following vom Brocke et al. and Moher et al. 
to reduce the number of publications to be considered systematically [13,17]. The framework of this process 
was documented using the STARLITE method (see Table 2).  

Table 2: Documented literature search according to STARLITE [18] 

Element Description 

Sampling strategy Consideration of all literature within defined boundaries 

Type of studies Scientific articles, books, and PhD-Thesis 

Approaches Search strings search in electronic databases 

Rang of years 2014 until 06/2023 

Limits No duplicates; only English or German publications; publicly available publications 

Inclusion and exclusion Including: software modularization or information system modularization; Excluding: 
Product modularization; Ontology modularization; service modularization 

Terms used See Table 1. 

Electronic sources Scopus 

Figure 2: Filtering and Screening process of the literature search 

The resulting publications, including the documentation of the filtering and screening process, can be found 
in the following document: https://epub.fir.de/frontdoor/index/index/docId/2704.  

The literature review and synthesis are to be conducted to identify the approaches used for software 
modularization and, using these approaches, to derive which levels of software modularization. For this 
purpose, the objects of modularization used per paper are to be first analyzed and, based on these objects, a 
framework of the different levels of software modularization is to be developed by assigning thematically 
related objects to a level of software modularization. Objects of modularization describe those objects that 
are combined into modules by the respective modularization process. The derivation of the research agenda 
is done in section 4 based on the findings of section 3. 
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3. Results of the literature review

This chapter presents the results of the literature review. The research papers were examined according to 
different approaches to modularization – concrete the objects of modularization. Objects of modularization 
refer to those aspects that are combined and thus result in a module. Overall, the following objects of 
modularization were identified during the described literature review: requirements, organizational units, 
conceptual model use case, GUI-based functions, artifacts, classes, subset of program functions, features, 
domain entities, aspects, packages, and source code. The identification of the mentioned objects of 
modularization within the examined papers shows that different kinds of objects are considered. This 
becomes clear for example since requirements determine the needs for a software application, classes 
describe the software-technical structuring of methods and source code the executable syntax of the software 
application. 

Since the paper's goal is to synthesize existing approaches to software modularization and derivate existing 
central research gaps in the application context of the design of the modular IT landscape of manufacturing 
companies, an initial, generally valid approach for the synthesis is necessary. The V-Model is used as the 
basis of the synthesis, enabling a generic and holistic view of the software development process. The V-
Modell is an established standard in software development and enables the decomposition of software 
development processes into different levels of consideration (see Figure 3) [19–21].  

Figure 3 V-Modell for Software Engineering following Dröschel et al. [19] 

A strongly business-driven approach characterizes the first step of the V-Modell. The software requirement 
analysis specifies requirements for software functionalities and external interfaces. Then, in the second step, 
the software is divided into individual components, and the interfaces between the individual components 
are defined. A critical component is also the assignment of requirements to the respective components. In 
the third step of the V-Modell, the data-related description of individual software components takes place 
through component descriptions, data catalogues, and the necessary data relationships. The fourth step of 
the V-Modell considers the implementation of the data-related description of the individual components 
through the implementation of the components through source code. [19] The subsequent consideration of 
the different test steps is not relevant in the context of this paper and will thus not be discussed. 

A framework for holistic software modularization was developed based on the V-Modell. Four levels of 
software modularization exist: software environment-based, software function-based, data structure-based, 
and source code-based (see Figure 4). The levels differ in their weighting regarding the focus on business-
specific aspects towards a focus on technical aspects with the given order. This differentiation results from 
the associated objects of software modularization. In addition, the mentioned levels of software 
modularization are hierarchically structured. This means that a formed module in a level of software 

• Specification of the requirements for the functionalities of the software
• Specification of the requirements for external interfaces
• Prioritisation and specification of the requirements to be implemented

Software 
requirements analysis

Software rough draft 
/ Architecture

Detailed design

Implementation

Integration test

Testing of software
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System integration
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• Design of the software architecture for subdivision into components
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modularization can be further modularized on a lower level. The modularization on the lower level uses 
different objects than within the higher modularization level.  

      
Figure 4 Framework for holistic software modularization  

The most business-focused view of software modularization is the software environment-based 
modularization, in which primarily external objects are considered as the modularization objects, e.g. 
business units. The level of software function-based modularization considers the decomposition of the 
software system into individual components, considering the functions of the entire system. The level of data 
structure-based modularization has a strong technical focus. Here, the primary goal is to optimize the data 
structure of a single software component by modularizing various objects, e.g., classes. The fourth level of 
software modularization, source code-based modularization, has an exclusively technical focus. In the 
following, the respective levels of modularization are described. 

Software environment-based modularization (Level 1) 

At this level, the software environment is included in the modularization process. The software system is 
influenced by various actors and activities in the environment. These factors can be used for modularization 
approaches. The strongest business focus can be seen at this level of modularization. No technical factors 
are included in the modularization efforts. The modularization objects used at this level are requirements, 
organizational units, and conceptual models (Use Case).  

Requirements (e.g. in [22]) refer to the functional needs of software [12].  Requirements are combined in 
logical groups and modules are developed from them [22]. Another object of modularization are 
organizational units (e.g. in [23]). Here, modules are formed that can be designed based on the organizational 
unit in which they are used (e.g. production planning, sales, or procurement). Organizational units are 
structures in a company, that can be complemented by the responsibilities of the unit and size means the 
number of involved people [24]. The object of modularization is therefore directly dependent on the 
company's structure. Use cases refer to fields of application that are mapped in software. The Use Case 
describes the interaction between a product and the actor [25]. Based on the definition of use cases, various 
specific situations can be mapped, which can then be combined in software as a module. 

Software function-based modularization (Level 2) 

At the level of software function-based modularization, the individual necessary components are used at the 
function level to define and design suitable modules. This is the first time that a technological design of 
business components has taken place. The analysis of the available research papers just shows one approach 
where functions based on the GUI elements (e.g. main window, menu bar) are used as an object of 
modularization [26].  
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Data structure-based modularization (Level 3) 

At the level of data structure-based modularization, mainly technical components are used to form modules. 
There is a strong data-related focus that structures the individual data points and makes them available as 
objects for modularization. The research conducted here shows a large number of objects that are used to 
form modules. These are artifacts, subsets of program functions, classes, features, aspects, domain entities, 
and packages.  

Artifacts (e.g. in [27]) are software elements produced during the software development process. In this 
context, an artefact can be defined as the structure, routines, or values of software [28]. Subset of program 
functions (e.g. in [29]) means those functions that are necessary for the operation of the software. This can 
mean, for example, memory capacities. The object of modularization here therefore refers to the higher-level 
technical functions and not to the procedural implementation of tasks. Domain Entities (e.g. in [30]) are 
objects in software always related to a data point. This means that a recurring data point classifies as an 
entity and thus works like a variable in software. The reverse conclusion is that the object of modularization 
tends to lead to very finely granular modules. A package combines various individual classes of software. 
This shows the connection to the classes that are also analyzed as objects of modularization (e.g. in [31]). 
Classes unite features of the software. Features are, for example, attributes or methods. These classes then 
have the same features. [12] Here a hierarchical arrangement of the objects of modularization can be seen, 
which results in a different granularity of the modules depending on the application. Aspects of software 
(e.g. in [23]), on the other hand, refer to software functionalities that do not contribute to the business logic, 
such as the logging of input data. In summary, modularization is carried out at all levels of a software 
hierarchy. The objects of modularization are usually sub-objects of a higher hierarchy level.  

Source code-based modularization (Level 4) 

On the fourth level of modularization, only technical objects are used to form modules. The reference to the 
business logic is no longer present and a purely technical implementation is carried out or used for 
modularization. Only one modularization object can be assigned to this level - the source code. 

Source code (e.g. in [22]) can be defined as a human-readable form of a program in a programming language. 
Modularizations at the code level mean the sensible combination of areas of the source code. Here, 
modularization means that lines of code are clustered which can be expected to facilitate the implementation 
or execution of the software [32]. This makes the developer's work easier, as no things must be implemented 
twice, which also improves the performance of the software.  

4. Discussion of the results

The results of the systematic literature research clearly show that there is a focus area in software 
development in which modularization activities are already taking place today. In the big picture, 
modularization as a driver for making software more flexible and improving its functionality aims to break 
down software boundaries and thus design entire IT system landscapes through modules. The papers 
analyzed here clearly show that the efforts toward modularization are only considered in a detached IT 
system. The reference to the structure of an IT system landscape is completely missing. Furthermore, in the 
division of the classification of the papers in the developed framework, it becomes clear that only a few 
objects of modularization could be identified on the level of software environmental-based and software 
function-based modularization (level 1 and 2) (see Figure 6).  
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Figure 5 Distribution of the papers in the levels of the developed framework 

Modularization takes place on the data structure-based and software code-based modularization level (levels 
3 and 4), but the reference to the actual business logic is mostly missing. On the first two levels, it is about 
requirements and the realization in the respective business logic - there are hardly any objects of 
modularization in use in science. Especially in this context, the domain reference is absent, and the initial 
established hypothesis established can be verified. Domain reference and the consideration of requirements 
or functions of business logic are not considered. However, this domain-specific perspective is necessary to 
form modules considering the business logic. Thus, the research questions can be answered. Predominant 
modularization approaches take place, for the most part, on the technical-focused levels of software 
modularization. This means that mainly software development components are considered that have no 
connection to business logic. The reference to the application domain could not be identified. This shows 
the research gap in business-focused modularization. 

5. Conclusion and Outlook

In theory, modular IT landscapes and the modular information systems they require have many advantages, 
such as rapid adaptability and transparent interfaces, while at the same time ensuring comparatively low 
costs. However, implementing holistic, modular IT landscapes has not yet been implemented in practice. 
Our literature analysis shows that there is a lack of scientific foundations for software modularization within 
the higher level of software development or the development of IT landscapes. Based on systematic literature 
research, objects of software modularization were examined in existing scientific approaches, and a 
framework for holistic software modularization was derived from this. Types of software modularization 
can be differentiated according to their weighting between business focus and technical focus. The main 
business focus is the modularization type of software environmental-based modularization followed by 
software functional-based modularization. The types of data structured-based and source code-based 
modularization have a technical focus. Modularization on the levels of software environmental-based or 
functional-based modularization is only considered by a minority of authors. This lack of modularization 
approaches at these levels shows the need for future research. For a holistic modularization of software and 
the implementation of modular IT landscapes, modularization approaches are needed at these levels of 
software development. Due to the high relevance of business logic within these levels, a generic view of 
modularization is insufficient. It requires the consideration of business for the respective domain-specific 
application areas. The resulting modularization approaches on the levels of software environmental-based 
and software functional-based modularization are building blocks for future-proof IT landscapes. 
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Abstract 

The manufacturing industry is facing various challenges today - globalization, fast-moving sales markets, 
short product life cycles, individualization, mass production and diversity of variants are trends that will 
continue or even increase in the future. Speed and flexibility in production are thus becoming important 
success factors for companies. To meet the demands of the market, there is a growing necessity to deploy 
employees flexibly within the production process. This increases the need for additional qualification of 
workers. By overlaying reality with virtual cues, Head-mounted displays (HMD) can present information in 
a situation-specific and location-linked manner. Data glasses also offer a high and convertible degree of 
support through the possibility of providing different media forms while both hands are available at the same 
time. Augmented Reality (AR) guidance systems are already available on the market and are suitable as 
permanent assistance systems, but only to a limited extent for qualification aspects. An industrially 
applicable qualification software that collects expert knowledge from skilled workers and then makes it 
available to new or inexperienced employees in an adaptive way that promotes learning is currently not 
available. This paper therefore presents the development of the software AQUA, which taps internal 
expertise with low effort and creates training courses that convey learning content to learners without over- 
or under-challenging them. 

Keywords 

Augmented reality; Adaptive manufacturing; Knowledge management; Assembly; Maintenance 

1. Introduction

While automatic and semi-automatic production are particularly suitable for the manufacturing of only 
a few variants and high quantities [1], manual assembly offers the flexibility for producing smaller quantities 
with a high diversity [2]. Currently, the qualification for assembly or maintenance tasks often takes place by 
means of the "on the job" measure "demonstrate - imitate", in which already experienced employees train 
new workers directly in line. Since the learning process takes place during series production, this can lead 
to overstressing due to time pressure [3]. In order to meet cycle times, there are frequent interruptions during 
the learning processes. The qualification can therefore have gaps [4] and furthermore the quality and duration 
of the learning processes can vary greatly between employees [3]. In addition to demonstration and imitation, 
classic media such as paper instructions support qualification processes. However, these make it difficult to 
transfer theory into practice [2]. Augmented reality-based qualification systems are promising as cognitive 
transfer between instruction and execution can be minimized [5]. HMD are becoming more common in 
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industry, as well as in fields such as medicine, military, and sports, as both hands remain free [2]. Various 
studies have already demonstrated that the execution of assembly processes is faster with the help of AR 
guidance systems and lead to a lower error rate [6] [7] [8] [9]. These guidance systems are already available 
on the market and are suitable as permanent assistance systems, but only to a limited extent for qualification 
as they guide with the same support through assembly and workers thus remain dependent on the system. 
For this reason, the distinction between cognitive guidance/assistance and training/qualification systems is 
important [10]. In particular, given the different display capabilities of HMD, there is a lack of scientific 
guidelines on how a universal user interface should look like. Furthermore, existing training systems for 
HMD lack scalability making economical use impossible so far [2]. The goal of the project “Adaptive 
Augmented Reality based qualification – AQUA” is to develop and evaluate an adaptive AR qualification 
system for HMD to train employees in manual assembly and for maintenance tasks. The software should 
optimally support learners taking into account their learning progress and thus differentiate itself from AR 
guidance systems. In addition, the system adapts to diverse assembly processes by integrating new work 
instructions and learning content with as little effort as possible. In this way, the initial creation effort for 
AR trainings reduces in particular to ensure acceptance. In addition, the training creation should/must be 
possible for practical authors (e.g. supervisors, technicians) without programming knowledge. The AQUA 
software taps expert knowledge from experienced practitioners, bundles this knowledge and then prepares it 
for inexperienced employees in order to support them in learning in the best possible way. 

2. Augmented Reality based qualification systems

The contemporary technological landscape at the intersection of Augmented Reality (AR) and qualification 
within the realm of production represents a dynamic field marked by substantial advancements [11]. 
Koteleva et al. [12] provided an exploration of AR's utility in skill acquisition and training by showing an 
example of combining AR with the maintenance of oil pumps. Their work highlighted AR's ability to create 
training environments that improve knowledge retention and hands-on experience. Werrlich et al. [13] 
developed an AR training system for HMD in which the number of AR functions reduces as learning 
progresses. The authors investigated the advantages and disadvantages of HMD-based training compared to 
training conducted using trainers. They showed ten percent fewer picking errors and five percent fewer 
assembly sequence errors for the HMD group compared to the human trained group. However, the HMD 
group required 60 percent more time for training. The authors suggested that the HMD subjects first had to 
familiarize themselves with the interaction modalities and functions of the new system. In 2020, Werrlich 
confirmed his assumption [14]. These works collectively spotlight AR's transformative potential in the 
context of AR-based qualification systems. However, they do not highlight the challenges of seamlessly 
integrating AR into production workflows and the crucial factor of user acceptance. While AR technology 
holds promise for industrial training, solving practical issues also becomes essential for its successful 
adoption.A recent trend is the fusion of AR with Artificial Intelligence (AI) and Machine Learning (ML) 
techniques [15]. AI-driven AR might personalize training experiences, adapt content dynamically based on 
individual performance, and even predict skill gaps proactively. This fusion promises to revolutionize 
workforce qualification by tailoring training regimens precisely to the needs and capabilities of each worker. 
However, the literature does not yet show any existing prototypes in this area, but only talks about the 
possibilities of this fusion. The AQUA project aims to change this. Another aspect that has received limited 
attention in existing literature is the incorporation of experiential knowledge from subject-matter experts. 
The infusion of ML into AR systems may optimize content delivery in the future, but it often falls short in 
capturing the nuanced insights and practical wisdom that experienced trainers and experts bring to the 
training process. The expertise of human trainers, who understand the contextual intricacies of production 
processes, is crucial in not only conveying information but also in imparting tacit knowledge that goes 
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beyond what can be explicitly programmed into AI algorithms. This human element, where trainers impart 
their wisdom and adapt training on the fly based on the unique challenges of each learner, remains an area 
that warrants further exploration. 

3. Methodology 

The implementation of expert knowledge in adaptive learning environments play an overriding role for 
AQUA. Paramythis & Loidl-Reisinger [16] provide an appropriate statement here. “A learning environment 
is considered adaptive if it is able to observe/monitor the activities of its users, interpret them based on 
specific knowledge models, derive user preferences and needs from the interpreted activities, map them 
appropriately in associated models, and finally, based on the existing knowledge and the subject matter at 
hand, dynamically facilitate the learning process”. The research questions arise from this definition: 

▪ How can industrial companies implement an adaptive expert knowledge and AR-based qualification 
system into their structure? 

▪ What does an AR-based qualification system look like and what data needs to be collected during 
the learning process to ensure adaptivity? 

▪ How can the system interpret/learn from the collected data (ML) to improve the individual's 
learning? 

▪ Does the system improve learning over traditional qualification methods and is it monetarily 
profitable? 

The initial phase involved conducting a requirement analysis between application partners and researchers 
to establish shared objectives and fundamental principles for AQUA. Table 1 shows the results: 

Table 1: AQUA requirement analysis 

common goals core principles in scope out of scope 

▪ Increasing flexibility 
of the workforce 

▪ Relief for trainers 

▪ Enable independent 
maintenance of skills 

▪ Up-to-date training 
documentation 

▪ Standardization of 
training content 

▪ Overcoming language 
barriers 

▪ Avoidance of over- 
and under-challenging 

▪ Simplicity and 
usability of software 
are more important 
than functional scope 

▪ Implementation of 
expert knowledge 

▪ Fun in learning and 
creating trainings 

▪ Viewing AR-trainings 

▪ Creation and 
modification of 
training instructions 
on HMD 

▪ Exclusive use for 
offline training 

▪ Preventive and 
reactive training 

▪ Training of defined 
linear manual 
processes 

▪ Hardware 
development 

▪ Training on moving 
objects 

▪ Simultaneous training 
of several persons 

▪ Connection to 
production IT 

▪ Quality inspection 
through data glasses 
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3.1 Implementation of AQUA into companies structure 

A method to use especially at the beginning of software projects is the sketching of case diagrams – they are 
suitable for modelling the system structure. Use case diagrams show relations between actuators, main use 
cases and system boundaries [17]. Figure 1 shows the developed structure for AQUA and answers the first 
research question. 

 
Figure 1: AQUA qualification method 

Authors and trainees are actors. The use cases for authors are defining and structuring of training content, 
implementation of own knowledge, improving trainings based on the AQUA algorithm and testing/releasing. 
The use cases for trainees correspond to the execution of the training. The training system has an optional 
input for external quality assurance systems. Since the system must ensure general applicability, we refrain 
from permanently integrating a special testing system for one specific case. After knowing how to implement 
an adaptive AR-based qualification system into a manufacturing companies structure (Figure 1), the next 
research question is what an AR-based qualification system should look like (Figure 2). Therefore now 
follows the development of the AQUA User interface. 

3.2 User Interface 

The Cognitive Load Theory describes a branch of learning theory that investigates the functioning of the 
human memory system and thus derives guidelines for the design of teaching materials in order to effectively 
use and expand the information in the long-term memory. In the learning of new facts, however, the short-
term memory plays an essential role, as it enables and influences the absorption of information into the long-
term memory [18]. Hattie & Yates [19] describe, that especially the use of different media is conducive to 
efficient learning. Mayer [20] also supports this hypothesis. The authors further advocate active learning. 
According to their findings, passive observation is particularly ineffective when the learning content includes 
movement sequences. Furthermore, passivity carries the risk of distraction as well as purely superficial 
learning. For AQUA, the User Centered Design method according to DIN EN ISO 9241-210 forms the basis 
for designing the training and authoring area. The method goes through several iterations and creates various 
designs. The application partners evaluate the designs with the researchers by means of qualitative and semi 

AUTHOR 
SYSTEM

QUALIFICATION SYSTEM

defining and structuring of training content

implementation of own (expert) knowledge

Testing and releasing

TRAINING 
SYSTEM completing the trainings

generating training data

checking on correct execution (optional)

QUALITY ASSURANCE 
SYSTEM (OPTIONAL)

TRAINEE

AUTHOR AQUA ALGORITHM

decision-making basis on training management and employee qualification

improving trainings based on recommendations of the 
AQUA algorithm
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structured interviews. Figure 2 shows exemplarily the result for the AQUA training area. The media forms 
provided are text, safety instructions, additional (textual) information, images, videos and position markers. 
The trainee can freely choose between these media forms in his training and combine them as desired for his 
particular work task. In addition, the trainer/author is also free to choose which media forms he or she makes 
available to the learner for the respective work tasks.  

Figure 2: AQUA user interface 

A central finding in the AQUA project is that authors only disclose their own experiential knowledge if they 
accept the system and enjoy using it. Therefore, the author area is deliberately very simple and accessible. 
Authors work exclusively with HMD - they can record images and videos directly, set the position markers 
and implement texts, for example, by voice input. In addition, the author creates and saves trainings on the 
data glasses directly at the assembly/maintenance object and edits/improves them if necessary without 
additional software or computer. The entire AQUA software can be controlled using hand gestures and 
speech. AQUA provides ten basic rules for authors to create adaptive AR-training instructions. The rules 
are, among others, taken from guidelines for effective communication from the military [19] [21]: 

▪ Use the 1st and 2nd person (I/you)
▪ Use active instead of passive
▪ Put important content in front
▪ Use dynamic verbs instead of nominal
▪ Avoid adjectives if possible
▪ Be concise, but not too concise - do not use superfluous words
▪ Do not use foreign words or abbreviations if possible
▪ Record short videos (max. 20 sec) and short trainings (max. 15 min)
▪ Point out possible dangers and always share your tips and tricks
▪ Make every single media form as self-explanatory as possible

The HMD for AQUA is Microsoft HoloLens 2 (HL2). Fraunhofer IGCV chose HL2 after a market research 
as a suitable. It offers many different interaction options and can provide the necessary media forms. Hand 
tracking, which is possible on HL2, makes interactions feel very real, ensuring a high level of user-
friendliness. The 3D development platform is Unity3D. The programming language used is C#. In order to 
make the various positioning objects appear in the right places, the software module Vuforia Image Targets 
supports the project. Using this library, a QR code acts as coordinate origin for positioning the individual 
elements. The Mixed Reality Toolkit provides various functions for AQUA to interact with 3D elements in 

short textual work instruction

nextback

menu

safety instructions

additional information

picture

video

position

step X/Y
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a virtual space. Figure 4 shows a developer at the company LUDO FACT with digitally inserted user 
interface of the AQUA software. One of the Use Cases for LUDO FACT in the project is the debugging of 
their robotic system. The robot places and sorts game boxes on various conveyor belts. Employees then place 
the game pieces, instructions, dice, etc. on the belts. The robot unit can be in various states of malfunction. 
LUDO FACT implemented a wide variety of suppression measures for the respective fault scenarios in 
AQUA. The person responsible for the plant recorded the AQUA app as an expert author. Since then, 
inexperienced employees have been able to get the system up and running again independently with AQUA 
in the event of a malfunction. 

 
Figure 3 AQUA practical example at the company LUDO FACT 

3.3 Training data collection 

While an employee is training, he generates training data. This data includes individual assembly times, data 
on the media forms used and, if applicable, data from the optional quality assurance system. The required 
support levels derive from the selected media forms. In order to draw conclusions from qualitative media 
form data to quantitative support level data, 41 employees of the applying companies in the AQUA project 
rated the support level of the available media forms with regard to assembly and maintenance from 1 (very 
low support) to 5 (very high support). Table 1 shows the result of the survey. 

Table 2: AQUA derivation degree of support 

 
short 
instruction 

long text image (photo) video AR position 

respondent 1 1 2 3 4 1 

… … … … … … 

respondent 40 2 3 1 4 3 

respondent 41 2 2 2 5 3 

total 82 97 77 180 113 

average 2,00 2,37 1,88 4,39 2,76 

The average values of the individual media forms form the basis for calculating the level of support per work 
step in the further course of the project. If a trainee uses several forms of media in one assembly step, the 
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values add up accordingly. The performed trainings generate the following data for the AQUA algorithm 
(Figure 4): 

▪ assembly function [22], complexity [23] and competence according to REFA [24]
▪ execution durations
▪ media form usage
▪ applied degree of support
▪ quality (optional)
▪ additional human help (e.g. by trainer) necessary

Figure 4 illustrates the recording of the training data graphically: 

Figure 4: AQUA training data 
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4. Conclusion 

In conclusion, this paper presents AQUA, a software designed to bridge the gap between experienced 
production workers and less-experienced beginners through the innovative use of augmented reality. AQUA 
not only captures the valuable expertise of seasoned employees but also delivers it to novices without 
overwhelming or underutilizing them. This approach has the potential to revolutionize workforce training 
and knowledge transfer in manufacturing settings. The development of AQUA marks a significant milestone, 
with implementation and testing at three partnering companies. Initial feedback from these trials has been 
promising. The complexity of the systems integration, for example, is very low. Installing the AQUA app 
on the data glasses takes about five minutes. Authors can create trainings offline and, if required, download 
them from the HMD to company computers via Microsoft Device Portal. The training of an expert author 
by the developers takes about 30 minutes. Once an author has created and edited a few training sessions with 
the help of a researcher, he or she can use both the data glasses and the app independently and generate new 
training sessions very quickly.The AQUA project is currently conducting a long-term study of the companies 
using the system. The continuously emerging data train the AQUA algorithm so that it can draw conclusions 
about the quality of the created trainings as well as the learning success of the test persons. In addition, after 
collecting enough training data, AQUA draws conclusions between assembly functions and media forms 
and can make recommendations based on it when creating future instructions. The further course of the 
project includes a comparison of learning success between the AQUA system and comparable training 
methods (video or oral explanations). Furthermore, the project aims to evaluate the economic viability of 
AQUA by conducting a comprehensive cost-benefit analysis. This assessment will not only consider the 
initial investment required for implementation but also the long-term advantages in terms of reduced training 
time, increased productivity, and enhanced knowledge retention. 
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Abstract 

It is apparent that for manufacturing companies to succeed, it is crucial to consider the factors that will 
contribute positively to the performance of the business. The issues related to production planning and 
production scheduling on business performance have been neglected. Product planning and production 
scheduling be adopted as factors manufacturing companies could consider improving their business 
performance. There has been little research done to prove that production planning and production 
scheduling can lead to improving the overall business performance of the manufacturing industry. 
Therefore, this study seeks to fill this lacuna by investigating the influence of production planning and 
production scheduling on business performance in manufacturing industries. A quantitative approach was 
adopted for this study, and a questionnaire was distributed physically and electronically. Three hundred 
and six (306) respondents participated in the study. Data obtained were analysed using SPSS 28.0 and 
AMOS 28.0. The results of the study proved that production planning and production scheduling have a 
positive impact on business performance. Production planning and scheduling have proved to deliver a 
competitive advantage and improved customer satisfaction in the manufacturing industry. 

Keywords 

Production planning; Production scheduling; Business performance; Manufacturing industry 

1. Introduction

The issues related to production planning have been neglected. Production planning is equally important as 
it is the core function in the manufacturing environment. Product scheduling and first to market can be 
adopted as factors manufacturing companies could consider to improve their business performance [1]. 
Arguably, although little research has been done to prove that production scheduling, and first to market 
influence the performance of a business, little has been done to demonstrate that production planning, 
scheduling and first to market can be adopted by a manufacturing company as strategic risk management 
techniques to oversee operations and the advantages that come with it. There has been little research done 
to prove the benefits of production planning, production scheduling and first to market for the organisation, 
as well as how to improve the overall business performance. Therefore, this study seeks to fill this lacuna 
by investigating the influence of production planning, production scheduling and first to market on 
business performance in manufacturing industries. It has been observed that problems with some 
manufacturing industries in the country seem to be a lack of skills set to carry out activities such as 
production planning. There seems to be a lack of understanding of what production planning is with 
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regards to how to use it to the advantage of the organisation and how to use this strategy to counter future 
production issues which may occur, such as late deliveries and poor-quality products. 

Conceptual framework and hypotheses development 

This model consists of two predictor variables which are production planning, production scheduling and 
business performance as the outcome variable.  

Figure 1:         Conceptual framework 

H1:  Production planning positively influences business performance within the manufacturing industry. 

H2: There is a positive relationship between production scheduling and business performance. 

2. Literature review

The theory applies to this study, and the explanation of constructs is done under the literature review. 

2.1 Production theory 

Production theory was introduced by [2]. Production theory is the study of production or the economic 
process of converting inputs into outputs. The progressive refinement during the years in the measurement 
of the volume of physical production in manufacturing companies suggests the possibility of the following: 
firstly, to measure the changes in the amount of labour and capital, which have been used to turn out this 
volume of goods and secondly, to determine what relationships exist between the three factors of labour, 
capital and product. It is important to understand that the production theory is at the heart of business 
operations and discussions regarding economic organisations in manufacturing processes [3]. In 1928, Cob 
and Douglas developed a neoclassic production function which they referred to as the C-D production. The 
function was tested empirically by various authors and showed positive results [3]. [4] and [5] argued that, 
based on the research they had done, the relationship between production planning and business 
performance is either positive or negative. Production uses resources to create a product or service that is 
suitable for use, gift-giving in a gift economy or exchange in a market economy [6]. This can 
include manufacturing, construction, storing, shipping and packaging. The theory of production acts as an 
economic method used by manufacturing organisations to determine how much of the products should be 
produced as well as how much of each of the raw materials will be acquired to meet the production 
requirements.  

2.2  Production planning 

Production planning correlates with complexities in production. It has subsets that consist of process 
planning and machinery capacity, delivery lead time and layout [7]. Production planning is a process that 
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links together the performance of functions, such as job size, machine load and requested delivery as one 
process [8].The main concerns of production planning are to produce default free products and to satisfy 
customers by delivering jobs on time. The production planning process uses a material requisition plan, 
along with job size, safety stock and planned lead time [9]. The principles of productive relations that 
correlate between production factors and products or goods can positively assist with the vital task of 
production planning if these factors are cleared up from the grounds of production considerations. The 
main objective of production planning is to draw the gross requirement of the manufacturing facility and 
transform this into production orders and material purchases through the use of methods such as Economic 
Order Quantity (EOQ) and Material Requirement Plan (MRP). These methods can determine the expected 
lead time [10]. The process of production planning identifies activities that need to be performed for the 
manufacturing plant to efficiently execute the production plan, namely identifying the production 
programme, selecting the production procedure and identifying the potential productivity of the 
manufacturing plant, as well as understanding process planning [11]. 

A manufacturing plant usually produces a variety of products to satisfy a certain demand, depending on the 
target market. This encourages organisations to determine which product to produce by putting together 
the production factors at hand. The organisation must decide on the product type as well as the required 
quantities to make good profits for the established planning period [3]. Poor production planning 
consequently results in poor business performance within the manufacturing industry [12]. Firm and 
production strategies must conform to one another and reflect the performance and environment of the firm 
[13]. Theoretically, manufacturing firms are expected to adopt best practices directly related to production 
planning. These often include production planning and production scheduling in the environment of 
demand uncertainty.   

2.3 Production scheduling 

Production scheduling looks at aligning the allocated job sequence problems, job production size, machine 
capacity and order size requested. It pertains to establishing the timing of the use of specific resources in a 
firm [14]. The main difference between production planning and production scheduling is that planning 
takes the material requisition plan, customer orders and material production into consideration to draw up a 
production plan that will ensure customers’ orders will be ready on time. Production scheduling focuses on 
implementing the production plan and converting work orders once they have an execution tie period 
allocated to them [15].  This relates to the overall production scheduling plan for the production process 
within some given period to give an idea to management as to what quantity of materials and other 
resources are to be procured and when, so that the total cost of operations of the organisation is kept to the 
minimum over the period [16]. Scheduling is an important aspect of operations control in both 
manufacturing and service firms with increased emphasis on output levels and lead time in meeting 
demand and in satisfying the customer [17]. Production scheduling has been found to influence business 
performance in manufacturing firms [18]. Production scheduling focuses on executing the production plan 
and converting work orders once they have an execution tie period allocated to them. Its function is to 
boost production planning and control for improved performance [19]. Scheduling can be identified as the 
process of allocating jobs to various machinery while adhering to specific time frames and ensuring control 
over the movement of products and material components throughout the manufacturing plant. Labour must 
be coordinated as well at all assembly points for production to take place.  

Production scheduling looks at aligning the allocated job sequence problems, job production size, machine 
capacity and order size requested. It also pertains to establishing the timing of the use of specific resources 
in a firm [20]. This relates to the overall production scheduling plan for the production process within 
some given period to give an idea to management as to what quantity of materials and other resources are 
to be procured and when, so that the total cost of operations of the organisation is kept to the minimum 
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over the period [21]. Scheduling is an important aspect of operations control in both manufacturing and 
service firms with increased emphasis on output levels, lead time in meeting demand and satisfying the 
customer [22]. Production scheduling has been found to positively influence business performance in 
manufacturing firms, which, in turn, means production scheduling is a dimension of production planning 
and an antecedent of business performance. 

2.4  The notion of business performance 

If businesses can consistently provide their customers with the desired quality and quantity of the products 
demanded at an acceptable price, this may assist them in gaining a competitive advantage over their 
competitors [23]. For a business to be successful over a long period, the business must have an internal 
foundation and management over its operations for inbound and outbound movement to run smoothly [24]. 
One of the manager’s toughest and most important responsibilities is to evaluate the performance of their 
business, and this is done through performance appraisal [25]. The selection of a suitable strategy cannot 
bring the desired results by itself [13]. In particular, the enhancement of the manufactured product quality, 
a direct response to market demands, the minimal delay on the firm’s behalf and, of course, the minimal 
production cost, have been emphasised [13]. Businesses that want to grow have to adapt to the rapidly 
changing environment through continuous innovation to develop new products to reach new customers 
[23]. Customer perceived value is a function of quality and price. It enhances repurchase intention and 
discourages switching behaviour. Some customers equate value with price, and this is usually the case 
when goods are perceived to have uniform or homogenous levels of output, the cheapest goods are seen as 
the most valuable [26]. The role played by the perceived value on business performance directly results in 
an assessment of whether a seller’s price can be reasonably justified and a price paid higher than other 
customers is likely to be perceived as less fair [27], [28]. Thus, customer perceived value is a dimension of 
business performance.  

It is important to fully understand the competencies of each unit and their strengths, weaknesses, 
expectations and values to build productive and positive relationships amongst organisations, making 
relationship building an antecedent of business performance [14]. Collaboration takes place when people 
from different units work together in cross unit teams on a common task to provide significant help to each 
other for a better output. This factor also serves as an antecedent of business performance. Collaboration 
within business units leads to better innovation which happens because people from different areas, 
business units, divisions, technology centres and sales offices come together to create new ideas through 
these interactions and go on to develop exciting products. 

If businesses can consistently provide their customers with the desired quality and quantity of the products 
demanded at an acceptable price, this may assist the business in gaining competitive advantage over their 
competitors [23], [29], [30]. [12] state that one of a manager’s toughest and most important responsibilities 
is to evaluate the performance of their business, and this is done through performance appraisal.  The 
selection of a suitable strategy cannot bring the desired results by itself [31]. Firm and production 
strategies must conform to one another and reflect the performance and environment of the firm. In the 
past few years, a vast number of approaches-theories have been developed regarding the improvement of 
the firm’s operational performance. In particular, the enhancement of the manufactured product quality, a 
direct response to market demands, minimal delay on the firm’s behalf and, of course, minimal production 
cost has been emphasised [32].  

3. Methodology
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Convenience sampling was used as a sampling technique in this study. Reliability and validity of a 
measurement is the degree to which the measurement instrument employed has no error, and the approach 
to assessing reliability includes using Cronbach’s alpha coefficient and alternative forms.   

Table 1:    Accuracy analysis statistics 

Research Constructs Descriptive Statistics Cronbach's Test 

CR AVE Factor Loading 

Mean SD 
Item-
total α Value 

Production Planning 

PP1 

4.662 0.636 

0.479 

0.767 0.881 0.650 

0.761 

PP2 0.702 0.919 

PP3 0.607 0.796 

PP4 0.520 0.738 

Production Scheduling 

PS1 

4.570 0.593 

0.459 

0.704 0.803 0.513 

0.519 

PS2 0.494 0.661 

PS3 0.446 0.770 

PS4 0.570 0.866 

Business Performance 

BM1 

4.492 0.654 

0.608 

0.846 0.887 0.663 

0.802 

BM2 0.757 0.873 

BM3 0.731 0.875 

BM4 0.677 0.824 

Significant Level <0.05 *; significant level <0.01 ***; significant level <0.001 **, BP= Business Performance;  PP = 
Production Planning; PS = Production Scheduling 

Cronbach’s alpha was used in this study to measure the reliability of all constructs; the reliability of the 
constructs is determined by a higher level of Cronbach’s coefficient alpha. Reliability of a construct must 
be above 0.7 to enhance the internal consistency of the construct.   Based on table 1, PP, PS, and BM 
Cronbach alpha are above the threshold of 0.7 and therefore reliable.  The item to the total value observed 
from table 1 ranges from 0.479 to 0.757 specifically between PP, PS, and BM, which showed valid results 
and are above the required cut off point of 0.3. A composite reliability index value that is higher than 0.7 
proves the adequacy of the internal consistency of the research construct. An analysis of data from table 1 
illustrates that all research constructs are above 0.7, which affirms the existence of internal validity of all 
constructs measured is reliable. The average value extracted (AVE) should be greater than 0.5. Based on 
data in table 1, all average values extracted range between 0.5 and 0.6 adhere to the required acceptability 
value, thus all constructs met the required degree of acceptability.  

3.1 Discriminant validity 

This refers to the extent to which scores from a measure are distinct and do not correlate to other measures. 
Discriminate validity was measured in this study by observing the correlation matrix as well as the average 
variance extracted result. 

Table 2: Correlation matrix 

Research Variable BP PP PS 
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BP 1.000 

PP .681*** 1.000 

PS .429*** .675*** 1.000 

Significant Level <0.05 *; significant level <0.01 ***; significant level <0.001 

**, BP= Business Performance; PP = Production Planning; PS = Production Scheduling 

As indicated in table 2, there is a positive correlation across all constructs, and they are all below the 
required level l of 1.0, which proves there is discriminant validity in the measurement scale. 

3.2  Hypothesis testing results 

Once the reliability and validity of the research constructs and measurement instruments have been proved 
and confirmed, the researchers tested the hypothesis of the study. Smart PLS software was used to test and 
verify the relation of the hypothesis.  

Table 3: Results of hypothesis testing 

Path Coefficients Hypothesis Path Coefficient P 
value T-Statistics Decision 

Production Planning -> Business 
Performance H1      0.628 *** 8.006 Significant and 

supported 

Production Scheduling -> Business 
Performance          H2      0.989 *** 19.910 

Significant and 
supported 

Significant Level <0.05 *; significant level <0.01 ***; significant level <0.001 **, BP= Business Performance; PP = Production 
Planning; PS = Production Scheduling 

Table 3 above focuses on the P value and T-statistics. T-statistics should be above 1.96, and all the above 
values are above the recommended threshold, which shows a strong and significant relationship between 
the variables. 

4. Discussion of results

The results acquired from testing hypothesis one confirms the correlation between production planning and 
business performance. The hypothesis proves that there is a significant relationship between production 
planning and business performance, and the relationship is supported. The results obtained from this study 
are supported by [6], [9], [34] who regards production planning as a strategic function in the 
manufacturing process and that it is closely related to business performance. [10] and [35] affirm that 
production scheduling cannot be successfully executed without the function of production planning. Based 
on the results obtained, it can be concluded that when organisations align planning and scheduling 
strategically, it becomes highly likely that they can effectively execute lean manufacturing and boost 
production.  
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The results of this study prove that the relationship between production scheduling and business 
performance is significant and supported (H2). The p<0.001 and the path coefficient is β = 0.989. 
Furthermore, the t-statistic value is observed at 19.910. This illustrates that production scheduling in the 
manufacturing organisation influences business performance in a very significant way than production 
planning. The literature has supported the significance of the scheduling function on business performance. 
This is supported by [29] and [36] who state that production scheduling is a vital function in manufacturing 
as this heightens control in the factory, ensures continuous flow and prevents bottlenecks, thus improving 
overall business performance. It can be concluded that production scheduling is critical to the success and 
overall performance of the business. This function plays an important role in gaining business market share 
and potentially being the market leader. This function requires more focus from manufacturing companies 
to reap the full rewards. 

5. Limitations and implications for future research

The electronically sent questionnaires had very few respondents and so many errors when returned. The 
sample size was only limited to Gauteng thus results could be more meaningful and robust if more 
provinces were included or rather do a comparison of two provinces to get different results.  Also, the 
researchers could have received more participants if this study was across more than one province. The 
results and findings in this study proved to be very insightful into the organisations in the manufacturing 
industry, specifically general managers, and production/operations practitioners. This study used a 
quantitative method for data collection thus future researchers can consider using a mixed method 
approach. This can allow the researcher(s) to get further constructive details from the respondents. This 
study drew three hypotheses’ statements though there was potential to use more, thus, future studies can 
expand the field of research by looking into other contributing variables. 

6. Conclusion

This study has presented vital information relating to best operational practices that should be implemented 
in manufacturing industries. It has proved that variables such as production planning, production 
scheduling and first to market can positively improve the performance of manufacturing industries. This 
study has also briefly highlighted other factors, which can be considered by management to drive 
efficiencies throughout the production plan. The findings confirm that production planning can be used as 
a risk avoidance technique by ensuring production is carried out efficiently by minimising waste and costs 
related to production job changeovers. This study can contribute to increasing literature on lean 
manufacturing and production excellence. These recommendations are of value to production planners, 
production managers, general managers, and supply chain practitioners in the manufacturing space. This 
study also enlightens managers in this industry in identifying areas for improvement in their production 
process, scheduling process and first to market techniques and applying beneficial strategies for production 
improvement.  
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Abstract 

One success factor of Kanban is its elegant simplicity for physical inventory control. However, especially in 
multi-variant productions inventory levels are digitally tracked. To maintain the high service levels of the 
Kanban systems, the digital representation in the ERP must reliably reflect the physical inventory levels and 
deviations should be detectable. The design of such a digitally tracked Kanban systems requires a booking 
logic and a method for deviation detection. Especially in multi-stage systems with several inventory levels, 
the design of a simple and robust Kanban logic is challenging.  

Thus, the paper first gives an overview of existing inventory booking strategies. Based on the strategies the 
effects of inventory deviations on logistical performance in classic Kanban and digitally controlled Kanban 
systems are discussed. Design guidelines summarize the analysis. Subsequently, three different design 
alternatives of a classical, digital and high resolution Kanban system are developed. These guidelines and 
design alternatives should enable practitioners to setup reliable Kanban systems including their digital 
representation.  

Keywords: Kanban; Inventory Management; Production Planning; Deviations; ERP 

1. Introduction

A factor for the widespread use of Kanban as a production control system is its simplicity: An empty bin 
triggers the release of a new batch. A well-defined Kanban system support two main logistical goals: 

• Controlled inventory levels: The fixed number of Kanban cards keeps the inventory levels in
control. Overstock is not possible.

• High service level: Service level is the ability to instantly and completely fulfill a customer demand
without waiting time. The constant availability of one or more filled Kanban bins supports high
service levels without complex planning mechanisms. [1–3]

However, in multi-stage high-variety production the level of transparency in a classical Kanban is not 
sufficient as it lacks three critical functions for digital operations: 

1. Digital process triggers: To start automated processes such as order creation, digital triggers are
necessary. However, a physical Kanban system relies only on the transportation of the Kanban itself.
To automate the processes, clear guidelines for triggers are necessary. [2,3]

2. Digital inventory tracking: The majority of quantitative approaches for inventory dimensioning
and demand forecasting rely on time series data. A physical Kanban system does not support the
tracking of inventory levels over time, as consumption data are not stored. Thus, a systematic way
for inventory tracking of a Kanban system is needed. [1,3]

3. Automated deviation detection: Inventory deviations are often a high cost factor in production [4].
To detect regular (e.g. BOM-issues) or irregular (e.g. scrap) inventory deviations, a comparison
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between actual and planned quantities is necessary. As a physical Kanban is solely relying on actual 
inventory levels such an analysis is not possible in a classical Kanban. 

The challenge is to keep the digital representation of the Kanban in the ERP-systems synchronized with the 
physical reality on the shop floor while maintaining the system’s simplicity. To setup a digital Kanban 
system, several conceptual design questions (such as trigger points) must be answered to fulfill the above-
mentioned requirements. Existing approaches focus on single elements of a digital Kanban system such as 
digital identification of booking. However, a systematic design approach is missing, leading to the following 
research question:  

How can a simple digital Kanban system be systematically designed to enable digital inventory tracking and 
deviation transparency while keeping high logistical service levels? 

Core of the paper are design decision to be made while setting up such a Kanban system. For the design, the 
system engineering’s problem solving cycle is followed. [5] The first chapter describes situation and 
objective of the system. The second chapter searches for solutions while analyzing potential design decisions 
and summarizing the preferred options in design guidelines. [6] Chapter three analysis existing design 
approaches of Kanban systems and summarizes their limitations emphasizing the need for a new solution. 
Based on the preceding chapters, Chapter 4 develops the configuration options for Kanban systems and thus 
focuses on the synthesis of solutions as well as the selection of an appropriate solution. Chapter 5 shows the 
article’s limitations and an outlook. 

2. Kanban Systems

The chapter first describes the key elements of a Kanban system with a digital representation and discusses 
the challenges regarding high service levels. Based on the system description, the effects of inventory 
deviations are highlighted. For the three main design decisions booking verification, time and quantity design 
guidelines are synthesized. 

2.1 Elements of Kanban Systems 

Figure 1 shows the elements and functionality of a Kanban system in two layers: The actual physical flow 
of Kanbans as well as a possible digital representation of the inventory levels. The Kanban material flows 
from a warehouse (supply) to the work centers where the materials are consumed to produce finished goods. 
The production quantities are determined by production orders (demand). [1] When using a digital 
representation, two types of Kanban inventory have to be differentiated: 

• Shop Floor Inventory: Quantity that is physically stored in a defined storage location (e.g. number
of parts in Kanban bins).

• ERP Inventory: Quantity that is booked to a clearly defined storage location in the ERP system
(e.g. number of parts in the locations labeled “shop floor”).

In the Kanban system there is a distinct signal (trigger) that starts the Kanban cycle, i.e. releasing the delivery 
of a new batch of Kanban material. With two types of inventory, there are two feasible triggers [7,8]: 

• Shop Floor Trigger: In classic TPS Kanban systems, a shop floor trigger initiates the Kanban cycle.
Usually an empty Kanban box or a Kanban card represents the trigger. (Fig. 1a)

• ERP Trigger: In an ERP System, the trigger is raised when falling below a threshold inventory
level (reorder point). (Fig. 1b)

Processes can be automatically initiated by using ERP triggers. However, this requires an accurate and timely 
representation of the shop floor inventory within the ERP system. The article discusses the deviations 
between shop floor and ERP inventory based on the following three questions: 
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• Deviation effects: How do deviations affect the on-time delivery of material supply (Fig. 1c) and
production order release (Fig. 1d)?

• Time: How are changes in inventory levels recorded digitally for inventory tracking? (Fig. 1e)
• Quantity: What are causes for deviations between the shop floor and ERP inventory levels, and

how can they be detected? (Fig. 1f)

Figure 1: Elements of a digital Kanban system 

2.2 Effects of Inventory Deviations on Logistical Performance 

Depending on the selected type of trigger, the effects of deviations on material supply (service level) and 
production order release vary. Having always sufficient material is critical for the work center. If a material 
availability check is performed, having enough material is critical for a timely order release. Figure 2 
summarizes the deviations effects (excessive inventory or inventory shortage) for the two trigger types. 

Figure 2: Effects of inventory deviations on logistical performance depending on the trigger 

Shop Floor trigger. The Kanban system solely relies on the physical inventory levels. Thus neither 
excessive inventory nor inventory shortage affect the on time trigger of material reordering. The availability 
check does not consider the physical Kanban. Therefore, any discrepancies in stock do not affect the order 
release. [2] 

ERP trigger. If ERP triggers are used, inventory discrepancies generally have critical impacts. Excess 
inventory leads to delayed material delivery. These can cause material shortage at the workstation. Inventory 
shortage can lead to excessive material at the work center. Excess inventory in the ERP can lead to order 
release though material is not available at the work center. If the ERP inventory is less than the actual shop 
floor inventory level this could lead to holding back of production orders, even though material is available. 
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In summary, Kanban systems with shop floor triggers are resistant to inventory deviations leading to high 
service levels and on time order release. Kanban systems with digital triggers are sensitive to inventory 
deviations. However, a digital representation it necessary to analyze the causes of inventory deviations.  

2.3 Timely Inventory Booking 

To generate a digital representation in the ERP, it is essential to book inventory changes to timely reflect the 
actual inventory on the shop floor in the ERP system. There are two ways to book changes in quantity: 

Verified booking: For a verified quantity, the physical measurement is accurately recorded using methods 
such as counting or weighing and entered into the ERP system. This can be achieved by either confirming 
or correcting the actual quantity and using the actual measured quantity as the nominal value. 

Not Verified booking: For a not verified quantity, the specified or planned quantity is transferred to the 
ERP system without verification and becomes the nominal quantity. The specified quantity could be derived 
from a production order, a Kanban label or the bill-of-material, etc. 

Clearly, verified quantities have benefits for the accuracy of the ERP system. However, any type of quantity 
verification and booking in the ERP system is associated with effort. Therefore, verification should be done 
at points where few bookings are required. This is usually at the entry to the workstation as full boxes are 
delivered making visual checks easier. 

► Guideline 1: Verified quantities: Quantities should be verified, ideally at a point with higher quantities
and a lower amount of transactions to reduce effort.

Figure 3 shows the four methods for inventory booking depend on the relative position to the actual date of 
consumption. 

Figure 3: Classification of booking methods relative to date of consumption 

Ex-ante bookings: With these methods, consumption is booked before the material is withdrawn. This type 
of booking often results in a shortage of inventory in the ERP system upon withdrawal, as booking occurs 
before material is withdrawn. 

Using the fixed value method the material consumption in terms of quantity is immediately booked out as 
consumption. The method is usually not suitable for inventory management as the time delay and thus the 
inventory deviation is too big. Goods that are procured infrequently and for a specific purpose are possible 
exceptions. [9,10] 

By using the perpetual method, material consumption is recorded via inventory accounts and material 
withdrawal slips, so the material consumption quantity is equal to the sum of all documented material 
withdrawals. The booking and the material consumption take place at the same time. [9,10] As the time 
delay is short and within a tolerance window, this method is suitable to record changes in Kanban quantities. 
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Ex-post booking: The other category covers delayed booking methods. Material consumption is booked 
after occurrence. This type of booking tends to result in excess inventory in the ERP system. 

Backflushing determines the planned material consumption retrospectively based on produced quantities of 
finished products, by using bills-of-material. With this method, the planned consumption is booked after the 
actual consumption has been withdrawn. [9,10] As the time delay is short and usually within a tolerance 
window, this method is suitable to record changes in Kanban quantities. 

The inventory method involves the withdrawal of material before it is booked, summarizing the quantity 
of material consumed for a period, e.g. monthly consumption of screws. [9,10] The inventory method is 
usually not suitable to record Kanban quantities as the time delay and thus the inventory delay is too big. 

A small tolerance window not only enhances system stability but also improves data reliability, facilitating 
accurate conclusions. Additionally, adherence to the tolerance window enhances data reliability and enables 
the drawing of accurate conclusions. Systematically recording stock movements requires additional effort. 
Nonetheless, this additional effort is crucial to maintain synchronization between the shop floor and ERP. 

► Guideline 2: Timely Bookings: Bookings of shop floor changes should occur within a narrow time 
window in the ERP system. The proverb "every movement results in a booking and every booking results in 
a movement" is a good shop floor facilitator for the guideline. 

2.4 Deviation Detection  

As shown above, deviation are especially critical when using ERP triggers. There are numerous reasons for 
quantity deviations. Knowing the total Kanban quantity (sum of all items in the Kanban bins) and using a 
physical trigger, two main reasons for deviation can be detected by analyzing the inventory trend (Figure 4): 

a. Decreasing ERP Inventory: A decrease in ERP inventory occurs when the planned material 
consumption is higher than the actual consumption. This can be caused by over reported scrap or 
too high quantities in the bill-of-materials. 

b. Increasing ERP Inventory: An increase in ERP inventory happens when the reported material 
consumption by ERP is less than the actual consumption. Causes are unreported scraps or 
consumption of parts missing in the bill-of-material. 

The smaller the Kanban quantities, the smaller is the window for deviations and a fast deviation detection. 

► Guideline 3: Small Quantities: The Kanban quantities should be as small as possible. This allows for a 
timely automated detection of deviations. 

3. Existing Approaches on Deviations in Digital Kanban Systems 

The literature review carried out used the bibliographic database Scopus to identify existing design 
approaches for Kanban systems allowing deviation detection. The search was conducted in November 2022 
using the keywords "inventory", "deviation", "kanban", "method", "difference", "count", "cycle", "posting", 
"ERP", "MES", "control", "dimensioning" and "design" within title and abstract. 

None of the papers found, focuses on the effects of inventory deviations and detection of deviations in digital 
Kanban systems. However, several papers are touching the research question. Thus the relevant papers are 
newly clustered as following: 

• How does the Kanban design affect inventory deviations? 
• How do electronic Kanban systems (e-Kanban) handle quantity deviations? 
• How do RFID Kanban systems handle the time lag between bookings?  
• How do systems derived from accounting deal with deviations and their logistical effects? 
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Kanban Design/Concepts. The enormous popularity of Kanban has led to a myriad of Kanban systems 
being used in today's industrial environment. These Kanban systems are adapted to the individual 
circumstances of production and logistics systems. [11,12] According to Kumar et al. [13] two general 
movements can be distinguished from literature. These two streams are Kanban empirical theory and 
modelling approach. Kanban empirical theory can be further divided into flow stope, assembly line and batch 
production system. The modelling approach can be divided into mathematical, queuing, markovian, 
simulation and cost minimization. [13] From their review of the literature, Akturk et al. [14], Kumar et al. 
[13] and Junior et al. [12] show that a large number of authors have worked on design and optimizing the
parameters associated with improving the performance of Kanban. Dimensioning of the most appropriate
trigger point in different systems is undertaken. However, there is a lack of investigation in the literature on
what triggers the Kanban cycle and how deviations can be detected. [15–19] Even Li, who designs a robust
Kanban system, neglects the aspect of inventory deviations. [20]

In summary, the literature on Kanban design is concerned with optimizing the parameters of a Kanban 
system. In addition to classical Kanban, special cases such as the ramp-up process, no constant flow rate are 
also considered. Trigger points for optimizing the quantities in the system are discussed in particular. What 
is missing, however, is the consideration of different triggers and, in particular, the recognition of deviations 
in the quantity. Furthermore, all of these systems have been designed for the use of physical triggers. 

e-Kanban. E-Kanban is a form of modification from classical Kanban. Some authors are concerned about
the dimensioning and optimization for the e-Kanban. [21,22] Considered from some authors is the technical
implementation of e-Kanban in enterprises. [23] Several authors also deal with the integration of suppliers
into e-Kanban. [24]

However, no author deals with the detection of deviations in the context of e-Kanban. Marikova [25] points 
out as a considerable problem in the introduction of e-Kanban the bad data quality and discrepancies in the 
data basis. 

One approach to digitizing Kanban is called e-Kanban. Solutions for technical implementation and 
integrating external suppliers are considered. Inventory deviations are also not considered in these 
approaches. 

RFID. Several approaches can be found in literature where RFID triggers the ERP system. [26,27] Some 
authors propose RFID Kanban systems. The focus of this approaches is the optimization of the information 
flow to reduce the inventory in the kanban cycle. [28–31] These approaches share the fact that the material 
movement is technically tagged and thus enables traceability through the processes. Due to the automatic 
action-based booking, there is no time delay in booking. However, these approaches do not deal with 
inventory deviations between ERP and shop floor.  

There are many technical proposals for the use of RFID to track the movements of the inventory. How to 
optimize Kanban using RFID is also covered. Recording inventory movements without time delay is the 
advantage of RFID. The issue of discrepancies between the inventory in the ERP and the actual inventory is 
not taken into account. 

Accounting. Inventory transactions and recording of inventory changes are clearly regulated by standards. 
Performing inventory at the end of the year is well described in literature. However, it is not considered how 
deviations between physical inventory and account inventory can be performed without delay. Haryono [32] 
deals with the deviation between physical inventory transactions and computing in accounting information 
systems only from the perspective of financial evaluation. Nonetheless, none of the authors have taken into 
account the impact on logistics. [33] 

There is a good description of inventory taking. There are also approaches that deal with recording 
discrepancies. However, these do not consider the logistical implications. 
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Deficits of exiting approaches. Approaches to the design of Kanban systems are varied. There are different 
directions: Adapting Kanban to the given conditions, optimizing the approaches in terms of quantities and 
performance. However, no approach addresses deviations in general and between ERP and shop floor in 
particular. Neither do they consider the issue of different triggers. There is evidence that the literature 
partially answers the three research questions presented in this article. Nevertheless, no single approach 
addresses all of the research questions. 

4. Designing robust, multi-stage Kanban systems 

Based on the deficits of the existing Kanban system (Figure 1) and the derived guidelines the section 
develops three Kanban setups with increasing inventory transparency and digital functionality. The 
development is based on the classical Kanban system and incrementally increases the systems complexity. 
The three approaches are based on several analysis-synthesis discussions with industrial partners and 
production planners. This allows for a step-by-step transition of existing Kanban systems: 

• The classical Kanban system implements an ERP trigger for material replenishment in the 
warehouse without deviation detection on the shop floor. 

• The robust digital Kanban adds deviation detection on the shop floor to the system. 
• The high-resolution Kanban additionally supports deviation detection for each work center. 

4.1 Physical shop floor Kanban (Classical Setup) with digital reordering 

The system consist of three logistical zones: Warehouse, Shop Floor and Finished Goods. Only within the 
warehouse, a digital inventory tracking is established (Figure 5). 

A physically empty Kanban box (or card) triggers the material replenishment from the warehouse. When the 
refilled Kanban is transferred from warehouse to shop floor the Kanban quantity is booked out from the 
warehouse. Reordering from the warehouse is digitally triggered by the ERP inventory level. 

As the shop floor inventory levels are not recorded, deviations cannot be detected automatically. As the 
system relies on physical triggers only, on time material supply and production order release due to wrong 
digital data is impossible. 

The system is suitable for cheap items where deviations in consumption are uncritical (e.g. C-Parts, 
consumables) and product specific cost allocation is not necessary (e.g. same quantities for each product). 

4.2 Robust and Simple Digital Kanban with Physical Triggers 

The second solution extends the first solution by a digital representation of the shop floor inventory level. 
Materials consumed by production are deducted from the shop floor inventory via backflush (e.g. piece-by- 
piece based on bill-of-materials). (Figure 6) 

The reorder of material from warehouse to the shop floor is still based on physical triggers (empty Kanban). 
When transferring the refilled Kanban from warehouse to shop floor the Kanban quantity is rebooked via 
transfer order from warehouse to shop floor. 

As quantities are digitally represented on the shop floor, deviations can be detected on the shop floor 
according to section 2.4. However a precise identification of the exact work center causing the deviations is 
not possible, as all Kanban are represented by a single inventory level on shop floor level. Due to physical 
triggers, deviations do not affect the service level of the materials on the shop floor. 

The system is suitable for expensive parts where deviations must be tracked. However, the identification of 
deviations (e.g. wrong BOMs) still requires manual effort. The identification might be delayed especially if 
the total Kanban quantity on the shop floor is high (e.g. an item is used in multiple work centers). 

830



4.3 High-Resolution Digital Kanban with Inventory Trigger 

The third solution extends the digital Kanban by a digital representation of each work center’s inventory 
level and a bin-level tracking in the warehouse. This setup allows a precise tracking of the inventory levels 
and batches available at each location for each point in time. (Figure 7) 

An empty Kanban triggers the physical replenishment from a FIFO controlled supermarket to the respective 
work center. A transfer booking from the supermarket to the work center reflects the consumption. From the 
supermarket, reorder bookings can be done with a digital trigger.  

Inventory deviations can be detected timely and precisely due to the relatively small quantities. However the 
system requires additional bookings from the supermarket to the respective work centers. 

The system is suitable for expensive Kanban parts where precise tracking is mandatory. Furthermore, the 
setup additionally support batch traceability, which is mandatory in industries like pharmaceutics.  

4.4 Comparison and Validation 

The three solutions built upon each other and thus allow a step-by-step refinement of the Kanban system. 
This approach supports the gradual refinement of an existing analog Kanban system to a high precision 
Kanban system. 

All three systems maintain controlled stock levels. In case of classical Kanban, it is limited to the physical 
stocks. Having a digital representation the stock levels can also be controlled via ERP system. All systems 
have a high shop floor service level as the shop floor trigger is always physical.  

The degree of digital inventory tracking and the support of digital triggers increase from the first to the third 
solution. The digital inventory tracking combined with BOM backflushing is basis for the automated 
deviation detection, which is possible in the second and third solution. 

In an industrial use case (machine assembly with 50+ Kanban loops), the transition from a classical to a 
robust digital Kanban has been validated. Production planners highlighted the simple implementation as no 
additional inventory locations or changes in SAP R/3 were necessary. Operators confirmed the high service 
level as a simple physical trigger is used. The practitioners emphasized the importance of continuous 
inventory control as suggested in Fig. 4.  

5. Discussion and Outlook

A digital representation of Kanban inventory is necessary to benefit from digitalization (e.g. automated 
triggers and processes). However, it is essential to manage deviations between digital and physical Kanban 
in order to avoid subpar service levels. This paper systematically describes the critical elements of Kanban 
systems and derives design guidelines for implementation. 

Based on the design guidelines and existing approaches, three practical solutions are derived. The solutions 
are based on standard ERP functionality and the industrial applicability is validated in a motor production. 
Further research is needed in detailing the exact ERP requirements and the integration with other Industry 
4.0 tracing and tracking methods. 

This paper presents a systematic approach to solving a tangible material supply problem by digitizing 
existing Kanban systems, while maintaining service levels and simplicity with standard ERP functionality. 

The high resolution Kanban enables complete traceability of single batches. Further research is needed to 
design robust procedures for batch traceability in Kanban systems. Batch traceability is mandatory in many 
high quality industries such as medical technology and cannot be reached with existing Kanban systems. 
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Appendix 

Figure 4: Detection of Inventory Deviations (Quantity) 

Figure 5: Classical Kanban (Physical shop floor Kanban) 
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Figure 6: Robust Digital Kanban 

 

 

 
Figure 7: High resolution Kanban 
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Abstract 

Manufacturing companies today face a volatile environment with a variety of challenges. Particularly, 
external factors such as the climate change, the digitalization, the material scarcity, or the shortage of skilled 
workers can be noted. At the same time, these factors are forcing companies to take measures to remain 
competitive and ensure their production system's future viability. In this context, established paradigms such 
as Lean Production and Industry 4.0 promise optimization potentials in terms of efficiency, quality, and 
costs. A new paradigm has gained importance with the emergence of the topic of sustainability, which aims 
to improve companies' use of resources and the recyclability of their products. However, there is no 
transparent model that enables companies to assess the status quo of their production system regarding these 
three paradigms, considering the interdependencies between the paradigms, and at the same time showing 
the implementation potential of methods or technologies within these paradigms. To support companies in 
rationalizing, digitalizing, and making their production processes more sustainable, this scientific paper 
presents a three-stage concept for a holistic maturity model. By providing transparency about the status quo 
of production systems in terms of Lean Production, digitalization, and sustainability, the model contributes 
to ensuring the future viability of such production systems in this highly competitive environment and under 
the political, social, and regulatory challenges. 

Keywords 

Maturity Model; Lean Production; Industry 4.0; Sustainability 

1. Introduction

Manufacturing companies today face a turbulent environment. Increasing cost pressure, changing consumer 
behaviors, the shortage of skilled workers, or the scarcity of resources are production-specific challenges 
that have an impact on almost the entire value chain [1]. At the same time, climate change is raising public 
and political expectations regarding the sustainability of manufacturing companies [2]. As a result, in 
addition to the existing economic challenges, there is an increasing focus and need for action concerning the 
responsibility of companies towards the environment, the society, and their employees. 

The two developments Lean Production and Industry 4.0 have led many companies to transform their 
production in recent decades [3,4]. While Lean Production (LP) focuses on the waste reduction and the 
customer orientation [5], Industry 4.0 (I4.0) aims to increase the effectiveness and the efficiency to reduce 
costs by digitizing and networking corporate and production processes [6]. This requires companies to 
implement digital technologies in production [7]. However, there is still a lack of comprehensive and 
widespread implementation of LP and I4.0 in companies [8,9]. 
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In the context of the additional challenge of sustainability, industry and research are increasingly recognizing 
the opportunity to also improve the production’s sustainability through the targeted use of digital 
technologies. One example is the use of additive manufacturing, which can help to decarbonize existing 
manufacturing processes and to make them more environmentally friendly, i.e., by reducing waste or 
material consumption [10]. The role of the people in production, and therefore the inclusion of soft factors 
in the assessment of a company and its production, is also becoming increasingly important. These 
requirements can be met both by considering all sustainability dimensions equally and by considering digital 
technologies from the perspective of supporting employees [11,12]. 

In recent years, an integrative view of the three paradigms LP, I4.0, and sustainability in production has 
received increasing attention in the academic environment [13–15], cf. Figure 1. The increasing speed, 
scope, and complexity of the challenges require companies to maintain their competitiveness through 
transparency of both the degree of implementation and the targeted identification of improvement potential 
in the lean, digital, and sustainable transformation [16]. In this context, maturity models can serve as 
supportive tools to assess the status quo of the company regarding the paradigms and also to allow for the 
identification of potentials for action [17,18]. Therefore, this paper presents a concept for a holistic maturity 
model for the assessment of lean, digital, and sustainable production systems that considers the interactions 
of the paradigms. 

To this end, the first section provides an overview of the fundamentals of LP, I4.0, and sustainability (2.1), 
as well as maturity models (2.2), before presenting the state of the art and deriving the research gap (section 
3). At the beginning of section 4, the concept is briefly introduced before the individual steps are presented 
in detail (4.1 – 4.4). The paper concludes with a summary and an outlook (section 5). 

Figure 1: Lean Production, Industry 4.0, and sustainability as a holistic approach for future-proof production systems 

2. Fundamentals

2.1 Lean Production, Industry 4.0, and Sustainability 

“All we are doing is looking at the time line, from the moment the customer gives us an order to the point 
when we collect the cash [19].“ This quote from Taichii Ono describes the principles of the Toyota 
Production System, which was introduced in the 1980s and forms the basis of the lean philosophy. At the 
heart of LP is the pursuit of the highest quality, the shortest lead times, and the lowest costs through 
systematic, employee-supported principles and methods such as waste elimination, stable and efficient 
processes, or a continuous improvement process. [5,20] In industry today, LP is often implemented and 
realized in the form of a Lean Production System (LPS), where LPS primarily describes the interaction of 
people, technology, and organization. VDI 2870-1 [21] describes an LPS as an "enterprise-specific, 
methodical system of rules for the continuous orientation of all enterprise processes to the customer". This 
clearly states that every company needs an individual adaptation of the production system as well as an 
overarching structuring of the methods like 5S or JIDOKA. Moreover, it is essential that the processes are 
aligned with the company's objectives using appropriate methods. [22] 
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The Fourth Industrial Revolution (Industry 4.0) is the latest revolution in the industrial environment and 
aims to optimize industrial value creation [23,24]. In this context, the term I4.0, which was introduced in 
2011, describes the entire scope of the reorientation, redesign, and further development of existing 
production systems [23]. With the aim of creating new, intelligent factories, reducing production costs, and 
optimizing material and information flows along the value chain, I4.0 particularly characterizes the 
networking and digitalization of people, processes, plants, and products [24,25]. To achieve this goal, the 
data collected and analyzed play an increasingly central role [26]. In addition, various technologies such as 
the automatic identification of objects or people via data exchange or the additive manufacturing of products 
or tools have become established as part of the digital transformation, and their implementation is a building 
block on the way to the digital factory [27,28]. 

Driven by political and societal expectations and rules, e.g., penalties for failing to meet climate targets, the 
importance of sustainability in the industrial sector has increased significantly in recent years. The key 
challenge for future sustainable production is to achieve economic development without harming the 
environment [29]. The system of sustainability involves the use of a regenerative system in such a way that 
the essential characteristics of the system are preserved and natural regeneration of its stock is possible [30]. 
According to Elkington [31], the three dimensions of economic, environmental, and social sustainability are 
brought together under the term sustainability, and their equal consideration is becoming increasingly 
important. While the former focuses on a company's economic success, environmental sustainability focuses 
on reducing a company's negative environmental impact, such as CO2 emissions, in order to protect natural 
resources [32,33]. Social sustainability places people and society at the center of consideration, focusing on 
the well-being of the company's employees [34,35]. Within these dimensions, different sustainability aspects 
like the educational support or the consumption of resources exist [32,36]. 

2.2 Maturity Models 

Maturity models have gained importance in various industries and domains as they serve as basic 
frameworks to capture the current status quo of an organization and to define clear goals for further 
development or to reveal possible company-specific evolution paths [17,37]. By applying maturity models 
and thus revealing the current and desired state of a company in an area, companies are given a tool to 
improve the performance of a specific area within an organization [38,39]. 

According to Becker et al. [17], a maturity model comprises a sequence of maturity levels for a class of 
objects and thus describes an "anticipated, desired or typical evolution path of these objects shaped as 
discrete stages", starting from an initial stage to full maturity. Three maturity models can be distinguished 
depending on the purpose of the application or use: descriptive, prescriptive, and comparative maturity 
models [40]. Descriptive maturity models are particularly suitable for assessing the current state (of an 
organization, process, or domain), as they allow the current capabilities of an entity to be captured [17]. 
Prescriptive maturity models already identify concrete improvement or action options that can be used to 
achieve a target maturity level [17,18]. A comparative maturity model can be used for internal or external 
benchmarking to provide a comparative assessment across, for example, regions or industries [41,42,40]. 

The components of maturity models can be divided into four essential core components [41,43,37]. At the 
first level, there are the maturity levels, which form a kind of overarching framework in the maturity model 
through the targeted selection of labels, e.g., in the form of keywords (e.g., initial, repeatable, defined, 
managed, optimizing) [41]. The maturity levels clearly define the requirements for achieving each level [44]. 
They are in turn associated with key process areas at the second level, which are used to evaluate the 
measurement of the maturity level and within which certain targets must be achieved to reach a higher 
maturity level. The selection of suitable key process areas is therefore a difficult and an essential part of the 
development of the maturity framework, as they must comprehensively reflect the state of maturity and thus 
have a direct impact on the effectiveness of the model [42]. Common features at level 3 structure the key 
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process areas into understandable sub-goals. Common features are in turn described by key practices, which 
are concrete activities that need to be carried out and build the fourth level. [41,43,37] 

3. State of the Art

The literature review (LR) is a central starting point and a foundation for conducting a research project, as it 
captures the literature relevant to the topic under investigation, strengthening both the rigor and the relevance 
of the research [45]. An LR thus avoids re-examining knowledge that has already been developed and 
ensures that the existing knowledge base is fully utilized [46]. To obtain an overview of the state of the art 
in maturity models for the holistic assessment of production systems in the context of LP, digitalization, and 
sustainability, a systematic LR in SCOPUS was conducted following Webster & Watson [47] and Brocke et 
al [48]. The LR has shown that there are a variety of approaches to assessing maturity within the individual 
paradigms of LP, I4.0, and sustainability. Due to the holistic view of the paradigms aimed at in this concept, 
approaches that either combine LP and I4.0 or also consider sustainability are presented below. 

3.1 Approaches in the Area of Lean Production and Industry 4.0 

With the Production Assessment 4.0, Pokorni et al. [49] provide an approach to assess the maturity of a 
medium-sized manufacturing company concerning Lean Management (LM) and I4.0. The approach 
distinguishes between the three levels of the domain, the sub-domain, and the point of consideration (PoC). 
In this way, it covers an assessment of manufacturing and assembly processes or the organization through 
sub-domains such as the I4.0 target planning or the production leveling to points of consideration such as 
the digital factory layout. The two-stage assessment starts with an assessment of the capability levels (CL) 
of the PoCs belonging to a sub-domain. The average of the CLs of the PoCs finally results in the assessment 
at the sub-domain level and thus in the first identification of improvement potential. Subsequently, the sub-
domains are systematized based on their allocation to the domains LM, I4.0 fundamentals, and I4.0 
excellence. Rößler & Haschemi [50] also provide a methodology for assessing the Lean I4.0 maturity of 
production and logistics with their Smart Factory Assessment (SFA), which includes twelve categories such 
as the product and the material flow or the shop floor management and whose application aims to derive 
improvement paths towards Lean and I4.0 excellence. The seven Lean categories and five I4.0 categories 
have subcategories that are discussed during the factory visit in the expert-based SFA and rated on a five-
point scale. These ratings are then consolidated and ultimately used to calculate the Lean and I4.0 criteria 
scores, representing the status quo. Finally, recommendations for action can be derived by comparing the 
target and the actual status. Even though the two approaches integrate both paradigms, LP and I4.0, none of 
them provides a comprehensive inclusion. The model of Pokorni et al. [49] focuses on small and medium-
sized enterprises (SMEs) and uses different granularities in the evaluation of the paradigms of the same 
observation level. The maturity model proposed by Rößler & Haschemi [50] does not provide a uniform 
allocation of the LP and I4.0 paradigms. 

3.2 Approaches in the Area of Lean Production, Industry 4.0, and Sustainability 

The maturity model by Zoubek et al. [51], published in 2021, provides an approach for assessing CO2 
reduction taking into account I4.0 technologies in the dimensions of production, logistics, maintenance, and 
IT. Based on the core processes with environmental potential identified through value stream analysis, it 
shows how manufacturing processes can be shifted towards environmentally friendly production. The level 
of the dimensions depends on the assessment of specific indicators within these dimensions. Each dimension 
has been assigned three indicators describing environmental aspects, such as the degree of automation in 
production, energy sources and means of production, and environmental aspects of the production system. 
For the indicators considered, the authors propose an assessment of the carbon footprint (CF) in six levels, 
starting from level 0, where the company has a 0% CF reduction of the indicator considered, to level 5, 

840



5 

which describes a carbon-neutral company. In their approach published in 2022, Wessing & Müller [15] 
consider Lean, Automated, Sustainable, and Digital (LAND) as the core characteristics of future production 
and develop a five-stage maturity model based on this. Nine areas form the pillars and foundation of their 
production of the future and assign the function of a pillar to sustainability, digitalization, and lean 
management, among others. The result of this approach is a five-level network diagram based on the I4.0 
Readiness Study to assess the maturity of each pillar. The approach of Zoubek et al. [51] does not provide a 
general and comprehensive integration of individual LP methods, I4.0 technologies, and sustainability 
aspects within the dimensions for assessing the maturity of companies in the individual paradigms, as it only 
considers individual indicators under the aspect of CF. In the approach of Wessing & Müller [15], both a 
clear description of the individual maturity levels and a more specific consideration of the three paradigms 
LM, I4.0, and sustainability are missing. Furthermore, although interactions between the pillars are shown, 
a more detailed consideration at the level of methods, technologies, or aspects would be helpful. 

It becomes apparent that research has so far lacked a comprehensive, general, and company-specific model 
for the assessment of future-proof production systems, which allows a holistic, multidimensional view of the 
maturity of LP, I4.0, and sustainability from the production system level to the level of methods, 
technologies, and aspects, considering the interdependencies of the three paradigms. By including 
interdependencies, it can made transparent how achieving a higher level of maturity in one paradigm depends 
on improving maturity in another paradigm. To fill this gap, the following section presents a concept for a 
holistic maturity model to create transparency and derive actions for future-proof production systems. 

4. Concept

This paper aims to present a concept for a holistic, multidimensional maturity model for the assessment of 
lean, digital, and sustainable production systems. The maturity model to be developed should provide a 
transparent visualization of the status quo of a manufacturing company in terms of methods, technologies, 
and aspects within the three paradigms, considering the interactions between them. Figure 2 illustrates the 
four-step approach to achieve this overarching goal. The four steps can be assigned to the two phases of the 
preparation and the development of the maturity model. 

Figure 2: Concept for a holistic maturity model 

Due to the presence of the sustainability paradigm, the first two steps of the concept are shown below for 
sustainability. The procedure is analogous for the two paradigms of lean production and digitalization in the 
sense of a holistic view and will be presented with the corresponding work results in further publications. 
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This builds on the previous preliminary work by Aull [52] and Dillinger et al. [27,53], which specifies the 
LP methods and the I4.0 technologies and analyze interdependencies.  

To develop the holistic maturity model, the relevant elements (LP methods, I4.0 technologies, and 
sustainability aspects) within the paradigms must first be identified and classified. Here, elements are factors 
that help to improve LP, I4.0, or sustainability in the company by integrating new measures or developing 
existing ones. The first step is therefore a systematic analysis of the production-specific sustainability 
aspects, including all sustainability dimensions that are relevant to production. The next step is to examine 
the interactions within and between paradigms, with the focus of this concept is on the interactions within 
and with sustainability in production. Before a cross-paradigm comparison of the elements takes place, the 
interactions within the sustainability paradigm are examined at the beginning of the second step. The actual 
development of the maturity model starts with the elaboration of the third step. To achieve the third step, 
requirements for the maturity model to be developed are first derived, e.g., through design guidelines and 
company specifications. Furthermore, in the third step, a maturity model is developed based on the scientific 
approach of Design Science Research according to Hevner & Chatterjee [54]. The concept concludes with 
an evaluation of the maturity model, which, in addition to the scientific evaluation, includes a first industrial 
evaluation as a prototype. In the next section, the individual steps and the associated scientific procedure are 
described in more detail. 

4.1 Step 1: Identification and classification of production-specific elements and goals 

Due to the widespread importance of the sustainability paradigm in society, politics, and legislation, it is 
becoming increasingly important to select and to specify from the available sustainability aspects those 
whose implementation or further development in production directly affects the company's objectives. The 
first step for developing the maturity model is therefore to identify and then to classify the sustainability 
aspects relevant to production. With the help of a comprehensive LR, the extent to which the established 
dimensions of sustainability (economic, environmental, social) can be transferred to production systems and 
which aspects within these dimensions can be used to advance sustainability at the production level are 
examined (see Figure 3, left). Subsequently, the developed sustainability aspects are transferred into a multi-
level, meaningful model with the help of a clustering procedure and finally evaluated for completeness and 
relevance from an industrial perspective. Following the development of the sustainability aspects (SA), 
existing production-relevant goals are analyzed from a sustainability perspective with the help of an 
extensive literature research and expert interviews. In this way, general sustainability goals are specified 
based on the three dimensions of economic, environmental, and social sustainability in the production 
context. The analyzed production-specific sustainability goals (SG) are then examined for existing 
correlations with the previously identified sustainability aspects, as shown in  Figure 3 on the right. This 
connection allows for a goal-oriented and therefore company-specific visualization of the relevant measures. 

Figure 3: Production relevant sustainability aspects and goals 
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4.2 Step 2: Comparison of the interactions between Lean Production, Industry 4.0, and 
Sustainability 

In the second step of the preparation phase, the extent to which the three paradigms LP, I4.0, and 
sustainability (SB) influence each other is examined (cf. Figure 4). The analysis of the interdependencies is 
initially carried out through a comprehensive literature review and is supplemented by an empirical study 
(e.g., a Delphi study). To elaborate and visualize the interdependencies, either a Domain Structure Matrix 
(DSM) or a Domain Mapping Matrix (DMM) is used, depending on the linkage, as they are intuitively 
readable and very compact [55].  

At the beginning of the second step, an analysis of the interaction at the paradigm level (LP, I4.0, SB) is 
carried out. This means that it is analyzed to what extent there is a positive, negative, or no correlation 
between the paradigms. A positive correlation means that one paradigm supports the other, while a negative 
interaction means that one paradigm hinders the implementation or development of the other. In the case of 
no interaction, the paradigms can be considered or implemented independently. After the analysis of the 
interactions at the paradigm level, the second step is the interdependency analysis at the element level: lean 
methods (LP-1 to LP-y), I4.0 technologies (I4.0-1 to I4.0-z), and sustainability aspects (SA-1 to SA-x). 
Based on the SA identified in the first step, a paradigm-specific analysis of the SA is carried out to conclude 
whether the advancement of one SA (e.g., from the area of social SB) also influences another SA (e.g., from 
the area of environmental SB). For the elaboration and visualization of the paradigm-specific 
interdependencies, a DSM is used as described above. The paradigm-specific interdependency analysis is 
followed by the cross-paradigm analysis. Here it is examined to what extent LP methods or I4.0 technologies 
influence the implementation of SA or vice versa. The interdependencies are then compared in a DMM. 

 
Figure 4: Comparison of interdependencies within and between the paradigms 

4.3 Step 3: Development of a holistic maturity model to assess how lean, digital, and sustainable 
the production systems are 

The third step aims to develop a holistic model for assessing the maturity of production systems in terms of 
their lean production, digitalization, and sustainability. At the beginning of the third step, requirements for 
the maturity model to be developed are defined, which include basic scientific quality criteria [56], and also 
design or functional principles [40] of the model. Furthermore, the identification of content-related 
requirements, such as paradigm-specific or cross-paradigm requirements, for a holistic maturity model is 
planned. For this purpose, the data obtained through expert interviews will be subjected to qualitative content 
analysis with inductive category formation [57]. The identification and definition of the requirements for the 
maturity model should ensure the later applicability and also the usefulness of the model, which is why the 
inclusion of the industrial perspective is planned in addition to the scientific preparation. In this way, it will 
also be possible to examine the extent to which the requirements of SMEs coincide with those of large 
companies. Subsequently, scientific approaches for the development of maturity models, such as those by 
Mettler [58], Becker et al. [17], or Maier et al. [42], will be compared and examined for their suitability for 
the use case considered in the research project. After the selection of a suitable procedure model for the 
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development of the maturity model for the holistic assessment of lean, digital, and sustainable production 
systems, the individual phases will be executed step by step. This includes the definition of the level of 
abstraction, the selection of an assessment method, and the definition of maturity levels and maturity factors. 

4.4 Step 4: Evaluation of the maturity model 

In step 4, the final evaluation of the developed model regarding criteria such as validity, completeness, or 
unambiguity ensures that the result is independent of the user when the developed model is applied [41]. 
First, the maturity model should be subjected to a scientific evaluation. For this purpose, the previously 
developed model is evaluated in its entirety by research experts regarding the maturity architecture and 
maturity factors. To ensure a heterogeneous evaluation, an industrial evaluation of the suitability of the 
maturity model is also planned. Again, a sufficient number of experts are selected who have expertise in the 
three paradigms LP, I4.0, and sustainability in a production context and who are familiar with the handling 
of maturity models. The results of the evaluation will be used to validate the requirements previously defined 
in step 3 and to identify the potential for improvement. In addition, the results of the evaluation serve as a 
basis to initiate an iterative process to adapt and improve the maturity model if needed. 

5. Conclusion and Outlook

For their future competitiveness, manufacturing companies should include the implementation status of the 
LP, I4.0, and sustainability paradigms in their target definition and control. The use of a holistic maturity 
model, which identifies the production-relevant elements of LP, I4.0, and sustainability, helps companies to 
assess their current implementation status in relation to their objectives, to identify gaps and weaknesses, 
and to derive measures for improvement. In addition to identifying areas for implementation and 
improvement, the inclusion of interactions can make transparent the extent to which achieving a higher level 
of maturity in one paradigm depends on improving the level of maturity in another paradigm. Moreover, the 
holistic maturity model can be used for benchmarking, e.g., by a plant manager to compare the maturity of 
his production system with the maturity of other production systems in his company, but also of competitors. 
In this way, experience in the companies’ production network can be used to improve production systems if 
those with a higher maturity serve as inspiration or scale. Overall, by generating transparency, this model 
promotes the future viability of production systems and is becoming increasingly important, especially due 
to the growing demands for resilient and flexible production as well as the support of employees through 
digital technologies, such as through Industry 5.0 [59]. 

The validated maturity model resulting from this scientific project can be easily integrated into an 
organization's existing process environment. Furthermore, it can be directly linked to the company's strategic 
objectives, and selected values can be used as key performance indicators and, for example, as part of the 
company's balanced scorecard. In addition, through programming and software-based preparation, the model 
can be integrated into the company’s tool landscape. In this way, the developed maturity model can become 
an integral part of management's daily leadership tasks. At the same time, the clear and in-depth approach 
with parameters helps employees and their lower management levels to easily understand and apply the 
model and its results, and at the same time to provide feedback to optimize the model for the specific needs 
of their company's production.  

The four-step concept presented provides a general approach for multidimensional maturity assessments and 
thus for creating transparency of production systems in terms of their lean production, digitalization, and 
sustainability. The two main phases of preparation and development ensure that the required production-
specific parameters are first comprehensively determined and that the basis for a holistic assessment is 
ensured by including cross-paradigm interactions before the systematic development and evaluation of the 
maturity model begins. The next step will be the detailed and systematic elaboration of these steps. Following 
the presented four-step concept, the topics will be elaborated in further publications. 
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Abstract 

Digital twins are becoming increasingly popular in industry and are being used in various areas, such as 
production planning and control. Logistics performance still needs to be improved, especially in highly 
complex and automated production processes such as optoelectronics. The significant challenges faced by 
industrial companies today, such as stricter quality standards, smaller quantities and shorter product life 
cycles, exacerbate this phenomenon. In this context, digital twins offer a point of reference for improvement 
by providing an additional database that can be used to make more informed decisions in realtime. The novel 
contribution of this paper is the design of a simulation as a digital twin in the context of optoelectronic 
production. It is used to simulate a variety of backlog scenarios in production planning and to provide an 
additional source of data for backlog control. We also present an application example of how the digital twin 
can reduce backlogs in the production process. The simulation indicates that the designed model can 
effectively support the improvement of logistics performance by addressing the significant challenges in 
modern production. 

Keywords 

Production Planning and Control; Digital Twin; Simulation; Backlog; Optoelectronic Production 

1. Introduction

Digital transformation, combined with increasingly complex production structures and customer logistics 
requirements, is not new [1]. In this context, achieving high logistics performance while reducing logistics 
costs is a fundamental objective for manufacturing companies [1–3]. To achieve sustainable advantages in 
a globalized competitive environment, these companies need to meet all the logistical requirements of their 
customers. For this reason, transparent analysis of logistics potentials and constraints is highly important [1]. 
However, this objective is not always feasible, given the complexity and diversity of the processes to be 
considered within the company's internal supply chain [1,4]. In particular, it is challenging to recognize the 
correlations between the logistical target variables and the possibilities of controlling them [1,4,5]. Beyond 
the market's logistical demands, companies must develop new processes to fulfil future requirements. 
Innovative, automated, and self-optimising production systems are required to meet these challenges. [1,6,7] 

Digital twins (DTs) are one way to address these challenges [8]. DTs are a crucial concept in the context of 
Industry 4.0 [9] and a key driver in the digital transformation of production processes [6,8,10]. A DT can be 
defined as a virtual replica of a physical object, process, or system [11,12]. It enables realtime monitoring 
and analysis of the physical counterpart to optimize performance and improve overall efficiency [11–13]. 

Production planning and control (PPC) allows companies to respond to turbulent market conditions (e.g., 
maintaining production supply when backlogs occur) [1,14,15]. An efficient PPC system is critical to 
successfully executing production plans and achieving logistical goals [16]. 

848



This paper aims to present the design of a simulation as a DT in the context of PPC to provide an additional 
data source for better production backlog control. For this reason, the investigations include a DT at the 
interface between production and feedback data collection to capture or infer conventionally unavailable 
information. We are trying to consolidate a database for dynamic adjustments and actions within the PPC. 
Our paper is based on the theoretical elaboration of Hiller et al.'s [17] conceptual backlog consideration for 
integrating a DT into the PPC control loop. The remainder of the paper is organized as follows: Section 2 
discusses the basics of PPC, the principles of DTs, and how to integrate them into the PPC control loop. 
Section 3 introduces the use of DTs in optoelectronic production by presenting the real production process 
and the simulation as a DT. Section 4 presents an application example. Finally, section 5 concludes the paper. 

2. Background

2.1 Queuing System in the context of PPC 

PPC refers to loading, scheduling, sequencing, monitoring, and controlling the use of resources during 
production to fulfil production orders [4]. Loading is concerned with how much to do; scheduling is 
concerned with when to do things; sequencing is concerned with what order to do things; and monitoring 
and control are concerned with whether activities are going according to plan and corrective actions are 
needed to fulfil activities within the plan [18]. In this context, Enterprise Resource Planning (ERP) systems 
perform and coordinate those PPC activities [4,19]. However, ERP systems tend to be cumbersome and do 
not support the realtime decision-making required in today's market environment [4]. 

Production planning generally determines the production orders to be processed by scheduling the planned 
start and finish dates using detailed scheduling [20]. It defines the planned input and output of production 
and the planned sequence in which orders are processed [1]. Based on the production planning process, 
production control is responsible for the operational implementation and realization of the production plans. 
It includes order release, capacity control, and sequence planning [16]. As a continuous progress monitor, 
production control is used as a cross-cutting task of PPC. This task aims to measure the logistical 
performance of production processes, identify deviations from the plan, and make recommendations that 
lead to adjustments to the planned values in subsequent planning iterations. [16] The PPC provides the 
necessary planning data. The actual data will be collected and provided by DT in the future through the 
simulation results of this paper. 

However, the goals of PPC and controlling can be divided into logistical cost goals (work in process and 
utilization) and logistics performance objectives (schedule reliability and throughput time), which together 
represent the economic efficiency of production [1,16,21]. For the remainder of the investigation, the focus 
of this holistic view will be backlog control in the context of PPC. Production backlog is the difference 
between actual and planned output (Backlog(t) = OutputActual(t) – OutputPlanned(t)). This control variable can 
be calculated at any time (t) in production [22,23]. The backlog determines the average schedule deviation 
of all orders in this system at the time (t) [22]. If the backlog is positive, orders will be completed later on 

        
     

          
     

              

               
             

            

          

                                                       
    
       

    
     
             

       
      

      
             

        

        
             

Figure 1: Elements of a queuing model and throughput diagram [1] 

849



average; if the backlog is negative, orders will be completed earlier [22,24]. As a matter of principle, every 
production process should always be free of backlog [22]. 

In this context, the so-called queuing model can describe a production system, which allows, among other 
things, to model the backlog [1,25,26]. The basic concept of the queueing model is shown schematically in 
Figure 1 on the left. The model deals with processes in which specific units encounter bottlenecks to predict 
the length of the resulting congestion and waiting times. For example, the goal is to optimize capacity 
utilization or throughput times [1,26]. Jobs in the queue are postponed until an appropriate resource is 
available to process the job [1,25,27]. In this way, it is possible to take into account stochastic influences 
that occur in reality when planning and controlling the production process. The mathematical approach on 
which this model is based allows us to make the actual sequence of events theoretically understandable and 
predictable, given known input information about the average arrival and clearance rates of production 
objects at the work system. In particular, a detailed prediction of correlations between waiting times and 
queue lengths and the utilization of the considered work system is possible [1], which is highly relevant for 
backlog control. As shown in Figure 1, the queuing system consists of the queue itself and the individual 
workstations where the jobs are processed. Three similar workplaces are in charge of processing the orders 
in the queuing system shown. As soon as one of the workstations finishes processing a job, it starts processing 
a new job, which is taken from the queue. In simple terms, the ratio of the arrival rate to the dispatch rate 
can be used to calculate the variables wait time, number of jobs in the system, and utilization [1]. More 
detailed information can be found in [26]. 

The throughput diagram is used to further analyze the backlog and queue scheduling analysis. Figure 1 at 
right shows the basic diagram. The throughput diagram is a logistics model that visualizes processes and 
process parameters (e.g., output rate, range, work in process) [1,28]. This model is a tool that represents the 
process parameters in a time-dynamic curve. Apart from this approach, which focuses on the input and output 
of a working system, the throughput diagram can also be used to analyze the scheduling of the production 
process. [1,29] In the throughput diagram, the planned and actual output illustrates the schedule situation 
and, thus, the backlog. The vertical distance corresponds to the backlog in hours. The horizontal distance 
corresponds to the backlog in shop calendar days (backlog range) [1]. 

The problem that today's PPC planning systems are sluggish and often do not allow realtime analysis of the 
production process will be addressed below by developing a concept for DT in PPC. 

2.2 Digital Twin: Fundamental principles and twinning in PPC control loop 

Over the past 25 years, information technologies have drastically changed industrial production, including 
new and affordable sensors and virtually unlimited data storage and processing capabilities. In particular, 
the importance of simulation systems has become increasingly apparent and an integral part of industrial life 
[30]. The term DT is often used in this context. It's a concept that promises significant efficiency gains in 
planning and controlling production systems [17,31,32]. 

The first and widely accepted definition of a DT by Glaessgen and Stargel [13] has recently been adapted to 
new conditions and republished by many authors as technology has progressed [12,13]. For this reason, a 
current definition aims to bridge the gap between these partially divergent understandings of DT. By this 
definition, a DT is a digital representation of a physical system that collects and stores data from the real 
object in realtime for analysis and optimization [11]. This paper adopts the understanding of DTs according 
to this definition. In summary, the characteristics of a DT can be described by the terms realtime mirroring, 
interaction and convergence, and self-evolution [12]. 
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Regarding the transfer of this universal concept to PPC, Negri et al. [31] have shown in research that there 
are already proven DT approaches in production systems [8,31]. In general, DTs can be used in a supporting 
role in various applications in the context of PPC. Initial approaches to integrating DTs into PPC have been 
identified in a literature review (see, for example [33–36]). In these examples, it is clear that they only 
address an isolated problem in PPC, and that backlog control has not yet been addressed in this context. [17,37,38] 

The remainder of this section discusses the integration of a DT into the PPC control loop. The PPC control 
loop shown in Figure 2 illustrates the control task that manufacturing companies must master to achieve 
their logistics goals [12]. Based on a company's objectives (e.g., performance targets) and customer 
requirements (e.g., quantity and timing), which represent the target values, the control loop systematizes 
the planning of production schedules (plan) and the control of processes during production. Furthermore, 
the PPC control loop represents the generation of production data based on operating and machine data. 
This feedback data is used as actual data to calculate deviations from the plan and thus for production 
control to derive improvement actions and increase target achievement. [38] The purpose of this 
comparison is to continuously check whether the target or plan values are being met, which is done 
successively using monitoring. If deviations are detected, they must be analyzed, and measures proposed 
and implemented. [1,38] Recording actual data requires time evaluation of the production process. In 
today's production, discrete time stamps are the most common form of time evaluation [20,38]. Figure 2 
illustrates points where feedback data can be extracted from the production process as a throughput 
element. The data is typically generated digitally based on RFID technologies [38,39].  

As seen in Figure 2, it is helpful to integrate the DT at the interface of production and data collection to 
perform realtime analysis that enables adjustments based on the plan and target data. In addition to the 
discrete time stamp data acquisition described, using DTs in production also provides the ability to simulate 
and analyze the production system virtually [8,40–42]. The literature suggests that information from 
realtime simulation, such as the actual progress of a production process, should be continuously accessible 
and evaluable to the PPC to analyze and organize the production process more transparently [17,43,44]. 
Using realtime data makes decisions faster, allowing adjustments to be made earlier and more efficiently. 
Realtime simulation can also provide continuous data for PPC control when using DTs in production. [17] 
This concept is discussed in the following chapter in the context of optoelectronic production. 

3. Architecture of a simulation model in optoelectronic production

3.1 Real model: Optoelectronic production 

The production of optoelectronic components is a highly complex, multi-stage process that requires 
exceptional support from modern technologies due to its high demands on quality. In addition to the 
generally high customer demands regarding timely delivery and quality requirements, manufacturers must 
develop new practices to meet market expectations. [45–49] On the one hand, new production technologies 

                     

          

             
          

              
          

                  

                  
         

                        
        

           
    

           

        
      

        
    

         
                                 

                              

    
                  

          

                        

  

      

          
    

    

          
    

      

                

Figure 2: Integration of DTs in the PPC-Control Loop throughput element [17,37,38] 
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such as adaptive polishing [50] and two-photon polymerization [51] need to be embedded in the process 
chains to produce high volumes with high precision. On the other hand, digital technologies such as DTs 
are of great importance for this industrial sector, as they promise to increase quality and efficiency 
simultaneously. From a logistics perspective, this means that manufacturers in this sector must deal with 
high uncertainty about their capacities [50]. The associated planning uncertainties are, for example, due to 
variable production parameters, high-quality requirements, and rework in the production process [45,50]. 

The production process is described below to define the real twin for the following elaborations in the 
simulation context: Sand is the starting material for optoelectronic production. It is used to produce silicon. 
To obtain silicon wafers, molten silicon is pulled into a monocrystal. The monocrystal is then cut into 
silicon wafers less than 1 mm thick. [45,52] This step will not be detailed in the simulation, as this product 
is a purchased part. The first step to be considered is the polishing of the silicon wafer. This step 
significantly impacts the quality of the product, as polishing has a major effect on the mean roughness 
value, which is used in practice as a key quality indicator [45,52]. This is followed by the lithography 
process, which defines the structure of the wafer plate. For this purpose, the base plate is coated with a 
photoresist layer susceptible to light. The structure of the mask is then transferred to the material by 
exposure. [45,53] The light changes the chemical composition of the previously applied coating. The 
exposed parts of the coating are soluble and are removed in the manufacturing process. A subsequent 
etching process creates the resist structure on the wafer plate. A copper filling is then introduced into the 
etched structure as a conductive interconnect, and excess material is removed by polishing. This process is 
repeated several times until a three-dimensional chip structure is created. [52,54,55] The last production 
step is contacting the chip with an electrode. [52,56] These steps represent the production process to be 
simulated and, thus, the real twin. 

The real twin serves as a reference process for the simulation where the required data is collected. This 
data is used in DT to run the simulation, analyze the collected data, and vary the parameters required to 
simulate the properties before the resulting parameters are reflected to the real twin. 

3.2 Simulation model development design decisions 

Based on the definition of a conceptual model in Robinson (2015) [57], this section formally describes the 
architecture of the DT to be simulated. The description shows the software independent structure and forms 
the basis for the simulation. The conceptual model of the simulation is based on different modules, which 

are assigned to the tasks of production planning, control and controlling. In the chosen representation, the 
inputs describe the experimental factors that are changed to run the simulation. The outputs are the reports 

Figure 3: Schematic structure of the simulation as a conceptual model [57] 

                

                             
                       
                             

       
                   

               

                           
                    

            

                           
         
                            
                    

                        
                            

          

          

                         
                
                   
                            

             

         

                   
               
                       
      

                 

          

       

                  

          
        

          
                            

                      

                
              

      

     

      

852



that describe what state has occurred in the context of the simulation. The schematic structure of the 
simulation model is shown in Figure 3. 

In production planning, the production system is defined by the material flow, the number of work systems, 
the order time structure, and the number of products. The module is used to output the structure of the 
material flow. In addition to this module, order generation is schematically structured in the context of 
production planning. For a complete description of order release, sequencing, and order flow in production 
control, see Figure 3. Based on the input and output information from production planning and control, the 
simulation is run for a specified simulation period. In the process, feedback data is generated for each work 
system. The production controlling module then evaluates the data concerning the backlog. 

3.3 Simulation architecture of the digital model and its implementation 

The digital model presented below must be permanently synchronized with the real system to reproduce 
the dynamic behaviour. Synchronization aligns the real production system and the digital model [58,59]. 
Once the initial digital model is synchronized, it can evaluate performance and optimize services. These 
functions allow a bi-directional flow of information [60]. The simulation of the DT of the production 
process was created based on the software Plant Simulation from Siemens. Specific customer orders trigger 
the process pulled through the production process by a pull control implemented by a method in Plant 
Simulation. The production orders are released globally based on this methodology. Following the 
production process, the initial polishing and the individual steps of the lithography process are performed, 
which in the simulation are carried out by individual workstations. An input/output control system centrally 
coordinates both workstations. For this purpose, the default methods programming environment was used 
in the settings of the workstations in Plant Simulation. After these two steps, detailed quality control is 
performed. This step plays a central role in the simulation because the quality characteristics of the wafer 
plates significantly impact the products' functionality. In the simulation, three products (BEs) are 
represented, which differ in product characteristics via quality. The customers' orders always refer to one 
of the three product qualities. Following the queue model, the wafer plates are contacted with the 
electrodes. The electrode is provided by a second source and considered a purchased part in the simulation. 
The queue's capacity is dimensioned in the simulation with three waiting slots. A product-dependent 
perturbation is implemented in the assembly step to simulate the quality-dependent factors described above 
(e.g., changing production parameters and reworking). Specifically, for all products of Quality 1 (low), an 
availability of 80% of the machine was randomly distributed over the simulation time, and a Mean Time 
to Repair (MTTR) of 10 minutes was assumed. For Quality 2 (medium) and Quality 3 (high) products, the 
availability is 75%. The MTTR is also 10 minutes in both cases. In addition, an open database connectivity 
interface is embedded to access external databases. The simulation results are transferred via a single-tier 
driver to a Microsoft Excel data source, which can be analyzed and transferred to the real twin. 

In summary, the DT provides insight into optoelectronic production and a more detailed picture of the 
current performance of systems. This data can be used to make analyses more transparent and to detect 

 

  

  

  

  

   

   

   

   

                   
              

 

  

  

  

  

   

   

   

   

          

    
       

    
       

                                                     

               

               

               

               

         
              

                  

Figure 4: Simulation results as a throughput diagram 
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deviations from plan earlier. This provides additional information for timely corrective action. The results 
of a case study that demonstrates the benefits of simulation as a DT are presented in the following chapter. 

4. Example of application – Potentials of simulation as a digital twin

This section aims to provide a detailed insight into simulation in the form of an example. The following 
shows how DTs can help improve the efficiency of implementing production control measures in the 
optoelectronic production process. As a concrete example for this consideration, backlog control in the 
production system was chosen. The DT captures the actual output in the simulation. Production planning 
explicitly specifies the planned output. Two scenarios were compared to demonstrate the benefit of the DT 
for backlog control in the example. Both are shown in Figure 4 in a throughput diagram to visually illustrate 
the positive effect of using a DT. The "conventional" scenario is on the left, where production runs without 
DT. In this case, response times are slow [17], and adjustments are often delayed, for example, when 
production parameters need to be adjusted or when quality problems occur [52]. The figure on the right 
shows the scenario where a DT supports production. DT support was simulated to the extent that an 
additional database was created to identify backlogs in the production process earlier and to adjust 
production capacity promptly. This additional database was made possible by continuously retrieving 
quality and progress data. 

Figure 4 clearly shows the deviation between planned and actual output, combined and represented by the 
backlog. Ideally, the planned and actual output curves should be aligned, as the backlog would be zero 
according to the above equation. However, as can be seen, the ideal case is not present in both scenarios, 
as there is always a positive backlog during the production process. Based on the formula presented, we 
can see that the orders have a positive average backlog and, consequently, a time lag concerning the 
planned dates. However, comparing the two scenarios indicates that the backlog is lower on average in the 
case of support by a DT. Nevertheless, in the case of DT support, the backlog cannot be eliminated due to 
the implementation of a simulative manipulation of machine availability and a mean time to repair. The 
reduction of the backlog to zero towards the end of the simulation is because only a limited number of 

orders were released, and the simulation continued until all orders had been processed. The parallel course 
of the planned and actual output curves indicates that the backlog could not have been cleared if more 
orders had been released. In addition, the parallel development of the two curves suggests that the backlog 
cannot be reduced without a capacity increase. Therefore, specific measures must be taken to adjust 
capacity in the short and medium term until the accumulated backlog is cleared [61]. 

In addition, the throughput diagram suggests that the scatter of the backlog is smaller due to the DT, as the 
actual output fluctuates less. As in the previous argument, this reduction in variability can be explained by 
the expanded and more transparent database. Additionally, the figure shows that the backlog range 
(horizontal distance between planned and actual output) is lower when using a DT. This reduction indicates 
that less time has to be invested in reducing the backlog in production with current capacity. This effect is 
an excellent description of the added value that DT has created in this application example. To examine 
this aspect in more detail and to demonstrate the added value of DT, a statistical analysis of the simulation 
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results was performed using box plots, as shown in Figure 5. The previously inferred finding that the mean 
backlog and the scatter are on average lower when a DT is used is confirmed by these investigations. The 
simulation results show that support from a DT reduces the median from 11.86 hours to 3.59 hours. In this 
case, the location parameter characteristically shows that the spread has a much smaller backlog as the 
median is closer to zero. Thus, this measure provided a central tendency and was deliberately chosen for 
this application example because it is insensitive to outliers. 

Comparing the two scenarios, the same interpretation can be made for the upper and lower quantiles. As 
shown in Figure 5, the box's height is smaller when a DT is used, and apart from the outliers, the minimum 
and maximum values of both data sets have a smaller range. The interquartile range (height of the box) can 
be interpreted as the mean 50% of the values being 1.39 hours ((15.47 hours - 9.07 hours) - (7.62 hours - 
2.61 hours)) closer together when a DT is used. In terms of the minimum and maximum value, it can be 
said that the backlog varies by 9.36 hours less when a DT is used. Based on the findings that the box's 
height is smaller, the outliers have a smaller spread, and the simulation data reveal a lower median, the 
statement previously made based on the throughput diagram can be confirmed that the backlog is smaller 
on average and has a smaller scatter when a DT is used. 

In terms of applications, these results were simulated by continuously recording and mirroring the actual 
data. The reduction of the median and the two quantiles of the backlog in Figure 5 is due to a depreciation 
of the idle times of the individual workstations in the production process. The reduction is caused by the 
additional database, as described above. The decrease in scatters is due to better coordination of production 
orders in general, a better adaptation of process control to changing production parameters, and early 
assurance of quality requirements. On the one hand, this example demonstrated the added value of 
simulation as a DT for PPC in general. On the other hand, the simulation presented in Section 3 could be 
practically applied and checked for plausibility. 

5. Concluding remarks

The overall objective of our work is to present the design of our simulation model as a DT in the context 
of PPC to provide an additional source of information for backlog control. Initially, an overview of 
production control was given to communicate it comprehensibly. Then, the concept of a DT, which is 
crucial for this paper, was introduced, and its possible integration into the PPC control loop was shown. 
Finally, the conceptual model and simulation results were presented and demonstrated by an application 
example. Our results suggest that DTs in production can help to organize production control and 
monitoring tasks more efficiently. Thus, this approach can address and mitigate today's sluggish PPC 
systems, high-quality requirements, and global competitive pressures described in the introduction. The 
demonstrated benefits of DT are primarily due to the additional data generated. This provides an 
information advantage, as quality and progress data can be continuously retrieved in the production process 
to expand the discrete database. Ultimately, the DT simulation result provides an approach to improve the 
economics of manufacturing from a logistics perspective, as it has the potential to improve performance 
and reduce costs. More specifically, in practical application in the production process, the DT will provide 
detailed information in realtime, enabling the effects described above through a response advantage. 

For practical applications in industry, the simulation model has the advantage that adjustments to the 
production process can be made much more quickly, resulting in better key figures. Evaluating the 
identified potentials based on simulations with further experimental or industrial datasets is necessary. 
Finally, it is essential to note that future research should focus on other PPC tasks besides backlog control 
and on how this additional information can be used to improve production control and monitoring. 
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Abstract  

In Latin America, the business services sector is constantly searching for continuous improvement to 
improve the performance of service operations and service quality. However, merchandise availability must 
be guaranteed to prevent stockouts and preserve high customer satisfaction. Therefore, managing a 
warehouse inside a service organization is challenging. In this way, a model for improvement was created 
to address the issues raised above, combining Lean Service tools such as ABC, 5S, and standardization of 
work with a Material Requirements Plan (MRP) to reduce the claims rate, which is currently 60 percent 
owing to ineffective management of the tool ordering and installation processes. After implementing the 
pilot plan and the simulation in the Arena software, a significant variation in the claims rate was evidenced 
by reducing it to 30%. This study contributes to the validation of lean tools in the air conditioning service 
industry and will continue to contribute to future managers with similar processes. 

Keywords  

Warehouse management; claims; Lean Warehousing; 5S; ABC classification; Standardization Work; 
Material Requirements Planning (MRP); customer satisfaction; air conditioning installation. 

1. Introduction

In Peru, the business services sector contributes 1.69 percent of the national GDP, and the services sector, 
in general, generates the most jobs [1]. Additionally, the subsector of services rendered to businesses 
increased by 3.4 percent owing to higher activity in advertising and market research (4.9 percent) and 
administrative and support service activities (3.0 percent) [2]. However, close to May 2020, the business 
services sector fell by 40.84 percent [3]. This result shows that service companies need help in fulfilling their 
proposals. In this case, warehouse management is paramount to ensuring a correct service process. This must 
balance the quantity of stock to offer its clients while keeping the goods and materials in a good shape [4]. 
This study attempts to lower the volume of claims for services provided to consumers in response to issues 
created in warehouse management in service businesses. A preventive, corrective, or installation service 
procedure that needs to be better managed may result in considerable loss of business. 

High cycle delivery times, poor service process performance, poor cooperation, and ineffective 
communication throughout the process are issues noted because of the industry's lack of adaption [5]. This 
issue was discovered in another study. For instance, lean services and BPM tools can be used in an MSE in 
the distribution industry to optimize the leading warehouse management indicators. This has led to 
improvements in inventory record accuracy, location record accuracy, coverage, cycle time, and productivity 
of 16 percent, 32 percent, 57 percent, 3 percent, and 24 percent, respectively [6]. Previous research has 
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established a multi-method approach to examine how firms might differentiate between value-added and 
non-value-added activities and methods to reduce waste and enhance warehouse operations. It has been 
shown that employing many methods improves our comprehension of how longer lead times affect non-
value-added distribution warehouse operations [7].  

Therefore, it is essential to ensure inventory availability to avoid stock-outs and maintain high customer 
satisfaction. Therefore, managing a warehouse inside a service organization is challenging. As a result, a 
case study was selected to represent the industry's issue with a restricted full-service capability brought on 
by inadequate management of the tool order process and, therefore, of the installation process, which led to 
a high rate of claims for the services provided. By Combining Lean Service techniques such as ABC, Jidoka, 
and Work Standardization with a Material Requirement Plan, a model for improvement was developed to 
solve the problems above (MRP). The introduction, Literature Review, Proposed Model, Validation, 
Discussion, Conclusions, and Recommendations for Future Research are the sections of this scientific work. 

2. Literature Review

2.1 Lean philosophy in material storage processes in the service sector  

Previous studies have shown that the Lean Warehouse approach incorporates many lean concept elements 
to customize them to a company's storage procedures and reduce inefficiencies in logistics operations [8]. 
To boost the effectiveness and efficiency of business storage systems, Lean Warehouse, which integrates 
many methods based on lean philosophy, such as 5S, standardization of work, and ABC, was used in our 
study. By enhancing working conditions to decrease downtime and travel lengths, these warehouse solutions 
boost the company's overall productivity [9]. Conversely, the effective use of these technologies may result 
in fewer out-of-stock situations and higher distributor satisfaction owing to shorter wait times [10],[11].  

2.2 Application of ABC to control inventory in warehouse. 

ABC classification is a technique that may be used to group various items into several situations. According 
to the Pareto analysis principle, this approach divides data into three classes, A, B, and C, to create categories 
based on the consumption values [12]. By separating inventory items by financial categorization using ABC 
analysis, efforts may be focused on fewer items while being directed toward things with greater 
representativeness, and thus, better outcomes [13]. It has been demonstrated that ABC can improve the level 
of service by correctly classifying and distributing the goods in the warehouse, rationally managing its 
inventories, and identifying those with higher demand, and therefore, higher turnover [14],[15], [16]. ABC 
has typically been used to streamline the flow of materials to reduce inventory lead times. 

2.3 5S Methodology for Improving Warehouse Efficiency. 

The finest firms in the world use 5S, a continuous improvement or kaizen approach or tool, which consists 
of five acts that must be carried out in a particular order to be successful. Putting the 5S into practice may 
keep workplaces neat, organized, and clean, creating a pleasant working environment. Although this applies 
to offices and warehouses, its influence on plants or industrial sectors is the greatest. By shortening lead 
times, cutting costs, raising quality, and eliminating waste, the company seeks to satisfy customers. In 
addition, it dramatically aids businesses in earning national or worldwide certifications. [17]. 

2.4 Work standardization to have established processes within an organization when performing 
specific tasks  

One of the most effective lean techniques, work standardization, is least used in business. It consists of 
choosing the best practices, what each operator does well, or what is shown to achieve the most remarkable 
results to create a work methodology that all employees must adhere to. Every organization should utilize it 
to continually improve its production process. The goal is for all operators to perform their tasks consistently 
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in a single manufacturing process [18]. Research has shown that this tool and its components are crucial for 
integrating intelligent technologies, developing a better order, and ensuring that the staff have the necessary 
training to do their jobs [6]. 

2.5 MRP to calculate the need for materials in the warehouse  

The Material Requirement Planning (MRP) system is a record where purchase orders are placed with 
suppliers to meet the demand on the established date, which involves a simple method to identify the number 
of components, materials, and parts required to generate a final product [19]. The MRP program is efficient, 
economical, and easy to use [20]. Owing to the established tracking, it was feasible to integrate the operation 
of an MRP system based on a material BOM, a master production plan, and inventory record. This 
immediately affected the decrease in purchase orders caused by materials [21], [22], [23]. 

3. Proposed Model

The model proposed in this study is based on the application of tools, 5s, ABC classification, standardized 
work, and MRP. These mixed methodologies were selected to moderate the root causes identified in the 
problem tree. First, the 5s model was implemented to organize the processes. Then, the ABC classification 
is used to identify high-impact materials. In addition, standardized work will be executed to improve work 
performance. Finally, MRP is implemented to control the company's stock breakage. Figure 1 shows the 
proposed model for the case study. 

Figure 1: Proposed improvement model 
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3.1 Model components 

The proposed model is divided into three components, as described below. 

3.1.1 Component 1: Problem analysis 

This component consists of all activities before applying the proposed model. First, data (time) were 
collected for the construction of the VSM to identify the sequence of the company's activities and the times 
generated in these activities, as well as to obtain a macro image of the behavior of its operations until 
dispatches were made. Second, the activities that involve the most time wasted are identified, and the causes 
are evaluated to determine which has the most significant impact, using Pareto to obtain the most critical 
root causes. Third, a problem tree is developed to identify the root causes of these problems. After identifying 
the root causes, Key Performance Indicators (KPIs) were established to measure the root causes of the current 
situation and find the variation once the model tools were implemented. 

3.1.2 Component 2: Intervention 

The second part involves implementing technologies, such as 5S, ABC Classification, Standardized Work, 
and MRP, to improve the quality of services. 

a) Application of 5S: In Seiri, unnecessary objects will be eliminated; in Seiton, an ABC classification
will be carried out to identify the materials with the most significant impact; in Seiso, elements will
be designed to help eliminate sources of dirt inside the warehouse; in Seiketsu, a time study will be
carried out on remote tasks inside the warehouse; and finally, in Shitsuke, a checklist will be drawn
up to help with the review of important points. Audits will then be performed to ensure these
conditions.

b) Application of the ABC Classification: A classification is made to identify high-impact materials
according to their cost, level of use, and if they are imported. These three factors will be measured
on a scale of importance, which the warehouse operator and air-conditioning technician will
determine. In this case, policies will be created to ensure the availability of high-impact materials
(CLASS A), such as increasing purchase frequency or dedicating more outstanding care within the
warehouse.

c) Standardization of work application: A time study will be carried out to define the standard times of
the processes; then, the rules for each procedure will be built, and we will put them into practice.
For this, a procedure manual was created to establish the guidelines, requirements, and actions to be
carried out by the service operators. Finally, the operation of the strategy is monitored.

d) MRP application: A forecast of the demand for required services will be made with historical
information about the company, the materials and tools that are most frequent by date will be
determined, and the quantity in stock will be analyzed, after which the amount needed for such a
period and the time of anticipation that must be ordered according to the lead time of the suppliers
will be determined.

3.1.3 Component 3: Verification 

The last component consisted of evaluating the KPIs established before implementation to determine the 
impact of the changes produced by the model tools used, ensuring the development of the improvement 
model. In addition, an audit format was used to verify whether the suggested activities were being carried 
out before and after implementing the tools to ensure their sustainability. The last step was to verify the plan 
using the outcomes of the pilot test. Finally, the effect of the suggested method is shown using the Arena 
Software's simulation of the air conditioning installation process in conjunction with the new indications. 
The suggested model's implementation process is shown in Figure 2 
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Figure 2: Proposed process 

3.2 Indicators 

The indicators of the proposed model, which were used to verify and control the improvements proposed in 
the case study, are presented below. Table 1 lists these indicators and their calculation formulas. 

Table 1: Indicators 
Indicator Formula 

Claims Index 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑎𝑖𝑚𝑠
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑒𝑟𝑣𝑖𝑐𝑒𝑠

 100 

5S Audit ∑(5𝑆 𝑎𝑢𝑑𝑖𝑡 𝑠𝑐𝑜𝑟𝑒) 

Duration of non-reusable inventory 𝐸𝑛𝑑𝑖𝑛𝑔 𝑖𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑠𝑎𝑙𝑒𝑠

 𝑥100 
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On-time services 𝑆𝑒𝑟𝑣𝑖𝑐𝑒𝑠 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 𝑜𝑛 𝑡𝑖𝑚𝑒
𝑇𝑜𝑡𝑎𝑙 𝑠𝑒𝑟𝑣𝑖𝑐𝑒𝑠 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑

 𝑥100 

Average cycle time 𝑆𝑒𝑟𝑣𝑖𝑐𝑒 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑡𝑖𝑚𝑒
𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑑 𝑠𝑒𝑟𝑣𝑖𝑐𝑒𝑠

 𝑥100 

4. Validation

4.1 Initial diagnosis 

The proposed model was applied to a company's warehouse that offers air-conditioning installation services. 
The company did not find a warehouse with a classification of materials according to their level of 
importance, so it was not possible to identify and distinguish what was needed. It was also observed that it 
was not kept clean or organized, and the tools did not have a specific location. The tools do not have a 
specific location. Because there is no classification, there are always problems with the missing materials. 
There is no service-level agreement with equipment suppliers or a specific material requirement plan. 
Likewise, the processes must be standardized, resulting in low operator efficiency. All of these factors 
generate a high rate of customer complaints. Figure 3 shows the problem tree for the case study. 

Figure 3: Problem Tree 
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4.2 Validation of the design and comparison with the initial diagnosis 

To execute and assess the changes achieved, a test or pilot plan for the 5S technique was carried out in the 
warehouse. The MRP and Standardized Work tools were simulated using the Arena program and the 
indications gained were assessed. 

4.3 Improvement 

4.3.1 5S Pilot 

For the 5S methodology, an initial audit was performed to evaluate the level of implementation of the 5S, 
and areas requiring improvement were identified. In addition, an ABC classification of the materials and 
tools in the service warehouse was performed. To help manage and prioritize inventory items effectively, 
focusing on those with the most significant impacts and costs. As a result, there was a considerable reduction 
in the tool search time from 15 to 5 min. Additionally, the average 5S audit indicator score increased 
significantly from 1.86 to 4.1 points. Figure 4 shows the results of the 5S audits before and after the 
implementation of the pilot. 

In this way, the aim is to encourage workers to perform the task with awareness and commitment. As they 
become part of their daily routine, habits of cleanliness and order are generated, which will positively impact 
all their actions. This gradual and consistent approach will help establish a more efficient and organized 
work culture in which everyone is committed to maintaining a clean and orderly environment. Figures 5 and 
6 show the warehouse before the implementation of the 5S pilot and Figure 7 shows the same warehouse 
after the implementation of the 5S pilot. 

Figure 4: 5S Audit chart before and after implementation 
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Figure 5: Warehouse before implementation 

Figure 6: Warehouse before implementation 
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Figure 7: Warehouse with 5S Philosophy 

Figure 8: Fully sorted warehouse 

4.3.2 Simulation proposal 

For the simulation, the entire process of an air conditioning installation service was considered, from the 
arrival of requests to the verification and confirmation of the service. Among the activities that occupied 
most of the time were the search for tools and review of the stock of materials in the warehouse. It was also 
observed that the time taken by the operators to install the air conditioning was very high, and many operators 
needed clear instructions on how to handle specific tools and materials. Therefore, it was decided to 
implement MRP to determine how much is needed for a certain period and the time in advance that should 
be ordered according to the lead time of the suppliers. With this, there is no shortage of materials in the 
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warehouse. In addition, purchasing third parties due to a lack of inventory will be avoided. 

Additionally, Standardized Work was chosen to be implemented to reduce downtime in the facilities and 
decrease customer complaints. The simulation was performed using the Arena software version 16.1. Figure 
8 shows the simulation of the situation before the improvement. 

Figure 9: Simulation in Arena Simulator software of the situation before improvement 

The Input Analyzer program received data collected from 30 observations to create a proper distribution in 
the model. An initial sample of 30 duplicates was collected to determine the required number of repetitions 
in the simulation. Three runs, with a mean width of 0.795, were performed. The last one produced 154 
replicas. Along with the introduction of the MRP and the decrease in installation time per service made 
possible by using Standardized Work, the rearrangement and cleanliness of the warehouse were also 
considered for the enhanced model. An Output Analyzer program was used to extract and analyze the model 
indications, and 500 random variables were created for each variable. A better simulation scenario is shown 
in Figure 9. 

Figure 10: Simulation in Arena Simulator software of the improved situation 
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In the observations within the warehouse, a total cycle time of 75.15 hours per request was handled, and an 
average time of 5.49 hours per installation was obtained. In addition, the tool search time was reduced from 
15 to 5 min per request. In the current simulation, a cycle time of 72.92 hours and an average time of 4.25 
hours were obtained, as well as a near-perfect service with no third-party purchases with four out of five 
services serviced daily. With the improved scenario, significant variation was obtained in the claims index, 
which was reduced from 60% to 30%. Similarly, the efficiency percentage of the installation service process 
increased from 75% to 90%. Table 2 presents the dashboards of the research results. 

Table 2: Results Comparison 
Indicators Current Target Improved 

General  

Efficiency  (%) 75% 95% 90% 
Claims Rate (%) 60% 30% 35% 
On-time services in one day (max. 4) 2 4 3 

5S  
Time to search for tools (min) 15 4 5 
Audit 5 "S 1.86 4.5 4.1 

Standardized 
Work  

Average time per installation (hrs) 5.49 4.5 4.25 

Application cycle time (hrs) 75.15 70 72.92 

MRP 
Duration of Reusable Inventory (days) 8 5 6 
Attention of a service without Purchases (5 
services per day) 

3 5 4 

5. Discussion

The proposed model, based on reducing the rate of similar claims in an installation services company using 
Lean Warehousing and MRP tools, can be adapted to other companies in the same sector that present 
problems related to the low availability of materials and low performance of personnel. Causing problems 
with customers and therefore, their claims The claims rate was reduced by an average of 28%, achieving the 
research objective of keeping its claims rate below 30%. Another objective is to reduce the average time per 
installation, which decreases to almost two hours for each installation. In addition, the entire process was 
reduced to 5.15 hours, thereby optimizing a specific current situation. Finally, we increase the number of 
services without purchases to five, which is the maximum possible number per day. This means that the 
company's objective of not resorting to any purchase for any installation service is yet to be reached. 

It is essential to note that the validation and scenarios have certain restrictions owing to their execution with 
the Arena software. This implies that results may vary depending on the particularities of each company. To 
correct the model implementation with different scenarios, changes must be made to the engineering tools 
implemented as a solution. In this case, the 5S, work standardization, and MRP. This is because the results 
were obtained using these tools. When implementing engineering tools, it is crucial to consider the different 
areas related to the primary process. This is because these problems relate to different areas. 

6. Conclusions

This study shows that implementing lean warehousing can substantially improve the productivity of 
companies in the refrigeration sector. The results are encouraging, showing remarkable improvements in all 
indicators established for the company's current situation. In particular, the claims index was reduced by 
more than 50%, a significant achievement that positively impacted a company's financial health, correcting 
the economic impact of 87,300 soles, as foreseen in the study's objectives. In addition, this implementation 
increases the net profit generated. 

Implementing MRP and standardizing the work proved fundamental for optimizing the primary process. 
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These actions made it possible to carry out services without resorting to external purchases, a long-standing 
obstacle that generated significant loss of time and resources. The efficiency in this area has reached 90%. 
A substantial reduction in installation time was also achieved, decreasing by almost 2 h compared to the 
usual duration, and reaching a total of more than 5 h for the primary case study process. Additionally, 
implementing 5S proved critical to the company's service warehouse, improving efficiency and productivity 
through organization, cleanliness, and standard setting. Consequently, search times were reduced by more 
than 67%, which minimized waste, contributed to improved workplace safety, and promoted a culture of 
continuous improvement. The results of these scenarios were positive, indicating that the project is viable in 
the business context. 
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Abstract 

The selection of manufacturing facility locations entails high costs and long-term consequences. This 
necessitates an objective approach to mitigate uncertainties associated with subjective decision-making. Our 
paper builds upon previous research on data-driven location selection and conceptually extends it to integrate 
sustainability potential evaluation. By combining Green Factory Key Performance Indicators (KPIs), the 
authors aim to facilitate and standardize long-term decision-making in sustainable factory planning. 

After outlining the requirements, current state of the art, and limitations of location selection, we emphasize 
the need for integrating region-specific Green Factory KPIs with new data sources for site selection. 
Therefore, we propose a methodology involving a review of scientific literature and other sources to identify 
data sources for site selection, establishing research criteria for determining data suitability. The results 
include suitable subsets for location selection and future steps such as criteria application and target data 
determination. 

This paper contributes to paving the way for implementing sustainability-driven location selection strategies 
in factory planning. In conclusion, we outline a roadmap for further development and suggest two areas for 
future research: data collection and integration, as well as developing and validating a location selection app. 

Keywords 

Factory Planning; Site Selection; Sustainability; Digitalization; Green Factory 

1. Motivation

Sustainability and digitalization, among the most significant global megatrends, still need to be sufficiently 
considered in established factory location selection approaches. This publication aims to demonstrate these 
gaps and outlines ways to consider them in data research for objective and sustainable factory location 
selection. The authors' long-term aim is to develop an application for factory location selection. Future 
publications building on this publication will describe the data selection for analysis and the functionalities 
of an application that analyses this data (see Figure 1).  

The approach of this publication is based on the initial description of the motivation and process for factory 
location selection. The gaps between state-of-the-art and demands in two factory planning trends 
(digitalization and sustainability) are analyzed. Strategies to close these gaps are derived, starting with 
systematic and holistic data research as the first step of factory location selection. 
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Figure 1. This paper aims to use data research planning as a basis for future research 

Two fields of focus are considered in this paper. The first field, digitalization, necessitates and enables new 
approaches for data research, selection, and analysis for decision support. The second field, green factories, 
enables new considerations of environmentally sustainable location factors to meet the increasing demand 
for sustainable production.  

2. Factory location selection approach

Factory location selection is crucial for business success. The selection of new factory locations is based 
on location search and evaluation. This strategic decision is critical in gaining competitive advantages and 
ensuring operational efficiency for manufacturing companies [1], especially in light of supply shortages, 
growing market uncertainties, skilled labor shortages, and increasing interconnectedness of production 
locations [2]. Location selection is a continuous process for most corporations and medium-sized enterprises, 
with decisions every two years on average [1].  

This publication is based on an established approach for factory location selection. In this approach, 
potential location options are gradually narrowed down: first on a global level, then on a regional level, and 
finally on a local level. The first step of location selection is the definition of site requirements. These 
requirements may be derived from the overarching, long-term corporate strategy and the motives for the new 
site establishment [2]. The second step of the location selection process is the description of possible location 
alternatives through several location factors. These factors differ depending on the level of planning. [3] This 
paper builds upon this approach and focuses on location selection from the super-regional to the local level. 

This publication focuses on data research since it is a crucial initial step for factory location selection. 
Location criteria are derived from quantitative and qualitative location factors according to company-specific 
requirements and can be distinguished into knockout, minimum, and wish criteria. Location selection criteria 
are selected and weighted differently depending on each case. The location options are either quantitatively 
or qualitatively evaluated according to these criteria. Quantitative methods mainly calculate expected costs 
and revenues via net present value [4]. Qualitative methods consider factors not quantifiable in monetary 
terms primarily via utility analyses and weighted criteria [2]. Quantitative approaches feature the manual 
selection of alternatives and heuristics or optimizations, enabling automatic decision-making [5]. The most 
used location selection methods are utility analyses, a qualitative approach [1]. Location selection, therefore, 
highly depends on the data to be analyzed.  

3. Digitalization

Digitalization increases the availability of high-quality data that business decisions need to consider [6]. 
Decisions must be supported by digital analysis of relevant, high-quality data [7]. 

Outlook
Objective specification and data selection

Aim:
- Data selection for objective and sustainable 

factory location selection 

Outlook
App function description for data analysis

Aim:
- Data analysis planning for objective and 

sustainable factory location selection 

This publication
Motivation and data research

Aim:
- Data research planning for objective and

sustainable factory location selection 

Approach: 
- Description of motivation and approach for factory location selection
- Focus on data research as the first step of factory location selection
- Derivation of approaches to close the gaps between state of the art and demands in three areas of modern trends

- Digitalization
- Sustainability 
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The first identified gap (1) lies between the predominant consideration of quantitative factors and the 
increasing demand for consideration of qualitative factors in location planning. Due to the severe 
consequences of wrong location selection decisions, they primarily depend on the objective analysis of 
quantitative information [1]. However, neglecting the systematic consideration of less tangible influencing 
factors such as political stability or availability of personnel [5] can lead to wrong location selections that 
are costly or impossible to be reversed later.  

The second gap (2) relates to the insufficient number of typically considered influencing factors for strategic 
decisions [8]. The need for consideration of interconnected location criteria, including emerging dimensions 
like sustainability [9], calls for a more expansive approach.  

The third gap (3) centers around the challenge of identifying and assessing a growing number of factors 
while simultaneously meeting the demand for more in-depth research, selection, and preparation of these 
factors. Usually, after matching internal company requirements with specific and weighted location criteria, 
information is gathered about the locations' external environments for qualitative and quantitative analysis 
[2]. Hence, data research, selection, and preparation are the basis for any location selection analysis [1].  

The fourth gap (4) lies in the increasing complexity and subjectivity in decision-making, necessitating the 
acceleration of simpler, objective decisions. Established location selection methods need to consider this 
current complexity [10]. Complexity reduction is necessary for accelerating decisions while ensuring high 
decision quality for strategic decisions with long-term consequences [11].  

The fifth gap (5) lies between current quasi-rational and subjective location decisions, intuitively made by 
expert teams [8], the demand for uncertainty reduction, and the uncertainty-increasing need for a wider 
variety of influencing factors. The subjective location decisions are based on uncertain qualitative and 
quantitative information [12], resulting in long-term, complex, and difficult-to-reverse decisions [9]. 
Additional information reduces these uncertainties [13].  

Closing the first gap (1) requires systematically considering all available and suitable quantitative and 
qualitative factors in location planning. Examples of such data can be found in the fifth chapter. A guideline 
is to be developed for low-effort factor selection from these databases. 

Closing the second gap (2) requires a method of analysis that allows for flexibly increasing the number of 
considered factors. A preselection of factors should be developed that require little preparation for evaluation 
and, therefore, are easy to incorporate into a location selection analysis. 

Closing the third gap (3) requires streamlining the research, selection, and preparation of numerous factors 
to be considered. A thorough analysis of standard databases can significantly reduce the research workload. 

Closing the fourth gap (4) requires accelerating less complex objective decisions. Factory planners need 
decision support to understand the effects that can be derived from the diverse planning information [14]. 
Decision support systems are methods and tools for data analysis, system modeling, and identification of 
optimal solutions [5]. Schuh et al. proposed a new data-based method for high-quality location selection 
decisions featuring a company-specific quantitative assessment of soft and hard factors. This method 
involves four key steps: industry analysis, regional determinants examination, location comparison through 
target functions, and sensitivity and scenario analysis of ranked alternatives. The method may be enhanced 
by dynamically analysing upcoming boom regions, enabling first-mover benefits. [1] 

Closing the fifth gap (5) requires balancing a comprehensive approach to reduce uncertainty with a focus 
on the most critical factors. Due to today’s uncertainties, the comprehensibility of location selection is 
especially important [2]. The level of detail or aggregation of the decision support determines the trade-off 
between low-effort usage and result accuracy [15]. Low-effort decision-making requires focus on the most 
essential aspects with minimal effort for information gathering [13].  
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Table 1. Summary of the gaps to close in factory location planning concerning digitalization 

4. Sustainability

The importance of sustainability as an influencing factor in manufacturing business decisions increases 
along with environmental policy pressure. This pressure originates from the public (government 
organizations, non-governmental organizations, customers) and the environment. Therefore, circular 
economy principles and the risks of climate change cannot be disregarded in the long run. This necessitates 
the consideration of sustainability in business activities with long-term implications, such as optimizing the 
supply chain and, consequently, the location selection for factories. [16,17] Besides, such considerations of 
ecological factors can result in economic and strategic benefits [18]. Without considering sustainability in 
location selection, the introduction of, e.g., European Sustainability Reporting Standards (ESRS) and legally 
mandatory sustainability targets for industrial sectors and locations will inevitably lead to costly factory 
modifications. Yet established approaches for location selection do not consider the various factors 
influencing sustainability, e.g., the possibilities for using and generating renewable energies. 

Closing this gap requires the introduction of measurable and applicable Green Factory KPIs into the location 
selection process. This requires a methodological framework for translating Green Factory KPIs into location 
selection criteria [19]. Factors to be considered include, for example, the Green Factory KPI “CO2 emissions 
of logistics”. This Green Factory KPI can be incorporated into the location selection process by considering 
supply chain distances from a sustainability and economic perspective. The Green Factory KPI “Waste 
Recycling” can also be included in the location selection process by considering the proximity to suitable 
waste processing industries and the emissions generated during transportation. Furthermore, the choice of 
location influences not only Green Factory KPIs based on transport distances but also other factors, such as 
the proportion of internally generated renewable energy. This can be considered in the location selection 
process, for example, by taking the varying availability of solar-capable land into account.  

5. Resulting Data Research Approach

In conclusion, the result regarding digitalization is the need for digital decision support systems. Such 
systems decrease the uncertainty, subjectivity, and complexity of location decisions. Uncertainty is reduced 
via analysis of extensive factors and data sets. Subjectivity is reduced by evaluating according to ranked 
individual objectives and unveiling development patterns invisible without algorithmic analysis. Complexity 
is reduced via digital automation of typical analysis steps. Therefore, this publication proposes a data 
research approach to identify suitable data for such decision support systems as a first step. One of the next 
steps in our future research will be the selection of databases to integrate into a decision support system.  

The result regarding sustainability is the need for quantitative analyses of green factory KPIs to enable 
location selection according to sustainability objectives. The following steps are supposed to mitigate the 
non-consideration of sustainability in state-of-the-art location. First, we evaluate which Green Factory KPIs 
have the highest significant impact on overall sustainability performance of planned productions. Then, a 
cause-and-effect analysis will be carried out to examine how the choice of location influences the 
manifestation of these Green Factory KPIs. This cause-and-effect analysis can be conducted through a 

Predominance of quantitative factors Consideration of qualitative factors Guideline for factors selectionFirst gap to close (1)

Second gap to close (2)

Third gap to close (3)

Fourth gap to close (4)

Fifth gap to close (5)

Low number of considered factors High number of influencing factors Expandable factor preselection

High difficulty for data research Large scope of data research Expandable data base preselection 

High complexity of subjective decisions Low complexity of objective decisions Digital decision support

High uncertainty of subjective decisions Low uncertainty of objective decisions Comprehensibility and low-effort usage

State of the art Demand Closing the gap
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questionnaire-based empirical study involving experts in factory planning [20]. Taking into account the 
identified relevance of Green Factory KPIs on overall sustainability performance, the benefits of 
incorporating Green Factory KPIs in the location selection process must be assessed. 

The data content is the first assessment dimension. The data must enable consideration of as many 
relevant location factors as possible. Only a fraction of the potential factors are suitable for any location 
selection case. The following ten main categories provide an overview of established assessment dimensions 
that each contain many location factors: market potential (C1), supply infrastructure (C2), freedom of trade 
(C3), labor market & workforce (C4), transfer payments & subsidies (C5), legal certainty (C6), political 
stability (C7), macroeconomic stability (C8), simplicity of business establishment (C9) and transportation 
infrastructure (C10). [1] A holistic selection of relevant factors and corresponding data sets is enabled by 
closing the described gaps regarding sustainability. We propose an extension of the ten categories by the 
following category: sustainability (C11). Thus, eleven categories of location factors are offered to assess the 
data content. 

Data suitability is the second assessment dimension. In this dimension, the data can be assessed regarding 
the context fit of the contained information via three aspects: relevance (S1), trustworthiness of the source 
(S2), and trustworthiness of the included information (S3). In addition, the data can be assessed regarding 
the data structure quality via two aspects: comprehensiveness (S4) and granularity or level of detail (S5). In 
addition, the data can be assessed regarding the data value quality via two aspects: precision (S6) and 
currency, actuality, or timeliness (S7). In addition, the data can be assessed regarding its environment, 
including knowledge and governance, via one aspect: usability (S8). [21] Relevance (S1) in this context 
describes whether the content of data records meets the respective information needs. Trustworthiness of the 
source (S2) in this context describes whether the data source is perceived as reliable. Trustworthiness of the 
contained information (S3) in this context describes whether the data creation method is perceived as 
reliable, e.g., the data may be perceived as less reliable if it contains subjective interpretations recorded in 
surveys. Comprehensiveness (S4) in this context describes whether the data includes all entities in the desired 
scope about which information is required, e.g., if all states of the world are included. In this context, 
granularity or level of detail (S5) describes whether all entities contain the required information, e.g., if 
locations are broken down into countries, counties, or other classes. Precision (S6) in this context describes 
whether numerical values contain the desired number of places beyond the decimal point; e.g., they may not 
be considered precise if rounded. Currency actuality or timeliness (S7) in this context describes whether the 
data represents the required point in time. Usability (S8) in this context describes whether the data is findable 
and accessible. 

The resulting data assessment method follows the described two dimensions (see Table 2). The aim is a 
holistic but practical assessment for identifying suitable data sets. Therefore, for each data suitability aspect, 
each blank would be filled with a brief description according to the influencing factors described above and 
a simple rating according to case-specific preferences. It is the basis for further research to identify suitable 
databases and analysis methods. 

Table 2. Method for data assessment regarding content and suitability 

Data suitability
Context fit Data structure quality Data value quality Governance

Data content
Main categories Data set

Relevance 

(S1)

Trust in 
source 
(S2) 

Trust in 
information 
(S3)

Comprehen-
siveness 
(S4)

Granularity 

(S5)

Precision 

(S6)

Currency 

(S7)

Usability 

(S8)
Market potential (C1) Data set 1

Data set 2
Data set 3

Supply infrastructure (C2) Data set 4
Data set 5

… …
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6. Summary, conclusion and outlook

In summary, digitalization necessitates digital decision support systems to reduce uncertainty, subjectivity, 
and complexity in location decisions. Sustainability requires quantitative analysis of green factory KPIs to 
incorporate sustainability objectives in location selection. The proposed data assessment method follows the 
dimensions data content and data suitability, providing a practical approach to identifying appropriate data 
sets and databases for informed decision-making as well as further research and analyses. 

In conclusion, such a targeted approach supports the further development of factory site selection processes. 
By incorporating two main future megatrends (sustainability and digitalization), the approach enables 
enterprises to realize strategical advantages. For example, factories strategically situated with a strong 
emphasis on ecological sustainability are likely to exhibit superior ecological performance, thereby 
facilitating adherence to regulatory frameworks and increasing long-term resource efficiency. This, in turn, 
translates into heightened resilience in the face of potential energy supply crises and shifts in legislation. 

As an outlook, additional research leading to further publications is proposed. Next, the assessment method 
will be detailed to select location factors and suitable databases. Later, a prototypical software application 
will be presented. Its aim is the decision support in factory location selection based on analyzing the selected 
databases. Finally, the application will be evaluated. Further studies may be necessary to select data analysis 
methods and the desired form of results to be included in the decision support system.  
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Abstract 

To reach set climate goals recent paradigms of production need to be reconsidered. Within the automotive 
industry, approaches like electric mobility focus on the use phase. However, the production of an electric 
car is resource and energy intensive, which diminishes the ecological advantage of electrification in the use 
phase. Established approaches aiming for the production phase often involve saving energy or resources, 
which is in a single-digit range when it comes to the reduction of emissions. In contrast to that, applying the 
concept of Circular Economy can reduce the ecological impact of products over their lifetime significantly. 
This paper introduces Re-Assembly as a plannable concept to extend the lifetime of products while reducing 
emissions and increasing the margins for the OEM. By combining the concept of Re-Assembly with other 
R-strategies, this paper aims to demonstrate the ecological and economic potential of circular business
models, especially in the automotive sector. This is done by introducing the results of a use case and deriving
specific enablers for the concept. The resulting enablers can be understood as fields of action for establishing
Re-Assembly in practice.

Keywords 

Sustainability; Re-Assembly; Remanufacturing; Circular Economy; Production 

1. Introduction

In the context of the sustainability transformation, manufacturing companies are on the edge of a paradigm 
shift. According to the Circularity Gap Report 2023, 70% of the global greenhouse gas emissions are 
produced by the handling or usage of materials [1].  To limit the consequences of climate change to a 
temperature rise of 1.5 degrees Celsius a maximum of 400 Gt of CO2-equivalences can be emitted, calculated 
from the beginning of 2020. With constant emissions, this CO2-budget will be depleted in a few years [2]. 
At the same time, the manufacturing industry is characterized by over-production and over-capacity. For 
instance, a tooling machine has a 34% capacity utilization on average [3]. In the automotive industry, it is 
common to produce a disproportionate variety of vehicles that result in only 20-30% of profitable variants 
[4]. Focusing on the automotive example, the profuseness becomes clearer when looking at the usage phase. 
Private vehicles are only used with 1.5% of their loading and time capacity [5]. Furthermore, the mobility 
shift, driven by the EU's ban on internal combustion vehicles [6], is leading to an increased production of 
electric vehicles with increasing battery sizes. This leads to a significantly worse environmental footprint of 
an electric vehicle in production compared to an equivalent combustion vehicle [7]. In summary, there is a 
high level of overproduction, overcapacity and resource consumption in the automotive industry.  
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A possible solution for these issues is the concept of Circular Economy and the associated R-strategies. This 
paper aims to introduce the concept of Re-Assembly as a possible strategy for the transformation of the 
automotive industry. By giving an overview of approaches from science and practice the paper demonstrates 
the ecological and economic potential of Re-Assembly in combination with other R-strategies and 
summarizes with the main enablers for this concept.  

In the following chapter, the basic terms are defined and relevant research is summarized. Chapter 3 contains 
a description of the paper’s research approach. In Chapter 4 the overall concept of the latter, its enablers 
alongside its potential are outlined. Chapter 5 concludes the paper with a summary and outlook. 

2. Fundamentals

In this chapter, the basic terms “Circular Economy” and R-strategies are defined and differentiated. 
Subsequently, related work is summarized.  

2.1 Circular Economy and R-strategies 

Circular Economy is defined as an economic model that is able to decouple economic growth and resource 
consumption by using them in circulation. In contrast to that, the linear model is based on a “take-make-
waste pattern”. It is built on the assumption of cheap and easily accessible materials and energy. [8] Ellen 
MacArthur visualized the two fundamental cycles of Circular Economy, the technical cycle and the 
biological cycle, as shown in Figure 1. The cycles display how the linear model can be transferred to a 
circular model [9].  

Figure 1: Butterfly model displaying the cycles of Circular Economy by Ellen MacArthur [9] 

However, when reviewing these cycles the prioritization of the circles and their goals besides ecological 
sustainability do not become clear. The linear model, which is used today, has worked so well because it 
was economically beneficial. To be successful the circular model needs to become comparably profitable. 
Sustainability is already pursued today in the form of energy saving, efficiency and recycling. Though, life-
extending measures and functional product expansions have potentially more ecological impact while being 
profitable as well. So, Circular Economy has to be a tool to align economic and ecological goals. Figure 2 
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shows which approaches need to be considered to make profitable sustainability work. This paper uses these 
approaches to introduce Re-Assembly as a new strategy to achieve this goal. 

Figure 2: Aspects of a profitable Circular Economy [10] 

Re-Assembly and other R-strategies serve to operationalize the Circular Economy. An example from the 
automotive industry demonstrates the ecological and economic added value of R-strategies. It shows that 
remanufacturing requires up to 80 % less energy than the production of new components [11]. In addition, 
water consumption is reduced by 88 % and the amount of waste by 70 % [11]. In this example, 
remanufactured parts are up to 40 % cheaper than new ones [11]. This means that customers can be offered 
an economically viable way to extend the lifetime of their product, saving further resources and emissions. 
Another advantage is the reduction of dependence on primary resources. Closed material cycles can achieve 
material savings and industries such as the automotive industry benefit from this in particular [12]. Since 
Re-Assembly shares and extends the ideas of remanufacturing, it is likely to have even greater potential. 

Various R-strategies have been defined by several authors to help operationalize the concept of Circular 
Economy. In the following, this paper will refer to ten R-strategies that have been defined by Potting et al. 
and are listed in Table 1. Potting et al. have ranked them so that the strategies at the top of the list are those 
that embrace circularity the most. They require less energy and effort for realization and therefore have less 
impact on the environment [13]. 

Table 1: R-strategies by POTTING ET AL. [13] 

R-strategy Description 
Refuse Make product redundant by abandoning its function or by offering the same function with a 

radically different product 
Rethink Make product use more intensive (e.g. through sharing products, or by putting multi-functional 

products on the market) 
Reduce Increase efficiency in the product manufacture or use by consuming fewer natural resources and 

materials 
Reuse Reuse by another consumer of discarded product which is still in good condition and fulfils its 

original function 
Repair Repairs and maintenance of defective product so it can be used with its original function 
Refurbish Restore an old product and bring it up to date 
Remanufacture Use discarded product or its parts in a new product with the same function 
Repurpose Use discarded product or its parts in a new product with a different function 
Recycle Process materials to obtain the same (high grade) or lower (low grade) quality 
Recover Incineration of materials with energy recovery 

However, referring to Figure 2, remanufacturing is the most noteworthy R-strategy despite its location in the 
middle of the list. Remanufacturing has the potential to optimize the ratio between renewed input and product 
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value. Due to the usage of existing components and modules, resources, energy and value can be preserved 
and enhanced. As a value generating process remanufacturing enables the industry to be sustainable and 
profitable, build a circular business model and maintain employment. Other R-strategies prevent or reduce 
value creation since they are based on minimizing consume or restricting the maintenance of the original 
value of the product.  

This paper introduces the term “Re-Assembly” as an additional R-strategy and advancement of 
remanufacturing that aids to operationalize Circular Economy. Re-Assembly is the replacement of 
components with refurbished and newly developed components for the short-term provision of a product 
that is at least as good as new with a warranty and, if necessary, an extended range of functions, while at the 
same time preparing for the recycling of the components. To distinguish this from remanufacturing, it is 
crucial to emphasize the upgradeability of the product. In addition, unlike remanufacturing, Re-Assembly 
should be plannable and carried out on an industrial scale. By considering all product modules and applying 
other R-strategies on a module level as well, this aims to minimize the product carbon footprint over the 
entire life cycle of the product and to close the loop for all resources used. To summarize, Re-Assembly aims 
at an industrial and scalable production of products and modules for lifetime extension and value 
enhancement in an “Upgrade Circular Economy”.  

2.2 Related work 

This chapter provides an overview of related terminologies to help outline the field of Re-Assembly. It shares 
the shown characteristics with them. 

LANGE explains that remanufacturing offers great savings potential in terms of resource efficiency and 
energy efficiency. Although transport and reprocessing of the components generate additional emissions and 
require additional resources, these are significantly lower than those required for a new production. In 
addition, remanufacturing often requires less energy than recycling with subsequent new production of the 
component. Remanufacturing results in significantly lower production costs, which leads to a higher profit 
margin and can be passed on to the customer in the form of lower purchase prices if required. [14] 

VAN LOON ET AL. name product categories where remanufacturing can achieve savings. Remanufacturing 
is suited for products that create a large part of their environmental impact during manufacturing. If the 
majority of the environmental impact is caused during the use phase, it is more expedient to substitute these 
with new, more efficient products. For products that lose efficiency over their lifetime and use more energy 
as a result, it may be better to replace them with new ones than to extend their lifespan. [16] 

KAMRAD ET AL. describe the current concept for upgradeable products and developed a model to indicate 
under which circumstances this concept is profitable for companies. The concept divides the product into 
stable and improvable components. Improvable components can be exchanged and replaced by new ones 
with new features. This enables the customer to always be up to date with the latest technology without 
having to purchase a completely new product. In addition, only some of the components need to be adapted 
during development, which in turn reduces the time and cost of the development process. From an 
environmental perspective, this can reduce waste from obsolete products. The authors mention various 
scenarios in which the use of upgradeable products is suited for companies, including small market sizes, 
high production costs or different innovation speeds of individual components. [17] 

PENG ET AL. present requirements for the development of Open Architecture Products (OAPs). OAP are 
in demand due to growing market requirements in terms of adaptability and cost efficiency and allow other 
manufacturers to adapt existing products to meet customer needs. An OAP is enabled by an adaptable design 
process; commonality and modularization are therefore not sufficient. The authors introduce a design process 
and give an example of an electric vehicle with an open architecture concept that can be adapted during its 
life cycle. [18] 
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LIANTO ET AL. try to show the different aspects of Continuous Innovation (CI) with their study. CI is 
understood as an innovation process that continuously and in a structured way generates innovations so that 
sustainable and   growth can be achieved in the long term. This enables companies to quickly adapt to a 
fluctuating market and new customer demands. With CI development times can be reduced and the 
frequency of new products increased, which helps companies to remain competitive. In their study, the 
authors identify fundamental capabilities that enable CI. Among them are mainly intangible resources such 
as knowledge management or the social environment in the company. [19] 

Re-Assembly as a term combines and enhances the characteristics of the established approaches shown. It 
serves as a overarching concept to describe an industrial and scalable (re-)production of products and 
modules for lifetime extension and value enhancement in an “Upgrade Circular Economy”. The literature so 
far lacks a suitable compilation of enablers for Re-Assembly. To derive a conceptual framework this paper 
presents the enablers of Re-Assembly in the following.  

3. Research approach

This paper is designed as a qualitative and exploratory case study as described by [20] that draws on both 
literature and semi-structured interviews with researchers of the Laboratory for Machine Tools and 
Production Engineering WZL of RWTH Aachen University and a local automotive start-up, which focuses 
on a circular business model. The central research question was how Re-Assembly could have an ecological 
and economic impact on the automotive industry. The economic and ecological potential of the concept is 
demonstrated by referring to industry examples and literature on related concepts like “remanufacturing”, 
“upgradeable products”, “open-architecture-products” and “continuous innovation”. The research is 
supported by the findings of the “Re-Assembly-Factory case study” of the Machine Tool Colloquium of 
Aachen (AWK) in 2023. The AWK is an international platform for industry and research collaboration that 
is hosted by the WZL since the year 1948. In 2023 the topic was the transformation to a value-enhancing 
Upgrade Circular Economy. Part of the program were multiple case studies to demonstrate current research 
findings. One of those was the “Re-Assembly-Factory case study” which focused on the practical 
demonstration of a Re-Assembly factory concept in the automotive sector. The introduced potentials have a 
theoretical character and are to be understood as impulses for further research. 

Figure 3: Research approach for determining relevant enablers for Re-Assembly 

4. Re-Assembly Concept

This chapter aims to outline how a Re-Assembly concept can be established in practice. First, the Re-
Assembly Factory use case is described. Second, the enablers for Re-Assembly which have been derived 
from that project are outlined. 
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4.1 Re-Assembly Factory at RWTH Aachen Campus 

In the course of the AWK, a pilot project for a Re-Assembly Factory (Figure 4) was presented. In particular, 
the reassembly of the vehicle's outer skin components was shown. The first step was to dismantle the body 
parts from the vehicle. The disassembly was carried out with little effort since many components are fastened 
with quick-release fasteners. What remains is the so-called 'core', the part of the product that remains after 
disassembly [21], e.g. the vehicle frame in this case. This consists of components that have a long lifetime. 
The preservation of such components leads to emissions savings.  

Figure 4: Concept of an Upgrade Re-Assembly Factory 

During disassembly, the dismantled components can be assessed with regard to their quality and, based on 
this assessment, can be fed to the appropriate further processing [21]. Here, mainly remanufacturing and 
recycling approaches are considered. In particular, remanufacturing can take place directly at the same 
factory site or even directly on the assembly line. This reduces transport costs and can enable economic 
remanufacturing processes. In this use case, the vehicle’s seats were presented as an example of 
remanufacturing. The lifetimes of individual components of the seat can differ significantly. 
Remanufacturing allows to fully utilized the differing lifetimes of the components. This is achieved by 
replacing components after their useful lifetime while others can still be used. This leads to savings in 
emissions and resources. 

In the second process station, new components - either remanufactured or newly produced ones, depending 
on customer requirements - were re-assembled. New components with functional enhancements can not only 
preserve the value of the original product but also increase its value [21]. Such extensions may be cameras 
or sensors for assistance systems. In the use case, other components such as the dashboards or headlights 
were also replaced. The final step was to test the re-assembled product. Here, the product must fulfil at least 
the same requirements as a comparable new product. If this is also given, the product can be delivered. [21] 

During this use case, the enablers of Re-Assembly were identified and displayed via digital demonstrators. 
The results are incorporated in the following chapter. 

4.2 Enablers for Re-Assembly approaches 

The following chapter deals with several enablers for Re-Assembly concepts that have been identified 
through the case study. It serves as list of topics to engage with to establish Re-Assembly in practice. 

4.2.1 Flexible Factory Concepts 

Although Re-Assembly is considered “plannable” when compared to remanufacturing this does not result in 
a similar level of production certainty as it is usual in scalable linear production. In the context of Re-
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Assembly “plannable” means that the upgrades and revision of products are intended since the product 
development. However, due to the longer lifetime of the product, the uncertainty regarding the condition is 
increased. Different customer requirements over the period of usage add to this tendency as well. 
Consequently, every upgrade cycle differs from product to product and which upgrade cycle the product is 
currently in. Although Re-Assembly has to be industrialized to unlock its full economic potential, a regular 
linear factory concept is not sufficient. Therefore, a matrix organization has been used in the described case 
study (Figure 4). A matrix factory concept represents a compromise between the flexibility of a workshop 
and the scalability of a line production [22]. This concept helps to level out the remaining uncertainties and 
enables spontaneous adaptations to unpredicted deviations regarding the product's condition. It also eases 
the organization of reverse logistics streams.  

4.2.2 New Modularity 

To enable Re-Assembly concepts and foster the ecological sustainability of products the modularization of 
products needs to be revised [25]. While in the past the goal of product modularization was cost reduction 
and the management of variant complexity [26] the dimension of sustainability establishes as a new factor 
in product development. Thinking about recycling, it is beneficial to design modules with the aim of easy 
separation of materials. Regarding Re-Assembly modularization has the goal to minimize disassembly effort 
by designing modules taking into account different lifetimes and the accessibility of components. This can 
result in a fundamentally different product architecture. Referring again to the term “plannable Re-
Assembly”, thinking ahead in product development plays a vital role in enabling efficient Re-Assembly 
concepts. 

4.2.3 Open-Architecture Products 

When thinking about upgradeability and new paradigms for modularizations the concept of open-
architecture products comes into mind. Originally a concept from software development, it represents the 
idea of enabling third-party products to be compatible with the product. The main product serves as a 
platform on which a variety of other products work as components, comparable with an operating system of 
a smartphone and its applications. This has the potential for more customization with significantly less 
internal complexity. However, the producer needs to open up and adequately aggregate constructional data 
to third parties. Furthermore, the establishment of new hardware interfaces, that are potentially more 
complex and expensive, and security standards are prerequisites. 

4.2.4 Hardware Interfaces 

Reconditioning used products may be not profitable if the process is too complex. To reduce labor costs and 
takt time in a Re-Assembly factory the products need to be disassembled easily. While automated 
disassembly can be complicated due to the variety of conditions in which the products are returned to the 
factory, manual disassembly can be expensive. Especially if Re-Assembly factories are located in high-wage 
countries to enable efficient and ecological reverse logistics the disassembly process must become highly 
efficient. One option to support that is to modify the product’s hardware interfaces. While conventional 
products often have inseparable interfaces which are glued or welded circular products need to be 
dismountable without damaging a component. This can be done by reintroducing quickly detachable screw 
connections or similar interfaces. The resulting higher costs are compensated by the product's extended 
lifetime. 

4.2.5 Digital Product Pass 

The most effective tool to eliminate the uncertainty of a Re-Assembly system is the utilization of usage data. 
A digital product pass serves as an enabler to collect, store and present such data to the relevant stakeholder. 
The product pass collects data through the entire lifecycle. This is especially reasonable on the level of 
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components. The pass stores data about the product's architecture, the materials used, information for 
maintenance, energy and emission data to calculate the product carbon footprint [23]. It collects usage data 
to enable predictive maintenance or to foster further customization. Every component has its own set of data 
even if assembled into another product which is crucial for products that rely on homologation. Moreover, 
the digital product pass supports the workload planning for the Re-Assembly factory by calculating the 
upgrade scope for the next Re-Assembly appointment with a use of usage and customizing data. However, 
due to the storage in a cloud system, the issue of data privacy must be clarified beforehand. 

4.2.6 Homologation 

One issue when trying to upgrade products, especially in the automotive sector, is homologation. Modifying 
or upgrading a safety-relevant component can lead to the invalidity of the vehicle’s homologation. One 
approach to tackle this is to pre-homologate possible component combinations so that if the product leaves 
the Re-Assembly factory with an upgrade it is already certified. However, this complex legal issue should 
not be discussed further here. Rather, this should be an appeal that the homologation processes of circular 
products must change in the future.  

4.2.7 Subscription Business Models 

Although it is possible to operate a Re-Assembly concept with a transactional business model, there are 
several reasons to switch to a subscription model. In general, to foster the transformation to a Circular 
Economy incentives need to be created for both customer and producer. Subscription models are 
characterized by the ownership of the product which remains at the producer [24].  The customer pays for 
the usage of the product. This leads to several advantages that synergize with Re-Assembly concepts. Firstly, 
the producer has an intrinsic motivation for the product to have a longer lifecycle and develops more robust 
products. Secondly, due to the ownership, the producer keeps the right to retrieve the products for an upgrade 
to extend the lifetime of the product. Thirdly, it becomes easier to get the right to utilize usage data. 
Moreover, customers benefit from periodically lower payments instead of high initial investment costs, the 
value preservation and up-to-dateness of the product.   

5. Summary and outlook

This paper addresses the paradigm shift needed in manufacturing companies in the context of the 
sustainability transformation. To tackle this challenge the paper proposes the concept of an Upgrade Circular 
Economy with the associated R-strategies and the concept of Re-Assembly. This has been done by referring 
to related research and practical experiences from the authors. The case study and interviews that have been 
carried out revealed the challenges and prerequisites of the concept. With the provided input this paper 
summarized and outlined relevant enablers of Re-Assembly. Flexible factory concepts are needed to deal 
with the uncertainty of the product’s condition which can be reduced by collecting life cycle data via a digital 
product pass. To enable upgradeability products need to be designed with quick-release interfaces and 
modularized for disassembly and compatibility with third-party components. Subscription business models 
can help to establish planned upgrade cycles and pre-homologate new component combinations. More 
research is needed to investigate how the enablers of Re-Assembly need to be designed in detail. 
Furthermore, it needs to be explored to what extent the applicability of Re-Assembly depends on the 
industry. Lastly, it must be emphasized that Re-Assembly is still a concept that needs to be further developed 
and tested in practice. It holds significant potential when it comes to circularity but represents a major shift 
with regard to the predominant concept of linear economy. 
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Abstract 

The growing rate of consumption has drawn attention to measurable environmental impacts leading to the 
development of sustainability tools that can inform environmental, economic and social decisions. Façade 
glass is a widely used material that is highly recyclable material and is an important material for sustainable 
assessments as it promotes ideas of Circular Economy if it is done properly after taking into account the 
quantification of environmental impact associated with recycling activities. Design of sustainable products 
requires having a lifecycle perspective, including analyzing various End-of-Life (EoL) scenarios. This paper 
aims to investigate scenarios of when glass is disposed to demonstrate the applicability of glass in a Circular 
Economy. Life Cycle impact Assessment (LCA) and Circular Economy (CE) literature is critically reviewed 
to identify progress in research, methodologies employed and areas that require more research which this 
paper aims to resolve. It was determined recovery, also known as EoL, strategies for glass used in the 
Australian built environment lacked research despite the growing imperative of sustainable consumption. A 
typical glazing unit in a facade system was selected for assessment along with three (3) disposal scenarios. 
Quantifying the environmental impacts are to be interpreted in a LCA along with glass recovery strategies 
involving recycling, landfill and/or incineration with heat recovery. A CE assessment is performed by 
interpreting LCA environment impacts associated with the activities required to achieve circularity in a 
typical apartment in Sydney, Australia. This provides insights supports decision-makers who seek 
sustainable consumption through ideas of Circular Economy. 

Keywords 

Life Cycle impact Assessment; Circular Economy; Glass Disposal 

1. Introduction

In this section first the importance of sustainable development and Circular Economy are explained. Then 
LCA as a method to quantify environmental impact is explained, followed by glass production/consumption 
as the focus of this paper, which is about analysing various disposal scenarios to assess their effectiveness 
from the Circular Economy perspective by using the LCA method. This section is concluded by clarifying 
the paper scope.  

1.1 Sustainable development, Circular Economy, and LCA 

Sustainable development seeks solutions to reduce environmental impact of various activities including 
product development. LCA is a widely used method for quantifying environmental impact of a product in 
its lifecycle from material to End-of-Life (EoL). “Circular Economy” was first seen in 1988 in Population 
and Development Review journal discussing the economics of natural resources [1]. It was not until a decade 
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ago that the idea became receptive on an international level. During this era, it was understood that Circular 
Economy presented an opportunity to enable economic growth all the while not comprising the environment. 
A focus on disposal of materials helps to generate a cyclical model of production allowing value to be 
recaptured that would otherwise be lost [2]. 

1.2 Glass Product System 

Glass has critical applications in industry and has paved the way for a growing glass industry. The $155.16 
billion glass industry in 2021 has been expected to grow by 6.35% to $165.01 billion in 2022 [3]. Glass is 
commonly used in construction as glazing units and are essential elements, which provide vision, daylight, 
solar heat gains, and acoustic comfort. Critically, glass can be melted, recycled, and repurposed for many 
industrial applications all the while being non-toxic to the environment. This can promote a Circular 
Economy whereby the efforts to recycle glass are environmentally sound. Despite these favourable 
properties, a lack of focus persists in the waste management sector when capitalizing on these potential 
environmental benefits [4]. The current rate of glass recycling in NSW, Australia is around 46% [5]. In 2017-
2018, 0.58 million tons of glass packing was recycled in Australia, however this was a 200,000 reduction 
since the year 2006-07 with indications this rate has fallen in the past five years [6].  

The current consensus estimates the built environment consumes about 35-40% [7] of the world’s energy 
and emits about 30% of the worlds CO2 [8]. With this contribution the International Energy Agency (IEA) 
estimates direct building CO2 emissions needs to be reduced by 50% and indirect emissions by 60% by 2030 
to achieve a net-zero target by 2050 [9]. Current estimates for the global building and construction markets 
growth are approximately ~3% with Australia in 2022 commencing 50,200 dwelling units for construction 
[10]. Due to the multidecadal lifetime of a building, it is known the operational energy use is a significant 
contributor to environmental load for a typical residence. A 2001 study in Hong Kong showed the embodied 
energy for a building can contribute as much as 40% of the total life cycle energy [11]. Further, two other 
studies found the embodied energy may account for up to 43% [12] and 60% [13] of the total energy. 

1.3 Scope 

All levels of government in Australia endorsed the National Waste Policy Action Plan (NWPAP) issued in 
2019 [14]. This plan proposes targets to guide national efforts through to 2030 such as reducing waste 
generated by each person by 10% and obtain a national waste recovery rate of 80%. In January 2021, 
Commonwealth Scientific and Industrial Research Organisation (CSIRO) published a guiding report [15] on 
how to integrate highly consumed materials such as plastic, glass, and paper into a Circular Economy. This 
was in response to a sweeping need to switch from waste management to a Circular Economy. To support 
sustainable product development, it is needed to have a lifecycle perspective at the design stage and 
addressing the sustainability from material to the EoL. Particularly from the Circular Economy perspective, 
it is needed to analyze various EoL scenarios at the design stage [16-18]. This study presents a comparative 
evaluation of the environmental impact of a typical glazing unit in Sydney Australia under different EoL 
treatment scenarios for the glass. A LCA is undertaken to support the hypothesis that glass recyclability can 
promote a Circular Economy all the while being environmentally sound. 

2. Literature Review

Many studies have been in the context of Circular Economy, LCA, and glass production. This paper only 
reviews those literature that used LCA as method to quantify various glass production and recovery 
scenarios.  

LCA is a powerful tool that can compare various products and/or scenarios environmental impact. A study 
compared three (3) concrete mix designs using SimaPro to assess the performance of sustainable concrete 
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[19]. Ensuring compliance by designing concrete blends according to a British standard, it was identified 
that it is possible to produce concrete that is more sustainable with minimal impact to its structural 
performance. However, this case study contained many assumptions that were highly specific to the assessed 
location and may produce results that are not applicable to a different study. Moreover, the study had a 
primary focus on CO2 emissions and did not consider other impact categories (section 5.3). In built industry, 
SimaPro Software has been used to perform an LCA of an Egyptian residential building [20]. All phases of 
the life cycle are incorporated including disposal (recycling, landfill and/or incineration) using a functional 
unit of 1m2 area of the building. Over a lifetime of 50 years, it was found the operation phase of the building 
contributed 71% of the environmental load and disposal strategies positively impacted environment by 12%. 
The LCA results aligned with the established need of energy conservation and sustainable fuels which would 
have the greatest impact to offset the operational usage. The study provides insights that would lead to more 
sustainable consumption however did not consider various scenarios of production, construction, and 
disposal. LCA has been used in studies to assess the improvements by implementing energy conservation 
technologies. Insulated externals walls, energy efficient windows (double-glazed) and rubber gaskets to 
reduce drafts were assessed in school buildings in Mendoza, Argentia [21]. It was discovered most 
conservative technologies applied at this school improved the environment, except for brick baking which 
used wood as fuel to increase photochemical ozone formation. All calculations used the SBID database 
provided by the Danish Building Research Institute and is unclear how comparable these results are to the 
proposed study located in Australia. Crushed glass that is remelted is known as cullet and studies have been 
performed to use this cullet in alternative industrial processes. Post-use glass packaging underwent a LCA 
to document the environmental burdens when cullet is recycled into sodium silicate which can be used in 
various products (cement, refractory, textiles) [22]. It was identified that the electricity required for this 
recycling process was the biggest contributor to environmental load. It was stated using cullet in this manner 
led to downstream processes that were more environmentally benign but offered no specific impact 
categories or comparison detailing the range of improvement. A 2021 paper in the journal of applied energy 
assessed ways to recycle the constituent materials that make up a photovoltaic (PV) panel [23]. This study 
compared the results to other publications and was found using two recovery lines; one for glass recovery 
and the other for secondary raw material such as aluminium, copper, silver and silicon, was environmentally 
favourable. It reflected the current standard of recycling whereby disposal methods are chosen based on the 
material to be recycled. It was identified in the reviewed literature that scant attention has been paid to 
quantify the environmental load of glass under various disposal scenarios in Australia to inform circularity 
possibilities, which this paper aims to address this research gap as its contributions. 

3. Context of Research

A typical glass unit presents a recovery challenge as it is a hybrid of a mixture of materials and assemblies 
from which it is not feasible to repurpose the salvaged raw material without planning and coordination from 
interested parties. Recycled glass known as cullet can be used to produce more glass or processed as an input 
to another process. Due to the increased use of glass in the built environment, strategies and consideration 
for disassembly and recovery are highly relevant. Glazing units used in facade systems have grown in variety 
and installation methods and may require different recovery methods. Advanced glazing may be more 
difficult to dismantle and repurpose. Further, glass with a special treatment (e.g., non-reflective coatings and 
low-emissivity coatings) may be more challenging to recycle and used in industrial processes that require 
glass of a certain composition. This presents a trade-off wherein designing for end-of-life recovery can come 
at the disadvantage of operational performance (thermal, daylight, acoustic comfort), and vice versa. 
However, there remains no major technical challenge in repurposing glass for some processes and a glass 
bottle that is used from recycled glass (cullet) can reduce the energy required for production up to 75% [24]. 
Further, glass has the favourable property of being inert, however, because of this it becomes relatively cheap 
and easy to send to landfill. The primary method of dismantling involves an excavator that pries the metal 
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frames of the facade. The glass falls as a mixture with concrete and other materials where it is separated on-
site. Metal is separated and are sold to a recycling facility whereas the mixed glass is sold as an aggregate at 
a cheaper price or simply sent to landfill [25]. In the event of successful glass recovery some downstream 
problems may occur. These include the demand for reuse is low due to lack of supply and material failures, 
structural testing required for reused materials, bespoke nature of glazing makes compatibility challenging 
and limited capacity to separate composite glazing units.  

Despite these challenges, potential energy conservation can be realized through direct replacement of glazing 
units or proper recycling as there are no major technical issues when transporting them to be recycled in a 
furnace. Glass may also be incinerated with some proportion of useful heat recovery that can be used to 
generate electricity [26]. More commonly, glass is crushed with other buildings elements and sent to landfill 
[27]. Other elements in a typical glazing unit such as sealants, gaskets, packers and spacers are assumed to 
be the same in all scenarios and are excluded from the proposed study. The production of glass is a significant 
environmental burden and scenarios of manufacturing to produce the glass can prove to be insightful. 
However, the variety of manufacturing is limited to the predominant float glass process and databases do 
not account for specialized processes such as magnetron sputtering which is used to deposit thin films on 
glass. Further, there is no recognized standard or protocol for the waste management, recycling and reuse of 
materials for a building during demolition and predicting the material flows at the end of the lifetime of a 
building (50-60yrs) can create significant uncertainty. For this reason, disposal scenarios are necessarily 
simplified. This paper highlights the importance of engineering design at the level of individual processes 
and at a system level. Engineering decisions around the design of production processes, transportation 
logistics and disposal facilities all directly influence the extent to which the environment is impacted.   

4. LCA and Circular Economy Methodology

LCA requires an inventory of resources and processes implemented and the corresponding environmental 
impact. The account of these factors is based on the scope of the study and the system boundary. LCA aims 
to gives an understanding about the environmental impact associated with industrial activities from the initial 
extraction of raw materials, until the constituent materials from which the product is made are returned to 
the earth. It is therefore sometimes referred to as a ‘cradle-to-grave assessment’ As per ISO 14040, LCA 
consists of four (4) phases: goal and scope definition, life cycle inventory analysis, life cycle impact 
assessment and life cycle interpretation. These phases are classified as interdependent as results from one 
phase inform results for another phase. For Circular Economy opportunities, it is important to note which 
parties govern a particular stage. Raw material extraction, manufacturing, logistics and retail operations are 
controlled by supplier, whereas use phase and disposal are typically controlled by the consumer. Each 
product may split these categories differently or are not concerned with a particular category. Understanding 
the processes and parties that govern each stage facilitates greater communication which is imperative when 
discussing ideas of a Circular Economy. Since LCA is a tool to examine environmental impact during a 
product life cycle, it does not account for technical, social, and economic aspects and interactions happening 
outside product foreground and background system. Other methods can be used to assess these factors and 
are outside the scope of this paper. 

It remains important to all sectors of production to prolong the value of products and resources in the 
economy for as long as possible. This is typically accomplished through the repurposing of material which 
provides a supply chain that is designed to be environmentally sound, regenerative, and restorative [28]. This 
is the essence of circular economies which use all means necessary (reuse, recycle, refurbish, sharing, 
remanufacturing, repair etc.) to create a closed-loop system. Historically, most production systems follow a 
linear consumption model in which a products life has a definite start and finish at which point it provides 
no further purpose. It is understood transforming the dominant model enshrined during the industrial 
revolution requires key changes to our production and consumption patterns. The growing necessity of 
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conserving natural resources and the environment coupled with the unsustainable nature of waste 
management had led to a growth of research, policy curation and other sustainable initiatives in the service 
of these needs. 

CE is a relatively new concept. In this context, a comprehensive framework for evaluating the circularity of 
a process remains difficult due to the variations of industries and sectors, the interactions between various 
indicators and the lack of agreed upon terms. Many papers review the various metrics and taxonomy for a 
circularity assessment and call attention to the lack of a consensus on these terms [29]. A review [30] of 62 
papers concluded little work has been done to integrate relevant technologies into information systems that 
can deal with the complexity of a circularity assessment. A more comprehensive Circular Economy study of 
318 papers [31] in the built environment similarly detailed the need for a business model that included 
Circular Economy principles and integrates stakeholders in the value chain. CE frameworks and principles 
have been proposed, and some tested, which offer some signs of progress for a settled circularity assessment 
[32]. LCA is the predominant method to determine circularity and is the method by which Circular Economy 
scenarios are evaluated in this paper. Other methods such as Material Circularity Indicator (MCI) [33], 
Environmentally Extended Input-Output Analysis [34], Material Flow Analysis [35], Operations Research 
[36] have been proposed to evaluate circularity of a product system. Examining LCA impact categories is a 
strategy by which circularity will be determined and is discussed in next section. 

5. System Modelling 

The software used for LCA is OpenLCA 1.11.0 and databases Ecoinvent and Environmental Footprint were 
imported for this assessment. The impact assessment used is IPCC 2013 GWP 100a. Certain processes are 
parameterized in the model to produce these scenarios. The boundary of the system in consideration accounts 
for production, transportation, and disposal. As mentioned, glass production may contain a proportion of 
crushed recycled glass known as cullet. The percentage of cullet used in production can be assigned and is 
set at values to match that of the recycling rate. For example, if 80% of the glass is recycled, 80% of the 
production will use cullet. This is meant to reflect the circular nature of this assessment whereby all recycled 
glass is reused as cullet in production. Parameters are applied to the waste processes of landfill, recycling, 
and incineration, and are adjusted to reflect a given disposal scenario. Fig. 1 demonstrates the developed 
model in OpenLCA, demonstrating the phases of the life cycle accounted for in this assessment. 

 

Figure 1. Developed product system model including lifecycle phases in OpenLCA 1.11.0 

It was ensured processes demonstrated above were selected that were local to reflect the disposal scenarios 
in Sydney, Australia. Databases used in this LCA are limited to those that have been verified and tested for 
inclusion into the software, primarily in the region of Europe and North America. Research for the various 
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LCA databases was undertaken to determine which was the most available and comprehensive. EcoInvent 
and Environmental Footprint databases were selected and specific processes for the region of Australia were 
limited, and substitutions are made where possible. A reference flow of 20kg of glass was considered to 
reflect the mass of one standard 2100mm x 2650mm single glazing unit. A small lorry is assumed to be the 
only mode of transportation and the small lorry transportation process demonstrated in Fig. 1 accounts for 
the total distance travelled between facilities for a given scenario. Transportation in the model has the unit 
of ‘tons multiplied to kilometer’ and is adjusted depending on the amount of glass the truck carries and the 
distance it must travel between facilities. Basic flows of carbon dioxide and electricity were assigned as 
outputs to all three (3) disposal scenarios. The amount of electricity and carbon dioxide produced for a 
kilogram of glass that is recycled, incinerated and/or sent to landfill is summarized in the table below. 

Table 1: Electricity and CO2-eq associated with developed EoL Scenarios 

Disposal Scenario kgCO2-eq / kg glass kWh energy / kg glass 
Recycling 0.5 [37] 1.1 

Landfill 0.3 [38] 0.5 

Incineration 1.7 [39] 3.15 [40] 

The results are general estimates based on the current literature and are derived from a typical tone of waste. 
They are to represent the energy and CO2 equivalent associated when machinery and processes conduct a 
given disposal scenario. Further, estimates for the energy consumption was only found for incineration. 
Estimates for landfill and recycling were approximated from this value assuming recycling glass consumes 
more energy than transporting it to landfill. 

To quantify the burdens due to transportation, a recycling facility, incineration facility and landfill location 
is selected in NSW, Australia as shown in Fig. 2.  

− Recycling facility – Glass Recycling NSW (Ingleburn, NSW) [41]
− Incineration with heat recovery facility – Energy recovery from Waste (West Lithgow precinct) [42]
− Landfill – Greenwood Landfill (Mona Vale) [43]

The assessed glass unit is located in Sydney CBD, and approximate distances from this location to the above 
locations are shown in the figure below. 

Figure 2. Distances between disposal scenario facilities NSW, Australia 

898



6. Results

Impact assessment results using IPCC 2013 GWP 100a are provided for three (3) scenarios, optimistic, 
neutral, and pessimistic. The optimistic scenario in context of Circular Economy allows analyzing situation 
where the majority of the glass is recycled. The developed scenarios are outlined below. 

Table 2: End of Life Disposal Scenarios 

Treatment Optimistic (%) Neutral (%) Pessimistic (%) 

Recycling 80 50 20 
Landfill 10 25 80 
Incineration 10 25 0 

Table 3: Results of Scenarios (optimistic, Neutral, Pessimistic) against Impact Categories 

Impact Category Optimistic Neutral Pessimistic 
Acidification 0.18270 mol H+ eq 0.22022 mol H+ eq 0.23640 mol H+ eq 
Climate Change 15.7551 kg CO2 eq 15.9998 kg CO2 eq 16.73456 kg CO2 eq 
Ecotoxicity, freshwater 8.481385 CTUe 8.65432CTUe 8.79701 CTUe 
Eutrophication, freshwater 0.00098 kg P eq 0.00078 kg P eq 0.00068 kg P eq 
Human toxicity (cancer & non-
cancer) 

4.869e-6 CTUh 3.4532e-6 CTUh 1.00032e-6 CTUh 

Land Use 290.09208 Pt 201.06712 Pt 64.773 Pt 
Resource Use, fossils 608.39560 MJ 807.42356 MJ 851.46431 MJ 

The total transportation distance for the pessimistic scenario is changed because no glass is sent to landfill. 
Comparing the disposal scenarios against impact categories provides the basis for a circularity assessment. 
The results are shown in Table 3 for optimistic, neutral, and pessimistic scenarios. Impact categories such as 
marine eutrophication and ionizing radiation (human health) recorded negligible results and are excluded 
from table of results. Optimistic, neutral and pessimistic scenarios have cullet proportions set as 80%, 50% 
and 20%, respectively.  

Based on the demonstrated results; the following observations are made: 
− Acidification approximately is 30% higher in the pessimistic scenario. This is likely associated with

the high emissions from landfills and the low cullet content used in production.
− Climate Change impact category for pessimistic has 1kg more CO2-eq than optimistic case. Subject

to further data quality checks, this shows some degree of circularity where the environmental costs
of recycling can outweigh alternatives of landfill and incineration.

− Pessimistic Scenario fossils resource use 200MJ more than the optimistic scenario. Subject to further
data quality checks, this indicates high recyclability may lead to lower energy consumption overall.

− Land use for the optimistic case (290 Pt) is much greater than the pessimistic case (65 Pt). This
category measure soil quality and indicates recycling can lead to poorer soil quality.

− Neutral Scenario provided impact category results that were between optimistic and pessimistic
cases.
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7. Conclusion and future work

The impact category results show that additional efforts to recycle glass (optimistic scenario) can promote a 
Circular Economy that is restorative and environmentally benign. To this end, this study uniquely shows 
under the given assumptions, limitations, and disposal scenarios that additional efforts to recycle do not 
always lead to further environmental impacts, particular with respect to glass and its favorable recycling 
properties. However additional data quality checks, system boundaries and scenarios can further interrogate 
this conclusion. Future work can assess the environmental impact of directly replacing facade systems plus 
on other systems and identify possible unintended consequences of such replacement [44]. Though this 
scenario may be challenging to specify in industry as direct replacement of glazing systems remains an 
uncommon practice. Further, more advanced glazing system can be assessed. These systems result in lower 
operational energy during their usage phase. It would be insightful to examine whether extra production 
costs of these advanced systems outweigh energy savings during its lifetime [45, 46].  

Appendix 

The appendix should be placed before References section. Headings should have the style used above. 
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Abstract 

In a circular economy, remanufacturing is crucial in reducing the use of primary raw materials and energy 
compared to new production. However, poor availability of non-standardized wear components can impede 
remanufacturing. Additive manufacturing is a promising alternative to conventional manufacturing or spare 
part purchase for those wear components required for remanufacturing. However, there is uncertainty 
regarding the environmental impact of using additive manufacturing for remanufacturing. This paper 
compares conventional and additive spare parts manufacturing to evaluate the potential environmental 
savings using the example of remanufacturing electric bicycle motors. Therefore, a reference motor was 
selected, and its manufacturing processes were modeled in SimaPro using the ecoinvent 3.8 Life Cycle 
Assessment database and the latest knowledge on processing and manufacturing processes. The results show 
that conventional production of electric bicycle motors has a climate warming potential of around 
28 kg CO2-eq. Additive remanufacturing of electric bicycle motors at the end of their life cycle offers 
significant environmental savings potential. The extent of savings depends on the condition of the used 
electric bicycle motor and, accordingly, the number of components that need to be replaced. According to 
the IPCC method for the electric bicycle motor investigated, the study estimates that approximately 90.4 % 
savings potential can be achieved in terms of Global Warming Potential. 

Keywords 

Remanufacturing; Life Cycle Assessment; Additive Manufacturing; Electric Bicycle Motors; Circular 
Economy 

1. Introduction

In light of the growing global awareness of the urgent challenges associated with climate change, nations 
have adopted proactive measures to tackle greenhouse gas (GHG) emissions and strive towards achieving 
carbon neutrality. For instance, Germany enacted the Federal Climate Protection Act in June 2021, intending 
to reduce GHG emissions by 65% by 2030, relative to the levels observed in 1990 [1]. 

The Circular Economy (CE) presents a viable solution that promotes sustainable practices while stimulating 
economic growth by minimizing GHG emissions through optimized resource utilization and waste reduction 
[2]. At its core, CE seeks to decouple economic growth from the consumption of resources, thereby 
preventing resource depletion and the disposal of waste and recyclable materials. Hence, CE aims to maintain 
resources within the economic system for as long as possible. Therefore, End-of-Life (EoL) strategies are 
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implemented, prolonging the lifespan of products and unlocking new value by preserving the resources 
invested in their manufacture [3]. 

Within this framework, remanufacturing emerges as a crucial solution for CE, offering a highly promising 
EoL strategy. By enabling a new life cycle for products and components, remanufacturing reduces the 
consumption of natural resources and mitigates waste generation [4,5]. 

However, the success of remanufacturing depends upon the availability of used parts and components, as 
well as spare parts [6]. Since the production and sale of used products can span several years, individual 
parts may not be readily obtainable due to production halts, expiration of the obligation to supply spare parts, 
or changes in the product portfolio. 

In this specific context, Additive Manufacturing (AM) presents opportunities for remanufacturing 
components, including producing spare parts. The combination of AM and remanufacturing, known as 
additive remanufacturing (AdRem), represents a forward-thinking approach to supply chain management 
that ensures the availability of spare parts through AM techniques [7]. AdRem leverages the advantages of 
AM and remanufacturing, wherein AM either substitutes or complements traditional manufacturing methods 
[8,9]. However, no studies have yet been conducted using life cycle methodology to assess the environmental 
impact of AdRem. Therefore, this paper discusses quantifying the environmental benefits of remanufacturing 
with additive manufacturing compared to new production. 

2. State of the Art

Over the past decades, LCAs (Life Cycle Assessment) have been conducted to evaluate the environmental 
impact of remanufactured products [10,11]. Several studies have investigated the environmental benefits of 
remanufacturing compared to newly manufactured automotive components [12–20]. Lee et al. and Gao et 
al. compared the energy consumption and pollutant emissions of newly manufactured and remanufactured 
turbochargers, demonstrating that remanufacturing significantly reduces various environmental impacts 
[13,15]. Schau et al. conducted a sustainability assessment of alternator remanufacturing and concluded that 
it could reduce emissions compared to producing new parts [17]. Studies also focused on remanufacturing 
automotive engines, revealing significant reductions in energy consumption and various environmental 
impacts [16,18]. Warsen et al. compared the environmental performance of newly manufactured and 
remanufactured transmissions, finding that the remanufactured product outperformed the newly 
manufactured one in all environmental impact categories [19]. Furthermore, due to the increasing number 
of electric vehicles in the automotive industry, the ecological footprint of remanufactured lithium-ion 
batteries is increasingly being analyzed in research [12,14,20]. 

In addition to automotive components, the ecological impact of remanufactured products in other sectors, 
such as construction, medical, and electrical equipment, is already being evaluated using LCA. The research 
consistently demonstrated the environmental benefits of remanufacturing regarding reduced resource 
consumption, greenhouse gas emissions, and various environmental impacts. [21–25]  

Regarding advanced technologies, Zheng et al. assessed the environmental benefits of engine 
remanufacturing, comparing different restoring technologies, such as brush electroplating, arc spraying, and 
laser cladding, to new manufacturing. The study employed an LCA to analyze resource and energy 
consumption and evaluate environmental impact. The results reveal that advanced restoration technologies 
in engine remanufacturing can restore more damaged components and minimize environmental impacts by 
reducing raw material consumption. [26] 

While environmental studies examining the cumulative impacts of remanufactured products through LCA 
exist, there remains uncertainty regarding the environmental impact of utilizing AM for remanufacturing 

904



purposes. Therefore, to our knowledge, this is the first work that compares conventional and additive spare 
parts manufacturing to evaluate the potential environmental savings of AdRem. 

3. Methodology

For the evaluation of the environmental impacts based on a life cycle approach, an LCA was carried out. 
According to the definition of ISO 14044, an LCA is divided into four phases: Goal and scope definition, 
inventory analysis, impact assessment, and interpretation of results. [27] 

3.1 Goal and scope definition 

The LCA is intended to investigate and compare the environmental impacts of conventional manufacturing 
and remanufacturing of electric bicycle motors, focusing on AdRem of planetary wheels as spare parts in a 
cradle-to-gate approach. As a functional unit of the study, the EBS SGI-G V2 motor was selected as a 
representative example of electric bicycle hub motors, see Figure 1. The motor is a central component of an 
electric bicycle with a rated power of 250 watts. 

Figure 1: Image of the EBS SGI-G V2 motor in closed (left) and open (right) state 

The system boundary of the LCA regarding conventional manufacturing considers raw material extraction, 
material processing, component manufacturing, motor assembly, and necessary transportation to the 
customer. The remanufacturing process includes the transportation of the motor to the remanufacturing 
facility and back to the customer. Within the remanufacturing process, the steps of disassembly, cleaning, 
quality control, procurement of new parts, AdRem of spare parts, and reassembly are taken into account. 

Since the primary goal of the LCA is to examine and compare the manufacturing processes, the use phase 
and disposal of electric bicycle motors are not included. According to the definition of remanufacturing, the 
remanufactured product should have at least the same performance and quality as a new product [28,29]. 
Therefore, ideally, no differences in environmental impacts should be observed during the use phase. The 
cutoff approach is chosen for recycling, and the environmental impacts of these processes are attributed to 
the new product, thus not considered in the LCA. Figure 2 illustrates the defined system boundaries in the 
process flow diagram of an electric bicycle motor. 
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Figure 2: System boundary of conventionally manufactured and remanufactured electric bicycle motor 

The LCA was modeled in SimaPro using the ecoinvent 3.8 Life Cycle Assessment database and the latest 
processing and manufacturing processes knowledge. The data for the LCA were obtained from experts, 
technical literature and journal entries, manufacturer information on machines, and analysis of electric 
bicycle motors. 

3.2 Inventory analysis 

During the disassembly process, the electric bicycle motor was separated into 28 components, and some 
parts were further destructed to enable a detailed weight analysis of the individual materials. Table 1 presents 
the components’ names, quantities, weights, materials, and scrap rates. According to expert knowledge, the 
scrap rate column represents the estimated likelihood that the component will not be reused and will require 
replacement at the end of its lifespan. 

Components with negligible environmental impacts due to their size, energy consumption, or weight can be 
cut off and excluded from consideration [27]. Hence, all components and materials weighing one gram or 
less were excluded. The bearings used in both motors partially contain a small proportion of plastic covers. 
The LCA does not consider this proportion, and the weight is assigned to the material steel. 

Table 1: Component overview of the EBS SGI-G V2 motor 

No. Component Quantity Weight [grams] Materials Scrap rate 

1 Shaft nut 2 8 Steel 5 % 
2 Washer 2 8 Steel 100 % 
3 Motor housing with ring gear 1 579 Aluminum (463 g) / Steel 

(116 g) 
5 % 
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4 Bearing 6001RS 1 19 Steel 100 % 
5 Washer 1 1 Steel 100 % 
6 Circlip for planetary wheels 3 1 Steel 100 % 
7 Planetary carrier 1 420 Steel 30 % 
8 Bearing 6903RS  1 17 Steel 100 % 
9 Bearing 6901RS 1 11 Steel 100 % 
10 Cassette with freewheel 1 235 Steel 10 % 
11 Case cover 1 101 Aluminum 5 % 
12 Plastic cover winding package 1 10 PVC < 5 % 
13 Cover of circuit board 1 2 PVC < 5 % 
14 Sun gear 1 50 Steel < 5 % 
15 Circlip 1 < 1 Steel 100 % 
16 Slot nut 1 1 Steel 0 % 
17 Bearing 6902RS 2 18 Steels 100 % 
18 Rotor (with magnets) 1 517 Steel (368 g) / 

Neodymium (149 g) 
< 5 % 

19 Plastic cover 1 1 PVC < 5 % 
20 Shaft seal 3 < 1 Rubber 100 % 
21 Screw 30 28 Steel 100 % 
22 Cover for nut 6 20 PVC < 5 % 
23 Nut 6 33 Steel 100 % 
A Planetary wheel* 3 70 Steel (37 g) / PVC (33 g) 10 % 
B Shaft with motor cable 1 210 Steel (176 g) /Copper 

(13 g) / PVC (21 g) 
20 % 

C Stator with circuit board 1 796 Electrical Sheet (446 g) / 
Copper (186 g) / 

Aluminum (149 g) / 
Nylon (16 g) 

< 5 % 

* Process of AdRem used for manufacturing spare parts

The total weight of the components amounts to 3186 grams. The control unit required for the electric bicycle 
motor’s operation is not integrated into the motor but exists as a separate module and is, therefore, not 
considered in the analysis. 

3.3 Impact assessment 

This LCA focuses on the Global Warming Potential (GWP), generally considered the most relevant impact 
category in the transportation sector [30]. The calculation method used is the IPCC 2021 GWP100 (including 
CO2 uptake), which quantifies the Global Temperature Potential (GTP) climate change factors of IPCC with 
a timeframe of 100 years, where carbon dioxide uptake and biogenic carbon dioxide emissions are explicitly 
included [31]. The life cycle inventory is based on the weight and material analysis of the components. Based 
on the material data, technical literature, company inquiries, and project data, conventional manufacturing, 
transportation, and remanufacturing processes were modeled in the LCA software SimaPro. 

Conventional manufacturing includes producing all the components of the electric bicycle motor following 
the modeled processes of the electrical sheet, copper, steel, aluminum, magnets, and plastics (PVC and 
Nylon). In addition to these processes, transportation of the finished electric bicycle motor from China to 
Germany and the transport within Germany was also considered. Both transport activities are modeled with 
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the ecoinvent processes “transport, freight, lorry >32 metric tons, EURO6 and transport, freight, sea, 
container ship based”. 

For the remanufacturing process, the steps of disassembly, cleaning, quality control, procurement of new 
parts, AdRem of spare parts, and reassembly were considered. Disassembly and reassembly are performed 
manually by trained personnel. These processes were divided into 22 steps for the EBS SGI-G V2. Since the 
process involves purely manual operations and, according to Klöpffer, the manufacture of the production 
machines can be ignored, disassembly and reassembly are not considered in the LCA [32]. Also, the quality 
control process is not considered as no data was available, and no significant environmental impacts are 
expected. The cleaning process was modeled with the Pero R1 cleaning system. [33] The average energy 
consumption, solvent replacement, and batch size per electric bicycle motor were considered for modeling. 
The assumptions result in an energy consumption of 0.95 kWh and 6.2 ml of solvent per cleaned electric 
bicycle motor. Since ecoinvent does not offer a large variance of solvents, ethanol is used for modeling. For 
the production of AdRem spare parts, using the example of planetary gears, the UltiMaker 5S printer was 
used. [34] Due to the high requirements for production costs, elongation at break, and noise emissions of the 
planetary gears, nylon was selected as the printing material. In addition to the environmental impacts during 
the raw material extraction and material processing, energy consumption during printing was taken into 
account. The scrap rates of the individual components are used to model the average procurement of new 
parts and the associated average environmental impact. As with conventional manufacturing, transportation 
of the components from China to Germany and the transport within Germany was considered. In addition, 
for the transportation of the used and remanufactured electric bicycle motor, an average transport route of 
400 km within Germany to the remanufacturing site and back to the customer is assumed. The transport 
activity was modeled with the ecoinvent process “transport, freight, lorry >32 metric tons, EURO6”. 

Table 2 shows the LCA results of the EBS SGI-G V2 electric bicycle motor according to the IPCC 2021 
GWP100 (incl. CO2 uptake) method. The environmental impact is given as the CO2-equivalent value for 
each component. 

Table 2: IPCC results of the EBS SGI-G V2 

Conventional Manufacturing Remanufacturing 

No. Component kg CO2-eq Percentage Scrap 
rate 

kg CO2-eq Percentage 

1 Shaft nut 0.060 0.1 % 5 % 0.004 0.1 % 
2 Washer 0.064 0.1 % 100 % 0.064 2.4 % 
3 Motor housing with 

ring gear 
5.841 20.8 % 5 % 0.292 10.9 % 

4 Bearing 6001RS 0.077 0.3 % 100 % 0.077 2.9 % 
5 Washer - - - - - 
6 Circlip for planetary 

wheels 
- - - - - 

7 Planetary carrier 1.693 6.0 % 30 % 0.508 18.9 % 
8 Bearing 6903RS 0.069 0.2 % 100 % 0.069 2.6 % 
9 Bearing 6901RS 0.044 0.2 % 100 % 0.044 1.6 % 
10 Cassette with freewheel 0.947 3.4 % 10 % 0.095 3.5 % 
11 Case cover 1.172 4.2 % 5 % 0.059 2.2 % 
12 Plastic cover winding 

package 
0.038 0.1 % 0 % 0.000 0.0 % 

13 Cover of circuit board 0.008 0.0 % 0 % 0.000 0.0 % 
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14 Sun gear 0.202 0.7 % 0 % 0.000 0.0 % 
15 Circlip - - - - - 
16 Slot nut - - - - - 
17 Bearing 6902RS 0.145 0.5 % 100 % 0.145 5.4 % 
18 Rotor (with magnets) 9.386 33.5 % 0 % 0.000 0.0 % 
19 Plastic cover - - - - - 
20 Shaft seal 0.030 0.1 % 0 % 0.000 0.0 % 
21 Screw 0.113 0.4 % 100 % 0.113 4.2 % 
22 Cover for nut 0.212 0.8 % 0 % 0.000 0.0 % 
23 Nut 0.133 0.5 % 100 % 0.113 4.2 % 
A Planetary wheel* 0.498 1.8 % 10 % 0.069 2.6 % 
B Shaft with motor cable 0.857 3.1 % 20 % 0.171 6.4 % 
C Stator with circuit 

board 
5.733 20.5 % 0 % 0.000 0.0 % 

Transport, truck 0.111 0.4 % - 0.221 8.2 % 
Transport, ship 0.628 2.2 % - 0.062 2.3 % 
Remanufacturing 
process 

- 0.0 % - 0.577 21.5 % 

Total 28.030 100 % 2.683 100 % 
* Process of AdRem used for manufacturing spare parts

3.4 Interpretation of results 

Compared to conventional manufacturing, assuming the given assumptions, remanufacturing the EBS SGI-
G V2 electric bicycle motor can save 90.4 % on average of the GWP according to the IPCC 2021 GWP100 
(incl. CO2 uptake) method. Depending on the material, e.g., magnets or electrical sheet, up to 100 % of the 
materials can be reused. The material savings from remanufacturing the electric bicycle motor is shown in 
Figure 3. The component, weight, and scrap rate significantly influence this scenario’s impacts. In the 
remanufacturing scenario, producing new parts accounts for 63.7 % of the total environmental impact. 
However, only cleaning and AdRem were considered within the manufacturing process, as the remaining 
work was carried out manually. 

Figure 3: Material savings of the EBS SGI-G V2 through remanufacturing 

The distinction between the magnet and other materials is evident when considering its significant 
environmental impact per gram. Figure 4 compares the proportion of materials in electric bicycle motors’ 
weight and their corresponding contribution to GWP, as determined by the IPCC 2021 GWP100 (incl. CO2 
uptake) method. 
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Figure 4: Comparison of the share of weight and GWP of the materials for new component manufacturing 

Considering the LCA of AdRem of the planetary wheels, it is noticeable that the process with 0.694 kg CO2-
eq. has a higher impact than conventional manufacturing with 0.498 kg CO2-eq. However, since only 10 % 
of the planetary wheels are scrapped, their CO2 impact, with 2.6 % of the total emissions of the electric 
bicycle motor, only plays a subordinate role in the overall process. 

4. Conclusion

The paper aims to assess the environmental impacts associated with the conventional manufacturing of the 
EBS SGI-G V2 electric bicycle motor, estimating it to be around 29 kg CO2-eq. The findings of the 
manufacturing comparison validate the earlier assumptions that remanufacturing not only offers potential 
material savings but also reduces environmental impacts. However, quantifying these savings is challenging 
due to various factors, e.g., variation of quality of used products and materials, company-specific 
manufacturing and remanufacturing processes, and reverse logistics activities that come into play. In this 
context, the proportion of procuring new parts due to different quality levels of used products, for example, 
influences the overall result and leads to possible deviations even with identical remanufacturing processes. 
Hence, further analyses could focus on considering the influences mentioned above. Based on the 
assumptions made in this study, the potential reduction in GWP, according to the IPCC 2021 GWP100 (incl. 
CO2 uptake) method, is approximately 90.4 %. 

Although AdRem of the planetary wheels has a higher carbon footprint than conventional manufacturing, 
remanufacturing used products with AdRem components has a significantly lower impact than new 
production. Therefore, despite the poorer environmental performance at the component level, AdRem can 
be reasonable if it allows delivery times to be met or spare parts to be made available to enable 
remanufacturing. The impact of the AdRem process on the overall process must be assessed on a case-by-
case basis, depending on the product. Thereby, the proposed procedure can be applied to other products or 
components. 

Similar to previous LCAs, this study faces challenges due to limited data availability, especially primary 
data, and the need to establish clear system boundaries for a comprehensive and realistic evaluation. To 
enhance the robustness of the results, additional (primary) data on the environmental impacts and energy 
consumption of the production facilities, along with a detailed examination of the electronic components 
used, could be incorporated alongside the findings of this study. 
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Abstract 

Maintenance in a manufacturing company is a key function for maintaining or restoring the functional 
condition of the production equipment and machinery and thus for maintaining the overall efficiency of the 
company. Because of this role, maintenance is often considered "sustainable". As a result of regulatory 
requirements as well as stakeholder demands, companies are under pressure to specify their sustainability 
strategies. However, due to a lack of knowledge about the sustainability potential of this function, the 
identification of clear objectives for sustainable maintenance is often neglected. Therefore, this paper 
presents a performance indicator system. 133 performance indicators in the three dimensions of 
sustainability (economic, environmental and social) were identified in a systematic literature review. In a 
qualitative content analysis and inductive category building, these were then assigned to 20 different 
categories. The hierarchical arrangement as well as the derivation of sustainable maintenance objectives 
from the corporate strategy enables companies to rank the performance indicators with the help of AHP 
(Analytic Hierarchy Process), a tool of MCDM (Multi Criteria Decision Making). This leads to a system of 
performance indicators based on a company's sustainability strategy, which strengthens the focus on 
sustainability in maintenance functions. 

Keywords 

Sustainable Maintenance; Sustainability Strategy; Corporate Objectives; Multi Criteria Decision Making; 
Analytic Hierarchy Process 

1. Introduction

Companies are facing more and more challenges, such as a lack of resources, changing customer 
requirements, especially in the direction of sustainability, stricter laws and regulations regarding the use of 
non-renewable resources, emissions or occupational health and safety [1]. The protection of people and the 
environment, which is the focus of the above challenges, is also called sustainability [2]. 

Sustainability traditionally consists of three dimensions economy, ecology and social [3,4] and is also 
referred to as the triple bottom line [5], as it is supposed to form the basis of entrepreneurial action. Due to 
the interconnectedness of the three dimensions, it is essential to consider all three in an integrative manner. 
Sustainability in companies is a top-down process, as the requirements for sustainable action are specified 
by the corporate strategy and then passed on to the individual departments [6]. Sustainability is incorporated 
into the corporate strategy based on stakeholder requirements [6].  
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The specialist area of maintenance combines the administrative and technical measures as well as 
management measures to maintain and restore the functional condition of machinery and equipment. This 
includes measures in the area of maintenance, inspection, repair and improvement. [7] Maintenance therefore 
affects the productivity of companies, and their efficient and effective actions have an effect on profitability 
[8]. While it used to be seen only as a reactive function and cost driver, maintenance has evolved into a 
technologically advanced area that is an important driver of Industry 4.0 [9] but also of sustainability, as 
maintenance can save resources, for example [10]. 

Sustainable maintenance differs from traditional maintenance by considering the triple bottom line in all 
decisions, the inclusion of stakeholder requirements, improved process quality and the application of new 
technologies to increase efficiency [11]. A theoretical definition of sustainable maintenance is therefore 
already available, but there is a lack of methods and tools for actual implementation [10]. A group discussion 
conducted in January 2023 with maintenance experts from the process industry revealed that the topic is in 
focus for companies but is perceived as very abstract. There is a lack of concrete measures or strategies to 
achieve sustainability, and companies need assistance in formulating goals.  

Strategies are measures to achieve goals [12]. Strategy development in companies follows four steps 
according to [13]. At the beginning the target picture of the company is formed. This is followed by 
competitive and environmental analysis, then strategy formulation and evaluation. In the last step, the 
strategy is implemented. During these steps, strategy controlling is also carried out to check its effectiveness 
and adjust it if necessary.  

During strategy formulation, both overarching and functional strategies are formulated. For this paper, the 
focus is on the formulation of measures for sustainable maintenance, i.e. a functional strategy. To check the 
success of the individual measures, performance indicators can be used that are derived from the strategy 
development. Therefore, this paper presents key indicators that exist in the three dimensions of sustainability 
in maintenance. These are sorted and categorized, and then a tool is presented that enables companies to 
derive key figures for their functional area strategy from their corporate strategy. 

2. Methods

This chapter presents the methods used, with systematic literature review in 2.1, qualitative content analysis 
and inductive category building in 2.2, and the Analytic Hierarchy Process in 2.3. 

2.1 Systematic Literature Review 

To begin, a systematic literature search was conducted to identify the existing metrics that exist on 
sustainable maintenance. A systematic literature search follows a transparent, reproducible, and scientific 
process, minimizing subjective bias through extensive searches and detailed descriptions of the procedure. 
This allows for the identification of high quality articles and the evaluation of existing literature on a selected 
topic. [14]  

A literature review is conducted in three steps. At the beginning, the research is planned, although a specific 
research question is not necessary, however a description of the significance of the problem needs to be 
considered. The goal is to create a research protocol that does not limit the researcher, but minimizes bias. 
The second step is to conduct the literature review. In this case, the search was conducted in Web of Science 
and Elsevier. The search string "Maintenance AND Sustainab* AND Industr' AND (KPI OR "Performance 
Indicato*" was derived from the question “what are the areas of influence in maintenance with respect to 
sustainability”. During this systematic literature search, articles containing performance indicators of 
sustainable maintenance were included. The search was conducted until all performance indicators found 
could be assigned to an existing category through inductive category building (see also 2.2) and no new 
category had to be formed. 
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2.2 Qualitative Content Analysis and Inductive Category Building 

Qualitative content analysis has the goal of analyzing documented communication, whereby in this case, as 
well as in the preceding literature research, a systematic, i.e. theory- and rule-guided, approach is taken. The 
source material, their formal characteristics as well as the concrete research question are determined in 
advance. [15] The used source material was selected by the systematic literature research (see also 2.1). 

According to [15] the inductive category formation, which was carried out subsequently, consists of four 
steps. In the first step, the source material is sighted and paraphrased. This includes deleting content that is 
not relevant to the research question. In the following, sentence statements are generalized in the same way, 
although here the sentences are maintenance performance indicators. Mathematical formulas were abstracted 
to literal descriptions. In the next step, the first reduction, sentences with the same meaning are deleted. In 
this case, identical performance indicators were combined, but all sources were noted. In the fourth step, or 
the second reduction, paraphrases with similar meaning are combined into one. Performance Indicators with 
the same or similar sphere of influence are combined into one category. For clarity, these categories were 
then assigned to one of the three sustainability dimensions. This resulted in a category system for ordering 
performance indicators in maintenance to areas of influence in sustainability. When forming categories, care 
was taken to ensure that a category consists of a maximum of nine performance indicators, as this enables 
pairwise comparisons [16], that are described in the following. 

2.3 Analytic Hierarchy Process 

The Analytic Hierarchy Process (AHP) is a method of Multi Criteria Decision Making (MCDM). MCDM is 
the general term for formal approaches to help individuals or groups make decisions involving more than 
one decision criterion. [17,18] AHP is a method for representing and modeling problems with hierarchical 
structures [19]. An alternative to AHP is the Analytic Network Process (ANP), which, in addition to 
hierarchical structures, also incorporates interactions and dependencies of elements of a higher level with 
elements of a lower level. This provides a better representation of real-world problems, while increasing the 
complexity and scope of pairwise comparisons. [19] To keep the complexity lower and allow easy 
implementation in companies, AHP is selected for this paper. 

AHP is particularly valuable for decisions involving qualitative, abstract, or subjective criteria. The decisions 
do not require the decision maker (DM) to break down a complex problem. Certain inconsistencies in the 
pairwise comparisons that make up the AHP are acceptable. AHP consists of three steps, beginning with 
identifying and organizing objectives, constraints, alternatives, and criteria. In the second step, the pairwise 
comparisons are performed at each level of the hierarchy, and finally the algorithm for calculating the most 
suitable alternative is applied. [19] 

For this paper, the goal of the AHP is to make the best decision. The criteria are "economy", "ecology" and 
"social" are placed on the first level, the individual categories (see also 3.1) on the second level. The 
alternatives that are evaluated are, for example, "Reduce resource consumption" and "Reduce maintenance 
costs". The result of the AHP as well as an illustrative example is presented in chapter 3.2. 

3. Results

The results of this research will be presented in the following chapters. 

3.1 Categories and Performance Indicators 

By means of qualitative content analysis and inductive category formation, various categories of sustainable 
maintenance could be presented. This made the areas of influence of maintenance on sustainability clear. 
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The categories identified are shown in Figure 1, and the performance indicators they contain are shown in 
tables 5-7 (Appendix). 

Figure 1: Categories of Sustainability in Maintenance 

3.2 Analytic Hierarchy Process 

Following the development of the category system for sustainability metrics in maintenance, an AHP process 
was developed for selecting the most important metrics for the selected sustainability strategy.  

Figure 2: Process for conducting AHP following [20] 
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For decision making on the use of metrics, a decision model was first developed that corresponds to the 
categories in Figure 1. First, pairwise comparisons are conducted to determine the importance of the three 
dimensions: economic, environmental and social. Then, the importance of each category within the 
dimensions is determined by pairwise comparisons. Finally, the alternatives are evaluated with respect to the 
individual categories. The result shows the alternative that best fits the goal of making the best decision in 
terms of the categories and their importance. The procedure is illustrated in Figure 2. 

As an exemplary case, this process was carried out using the "Superdecisions" software [21]. In this process, 
a Decision Maker (DM) was able to perform the evaluations first for the three dimensions, then for the 
individual dimensions. The evaluation is shown in Tables 1-3. Subsequently, possible alternatives for the 
decision had to be determined. In this fictitious example, the company must prioritize the set goals for 
sustainability and decides by means of AHP between the alternatives "reduce resource consumption" and 
"reduce maintenance costs". For this purpose, the alternatives were evaluated with respect to categories, for 
example, maintenance costs have a very large influence on the alternative "Reduce maintenance costs". The 
individual ratings are shown in tables 1-3. 

Table 1: Normalized Ranking of Economical Criteria 

Economical Criteria Normalized Rating 

Cost by Maintenance Strategy 0.085 

Downtime Duration 0.151 

Downtime Reasons 0.081 

Maintenance Costs 0.223 

Maintenance Metrics 0.136 

Number of Downtime 0.050 

Quality of Maintenance 0.054 

Resource Costs 0.145 

Social Costs 0.046 

Working Hours 0.027 

Table 2: Normalized Ranking of Ecological Criteria 

Ecological Criteria Normalized Rating 

Incidents with environmental concerns 0.064 

Compliance 0.063 

Emissions 0.166 

Energy used 0.270 

Materials used 0.321 

Sewage and Waste 0.115 
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Table 3: Normalized Ranking of Social Criteria 

Social Criteria Normalized Ranking 

Employee Satisfaction 0.159 

Health and Safety 0.046 

Social Compliance 0.285 

Training 0.51 

As a result, based on the evaluation of the importance and the assignment of the correlation between 
categories and alternative, the company is recommended to pursue "Reduce resource consumption", as 
shown in table 4. 

Table 4: Result of AHP 

Totals            Priorities        

Resource Consumption 0.617          0.614          

Reduce Maintenance costs 0.388          0.386          

4. Conclusion

The aim of this work was to collect key performance indicators on sustainable maintenance through a 
systematic literature review, to sort these by inductive category building and to identify areas of influence 
of sustainability, and then to use AHP, a method of MCDM, to select suitable key performance indicators 
for a goal set by a company.  

A total of 133 performance indicators were identified in the categories of economy, ecology and social, 
which could be classified into 20 different categories. The application of AHP is theoretically target-guiding; 
thus, it enables companies to identify a suitable target. The selection of the appropriate indicators through 
an AHP process is not directly possible as there is no overall performance indicator ranking based on the 
chosen alternative, however, the importance of the criteria and the evaluation of the influence of criteria on 
the alternatives can be used to determine which performance indicators could be considered more closely.  

This study is limited by the fact that it was not tested in a real case, but only in a fictitious case. Therefore, 
it is recommended that the AHP process be tested in a case study and the result re-evaluated afterwards. 
Furthermore, the study is limited by the fact that the evaluation of the criteria should be derived from the 
company's mission statement, which implies that sustainability is integrated there. 

For further research, it is recommended to identify a method to further improve the selection of metrics for 
companies, for example through the analytical network process (ANP). It is as well recommended to 
empirically test this model in order to allow adaptions to real-world cases, to prevent academic over-
simplification or abstraction. 

Appendix 

Table 5: Economic Performance Indicators [22–30] 

Economic criteria Performance Indicator 
Maintenance costs Total maintenance cost/replacement value 
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Return on Maintenance Invest 
Return on eco friendly Invest 
Average inventory value of maintenance material/replacement value 
Maintenance costs per unit 
Maintenance costs/sales 
(maintenance costs + cost of unavailability) / quantity Output 
Improvement in maintenance costs / Total maintenance costs 
Outage costs 
Shutdown maintenance costs / Total maintenance costs 

Costs by maintenance type Costs of planned maintenance activities 
Costs of unplanned maintenance activities 
Corrective maintenance costs / Total maintenance costs 
Preventive maintenance costs / Total maintenance costs 
Condition-based maintenance costs / total maintenance costs 
Predetermined maintenance costs / Total maintenance costs 
Expected PM costs / actual PM costs 

Resource costs Maintenance material costs / average inventory value 
Costs for processing maintenance waste 
Energy costs Maintenance measures 
Energy costs maintained systems 

Social costs Penalties for EHS violations during maintenance activities 
Penalties for EHS violations on maintained systems due to lack of 
maintenance activities. 
Labor costs 
Training costs 

Downtime duration Duration of planned maintenance activities 
Duration of unplanned maintenance activities 
Downtime due to short stops 
Downtime due to long stops 
Setup time between stop and start 
Total operating time/(total operating time + downtime due to planned 
maintenance)  

Downtime count Number of short stops 
Number of stops 
Number of long stops 
Number of planned maintenance activities 
Number of unplanned maintenance activities 

Reasons downtime Downtime due to preventive maintenance / total downtime due to 
maintenance 
Downtime due to predestined maintenance / total downtime due to 
maintenance 
Downtime due to condition-based maintenance / total downtime due to 
maintenance 
Downtime 
Downtime due to maintenance errors 
Downtime due to waiting for spare parts 
Downtime due to lack of training 

Quality of the maintenance 
measures 

Rework time due to lack of training 
Actual operation time/required operation time 
Percentage of maintenance tasks requiring rework 
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 Backlog (number of overdue tasks/number of tasks) 
 Number of work orders after PM inspections   
Incident Metrics Failure rate 
 Availability 
 Reliability 
 OEE 
 MTTR 
 MTBF 
 MDT 
 MOTBF 
 MTTF   
Operating time Time required for preventive maintenance/total time for maintenance 

 
Time required for critical corrective maintenance/total time for 
maintenance 

 Planned and predictive time for maintenance/total time for maintenance 

 
Labor hours for unplanned maintenance activities / available labor 
hours  
Labor hours for planned maintenance activities / available labor hours 

 Planned working hours / available working hours 
 

 

Table 6: Ecological Performance Indicators [23, 29-31] 

Ecological criteria Performance Indicators 
Material consumption biodegradable components 
 recycled/reused/remanufactured materials 
 direct material intensity 
 Indirect material intensity 
 Consumption of lubricants and cleaning agents 
 biodegradable lubricants and cleaning agents 

 
Amount of PBT (persistent, bioaccumulative, toxic) chemicals in 
maintenance processes 

 Amount of water needed for maintenance activities   
Energy consumption direct energy intensity ratio (within) 
 Indirect energy intensity 
 Reduction of energy consumption through maintenance measures 

 
Reduction of energy consumption of maintenance activities due to 
initiatives to reduce energy consumption. 

 Energy emitted (heat, vibration) by maintenance processes 
 Renewable energies   
Waste water and waste Maintenance waste 
 Influence of maintenance waste on soil 

 
Soil area for maintenance activities, divided into fertile and infertile 
soils. 

 Waste from maintained systems 
 Amount of waste due to maintenance activities 

 
Amount of waste caused by defective maintained systems due to faulty 
maintenance procedures. 

 Amount of liquid spilled due to maintenance activities 
 Quantity of spilled liquid due to maintained systems 
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Waste rate Hazardous material 
Emissions Internal GHG emissions 

External GHG emissions 
GHG Emissions Intensity Ratio 
Reduction of GHG emissions 
Emissions of ozone-depleting substances (ODS) from maintenance 
activities 
Emissions ODS due to maintained systems 
Emissions of (NOX, SOX, Persistent Organic Pollutants, Volatile 
organic compounds, hazardous air pollutants, particulate matter) due to 
maintenance activities 
Emissions of (NOX, SOX, Persistent Organic Pollutants, Volatile 
organic compounds, hazardous air pollutants, particulate matter) from 
maintained systems 

Accidents with 
environmental impact 

Noise, odor, dust, mist due to maintenance activities 

Number of failures due to environmental degradation caused by 
maintenance activities. 

Compliance Number of failures with possible impact on the environment 
Number of complaints, lawsuits, fines, and sanctions for non-
compliance of maintenance activities with environmental laws and 
regulations. 
Number of complaints, lawsuits, fines, and penalties for non-
compliance of maintained systems with environmental laws and 
regulations due to lack of maintenance activities. 
Implementation of an environmental management system 
Number of suppliers audited for environmental criteria 

Table 7: Social Performance Indicators [23,26,27,29-31] 

Social criteria Performance Indicators 
Health and safety Occupational accidents 

Days lost due to maintenance accidents 
Implementation of an Occupational Health and Safety Management 
System 
Occupational accidents due to neglected maintenance 
Number of maintenance workers at high risk of illness or accidents due to 
their work 
Implementation of a program of continuing education for risk control to 
reduce the risk of occupational accidents. 
Personal protective equipment for maintenance activities 
Availability of first aid facilities 
Improve security performance because of security measures 

Education and training Average hours of maintenance education and training per maintainer 
Percentage of maintenance staff by gender receiving regular performance 
appraisals 
Percentage of maintenance staff trained in sustainability 
Number of training and continuing education courses conducted 

Employee satisfaction Days lost  
Number of complaints from employees 
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Motivation level of employees 
Employee retention 
Employee satisfaction 
Number of suggestions for improvement from maintenance staff 

Compliance Number of complaints, lawsuits, fines, and sanctions for non-compliance 
of maintenance activities with social laws and regulations 
Number of complaints, lawsuits, fines and sanctions for non-compliance 
of maintained systems with social laws and regulations 
Number of customer complaints 
Number of new customers 
Number of returning customers 
Number of suppliers audited according to social criteria 
Stakeholder satisfaction 
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Abstract 

Over the past few years, the stability and predictability of logistics and supply chain networks have 
significantly decreased. This has led to higher risks and increased uncertainty in decision-making within 
supply chain management (SCM). Fortunately, the abundance of available data presents a tremendous 
opportunity to alleviate this uncertainty. However, realizing the full potential of advanced analytics, such as 
predictive and prescriptive analytics, is hindered by a lack of knowledge regarding their practical 
applications and performance benefits, as well as a deficiency in implementation expertise. This research 
paper examines the current state of advanced analytics applications and the primary challenges faced by 
Austrian companies in this domain. The findings reveal a distinct pattern: although the literature highlights 
numerous performance advantages, the practical utilization of advanced analytics remains at a rudimentary 
stage and is primarily confined to isolated departments. While demand management, procurement, and 
transport planning have shown some initial success in their implementation, other areas like production 
planning and, particularly, warehouse management lag. The primary challenges observed in practice include 
a limited understanding of the potential of advanced analytics, lack of transparency and data quality issues, 
difficulties in internal marketing, and inadequate organizational integration. These challenges, along with 
potential courses of action, serve as a starting point for other companies aiming to address similar issues. 
The significance of this work lies not only in its theoretical contribution to existing research on advanced 
analytics in SCM but also as one of the few studies that delve into the practical implementation and specific 
application domains of advanced analytics in Austria. 

Keywords 
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1. Introduction

Over the past few years, the stability and predictability of logistics and supply chain (SC) networks have 
significantly decreased. This has led to higher risks and increased uncertainty in decision-making within 
supply chain management (SCM) [1]. At the same time, new technologies, such as advanced analytics, offer 
pivotal approaches for enhancing decision-making processes, optimizing operations, and ultimately 
improving the overall performance of supply chains [2]. Advanced analytics in SCM involves the use of 
sophisticated algorithms and models to extract valuable insights from large volumes of data, enabling 
companies to anticipate future developments, identify potential risks, and make corresponding decisions [3]. 
This is particularly crucial in today's volatile and competitive business environment, where the ability to 
quickly adapt to changes and make informed decisions can significantly impact a company's success. 
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Fortunately, the abundance of available data presents a tremendous opportunity to alleviate this uncertainty. 
However, realizing the full potential of advanced analytics, such as predictive and prescriptive analytics, is 
hindered by a lack of knowledge regarding their practical applications and performance benefits, as well as 
a deficiency in implementation expertise [4]. Especially for smaller companies like SMEs or for smaller 
countries with limited labor force, the implementation of advanced analytics represents a significant 
challenge. In the case of Austria, a country characterized by a strong presence of small and medium-sized 
enterprises (SMEs), the application of advanced analytics in SCM is still in its early stages. Despite the 
recognized potential of these technologies, their actual implementation remains limited, and research in this 
area is often confined to analyzing theoretical potentials [6,5,4]. This presents a significant research gap, as 
understanding the specific challenges and opportunities associated with the implementation of advanced 
analytics in SCM in the Austrian context can provide valuable insights for both practitioners and researchers 
and can be transferred to comparably small countries. Hence, this paper aims to explore the application of 
advanced analytics in SCM in Austria, focusing on current implementations and the challenges associated 
with them. By doing so, it seeks to contribute to the existing body of knowledge and provide practical 
recommendations for companies seeking to leverage advanced analytics in their SCM processes.  

Considering the above, this study poses the following research questions: 

• RQ1: What are the current implementations of advanced analytics in SCM in Austria?
• RQ2: What challenges hinder the implementation of advanced analytics in SCM in Austria?

The answers to these questions will not only provide a snapshot of the current state of advanced analytics in 
SCM in Austria but also identify the barriers that need to be addressed to further its adoption. This, in turn, 
can guide future research and practice in this area, contributing to the advancement of SCM in Austria and 
beyond. The remainder of the paper is structured as follows: section 2 introduces the theoretical background 
of the study. Section three discusses the research methodology applied. In section 4 the results of the study 
are presented. Subsequently, section 5 concludes the paper, also providing limitations and outlook. 

2. Background

Subsequently, the two concepts underlying the paper, i.e., SCM and Advanced Analytics (AA) are explained. 

2.1 Supply Chain Management 

A supply chain is a network of companies that work together to create and deliver a good (product) and its 
information (e.g., price, delivery window) to an end customer. A SC thus covers all companies involved in 
the value creation in the context of product creation and service provision and includes the totality of all 
activities and processes that are applied to a good from the beginning to completion and provision. In 
concrete terms, an SC begins with the producer of a raw material and ends with the provision or delivery of 
a product to the end customer. SCM - as defined by Mentzer et al. (2001) - is the “systematic, strategic 
coordination of the traditional business functions and the tactics across these business functions within a 
particular company and across businesses within the supply chain, for the purposes of improving the long-
term performance of the individual companies and the supply chain as a whole.” [7], p. 1. 

The goal of SCM is to meet customer needs as efficiently as possible. This requires the optimization of 
numerous processes within and outside the company that are involved in the creation of value. Along with 
the development of the term SCM, the understanding of the tasks and activities in SCM has also changed. 
In the 1990s, the focus was still very much on the optimization and functional integration of internal supply 
chains. This purely internal view expanded in the 2000s to include the components of increased information 
exchange and collaborative management of complex value creation processes. Increasingly, the 
synchronization of internal and external supply chains also became a central goal of SCM [8]. Accordingly, 
there are many studies that deal with the specific tasks and processes in SCM. Lambert et al. [9] speak of 
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eight key activities in SCM, Chopra and Meindl [10] summarize 15 activities in three central SC macro-
processes, the well-known SCOR model defines six core processes and numerous sub-processes in SCM 
[11] and Porter's value chain [12] names six primary activities. From the perspective of the present work, a
categorization is selected that serves as a solid framework in the context of data analytics in SCM and can
be used as a basis for the expert interviews. For this reason, we build on the work of Nguyen et al. (2018),
in which fields of application and potentials at the interface between data analytics and SCM were elaborated.
Thus, SCM in this paper comprises the following main activities [14,13]: i) procurement, ii) production
planning, iii) warehouse management, iv) logistics and transport planning, and v) demand management.

2.2 Advanced Analytics 

The term “Advanced Analytics” (AA) covers various aspects of the four categories of data analytics, i.e., 
descriptive, diagnostic, predictive and prescriptive analytics. In the following table, exemplary definitions 
from the literature are given and the term is delimited from the perspective of the work: 

Table 1: Exemplary definitions of the term advanced analytics in the literature 

Source Definition 
[15], p. 1388 “Advanced Data Analytics is […] examination of data […] using sophisticated techniques 

[…] to discover […] insights, make predictions or generate recommendations.” 

[16], p. 12 “Compared with conventional statistical methods, advanced machine learning 
algorithms are more capable of capturing complicated nonlinear relationships.” 

[17], p. 1 „Advanced analytics is a mixture of machine learning, artificial intelligence, graphs, text 
mining, data mining, semantic analysis. […] Beyond the traditional business intelligence, 
it is a semi and autonomous analysis of data by using different techniques and tools.” 

[18], p. 266 “ADA refers to the information systems and analytics applications used to collect, 
analyze, and extract insights from data to be used in organizational decision making.” 

[19], p. 249 “We started to use advanced data analytics (ADA) to describe the paradigm shift (i.e., 
from statistical hypothesis testing to automatically gathered data).” 

[20], p. 2 “[…] advanced data analytics (ADA), as all the technologies that are part of it are related 
to the processing and analysis of data that goes beyond traditional […] procedures.” 

In summary, and in contrast to conventional analyses and approaches of traditional business intelligence, 
which are limited to describing and summarizing data, advanced analytics uses advanced technologies and 
algorithms of machine learning and deep learning to recognize patterns in data, make predictions and provide 
recommendations for action as a basis for decision-making. Advanced analytics thus clearly focuses on 
predictive and prescriptive analysis, but also includes the identification of complex patterns in past data in 
the sense of descriptive and diagnostic analysis. Advanced Analytics hence primarily refers to models from 
the field of machine learning and deep learning. There are numerous works in the literature that deal with 
the categorization of machine learning models. Many roughly divide them into the areas of regression 
analyses, classification analyses and cluster analyses [23,22,21]. In addition, the categories of association 
and time series analyses, anomaly detection and reinforcement learning are frequently mentioned [25,24]. 

3. Research Methodology

The address the defined research questions, qualitative expert interviews are used as a suitable method. The 
aim of the expert interviews is to ascertain the current use and challenges in the context of advanced data 
analytics in Austrian SCM practices. Specifically, the aim is to identify i) how and in which SCM activities 
advanced analytics is already used in corporate practice and ii) where challenges lie in their implementation, 
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Expert interviews are particularly suitable if the aim of the survey is to analyze tacit knowledge in a defined 
knowledge field and among corresponding knowledge holders [28,27,26]. This is clearly the case in the 
present work. Expert interviews consist of the following essential steps: 1) identification and selection of 
experts, 2) data collection and 3) data analysis. In the context of expert identification and selection, an 
information-based selection approach is followed in the work. Based on defined characteristics, experts are 
identified and selected to participate in the survey [30,29]. Specifically, the selection criteria include: i) 
several years of experience in SCM in practice (> 5 years), ii) current involvement or leadership in SCM 
analysis tasks, and iii) overall management-level understanding of the use of advanced analytics in the 
respective SCM area through several years of experience (> 3 years) in the company. The search for suitable 
candidates was based on contacts at the Logistikum at the Upper Austrian University of Applied Sciences. 
The Logistikum is the largest research institution in the field of logistics and SCM in Austria and accordingly 
a broad network of corporate partners could be accessed (cf. www.logistikum.at). A total of 9 experts were 
interviewed, all from large companies. The details were anonymized at the request of the experts: 

Table 2: Overview of expert participants 

ID  Company / Industry Expert status 

1 Building industry SCM process designer analyst; 8 years experience. 

2 Automotive industry Logistics and SC manager; 10 years experience. 

3 Manufacturing industry Head of Demand Chain for several years; 11 years experience. 

4 Metal industry Head of Data Analytics; 6 years experience. 

5 Mechanical engineering Head of Global Operations Excellence; several years experience. 

6 Food retail company Head of SCM Monitoring & Analytics; 10 years experience. 

7 Mechanical engineering Head of SCM with focus on production logistics; 10 years experience. 

8 Paper industry Purchasing manager, including all SCM tasks; several years experience. 

9 Manufacturing industry Manager in SCM Operations & Performance, 13 years experience. 

 

Data collection is based on a semi-structured interview guide, allowing for a natural setting of the interview 
and at the same time ensuring that consistent questions in each interview - albeit possibly in a different order 
[31]. The interview guide was sent to the participants by email at least one week before the interview. The 
interviews were conducted face-to-face or by video conference via MS Teams. Each interview was recorded 
and analysed directly after the interview by analyzing recordings [33,32,34]. 

4. Results 

Subsequently, the results of the paper are presented, focusing on current applications of advanced analytics 
in Austrian SCM practice (4.1) and the challenges occurring during their implementation (4.2.). 

4.1 Current Applications of Advanced Analytics in SCM 

4.1.1 Current Applications in Procurement 

According to experts, advanced analytics is already finding first applications in procurement. In more than 
half of the companies surveyed, corresponding approaches are already being used successfully. Specifically, 
this includes the prediction of material requirements based on regression and time series analyses, building 
on parts lists (or also for checking parts lists) and decision trees, building on past orders. The optimization 
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of central order variables such as order quantities, times and the prediction of material prices is also a 
component of current applications of advanced analytics in procurement. Another use case is the analysis 
and prediction of supplier default risks based on pattern recognition and predictive analysis. In two of these 
companies, advanced analytics is not used independently, but in the form of AI-based standard solutions that 
include numerous optimization heuristics or machine learning models. The way this software functions is a 
black box for the respective company. The other half of the companies surveyed do not use any advanced 
analytics methods in procurement - apart from the use of classic ERP and MRP systems. However, all in all, 
from a practical point of view, there is still high potential in this area, which is not yet being exploited. 

4.1.2 Current Application in Production Planning 

The experts interviewed only apply advanced analytics to a small degree in production planning. The 
examples given include the implementation of image recognition to identify production errors or the use of 
regression and correlation analyses to identify unusually long machine downtimes and set-up times. One 
company uses optimization methods for production planning but relies on a purchased standard tool and 
does not know the details of the algorithms. In one company, initial trials have been carried out regarding 
predictive maintenance of production machines, but operational and actual use has not yet taken place. In 
the other companies, production is either planned manually based on parts lists and adjusted in the medium 
or short term, is rule-based, or plays no role (because it is a trading company). 

4.1.3 Current Applications in Warehouse Management 

The current use of advanced analytics in warehouse management is also limited in practice. Only one 
company uses such methods to derive central warehouse parameters (i.e., safety stocks and order points) and 
to identify inventory drivers. The company's goal is to predictively identify out-of-stock situations and 
subsequently avoid them while still maintaining efficient inventory management. In the other companies, 
inventory management is in conflict between production planning, procurement and demand management 
and is not dealt with separately in the form of advanced data analysis. Specifically, inventory management 
is usually driven by procurement, which in turn is driven by production, which is driven by predicted 
customer demand. A company flexibly rents warehouses or storage space from suppliers to deal with 
uncertainty in procurement. However, in terms of efficient inventory management, this is not really a 
sensible SCM tactic. Thus, warehouse management has not yet really been dealt with in Austrian practice. 

4.1.4 Current Applications in Logistics and Transportation Planning 

In logistics and transport planning - as in procurement - there are already first applications of advanced 
analytics in practice. At two companies, these include the optimizations of transport routes and the use of 
resources in this area through optimization processes. One company uses machine learning in the context of 
geospatial analyses to determine the optimal positioning of transport and distribution infrastructure, such as 
distribution centers and cross-docking stations. The same company also analyses patterns from past transport 
data in terms of determining optimal transport lot sizes and derives the future resource-optimal quantities 
accordingly. A fourth company uses artificial neural networks and regression analyses to predict and control 
future incoming and outgoing goods transports in the distribution center - here there is a direct connection 
to warehouse management. Other companies mostly use classic, rule-based transport management systems, 
plan transport manually or leave the transport planning to a logistics service provider. Thus, there is still 
unused performance potential of advanced analytics in logistics and transport planning. 

4.1.5 Current Applications in Demand Management 

In practice, demand management is the SCM area most intensively supported by advanced analytics. The 
experts name numerous successful fields of application here. In six companies, these include the use of 
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regression models or AI-based software to predict future customer demand. One of these companies also 
uses advanced analytics to predict the probability of certain BOM combinations, another already uses 
Explainable AI (to assess feature relevance) to make forecasts more understandable. In one of the companies, 
the demand forecast can also be adapted by manipulating selected parameters (e.g., inflation rate, market 
data, etc.) in the form of what-if analyses. The same company also uses machine learning and deep learning 
to determine or predict the ideal discount for individual customers. According to order and customer data, 
the probabilities of order completion and the corresponding contribution margin are predicted here 
depending on discount levels. In addition to these six companies, a seventh company does not use advanced 
analytics methods in the actual demand forecast but does use image recognition with customers to identify 
future repair needs and to point this out to the customer in the sense of demand management. 

4.1.6 Summary of Current Applications 

In summary, first solid applications of advanced analytics in basically all areas of SCM can already be seen 
in corporate practice. In particular, demand management, the area most intensively supported by advanced 
data analysis, procurement, logistics and transport planning already have concrete applications in most 
companies. In the area of warehouse management, advanced analytics is currently used the least, which is 
also in line with the literature. Interestingly, this also applies to production planning, which is one of the 
most researched areas in the literature. The following chart shows the current advanced analytics applications 
in the respective SCM areas named by the experts (in brackets the number of mentions): 

Figure 1: Summary of current Advanced Analytics applications in SCM 

4.2 Challenges hindering the implementation of Advanced Analytics in Austrian Companies 

From the experts' point of view, there are numerous challenges that need to be considered in the context of 
implementing advanced analytics in practice. Advanced analytics procedures are often perceived as black 
boxes. The results of such analyses are therefore difficult or impossible to comprehend and are viewed 
critically accordingly. If the results do not correspond to what is usually assumed or regarded as normal, 
acceptance among decision-makers in the company drops significantly as a result. 
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Another challenge is that the added value of complex analyses can often only be made visible and 
comprehensible afterwards, i.e., after their implementation. In practice, this means that investments in 
advanced analytics projects are often postponed, or such projects must be carried out without additional 
budget and with existing resources in addition to day-to-day business. The internal marketing of ideas or the 
creation of awareness in the company is therefore often laborious and it needs a strong and motivated driver 
with appropriate connections to management or - ideally - a direct supporter from top management. Often, 
successful applications fail because they are not sufficiently automated and integrated into operational 
systems. If a large amount of working time must be invested in the operational use of such solutions in order 
to carry out the analyses and use the results, the willingness to use them quickly decreases. 

A lack of sufficiently qualified employees who can select, use and sustainably maintain complex models 
from the field of advanced analytics is also a challenge in practice. This goes hand in hand with the 
automation and integration of advanced analytics into company processes. If this does not take place, a high 
level of ongoing effort will be necessary in addition to the initial effort. From the point of view of SCM, the 
competence here usually lies in the market-side areas such as sales and marketing. Experts are therefore 
needed at the interface between data analytics and SCM who understand the use case and the technology. 

Interface problems due to heterogeneous systems and infrastructure were also mentioned as major challenges 
in practice. Since isolated applications in individual areas do not enable the full potential of advanced 
analytics, many different systems must be integrated here, and their data processed or linked accordingly. 
This applies not only at the level of data extraction and preparation, but also in the context of result 
implementation in decision support. A directly resulting problem is that in some companies there is a lack 
of data understanding. There is transparency in one's own area, but across the board it is difficult to assess 
the data basis and draw conclusions about the data quality. There are also challenges at the level of the IT 
infrastructure. Infrastructures are still implemented locally for the most part, and cloud approaches are 
currently only used to a limited extent - both in terms of data storage and processing as well as analysis. 

The organisational integration of advanced analytics is another challenge. In particular, the connection or 
distinction to classic reporting and the corresponding tasks must be well thought out in terms of acceptance. 
The same applies to the required roles and responsibilities. Here, the often still strongly anchored thinking 
in areas and silos or in operational and strategic activity profiles also represents a challenge that stands in 
the way of a cross-area SCM approach and optimization. A similar issue is that the scope or authority to 
engage in advanced analytics is often anchored in the parent company and little is possible nationally. This 
forces the emergence of central solutions that are as broadly applicable as possible, but which are often not 
applicable in specific local decision-making situations. 

5. Conclusion, Limitations and Outlook

In this paper, a detailed analysis of the current application of advanced analytics in Austrian SCM practice 
and the challenges in this context has been conducted. The findings reveal a distinct pattern: although the 
literature highlights numerous performance advantages, the practical utilization of advanced analytics 
remains at a rudimentary stage and is primarily confined to isolated departments. While demand 
management, procurement, and transport planning have shown some initial success in their implementation, 
other areas like production planning and, particularly, warehouse management lag. The primary challenges 
observed in practice include a limited understanding of the potential of advanced analytics, lack of 
transparency and data quality issues, difficulties in internal marketing, and inadequate organizational 
integration. These challenges, along with potential courses of action, serve as a starting point for other 
companies aiming to address similar issues. Overall, advanced analytics is hence only applied to a limited 
degree, and there are several challenges that currently hinder further application.  
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From a practical point of view, the present work contributes to the identification of application and 
performance potentials of advanced analytics in SCM practice of small countries. The discussion of the 
implementation challenges enables other companies in similar settings to identify the central areas of action 
more quickly and to address them accordingly in terms of the recommendations for action derived. From a 
theoretical point of view, the work is one of the few studies that deals with the concrete design or the actual 
fields of application of advanced analytics in Austria. Possible limitations of this study are that only nine 
experts representing SCM practice were interviewed. In this context, however, the scientifically based 
procedure described in Chapter 4.1. for the selection of experts ensured that they were actual knowledge 
carriers from the SCM sector. The companies represented also come from numerous different sectors, so a 
very broad diversity of sectors was also considered. Nevertheless, the experts interviewed were only 
representatives from Austria, so a general picture of the use of advanced analytics in SCM at an international 
level cannot be provided. Building on the present work, similar surveys could be conducted in other countries 
and with a larger number of experts in future studies and their results discussed against the background of 
the current findings. 
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Abstract 

The food truck service is growing due to the change in customers' fast food consumption habits. This research 
aims to test the logic of using urban logistics to improve the optimization of food truck supply. This research 
proposes a case study where route optimization methods, central location, and the estimation of the 
environmental impact through the emission of pollutant gases at the time of supplying food trucks are 
proposed; RStudio and COPERT V software was used to obtain quantitative results. Concerning the results, 
it was found that the food truck is viable due to the number of potential customers within the case study area. 
The central location (longitude, latitude) of the food truck within the area where its customers are located 
was found; in addition, thanks to the optimal supply route, it was possible to calculate the emissions of 
polluting gases: CO2, PM2.5, PM10, NOX, VOC. 

Keywords 

Urban Logistics; Food Truck; Environmental Impact; Route Optimization; Optimal Downtown Location 

1. Introduction

Today, it is possible to appreciate different changes such as a continuous increase of population within urban 
areas, citizens' concern about environmental pollution or the same safety within their cities, co-management, 
and traffic problems, the emergence of new technological opportunities, and policymakers of urban transport 
[1].  

The new challenges cities face due to large concentrations, different stakeholders are affected, and it becomes 
more challenging to meet the needs of citizens efficiently and effectively [2]. Companies must reevaluate 
their logistics practices when forced to work with their suppliers and customers in urbanized areas [3]. 

Urban logistics has been applied within the food supply process as it presents environmental, social, and 
economic challenges. Different local authorities consider the quality and safety of food and the impact on the 
environment generated by food supply and transportation systems [2]. Therefore, it is essential to find the best 
location of distribution centers within cities for interested companies. By achieving this, a change in the cities 
could be appreciated because transportation routes will be more efficient, bringing less congestion and a lower 
negative environmental impact. However, to implement urban logistics, transportation, food demand, and 
distribution must be considered variable. 

Nowadays, not only fast-food restaurants have grown, but also the number of food trucks that can be found 
parked on busy streets that facilitate access to food consumption. A food truck is a truck or trailer equipped 
with the necessary tools (e.g., kitchen) to produce and sell fast food. However, the mode of distribution of 
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these is in fixed points that must be located strategically to reduce transportation costs and have the optimal 
inventory of raw materials to avoid being out of stock in a day or, on the contrary, having an excess that 
generates food waste. The warehouses of urban distribution points involve many vehicles for which 
operational monitoring of the routes must be carried out to limit consumption and excessive emission of 
polluting gases [4]. 

This generates transportation costs and raw material waste and leads to environmental impact. Even though 
urban logistics is a minor part of the total transport time of goods, it comes to represent 28% of transport costs. 
On the other hand, polluting gases vary between 16- 50% of global pollution due to activities carried out 
within urban areas [5]. 

Despite technological advances that include the development of electric powered trucks, such as battery 
electric heavy-duty trucks cause less emission of Carbon Dioxide (CO2) than Disel [6],  it is rarely done at 
present due to the require investment and the slow introduction of it in the international market. 

However, despite the advances in the different published sources described above, more is needed to know 
about how urban logistics affects different city services, specifically food trucks. Since few researchers have 
addressed urban logistics applications in food trucks, it is necessary to explore this modality of fast-food 
service to align it with the purpose of urban logistics, which is to be sustainable and efficient. 

The research question is: Can the urban Logistics model be run to achieve an optimal and sustainable supply 
of inventory in food trucks in Metropolitan Lima through a simulation to reduce the environmental impact 
emitted by polluting gases? This work aims to simulate an urban logistics model to achieve an optimal and 
sustainable inventory supply in Metropolitan Lima food trucks. 

This research is to check the logic of using urban logistics to improve the optimization of food truck supply. 
In this way, the emissions of Carbon Dioxide (CO2), Nitrogen Oxides (NOx), Volatile Organic Compounds 
(VOC) and Particulate Matter (PM) can be estimated for sustainable distribution, and with the knowledge of 
potential customers and suppliers, the food truck's optimal location and supply route can be found. 

Therefore, in this study, we will test the following hypotheses: It is possible to simulate an urban logistics 
model to achieve an optimal and sustainable supply of inventory in food trucks in Metropolitan Lima. 

This paper is organized as follows: the formulation used to simulate the optimization process will be described 
in the Methods section. Then, in the Results section, the findings obtained from the simulation will be 
demonstrated. Finally, the Discussion section will analyze the results obtained to test the hypothesis 
formulated. 

2. Literature review

2.1 Urban Logistics 

Urban logistics is an inclusive term applied in different ways; for example, after using the Delphi methodology 
to 19 participants, it was obtained that the biggest perceived problem was congestion and traffic caused in 
cities [7]. Due to this, they defined the stakeholders’ roles in the activities that fall under this heading. This is 
complemented in the research [8] where the context of urban logistics focuses on the optimal use of resources. 
Considering the above, simulations can be formulated to optimize distribution processes in urban areas 
concerning the importance given to stakeholders and resources used in urban logistics. 

An essential term in logistics is the last mile, which refers to the delivery to the final customer within a 
logistics process. This is put into practice in the research [9], where they sought to determine the optimal 
number and location of product pick-up points in given periods using a Monte Carlo optimization simulation. 
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In conclusion, it was found that one of the essential points to consider for this last delivery and the efficient 
number of pickup/sale points is always to consider the uncertainty of the demand for decision-making. 

As mentioned above, urban logistics generates an environmental impact as there is a negative impact on low- 
emission logistics if there is inadequate distribution. To achieve flue gas reduction within the urban logistics 
distribution process, the research [10] explores a closed-loop logistics distribution route optimization method 
that positively impacts low-carbon logistics, promoting a low-carbon agenda in logistics network practice. An 
alternative approach was developed [11]; these studies the emissions and the intensity of these related to 
trucks according to the purpose of the trip. The results of the work suggest that the design of emissions 
management measures should consider which factors (population densities, Euclidean distance, and empty 
weight of vehicles) impact GHG emissions for each trip purpose. 

2.2 Logistic distribution simulation models 

The formulation developed a mathematical model concerning the vehicle routing problem to test the reduction 
of total distribution costs and pollutant gas emissions [12]. The variables considered were distribution costs, 
carbon oxide emissions, total transportation time, number of routes, and distance. The SIMMAG 3D tool was 
used to implement the mathematical model formulated. The study showed an 8.1% reduction in total 
distribution costs. 

On the other hand, a mathematical model applied to a context more like the problems of vehicular congestion 
in Bogota, Colombia [5]. In this, two scenarios were compared: collaborative and non-collaborative, where 
the purpose was the most efficient decision-making for urban distribution. The research also considered a 
term widely used within urban logistics: routing problems of capable vehicles. The variables used were 
distance, total number of delivery points, average vehicle transport speed, vehicle capacity, and demand. 
Finally, an approximate 25% cost reduction was achieved in a collaborative scenario. 

Another model applied in Latin America was the research [13] in Santiago, Chile. In this model, an alternative 
approach was used, aiming at minimizing the environmental impact of air pollution to improve the efficiency 
of the distribution and commercial supply process. The optimization model was carried out, considering the 
vehicle routing problem. It was obtained that a reduction of 53 tons of carbon dioxide and a reduction of 1103 
hours of annual interruptions in vehicle congestion in the sector can be achieved. 

The Traffic and Land Use Simulator for Urban Logistics [14] was developed for Tokyo (metropolitan area). 
It seeks to evaluate the level of externalities linked to logistics facilities' spatial distribution patterns. It 
analyzes the different impacts of urban freight transportation through simulations of different scenarios of the 
locations of urban logistics facilities and chains and truck flow. The paper’s results indicate that the scarcity 
of facilities in high-demand locations exacerbates negative externalities, while moderate concentration and 
deconcentration of facilities do not significantly affect them. 

The research [15] presented a static deterministic mixed integer linear programming (MILP) model. This 
solves the two-box capacitated location-routing problem (2E-CLRP) with modal choice in the context of 
urban logistics services (ULS). It additionally provides an optimal routing cost estimation formula and 
optimization heuristics. The results demonstrate that the 2E-CLRP model generates high-quality, time- 
reasonable closed-form approximations for optimal routing costs. 

Finally, a coding applied in RStudio software to calculate the optimal location through the center-of-mass 
approach so that the location is where the highest concentration of random points is. It was used as an 
assumption that the transport shipping volumes in the distribution truck and the potential customers have 
similar cost structures and that these depend on the distance traveled. The "x" and "y" coordinates were 
obtained from the weighting of sales demand in conjunction with the quantity supplied from the suppliers as 
the point of origin and the demand in costs of the point of arrival represented by the potential customers. Once 
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the coding was run, the optimal location centroid was obtained, which can be visualized in ggplot2 or a ggmap 
[16]. 

3. Methodology

The present research has as variables: environmental impact and urban logistics [2] The first is caused due to 
the emission of gases at the time of making the supply route and subsequently to the point of sale. On the 
other hand, the dependent variable focuses on the urban logistics used to optimize the distances traveled and 
achieve a strategic location central for potential customers. The dimensions developed are environmental 
pollution and the type of delivery used to deliver food orders, in this case, food trucks. 

To achieve an optimal location and supply route for food trucks, the following data must be considered: gas 
emissions, kilometers traveled, location of suppliers, number of potential customers, maximum temperature, 
minimum temperature, and relative humidity. In this way, it is shown that the research has a quantitative 
approach based on numerical databases, an experimental type, and pre-experimental scope where the formulas 
proposed and described in the research design to be carried out are put into practice. 

It should be taken into consideration that the research consists of a case study in which a descriptive analysis 
is developed since a survey is conducted, which provides more accurate data regarding the number of potential 
customers. 

Figure 1 shows the initial and practical phase of the research. 

Figure 1: Research design 

3.1 Initial phase 

First, the initial phase of the research consisted of two stages: data collection and demand estimation. The first 
stage involved gathering the necessary information to build the following phases. The second stage consisted 
of estimating the demand of potential customers who will consume the food provided by the food truck. 

3.1.1 Data collection 

The first stage of the initial phase was collecting data for the proposed models. To estimate the demand and 
thus obtain potential customers, information was collected through surveys conducted with different 
customers who consume food provided by food trucks in the area where the case study was conducted. The 
questionnaire had questions of intention and intensity to estimate the demand of potential customers. The 
sample was obtained thanks to the "finite population" formula because the size of the total population is 
known. The survey questions were validated by "Marketing Research" experts. 

The sample to be studied was calculated by applying (1): 
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    𝑁  = (𝑁×𝑍2×𝑝×𝑞)
(𝑑2×(𝑁−1) +𝑍2×𝑝×𝑞)

  (1) 

Where: 

• N: Total population of the case study area

• Z: Taking into consideration a 95% certainty, this value will be 1.96

• p: Expected proportion; this value will be 50%.

• q: Is the complement of p; in this case, it will be 50%.

• d: Accuracy of the investigation; in this case, it will be 5%.

Considering that a spatial approach must be taken to calculate travel distances, the addresses and stops 
involved in the food truck supply process were collected. 

In addition, information on Lima's minimum temperature, maximum temperature, and relative humidity was 
extracted from the database of the National Meteorological and Hydrological Service of Peru (SENAMHI), 
an entity attached to the Ministry of Environment of Peru. These data were used for the experimental phase 
of the environmental impact estimation. 

3.2 Demand estimation 

The second stage consisted of obtaining the demand for daily orders through the survey, where the intention 
and intensity of these orders were obtained. 

Once the sample was obtained, the survey was conducted among passers-by in the area where the food truck 
was parked to sell its dishes. The formula applied was (2) 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 =  𝑁𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠  × 𝐼1 × 𝐼2   (2) 

Where: 

• Number of potential customers: The number of people surveyed who responded that they would

be interested in consuming the dish offered by the food truck; therefore, it is the purchase intention

multiplied by the intensity.

• I1: Intensity, percentage of people where the degree of interest in the purchase is demonstrated

(Interval of 1-10).

• I2: Intention, percentage of people willing to consume in the food truck.

3.3 Practical phase 

The experimental phase of the research demonstrated what was necessary for the central location of the food 
truck, route optimization, and estimation of environmental impacts. 

First, the central location of the food truck obtained the point where the food truck should be located to stock 
and deliver the orders of dishes to its potential customers.  

Secondly, by finding a central location, it was possible to obtain the optimal supply route for the food truck, 
covering all the points it needs to reach the warehouse, suppliers, and point of sale. 
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Thirdly, the environmental impact measured the number of gases emitted by the food truck concerning the 
distance traveled from the first point to the point of sale of the dishes to be offered.  

3.3.1 Central location 

Regarding the first stage of this phase, RStudio software was used to implement the coding performed [16]. 
The objective of the coding is to be able to find the centric location under the principles of the center of mass 
approach using the formulas of x (longitude) and y (latitude); these use a weight which is the "volume of 
expenditure per orders.” 

Having the weighted average coordinates of the center of mass, the location was visualized with a scatter 
plot with "ggplotz/ggmap". The heat map was plotted in RStudio with the Leaflet package, where the optimal 
center point can be visualized. 

The central point was the food truck’s location for the following route optimization calculations and 
estimation of pollutant gases emitted when traveling the food truck supply distances.  

3.3.2 Route optimization 

The second stage of the experimental phase of the research consisted of constructing an optimal route for 
food supply from the food trucks. The distance it takes to go to the different points to the endpoint was 
considered to spatialize the route. The points can vary between the raw material warehouse, the central 
location previously found, and that of the suppliers. 

To create the optimal route, "Analytics in georeferenced systems" [17] was used, allowing route optimization 
and analysis of intelligent distribution models. In addition, the tool allowed to obtain the distance traveled 
in kilometers that the food truck travels to get from the initial point to the final point. 

A+" and "Dijkstra" algorithms are used because the algorithm stops when it finds the shortest path leading 
from the initial point to the rest of the points. 

3.3.3 Estimated environmental impact 

To estimate the environmental impact, only the direct emissions of exhaust gases from the use of the vehicles 
were considered. The software estimated the emissions of CO2, NOx, VOC, and PM, as these are the ones 
involved in the process of supplying food trucks. These gases are a result from the use of Diesel which is a 
main resource to complete the route of truck supplying. The emission of this gases has consequences that 
not only contaminants the atmosphere of the cities, as well as the health of its citizens. The COPERT V 
software (Computer program for calculating emissions from transportation routes) is used (3) to estimate 
gas emissions: 

𝐺𝑎𝑠 𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛 =  𝑓𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛(𝑡𝑟𝑢𝑐𝑘 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦 , 𝑠𝑝𝑒𝑒𝑑𝑎𝑣𝑒𝑟𝑎𝑔𝑒) ×  𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒   (3) 

Where: 

• femission: This function is extracted from the COPERT V emissions database.

Equation (3) consists of entering primary data on the minimum and maximum temperature and relative 
humidity of the area where the study was conducted, in this case, Lima, Peru. In addition, the category (model 
of the vehicle used to travel the route) and the distance traveled in kilometers were entered. The data entered 
will correspond to 2021 with the history SENAMHI (National Service of Meteorology and Hydrology) 
reported. 
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4. Results

4.1 Initial phase 

4.1.1 Data collection 

In order to collect the data needed to estimate demand and requirements, the inhabitants of the case study 
area, "Villa Militar Oeste Chorrillos", were surveyed. The total population was approximately 1708 local 
residents (N=1708); therefore, by applying the "Finite Population" formula, a sample size of 314 people was 
obtained. The 314 people were surveyed with an 8-question questionnaire with questions of intention 
“Would you buy food from this food truck? Yes or No” (I1=92.11%) and intensity “From 1 to 10, indicate 
how likely you are to buy fast food from the food truck” (I2=76.11%). Table 1 and Table 2 reflect the results 
of these types of questions. 

Concerning the addresses and stops to supply the food truck in a day, four points were identified: the 
warehouse, supplier 01, supplier 02, and the point of sale (primary address). 

Table 1: Results of the question "Intension". 

Reply Total Porcentage 
Yes 175 92.11% 
No 15 7.89% 

Total 190 100% 

Table 2: Results of the question "Intensity". 

Intensity Total Percentage Weighted 
1 2 1.14% 0.01 
2 2 1.14% 0.02 
3 1 0.57% 0.02 
4 5 2.86% 0.11 
5 14 8.00% 0.40 
6 16 9.14% 0.55 
7 25 14.29% 1.00 
8 53 30.29% 2.42 
9 32 18.29% 1.65 
10 25 14.29% 1.43 

Total 175 100.00% 7.611 

Concerning the data obtained from the National Meteorological and Hydrological Service of Peru 
(SENAMHI), the history of temperature reports recorded in previous years was obtained. The data from the 
station closest to the district of Chorrillos (Lima, Peru) was used, in this case, the Campo de Marte station. 
These data will be used in the experimental phase to calculate the emission of polluting gases and apply the 
optimization based on the reduction of these gases for a route with sustainable impact. 

Table 3 shows the data collected based on historical data for the year 2021. 

Table 3: Minimum Temperature, Maximum Temperature, and Humidity in 2021 

Month Tmín Tmáx H % 
Jan-21 18.80 28.00 80.06 
Feb-21 18.20 28.60 76.74 
Mar-21 18.60 29.10 76.66 
Apr-21 16.30 27.80 82.46 
May-21 15.00 24.40 86.91 
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Jun-21 14.90 21.50 86.17 
Jul-21 14.50 19.90 86.52 
Aug-21 13.40 19.60 87.68 
Set-21 13.40 19.40 88.01 
Oct-21 14.00 20.50 85.85 
Nov-21 15.60 21.50 83.55 
Dec-21 16.60 25.10 81.88 

4.1.2 Demand estimation 

To calculate the demand, we used the data obtained from the survey on the intensity and intensity of the 
respondents. 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 =  1708 ×  92.11% × 76.11% (4) 

Using the formula described in the methodology chapter, we obtained the number of potential customers of 
1198 people in the case study area. 

4.2 Practical Phase 

4.2.1 Central Location 

First, random data were used for potential customers, longitude and latitude, and volume of spending per 
order (PEN 50.00-PEN 100.00); to program the coding in the RStudio software and obtain the central 
location of the food truck. Figure 2 shows the result obtained. By randomly locating the distribution of 
potential customers, it is possible to visualize in the heat map the concentration of them within the case study 
area. 

In addition, the figure shows the center of mass, representing the food truck's optimal location. Thus, the 
sales coordinates are: 

• Longitude: x = -77.02059

• Latitude: y = -12.15889

Once the central location is obtained, the routing tool "Analytics in georeferenced systems", [17] is used. In 
this way, the optimal supply route the food truck should follow for its supply and, finally, the point of sale 
is calculated. 

The route shown in Figure 3 is obtained using the tool, where the optimal minimum distance between the 
food truck's supply and sales points is given. 

Thanks to the optimal route, the distances from point to point were obtained, and the results can be seen in 
Table 4. 
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Figure 2: Load distribution and central location 

Figure 3: Load Distribution and Central Location 

Table 4: Distances in Km 

Points Distance (km) 
Warehouse 0.362487 
Supplier 01 0.554349 
Supplier 02 1.485415 

Point of Sale 0.461031 

4.2.2 Estimated environmental impact 

Finally, once the optimal route was obtained, the total distance traveled by the food truck was calculated and 
entered into the pollutant gas emission simulation in the Copert V software with the data collected on 
minimum and maximum temperature and relative humidity in the study area. 

Table 5 shows the amount of pollutant gas emissions during the route. 

Table 5: Pollutant Gases Emissions 

Emission kg/km 
Carbon dioxide (CO2) 100.0847 

Particulate Matter PM 2.5 0.00049 
Particulate Matter PM 10 0.00902 
Nitrogen Dioxide (NOX) 0.03367 

Volatile organic 
compounds (VOC) 0.13582 

Table 5 shows the amount of pollutant gas emissions during the route. 
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5. Discussion

It was possible to prove that using the center of mass theory and, subsequently, the calculation of the routing 
optimization based on Dijkstra's algorithm were fundamental tools to achieve an optimal route model. Thus, 
because of the shorter distance traveled, it was possible to reduce the environmental impact emitted by 
polluting gases when the food truck had to travel through the streets of Metropolitan Lima to supply raw 
materials and reach the final point of sale. 

The data collection method was obtained as needed for each of the stages. Intensity and intensity data, the 
addresses of the points involved in the food truck supply, and temperature and humidity data were collected. 

Thanks to the survey, we collected the intensity (I1 =92.11%) and intensity (I2 =76.11%), which helped to 
find the number of potential customers. The number of potential customers for the food truck within the case 
study area is 1198, which indicates that there is a demand to be met within the case study area and is 
profitable. 

To obtain the optimal location, through the simulation performed in RStudio, longitude and latitude ( - 
77.02059; -12.15889) were obtained for the location of the food truck according to the estimated volume of 
spending by potential customers. The purpose of obtaining these coordinates was that the food truck is not 
only placed by default in a location but also has a relationship with the estimated income from the location 
of its potential customers. 

For this stage, the four points involved in the food truck supply process were identified: the warehouse, 
supplier 01, supplier 02, and the point of sale (main address obtained in the previous point). 

Once the food truck was located at the coordinates obtained, the optimal routing was made, considering the 
suppliers’ locations of inputs for preparing the dishes to be offered at the point of sale. With the optimal 
route, we obtained the total mileage that the food truck travels daily to stock up and then position itself to 
prepare and sell dishes. The total distance traveled by the food truck is 1030.03 kilometers/year. With this 
distance, the environmental impact was calculated in the gas emission simulation based on the distance the 
vehicle travels in the Copert V software. 

To complete the last stage of the research, information was collected on the maximum temperature, minimum 
temperature, and relative humidity of the nearest station in the case study area. In addition, the type of vehicle 
used by the food truck for fueling was also considered. Having the necessary data for COPERT V, the annual 
gas emissions of the food truck supply route were obtained. These were as follows: CO2 100.0847 kg/km, 
PM2.5 0.00049 kg/km, PM10 0.00902 kg/km, NOX 0.03367 kg/km, VOC 0.13582 kg/km. 

As could be seen, the findings presented are consistent with the results reported [16]; thanks to its coding in 
RStudio software, it was possible to obtain the optimal location of the food truck, taking into account the 
volume of sales that the food truck would have and the random location of potential customers, thanks to the 
center of mass principle. Additionally, as shown in the research, the coordinates of the optimal location were 
displayed and could be visualized in a heat map using a leaflet. 

Unlike the research [2], it can be noted that the distribution center of the case study is an established point. 
However, the two research find the optimal routes for minor pollutant gas emissions during the supply 
process. COPERT V software was used to estimate these annual emissions for the proposed scenarios. Thus, 
finding the amount of CO2, PM2.5, PM10, NOX, and VOC emissions. 

6. Conclusion

The results show the feasibility of applying the quantitative approach using simulation software used in 
RStudio and Copert V, where the optimal location and routes were obtained to reach the environmental 
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impact caused by the emission of gases from the food truck at the time of supply. Based on these numerical 
results, the minimization of gas emissions can be sought for sustainable routing. 
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Abstract 

Industry 5.0 is a new vision for European industry with focus on human centricity, sustainability, and 
resilience. Due to that most research on Industry 5.0 concentrates on digital technologies, mainly because its 
relation to Industry 4.0, there is still limited and one-sided understanding of the concept. To enhance the 
competitiveness of manufacturing industries in Europe, companies need to develop their capabilities not 
only in digitalization, but also of human centricity, sustainability and resilience. Resilience, the capacity to 
withstand or to recover quickly from difficulties, is an important aspect due to war, pandemic, energy crisis 
and climate change crisis. Many manufacturing companies face major challenges in their supply chains, with 
limited availability of components, lack of critical virgin materials, high-cost growth, and high supply risk 
exposure. This research seeks to bring further understanding of the resilience dimension of the Industry 5.0 
concept. It adds to the limited amount of research available on Industry 5.0. Also, manufacturing companies 
need to better understand how they can strengthen their resilience in the supply chains. This paper presents 
a tool that companies may use to evaluate their maturity, and identify improvement areas. The tool is assessed 
in three companies. 

Keywords 

Maturity assessment; Industry 5.0; Digitalization; Supply chain resilience; Tool development 

1. Introduction

European industry is a main driver in the currently undergoing economic and societal transitions, and plays 
a key role in providing solutions to several major societal challenges including preservation of resources, 
climate change and social stability [1]. Industry 5.0 is a new concept launched by the European Union, which 
implies a novel approach for future industry that brings benefits for industry, for workers and for society [1]. 
The concept provides a vison that stretches beyond single goals of efficiency and productivity, and reinforces 
the role and the contribution of industry to society. The vision involves the transition to a sustainable, human-
centric, and resilient European industry. It also complements the techno-economic vision of the Industry 4.0 
concept, with emphasis on digitalization, including the transition towards a digital, data-driven, and 
interconnected industry [1]. While Industry 4.0 is technology driven, Industry 5.0 is assumed to be value 
driven, providing positive benefits to many stakeholders [2]. The twin transition involves a combined 
approach for achieving the green transition and the digital transition in society and industry, and for these 
two transitions to reinforce each other [3]. The aim is to achieve sustainability, combat climate change and 
environmental degradation, and future digital technologies may be key enablers for the green transition [3]. 

Recent multiple crises such as the climate change and environmental degradation crises, the covid-19 
pandemic and the economic crisis have led to major challenges for the European industry [1]. Companies 
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thus seek to create resilient organizations that can withstand or recover quickly from difficulties, and need 
to enhance their resilience capabilities [11]. Resilience in an Industry 5.0 setting may also involve aspects 
of sustainability and human centricity [1]. Companies need to be resilient to deal with not only unexpected 
environmental or climate change events, but also related to new environmental regulations, for instance. 
Moreover, humans are typically affected by the environmental and climate change impacts, and constitute 
important enabling resources to ensure resilience in companies by their creativity and flexible abilities.  

To ensure systematic resilience management and improvement in manufacturing companies, powerful tools, 
and methods for measuring and evaluating the performance in terms of resilience are needed. These tools 
should also be ambitious regarding meeting future requirements, meaning that they should be aligned with 
the broad vision of industry transformation based on Industry 5.0 as well as of the narrower Industry 4.0 
vision expressing ambitions for digital transformation.  

Resilience has been a topic of high interest to researchers for several decades, which has resulted in a 
significant amount of research literature proposing resilience assessment frameworks and tools [19, 20]. 
Also, there is a rapidly growing body of research seeking to measure digital and Industry 4.0 maturity, see 
for instance literature reviews by [4–7]. However, there is a research gap on methods and models for 
resilience maturity measurement in Industry 5.0 including the enabling the role of digital technology. This 
is due to several reasons. First, Industry 5.0 is still a new concept in both European industry and academia. 
Therefore, there is limited general research on this new concept and thus also lack of research on resilience 
in an Industry 5.0 context. Second, despite a large body of research, the role of digital technology is rarely 
included in previous research on resilience. Third, the recently developed maturity models are concentrated 
to Industry 4.0 and digital technology, paying little attention to its importance for the Industry 5.0 
dimensions. It is therefore suggested to extend existing digital maturity models in these areas [8]. In addition, 
self-assessment methods for small and medium sized companies (SMEs) to support their digital 
transformation are lacking, since current digital maturity models available in literature are developed for 
large companies and thus fail to meet specific requirements of SMEs [9]. 

With a starting point in the shortcomings of existing literature on resilience and maturity models described 
above, this research is expected to contribute with a better understanding of resilience maturity in 
manufacturing supply chains in an Industry 5.0 context. The manufacturing sector is an important industry 
in Europe. The aim is to support manufacturing companies, especially SMEs, to enhance their resilience 
capabilities in line with the Industry 5.0 vision and ambitions of digital transformation that are fundamental 
for the future of European industry. More specifically, this paper presents the outline of a new tool for 
assessing Industry 5.0 resilience maturity, which may be used to measure the maturity level of supply chain 
resilience in manufacturing SMEs. This includes a set of critical resilience maturity aspects in an Industry 
5.0 context identified in literature, and the development of a resilience maturity assessment (RMA) tool that 
is assessed in three manufacturing SMEs.  

2. Theoretical considerations

Industry 5.0 is a new vision for European industry with focus on human centricity, sustainability, and 
resilience [1]. The resilience concept is closely related with the capability and ability of a company to return 
to a stable state after a disruption [20]. In a business context, resilience can be defined as the capacity for an 
enterprise to survive, adapt, and grow in the face of change and uncertainty [18]. To improve in terms of 
resilience, companies may strengthen their capabilities related to resilience and resilience may be measured 
by a company's ability to deal with risk and reduce vulnerability [11].  

Readiness and maturity can measure a company's status and progress towards a future state of resilience. 
Supply chain resilience (SCRES) is the adaptive capability of a supply chain to prepare for and/or respond 
to disruptions, to make a timely and cost effective recovery, and progress to a better state of operations, and 

948



can be assessed in view of the preparation for a disruptive event, response to an event, recovery from the 
event, and growth/competitive advantage after the event [10]. 

The tool is based upon a set of relevant categories and factors identified in literature that are listed in Table 
1. Supply chain resilience maturity [11] is characterized by a collection of capabilities and vulnerabilities.
Current potential global risks are identified based on the recent report published by the World Economic
Forum [12]. A set of factors reflecting resilience aspects of human workers are identified based on [13]. A
considerable number of models for measuring digital and Industry 4.0 maturity are identified, see [6, 14, 8].
Maturity models are concerned with measuring adoption of advanced digital technologies in firms and
relevant items for enabling resilience capabilities and vulnerabilities are identified based on [14] and [15].

Table 1: Identified resilience maturity assessment factors 

Category Factors/sub-factors Ref. 
Vulnera-
bilities 

Turbulence; Environment characterized by frequent changes in external factors beyond your control 
Deliberate threats; Intentional attacks aimed at disrupting operations or causing human or financial harm 
External pressures; Influences, not specifically targeting the firm, which create business constraints or 

barriers 
Resource limits; Constraints on output based on availability of the factors of production 
Sensitivity; Importance of carefully controlled conditions for product and process integrity 
Connectivity; Degree of interdependence and reliance on outside entities 
Supplier/customer disruptions; Susceptibility of suppliers and customers to external forces or disruptions 

[11] 

Global risks Economic, Environmental, Geopolitical, Societal, Technological [12] 
Capa-
bilities 

Flexibility in Sourcing; Ability to quickly change inputs or the mode of receiving inputs 
Flexibility in Order Fulfilment; Ability to quickly change outputs or the mode of delivery 
Capacity; Availability of assets to enable sustained production levels 
Efficiency; Capability to produce outputs with minimum resource requirements 
Visibility; Knowledge of the status of operating assets and the environment 
Adaptability; Ability to modify operations in response to challenges or opportunities 
Anticipation; Ability to discern potential future events or situations 
Recovery; Ability to return to normal operational state rapidly 
Dispersion; Broad distribution or decentralization of assets 
Collaboration; Ability to work effectively with other entities for mutual benefit 
Organization; Human resource structures, policies, skills, and culture 
Human workers; Ability of operators to use human creativity, ingenuity, and innovation, and their 

interaction with machines 
Market Position; Status of a company or its products in specific markets 
Security; Defence against deliberate intrusion or attack 
Financial Strength; Capacity to absorb fluctuations in cash flow 

[11] 

Human workers; Ability of workers to use human creativity, ingenuity, and innovation, and their 
interaction with machines 

[13] 

Enabling 
digital 
technologies 

Additive Manufacturing (AM), Artificial Intelligence (AI), Augmented Reality (AR) or virtualization, 
Automation and collaborative robots, Big data and Analytics, Blockchain, Cloud computing, Cyber-
Physical Systems, Cybersecurity, Horizontal and Vertical systems integration, Internet of Things (IoT), 
Simulation and Modelling, Visualization Technology 

[14], 
[15] 

3. Methodology

The resilience maturity assessment (RMA) tool is based on a brief literature review. The objective was to 
establish a starting point for tool development rather than conducting a comprehensive review. It was 
concentrated to identifying relevant existing maturity assessment tools related to resilience, digital maturity 
and Industry 4.0. The review also included searches for literature within the field of Industry 5.0. Approaches 
by [16] and [17] were used, adopting a stepwise iterative approach with planning and formulating the 
problem and literature search. 
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A set of previous maturity assessment tools were identified. The SCRAM tool developed by [18] was 
selected as a starting point for the RMA tool. This tool includes an exhaustive list of vulnerability and 
capability parameters, is well defined and described and validated in seven companies. The tool was 
extended to also include specific aspects related to human centricity based on the concept of Resilient 
Operator 5.0 [13], global risks defined by the World Economic Forum [12] and enabling digital technologies 
see [15] and [14].  

The RMA tool is developed in MS Excel and is still in a prototype stage. It includes a set of statements and 
questions in a survey type of format, where respondents are asked to indicate the extent of agreement or 
disagreement based on personal knowledge of products, organization, and operations. We believe that the 
survey or prototype constitutes the starting point of the development of a new tool, but that it should be 
further developed to become a complete web tool with practical guidelines that companies may use to 
measure and improve their maturity in terms of resilience.  

For the statements related to vulnerabilities and capabilities, ratings are conducted by a 5-point Likert scale 
ranging from Strongly disagree (1) to Strongly agree (5). The severity of global risks is assessed by a 5-point 
Likert scale ranging from Low severity (1) to High severity (5). In addition, the alternative Do not know was 
included. Ratings of the importance of vulnerabilities and capabilities are conducted by a three-level scale, 
Critical, Important and Minor importance, also with the alternative Not relevant/Don't know.  

Regarding the enabling digital technologies, respondents are asked to rate (the same scale 1-5 of degree of 
agreement as for vulnerabilities and capabilities) the use of advanced digital technologies to enable or 
enhance the company's preparedness to withstand vulnerabilities (factors 1-7), as well as to enable or 
enhance capabilities (factors 1-15). Also, respondents are asked to specify the type of technology 
(technology types 1-13) for each statement that is marked (strongly) agree (rate 4 or 5).  

The RMA tool was first assessed among researchers at SINTEF before it was distributed by e-mail to three 
SMEs. The companies were selected due to their participation in ongoing research projects involving the 
development of manufacturing excellence in Europe, and their strong interest in the Industry 5.0 concept. 
Two of the companies manufacture agricultural equipment, with production facilities in Norway. Company 
A delivers products primarily to domestic customers, while the markets of Company B are outside Norway. 
The third company (Company C) is a recently established company in the renewable energy sector, with 
high export potential, planning to set up manufacturing facilities in Norway. All three companies are exposed 
to risks, experience vulnerabilities and are thus concerned with ensuring resilience in their operations and 
supply chains. The tool was sent to the main contact person of the research projects in respective company. 
All three companies filled out the tool and returned answers to all questions and parameters. The tool was 
filled out by one person at each company.  

4. Examples of test results

This chapter presents a selection of results from assessing the RMA tool in the SMEs. 

4.1 Company A 

The results of the assessment of Company A regarding the vulnerabilities that currently challenge operations 
are shown in Figure 1 and results regarding to the severity of future global risks in Figure 2.  
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Turbulence is the most challenging category, followed by external pressures (solid line, Figure 1). The use 
of advanced digital technology in the company to enable or enhance preparedness to withstand 
vulnerabilities seems to be low in general, except for the use of cyber physical systems that are used to 
withstand deliberate threats (dotted line, Figure 1). Turbulence and deliberate threats are critical. The 
company expects to be exposed to major environmental risks both on a short term (solid line, Figure 2) and 
long term (dotted line, Figure 2), as well as geopolitical and economic risks, especially in a short term. The 
company expects both economic and geopolitical risks to be reduced in the long-term.  

Results regarding the rating of capabilities are shown in Figure 3. 

The capabilities with highest score are financial strength, market position, recovery and adaptability (solid 
line, Figure 3). However, most capabilities have low ratings indicating a weak resilience capability. 
Regarding the use of digital technology (dotted line, Figure 3), the score is low overall, except for security, 
where again cyber physical systems are used. Capacity is considered a critical capability.  

4.2 Company B 

Results of the assessment of Company B regarding the vulnerabilities that currently challenge operations 
and severity of future global risks are shown in Figure 4 and Figure 5.  

Figure 1: Vulnerabilities of Company A Figure 2: Severity of future global risks of Company A 

Figure 3: Capabilities of Company A 
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The categories supplier/customer disruptions and external pressures constitute the most challenging 
categories, followed by the connectivity category (solid line, Figure 4). The use of advanced digital 
technology to enable or enhance preparedness to withstand vulnerabilities seems to be low in general, except 
for the use of cybersecurity technology that is used to withstand deliberate threats (dotted line, Figure 4). 
None of the categories are critical to the company, and several categories are of minor importance. The 
company expects to be exposed to medium severe environmental risks on a short term (solid line, Figure 5) 
and long term, as well as increased geopolitical, economic and technological risks on a long term (dotted 
line, Figure 5). The company expects societal risks to be low, both on short and long-term. Results regarding 
the rating of capabilities are shown in Figure 6. 

The capabilities with highest score involve capacity, recovery, organization and market position (solid line, 
Figure 6). Most capabilities are scored between 3 and 4, which indicates a good general resilience capability. 
Regarding the use of digital technology, several capabilities are also enhanced by advanced technologies 
such as automation and collaborative robots, cyber-physical systems, and Internet of things (dotted line, 
Figure 6). Digital technologies are especially used to support the company's capabilities related to human 
workers and organization. Regarding the rating of importance, flexibility in sourcing, organization, human 
workers and market position are considered especially critical capabilities to the company.  

4.3 Company C 

The results of the assessment of Company C regarding vulnerabilities that currently challenge operations 
are shown in Figure 7 and results regarding severity of future global risks in Figure 8. 

Figure 4: Vulnerabilities Company B Figure 5: Severity of future global risks Company B 

Figure 6: Capabilities Company B 
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The categories external pressures, resource limits, and sensitivity are the most challenging, followed by 
turbulence (solid line, Figure 7). The company does not use advanced digital technology to enhance 
preparedness to withstand vulnerabilities (dotted line, Figure 7). None of the vulnerability categories are 
critical. Regarding the severity of future global risks, the company expects to be exposed to an overall 
insignificant risk on a short term (solid line, Figure 8). On a long term (dotted line, Figure 8), risks are 
expected to increase, especially economic, environmental and technological risks. Geopolitical risks are low 
on short and long term. The ratings of capabilities are shown in Figure 9. 

Capabilities related to flexibility in sourcing and flexibility in order fulfilment considered critical. However, 
capabilities related to organization, human workers and recovery have the highest score (solid line, Figure 
9). The company does not use digital technology to enhance its resilience capabilities (dotted line, Figure 9). 

4.4 Summary of test results 

The results of the RMA tool tests in the three companies are summarised in Table 2. 

Table 2: Summary of test results (DT = use of digital technology) 

Category Item Company A Company B Company C 
Vulnera-
bilities 

Ave. score 3,05 3,25 3,73 
Ave. score DT 2,57 2,71 2,00 
Critical categories Turbulence, deliberate 

threats 
- - 

Categories highest 
score 

Turbulence, external 
pressures 

External pressures, supplier/  
customer disruptions, 
connectivity 

External pressures, 
resource limits, sensitivity 

Figure 9: Capabilities of Company C 

Figure 8: Severity of future global risks Company C Figure 7: Vulnerabilities Company C 
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Global 
risks 

Categories high 
severity 2 years 

Economic, environmental, 
geopolitical 

- - 

Categories high 
severity 10 years 

Environmental, 
technological 

Technological, environmental Economic, environmental, 
technological 

Capa-
bilities 

Ave. score 2,73 3,48 2,91 
Ave. score DT 2,13 3,67 2,00 
Critical categories Capacity Flexibility in sourcing,  

organization, human workers, 
market position 

Flexibility in sourcing, 
flexibility in order 
fulfilment 

Categories highest 
score 

Financial strength, market 
position, recovery, 
adaptability  

Capacity, recovery, 
organization, market position 

Organization, human 
workers, recovery 

5. Discussion and conclusion

The test of the RMA tool shows how it may be used to measure vulnerabilities, analyse current and expected 
future challenges and risks and assess resilience capabilities and the use of digital technology to build 
resilience and preparedness to deal with vulnerabilities and risks. Such tools are important to create a resilient 
European industry in line with Industry 5.0. While previous approaches are conceptual or concerned with 
traditional views of supply chain resilience only, the RMA tool extends the resilience concept by including 
elements from Industry 5.0, reflecting human centricity, sustainability and digital technology. 

By conducting tests in three companies, the tool can be used to identify key areas of improvement for 
companies that seek to enhance resilience. It is expected that resilience is a key issue for many European 
companies, proposing that many companies may find the tool useful. The tool is primarily developed to 
provide support to manufacturing SMEs that typically have scarce resources and limited expertise available 
to conduct such assessments. The tool may also be further developed and adapted to specific settings of 
various manufacturing sectors. Variants of the tool can be developed, for example based on prioritization 
and selection of critical items or for specific industries.  

The tool is intended to help companies identifying critical aspects for building resilience in their supply 
chains. It presents a set of criteria for assessment of a company perspective and should be used for developing 
capabilities by identifying the current situation (AS IS) and analysing improvement areas in view of a wanted 
future state (TO BE). Even though the tool is primarily developed to support individual companies, it can 
serve as a starting point for the development of more comprehensive maturity surveys including a larger 
sample of companies in manufacturing or in specific segments within the manufacturing sector. Also, further 
research is needed to better understand company specific circumstances explaining maturity results. This 
can be done by conducting multiple case studies, where test results can be compared, and similarities and 
differences can be explained. Such insight may constitute valuable input to the development of industry or 
sector specific RMA tools.  

This paper presents a first version of the RMA tool and results of a first test round in three companies. A 
limitation of the tool at this stage is that it is based on few literature sources. A thorough literature review is 
thus needed to ensure that the new tool version includes a wider range of literature. Results of this first round 
of tests can be discussed in the companies to get better insights to underlying contextual factors and feedback 
on improvements. To ensure validity, the tool can be tested in companies representing a variety of industries. 
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Abstract 

This research employs the Lean Six Sigma DMAIC methodology to address enhancing product distribution 
efficiency in a bakery chain. Following the diagnostic phase, demand forecasting models were developed 
using ARIMA and Holt Winter methods, with ARIMA demonstrating higher prediction accuracy. 
Furthermore, route mapping was conducted using the Clark-Wright algorithm. Key performance indicators 
(KPIs) such as delivery time, distance traveled, and MAPE (Mean Absolute Percentage Error) will be 
established for process control. Implementing these improvements aims to achieve more efficient product 
distribution management within the bakery chain. 
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1. Introduction

In recent years, the implementation of Industry 4.0 has transformed and improved the connection systems 
between different entities. The digital transformation of the supply chain arises to communicate and 
coordinate situations in real time to increase the organization’s competencies. These technological advances 
have a positive impact on the economy of organizations since the management of the supply chain is 
optimized, and demand has exponential growth due to globalization [1]. At the same time, supply chains 
have developed with greater complexity among their processes, which now consider the diversification of 
their portfolios, customer preferences, internal demand situations, multiple collaborations of suppliers, 
different geographical areas to be served, and a variety of intermediaries [2]. Interruptions in the distribution 
processes of SMEs happen very often, often due to a lack of production control according to the most 
inefficient and traditional supply method: supply to order. Since this strategy is not standardized, it is very 
likely to incur a production error, which generates unnecessary costs [1]. 

Having good transportation logistics and final delivery of finished products generates great value in the 
customer experience; however, this can be affected by high transportation costs such as gasoline. In 2022, 
gas prices have become 28% more expensive in Peru [3]. On the other hand, if you do not have good routing, 
this can delay established delivery times. In Peru, the increase in cars has a continuously growing trend of 
6.49% yearly [4]. 

For the most part, small and medium-sized enterprises (SMEs) usually try to satisfy specific and focused 
needs of society and industry, which is why their distribution systems are generally based on small quantities, 
exact frequencies to supply their customers, and unique transport conditions. Considering those markets in 
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which SMEs supply and their billing levels, they limit their investment in the necessary resources to plan 
and keep distribution activities under control; the situation is repeated if we talk about their levels of 
innovation, which directly affects their competitiveness and profitability in the long term [5]. 

Ensuring the availability of a product by satisfying consumer demand in a set period has proven to be a 
competitive advantage for retail chains. However, the inefficiency in the programming of routes of the 
distribution center vehicles causes delays in deliveries and many times culminates in shortages, so optimizing 
routes in the product distribution process can be considered a fundamental factor in customer demand 
satisfaction [6]. In addition, the planning of delivery routes through traditional methods needs to be improved 
since they only focus on reducing transportation costs between two locations. Therefore, Tsang includes in 
his investigation other factors such as food quality, arrival time windows, and even incidents or violations 
of driving requirements during delivery [7]. 

For all these reasons, the purpose of this research is the joint application of the projection of the demand of 
an SME in the bakery sector through triple exponential smoothing (Holt-Winters) and the Arima model and 
the optimization of routes for optimal replenishment. of their stores. 

2. State of art

2.1 Forecast Models 

The demand forecast is independent of the sector where you want to apply. It is an essential component for 
good management of your resources. It can be used in any industry that has a demand. We have Time series, 
regression, and machine learning models among the main demand forecast models [8]. Within the time series 
models, we have the ARIMA Model and Exponential Smoothing [8]. The ARIMA model is a derivative of 
the ARMA model, a moving average autoregressive model used to understand and predict future points in a 
time series, and the integration variable is added [8]. On the other hand, the Exponential Smoothing method 
is a more focused method for data with seasonal trends [8]. 

Among the most used techniques for demand forecasting is the Monte-Carlo Method, which consists of 
generating random events through sampling and thus calculating the probability of an event occurring. The 
value "0" is assigned to the event that did not happen, and the value "1" to the event that does occur. Finally, 
the accumulated frequencies are recorded; the more significant the simulation, the there is the probability 
that the event will occur. In 2021, Cui et al. applied the Monte-Carlo Method to estimate the required demand 
for the replacement of aircraft parts subject to different guarantees, correctly achieving control and planned 
replacement of inventories [9]. 

2.2 Impact of the application of demand forecast models in perishable products 

Each demand projection model has its particularities. For a demand for baked goods in a supermarket, the 
ARIMAX model was applied, combining the ARIMA model with exogenous variables; they are not related 
to the time series but can influence the prediction [10]. For this case, both methods were compared, 
surpassing ARIMAX in terms of MAPE, thereby achieving greater precision in predicting and detecting 
replaceable items [10]. 

In another research for a German bakery that makes bread, they benchmarked their performance using 
various forecasting models, including S-Naïve, S-Mean, S-Median, ETS, and LSTM. The evaluation was 
based on several indicators: the target service level, fill rate, surplus rate, and loss. The results revealed that 
the LSTM model consistently showed higher precision than the other models. A significant difference was 
also observed between the ETS model and the baseline methods. Furthermore, it was concluded that 
operational performance is closely related to the accuracy of the forecasts provided. In summary, the results 
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highlighted the superior performance of the LSTM model and its positive impact on the quality of operational 
decision-making [11]. 

2.3 Programming models for the optimization of distribution routes 

Vehicle Routing Problems (VRPs) maintain simple structures, so they often appear to be basic optimization 
problems through discrete combinatorics. In the real world, the practicality of VRPs is significant, which is 
why they are used to validate the optimization performance of different algorithms, which ultimately helps 
develop efficient algorithms (Li et al., 2022). On the other hand, other authors mention that the VRP is 
naturally a complicated problem, and its modeling demands a statistical analysis of the speed and congestion 
of vehicles on different routes. In addition, travel time measurement strategies are fundamental and consist 
of several aspects, including simple, discrete, continuous, and stochastic [12]. 

In the study by Lugo, an algorithm model was used in a real case for the distribution of beauty products in 2 
areas of Metropolitan Lima. This study used models such as Savings Algorithms, Petal Algorithms, and 
Insertion Algorithms. Managing to reduce 10.90 km of travel on the newly designed route and S/196.20 per 
year in each district [13]. 

The research carried out in previous years about product distribution management indicates that it is required 
to transport perishable foods through a refrigeration system. Therefore, an infrastructure suitable for long-
term trips is required. Added to this is the importance of accelerating the distribution process to maximize 
the useful life of the products and not impair their quality and freshness. This situation can be achieved 
through adequate temperature control and the application of IoT technology for optimal route selection [14]. 

On the other hand, it highlights that the route optimization models that are given through IoT not only reduce 
the distribution and transportation time but also lead to a reduction in costs and an increase in the level of 
satisfaction for the client part [15]. His research tested the model's validity for optimizing vehicular routes 
through simulation, starting from a distribution center to 15 different customer destinations. 

3. Methodology

The Lean Six Sigma DMAIC methodology will be employed to manage this project in Table 1. This 
methodology will assist us in identifying the root causes of the case study. Throughout each phase of the 
DMAIC process, we will gather crucial information essential for developing the proposed solutions. 

Table 1: Project Phases 

Project Phases Tools 

Define Data Analysis 
Measure Pareto Analysis 
Analyse Ishikawa Diagram 
Improve Demand Forecasting Models and 

Route Distribution Model 
Control KPIS 

a. Define

As a case study, we will focus on small and medium-sized enterprises (SMEs) in the food sector. This SME 
operates a chain of bakeries and has established itself as one of the leading traditional bakeries in the northern 
area of Lima and Callao. Their value proposition is based on improving the quality of their products and 
services and continuously innovating their facilities to meet the needs of their customers. 

959



Currently, the distribution center and manufacturing plant are located at the Covida premises, and they have 
nine stores (8 legal entities) that sell their products. The process that will be improved within the bakery is 
product distribution to the branches. This process involves forecasting the demand, confirming the orders, 
and having the store managers sign an acknowledgment stating the reception of the products. 

Objective: To improve the efficiency of product distribution to the stores, reducing transportation costs and 
ensuring that products arrive fresh and in line with the projected demand. 

b. Measure

A virtual interview was conducted with the current engineer who supervises the factory at Covida SME. The 
interview aimed to gather general information about the distribution process and identify the main problems. 
The interview lasted for 1 hour, and the following data was collected regarding the initial situation: 

- Average time spent on product dispatch: 1 hour and 30 minutes.
- Departure times from the factory to the stores: 10 am and 3:30 pm.
- Distribution cycle time to stores: 3 hours per vehicle.
- Number of transports: 2 non-refrigerated cars and one refrigerated car.
- Maximum number of stores per transport: 3.
- Monthly fuel expenses: No information available.
- Shifts per day: 2.
- Days per week: 7.
- Quantity of products to distribute: an average of 620.
- Quantity of containers to distribute: an average of 260.
- Staff: 3 Drivers,2 Dispatchers., 3 Product packing and sorting, 1 Supervisor

Additionally, a visit was scheduled for Saturday, November 19, 2022, during which evidence was collected 
from the SME's dispatch areas and shipping vehicles, Table 2. 

Table 2: Distribution Locations of the Company under Study 

Business Name Locations Address 

Industria Alimentaria D'Julia 
S.A.C. 

Vivanco Av. General Manuel Vivanco N°400 - Pueblo 
Libre 

Inversiones Tipequi E.I.R.L. Megaplaza 
Av. Alfredo Mendiola N°3698, Interior M4 - 
Independencia 

Inversiones Maricela Peralta 
E.I.R.L.

Centro Cívico Av. Inca Garcilazo de la Vega N°1337 Int. 1102 
- Cercado de Lima

Inversiones Yuri Peralta E.I.R.L. Covida 
Urb. Covida Av. Antúnez de Mayolo N°1223 - 
Los Olivos 

Maricela Peralta E.I.R.L. Covida Snack Urb. Covida Av. Antúnez de Mayolo N°1217 - 
Los Olivos 

Maricela Peralta Quintanilla Sucre Jr. Cusco 400 - Magdalena del Mar 
Inversiones Cariza E.I.R.L Bolívar Av. Simón Bolivar N°1097 - Pueblo Libre 

Ysmael Peralta Quintanilla Palmera 
Av. Carlos A. Izaguirre N°948 - Urb. Las 
Palmeras - Los Olivos 
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Figure 1: Initial Routing Diagram of 1 vehicle 

c. Analyse

A Pareto diagram in Figure 2 y Table 3 will be developed to identify the main problems in the product 
distribution process based on the drivers' interviews, visits, and tracking of distribution trips over 30 days. 

Table 3: Problems Found in the Diagnosis 

Problems Frequency Percentage Percentage Accumulated 

Percentage 
Accumulated 

14 82.4 82.4 

Percentage 
Accumulated 2 11.8 

94.1 

Poor cargo 
organization 

1 5.9 100 
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Figure 2: Pareto Chart 

Considering the accumulated percentage of 94.1%, the main problems in the studied process are the delay 
in product delivery and driver absence. 

Next, the Ishikawa diagram in Figure 3 will be developed for the main problem identified in the Pareto 
diagram to determine the root causes. 

 

Figure 3: Ishikawa 

 

d. Improve 

To achieve better production management and have an accurate demand, we will compare two models: 

• ARIMA (1) 

• Holt Winter (2) 
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For both models mentioned, we will calculate the future values, compare the MAPE (Mean Absolute 
Percentage Error), and select the method with the lowest MAPE. 

For both sets of data, the input will consist of 50 historical production values of the bakery's products, which 
will be evaluated using the equations of the two models. 

𝐼𝑡 = 𝜃1 ∗ 𝐼𝑡−1 + 𝜃 ∗∈𝑡−1+∈𝑡    (1) 

Where: 

𝐼𝑡 : Integration variable differential 

𝜃1 ∗ 𝐼𝑡−1: Autoregressive term 

𝜃 ∗∈𝑡−1: Autoregressive term 

∈𝑡: Current error term 

𝑌(𝑡+ℎ) = 𝐿(𝑡) + ℎ ∗ 𝑇(𝑡) + 𝑆(𝑡−𝑙)                               (2)       

Where: 

𝑌(𝑡+ℎ): is the forecast for time t+h 

𝐿(𝑡) : is the level at time t 

ℎ: is the number of periods into the future. 

𝑇(𝑡) : is the trend at time t 

𝑆(𝑡−𝑙): is the seasonality factor from the previous period. 

To optimize the delivery routes to the eight different stores, the Clarke and Wright (1964) logarithm 

for route optimization will be used: 

𝑆(𝑖𝑗) = 𝐶(𝑖0) + 𝐶(𝑗0) − 𝐶(𝑖𝑗)   (3) 

Where: 

𝑆(𝑖𝑗): is the savings obtained by combining routes. 

𝐶(𝑖0): is the cost of going from the depot to customer i. 

𝐶(𝑗0): is the cost of going from the depot to customer i. 

𝐶(𝑖𝑗): is the cost of going from customer i to customer j. 

e. Control 

Carefully selected key performance indicators (KPIs) in Table 4 will be implemented to ensure efficient 
management. Two main KPIs used in this context are delivery time, distance traveled, and MAPE (Mean 
Absolute Percentage Error) for demand forecasting.  
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Table 4: KPIs 

Indicator Meaning Formula Objective  

Delivery Time 

The measure 
of the average 
time required 
to complete 
deliveries. 

The sum of delivery times to 
each location/Total number of 

locations. 

Reduce delivery time by 
30%. 

 
 
 

Distance Travelled 

The measure 
of the average 
time required 
to complete 
deliveries. 

The sum of kilometers traveled 
in a day. Reduce distance traveled 

by 30%. 
 

MAPE 

The measure 
of the average 

absolute 
percentage 
difference 

The sum of absolute percentage 
errors of all data points / Total 

number of data points. Maintain MAPE below 
50%. 

4. Results 

Regarding the demand forecasting model, the MAPE for two products in the store was analyzed for the two 
compared methods in Table 5. For product 1, the ARIMA method yielded a MAPE of 7.08%, indicating 
relatively high accuracy in the predictions. On the other hand, the Holt-Winters method obtained a MAPE 
of 9%, indicating slightly lower accuracy in the forecasts for this product. For product 2, the ARIMA method 
showed a MAPE of 23.9%, indicating moderate accuracy in the predictions. In comparison, the Holt-Winters 
method exhibited a MAPE of 35%, indicating lower accuracy in the forecasts for this specific product. Based 
on these results, the ARIMA method will forecast the demand for the products in the study. 

Table 5: Results of future values using the ARIMA method 

Day Product 1  Product 2 
1 1055 325 
2 1042 325 
3 1042 325 
4 1042 325 
5 1042 325 

 

On the other hand, demand optimization. It yielded the optimal route with the Clark-Wright model in Figure 
4. It achieved an average time of 5 hours and 19 min and a distance traveled of 59 km, which will be discussed 
in more detail in the discussion chapter. 
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Figure 4: Finally Routing Diagram of 1 vehicle. 

5. Discussion 

The use of MAPE as an indicator of effectiveness is essential when forecasting and diagnosing future 
calculations; this statistic compares the results between 2 or more simulation models, granting the optimal 
result. This error indicator can also be interpreted as the amounts necessary to keep in the safety stock since 
it estimates the probability that the predicted value is far from the actual value; the lower its value, the more 
accurate the estimate is and, therefore, the required safety stock will be lower, and vice versa. Until now, the 
Holt-Winters and ARIMA models, among others, suggest and propose effective forecasts to project future 
values with different applications and consider additional criteria such as time series or seasonality. 
However, there is still no unanimous agreement that certifies that one is better than the other in general; it 
will always depend on the scenario in which it is applied. 

On the other hand, the results obtained after the simulation using the Clark-Wright model are contrasted with 
the initial situation in Table 6. 

Table 6: Comparative table of situations 

 Initial situation  Optimal situation 
Vehicles Two without refrigeration 

1 with refrigeration 
One without refrigeration 

1 with refrigeration 
Times 3 vehicles x 3h = 9h 4h 11min + 1h 8min = 5h 19min 

Distance 87.81 km 48.27km + 10.73km = 59km 
Compliance to 

return before the 
2nd shift (3:30 pm) 

Each vehicle returns: 
V1 = 11:30 am 
V2 = 12:30 pm 
V3 = 12:53 pm 

Each vehicle returns: 
V1 = 14:11 pm 
V2 = 11:08 am 

 

As the ideal situation can be seen, it was possible to reduce the number of vehicles used in the initial situation; 
this would imply lower transportation and driver costs. It could even be used solely as a private vehicle for 
personalized deliveries, whose expense would be assumed by the consumer. 

Regarding travel times, in the initial situation, a maximum of 3 hours was allocated to each vehicle since the 
route to be used was random and at the discretion of the distributors; unlike the optimal situation, the best 
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option to distribute has been mapped products in up to 3 hours and 41 minutes. Likewise, it optimizes the 
conservation of the product since it remains in the vehicle for less time. 

For the distances traveled factor, in the new situation, it was possible to reduce the distribution route by 
almost 30km; with this improvement, the level of destruction of the products increases since they would 
spend less time in motion, and therefore, the probability of accidents is minimized. 

Finally, both situations meet the indicator of returning for the 2nd delivery turn, but this does not limit the 
optimal situation to not being implemented since it returns with more than one hour before starting the next 
turn. 
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