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@ CPSL

We are delighted to present the proceedings of the fifth Conference on Production Systems
and Logistics (CPSL 2023 - 2), held at the beautiful Stellenbosch Institute for Advanced Study
(STIAS) in Stellenbosch, South Africa.

Foreword

After three years, we came back to our roots - hosting the CPSL in South Africa, where we
have already held our very first conference in 2020. At that time, we were only able to
welcome around 20 participants on site due to the upcoming covid-19 restrictions. For this
reason, we decided to return to Stellenbosch a little earlier than originally planned.

At CPSL 2023 - 2 we had over 87 very interesting paper presentations, giving a broad
overview of the latest research results in production and logistics. We are very proud that the
CPSL has grown to a conference committee of 28 contributing research institutions making it
possible to publish all the accepted papers in its fifth proceedings.

The intention of the CPSL is to create a platform for scientists to network and exchange ideas
— a place to discuss groundbreaking research findings and share perspectives on current
topics with like-minded individuals. All the interesting presentations, the exciting discussions
in-between the sessions and of course the networking during and after the conference make
us proud to be part of the CPSL and let us look forward to the next conferences with great
excitement.

We extend our deepest gratitude to all partners who made this conference possible. A special
thanks go to the reviewers who participated in the rigorous yet supportive review process,
and our keynote speakers for their captivating and inspiring presentations. It was again a
pleasure to host the conference at STIAS in South Africa — the entire team was caring and
supportive and contributed greatly to the success of the event. Lastly, we thank all
participants and fellow researchers who generously shared their research knowledge and
experiences, making the CPSL a remarkable event.

We eagerly anticipate welcoming you again at CPSL 2024.
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Dr.-Ing. David Herberger M. Sc. Marco Hiibner
Conference Chair Conference Chair
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The Conference on Production Systems and Logistics (CPSL) is an international forum for the
scientific exchange on current findings in the field of production engineering.

Review Process

For the submission of a paper, an abstract had to be uploaded considering the following main
topics:

- Automation - Machine Learning & Data Mining
- Business Administration - Production Planning & Control

- Digitalization & Industry 4.0 - Process Management

- Factory Planning - Supply Chain Management

- Knowledge and Change Management - Sustainability

- Lean & Operational Excellence - Technology Driver

The submitted abstracts were evaluated in an internal review process, whereby successful
submissions were invited to upload a full paper. Full papers had to adhere to a specific
template and format provided on the CPSL website.

The submitted full papers were reviewed in a two-stage peer review process by experienced
scientists from renowned research institutions as well as authors of other submitted papers.
This process ensures a constant and high quality as well as the influence of all participants on
the papers and reviews. Consequently, each paper submitted was sent to at least two
reviewers, with a third reviewer being requested in case of non-consensus between the first
two reviewers, if applicable.

The reviewers were asked to review the submitted papers on the basis of a provided

evaluation template and were encouraged to give detailed comments and suggestions for

improvement. Among others, the following key questions were considered:

- Does the title reflect the contents of the paper?

- How do you rate the comprehensibility and logical presentation of the paper?

- How do you assess the relevance and originality of the topic described?

- How do you assess the practical relevance of the paper?

- Do you consider the work a proof of a thorough research and knowledge of the latest
literature in the field of research?

- Are the conclusions clear and valid?

After completion of the reviews, all authors were given sufficient time to improve their papers
according to the remarks of the reviewers. All papers that received major remarks in the first
review loop were reviewed again in a second review loop and were also accepted, provided
that the remarks were conscientiously incorporated.

For more information on the review process and the “Publication Ethics and Publication
Malpractice Statement” please visit the conference website.
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Our sincere thanks goes to our outstanding supporters who made this great event possible.
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A special THANK YOU goes to our outstanding Keynote speakers, who joined the conference
and inspired our participants beyond their presentations with cutting-edge and highly
interesting topics

Keynote Speakers 2023 - 2

Sustainability of future manufacturing systems
Prof. Dr.-Ing. Sebastian Thiede

Technological advancements over the last decades lead to significant changes
in the design and operation of manufacturing systems and those
developments are likely to continue in the future. The introduction of
advanced manufacturing approaches such as flexible (matrix) manufacturing
systems, additive manufacturing, stronger robotization/automation as well as
the introduction of digital support solutions certainly incorporate promising
potentials in terms of productivity and flexibility. But the question remains to
which extend those approaches can also contribute to an improved
sustainability of manufacturing systems — are there inherent advantages or
also potentially challenges and conflicts of goals?

Providing a Roadmap for Small and Medium Sizes
Industries Towards Sustainable Manufacturing Processes
Sekhar Rakurty, PhD

Due to the current growth rate of the world’s consumption and supply chain
challenges, developing and implementing a sustainable manufacturing
process is essential. The US Environmental Protection Agency states, “A
sustainable manufacturing process makes products using methods that
reduce environmental impacts while concurrently conserving energy and
natural resources.” Sustainable manufacturing process implementation in
small and medium size industries has been challenging and met with limited
success. This presentation will focus on implementing the principles of the
sustainable manufacturing process, such as the 6Rs (Reduce, Reuse, Recycle,
Recovery, Redesign, and Remanufacture) in a (small/medium scale) cutting
tool company. The presentation will focus on case studies such as reducing
cutting fluid usage, improving manufacturing efficiency through automation,
recycling cemented carbide, revamping the manufacturing process to reduce
the supply chain impact, etc. Through academic and industrial collaboration,
the presentation will propose a roadmap for sustainable manufacturing
processes for small and medium size industries.

Vil
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A special THANK YOU goes to our outstanding Keynote speakers, who joined the conference
and inspired our participants beyond their presentations with cutting-edge and highly
interesting topics

Keynote Speakers 2023 - 2

Research — Industry Collaboration: Joining Forces for
the Acceleration of E-Mobility Production
Simon Voss, M.Sc.

The current dynamics of e-mobility innovation are without example;
technological challenges meet promising potential with a market craving
for solutions. Hence, time to market is the critical key enabler to
commercial success. For this, the driving forces are fast transitions of
innovation from the laboratory environment into industrial operation.
Systematization of this “Innovation Chain” offers decisive advantages,
here showcased for the innovation of battery production technologies

VI
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Abstract

Manufacturing companies face the challenge of managing vast amounts of unstructured data generated by
various sources such as social media, customer feedback, product reviews, and supplier data. Text mining
technology, a branch of data mining and natural language processing, provides a solution to extract valuable
insights from unstructured data, enabling manufacturing companies to make informed decisions and improve
their processes. Despite the potential benefits of text mining technology, many manufacturing companies
struggle to implement use cases due to various reasons. Therefore, the project VoBAKI (IGF-Project No.:
22009 N) aims to enable manufacturing companies to identify and implement text mining use cases in their
processes and decision-making processes. The paper presents an analysis of text mining use cases in
manufacturing companies using Mayring’s content analysis and case study research. The study aims to
explore how text mining technology can be effectively used in improving production processes and decision-
making in manufacturing companies.

Keywords

Data Mining; Text Mining; Manufacturing Company; Use Case Modelling; Text Data;

1. Introduction

1.1 Problem definition

Text mining technology, a branch of data mining, offers a promising solution to extract valuable insights
from text data, helping manufacturing companies make informed decisions and improve their operational
processes [1]. However, despite the potential benefits, many manufacturing companies struggle to
implement relevant text mining use cases due to certain obstacles.

One challenge is the lack of technical expertise and infrastructure needed to successfully integrate text
mining technology [2]. Implementing text mining solutions requires specialized knowledge and resources
that might not be readily available within the company, making it a significant barrier [4,3].

Additionally, manufacturing companies often find it difficult to identify use cases. Figuring out which
aspects of their business processes can benefit from text mining technology and how to use it effectively
poses a considerable hurdle [5,6]. Without a clear understanding of the potential use cases, manufacturing
companies may be hesitant to invest in text mining solutions or fail to maximize their benefits.

1.2 Objective and project description

The objective of the research project VoBAKI (IGF-Project No.: 22009 N) is to enable SME to
independently identify text mining use cases and internal skill gaps regarding the development and
implementation of text mining applications. To achieve this, the project is structured in five steps. The results
are elaborated in cooperation with a user committee that is composed of 18 companies of different industries
and sizes (see Table 1)

DOI: https://doi.org/10.15488/15241 %g o
ISSN: 2701-6277 publish-Ing. 1



Table 1: User committee

Branch Number of Employees SME
Manufacturing 11-50 X
Manufacturing 51-250 X
Manufacturing 11-50 X
Manufacturing 11-50 X
Manufacturing 11-50 X
Manufacturing 11-50 X
Manufacturing 251-500

IT & Service 251 -500

IT & Service <10 X
IT & Service 11-50 X
IT & Service 251 -500

IT & Service > 5000

IT & Service 11-50 X
IT & Service 501 - 5000

Consulting <10 X
Consulting 501 - 5000

Consulting 11-50 X
Consulting <10 X

First, the project examines text mining use cases and regarding objectives of manufacturing companies to
implement them. Second, the project identifies tasks in the lifecycle of text mining applications and
determines the specific skills required for the execution of these tasks. Third, potential sourcing strategies
will be described and evaluated with respect to their practical relevance for manufacturing companies.
Eventually, the results of the project will be combined in an approach for the specific identification of skill
gaps and the selection of the proper sourcing strategy to close these gaps.

This paper presents the interim results from the first step of the project. It proposes an analysis of potential
text mining use cases in manufacturing companies, employing case study research and Mayring’s content
analysis. The objective of this study is to explore how text mining technology can be effectively employed
to enhance production processes and decision-making in manufacturing companies. By identifying and
examining practical text mining use cases, this research aims to provide manufacturing companies with
valuable insights and guidance for implementing text mining technology. The outcomes of this study have
the potential to help companies facilitate the identification of relevant use cases that align with their specific
operational requirements.

1.3 Structure of the paper

Chapter 2 presents a systematic literature review regarding text mining use cases in manufacturing
companies and derives the research gap. Chapter 3 displays the research approach to identify and describe
text mining use cases. Chapter 4 describes the results achieved. Eventually, chapter 5 sums up the results
presented in the paper.

2. Related Work

2.1 Text mining in manufacturing companies



Text mining, also known as text data mining or text analytics, is a computational technique that involves the
extraction of meaningful information and patterns from large collections of textual data [7]. It encompasses
a range of methods and algorithms for processing, analysing, and understanding unstructured text [8]. By
utilizing natural language processing (NLP), statistical modelling, and machine learning techniques, text
mining aims to uncover insights, discover relationships, and derive valuable knowledge from text-based
sources such as documents, articles, social media posts, emails, and more [7,8]. However, to assess the status
of use case diagrams for text mining use cases in manufacturing companies a systematic literature review
was conducted. The research question "What are the current text mining use cases represented as use case
diagrams?" and the inclusion criteria were defined. The following inclusion criteria were established. The
text includes the terms "text mining" and "use case" or "use case diagram" and the text includes the term
"text mining use case". Subsequently, the keywords "text mining AND use case diagram AND
manufacturing company" were utilized to search for relevant papers in the IEEE Xplore, arXiv and google
scholar databases. Table 2 shows an overview of the results of the searches:

Table 2: Results of the systematic literature review

Database Search results
arXive 0

IEEE Xplore 0

google scholar 23

The systematic literature search using Google Scholar yielded 23 results, while IEEE Xplore and ArXiv
yielded O results. However, none of the papers met the inclusion criteria. That is why the research was
extended through unsystematic literature search which results are summarized below.

Shotorbani et. al. propose a new method for organizing and mining information in the growing volume of
online manufacturing data. It suggests using K-means for document clustering and Latent Dirichlet
Allocation (LDA) for topic modelling. Through experiments, the authors demonstrate that this combined
approach enables automated annotation, classification of manufacturing webpages, and extraction of
valuable pattemns, leading to improved information search and organization in the manufacturing domain.
[9] Sutanto et. al. introduce a novel framework for a complaint management system aimed at quality
management. The framework utilizes text mining and potential failure identification to support
organizational learning. Customer email complaints serve as input, and the most frequent complaints are
visualized through a Pareto diagram. The framework involves three main parts: creating a defect database,
text mining customer complaints, and matching the results with the defect database to present them in a
Pareto diagram. The proposed method is illustrated through a case study, showcasing its applicability. The
framework enables companies to interpret customer complaints, identify most common defects, and take
anticipatory actions to prevent potential failures in the future. This approach is the first of its kind in this
domain. [10] Mishra et. al. discuss the growth of manufacturing processes driven by advancements in
procedure and computer technology. It highlights the increasing volume and variety of unstructured data
generated in today's digital manufacturing compared to flexible manufacturing in the past. This data can be
utilized to improve manufacturing processes, predict equipment failures, design equipment, and explore new
technologies. However, managing and extracting valuable information from this vast amount of data pose
challenges. Traditional methods like keyword search are insufficient for efficient information retrieval. The
paper focuses on unsupervised machine learning techniques for text mining in manufacturing processes to
address these challenges. [11] Biegel et al. use process monitoring by sensors on machine tools and combine
them with text mining methods to detect anomalies in the manufacturing process. As text data information
recorded by the machine operators about the existing machine parameters and corresponding process states
were used as text data. [12] Hrcka et al. analyse production data in the form of text documents and forms in



the automotive industry. They combine shutdowns with responsible employees to gain approaches for
improving the production process. Thereby, the focus of the implementation is more on technical
implementation than on business benefits. [13] Ansari et al. show that Al-assisted evaluation of digital shift
of digital shift logs can increase Overall Equipment Efficiency (OEE), using an example from the automotive
industry, can be increased. The digital shift employees were analysed with the help of text mining methods.
evaluated. Based on these logs, the following three functions were implemented: A downtime prediction for
aggregates, a dynamic word recommendation for documentation to improve the quality of the data, and a
selection of the most suitable technician for troubleshooting. As a result, the machine running time by more
than 6%, reduced the average fault detection time and thereby increasing the overall OEE by over 5%. [14]
Li et al. use text mining methods to analyse unstructured accident reports from Chinese coal mines to identify
risks in coal production. Based on over 700 accident reports, 78 risk factors were identified, which were
assigned to six main categories. The main risks identified were lack of management, lack of training and
over-supervision. [15] Wang et al. analyse 245 weakly structured accident reports from the Chinese cement
industry using text mining methods. They identified four types of accidents and 35 causes of accidents,
which in tum were classified into five categories. These were then combined to produce recommended
actions for safety management. [16] Miiller et al. combine NLP methods and clustering to identify the
problems most frequently reported by a ticket system. Improvement projects can then be derived from the
problem topics found. During validation on the field, the results were found to be representative. [17] May
et al. have analysed fault descriptions digitally recorded by machine operators using NLP methods and
classification methods to improve the accuracy of downtime estimation. In addition, the results of the
different combinations of methods were compared. [18] In addition to the publications described above,
there are a number of non-scientific texts and websites that provide lists of text mining applications and
therefore should not remain uncited [21,20,19,22].

2.2 Research gap

The review of existing literature has highlighted a significant gap in comprehensive studies that specifically
tackle the challenge of identifying text mining use cases for manufacturing companies. Current research
predominantly emphasizes the technical dimensions of text mining algorithms, data preprocessing
techniques, and broader methodologies for text mining. However, a noticeable lack exists when it comes to
in-depth investigations into distinct use cases.

Hence, bridging this research gap demands a concerted effort to explore and document the array of text
mining use cases in manufacturing, framed within the context of use case diagrams. This endeavour would
not only contribute to the existing pool of knowledge but also extend practical guidance to organizations
embarking on the integration of text mining into their enterprise.

3. Approach and Methodology

This chapter describes the approach adopted to elaborate the research results on text mining use cases within
the context of manufacturing companies. The process involved three key stages, including content analysis
using Maying’s method, case studies with experts of the companies of the user committee, and the exemplary
application of the use case modelling technique complemented by literature research (see Figure 1).
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Figure 1: Approach

The research was commenced by conducting a comprehensive content analysis utilizing Maying’s approach
(see chapter 4.1). The objective was to systematically examine textual data related to manufacturing
companies, thereby identifying, and categorizing potential text mining use cases. This initial step provided
a foundation for understanding the varied scenarios where text mining techniques could be applied in
manufacturing companies.

The next crucial phase involved engaging in case studies with experts from companies of the user committee
(see chapter 4.2). The preliminary list of use cases obtained from the content analysis served as a starting
point for interviews with these experts. During the case studies, the list of use cases was fine-tuned based on
the insights and feedback provided by the knowledgeable participants. A use case was considered identified
if it was already implemented, planned for implementation, or known by the experts of the respective
companies. This validation process helped ensure the relevance and applicability of the preliminary list of
use cases.

The final step of the research encompassed a comprehensive description of some of the validated use cases
through the application of the use case modelling technique (see chapter 4.3). Although the models are not
the core result of the research, they show manufacturing companies that implementation is much easier with
the help of such models. The step involved creating detailed representations of each use case, outlining the
specific actions and expected outcomes. The use case models serve as a valuable tool for understanding the
practical implications of text mining in manufacturing settings. Moreover, supplementary literature research
was conducted to enrich the understanding of each use case.

4. Text mining use cases

4.1 Results from Mayring’s content analysis

In Appendix 7.1, the paper presents a detailed account of the primary findings from the content analysis.
These findings not only laid the groundwork for subsequent case studies but also illuminated the diverse
landscape of potential applications for text mining methods within manufacturing companies. In total, the
content analysis identified a remarkable 17 distinct use cases. These findings can be assigned to different
business areas.

Customer engagement:

o Offer segmentation and proposal: Tailoring product offers to individual customer segments,
enhancing personalization and faster processing of offers.

o Customer segmentation: Gaining a deeper understanding of customer demographics and
preferences for targeted marketing.



Production and logistics

o Preparation of shipping documents: Streamlining logistics and ensuring accurate order fulfilment.
o Assistance with picking: Providing support and guidance to warehouse staff in selecting items for
order fulfilment, ultimately optimizing the picking process in manufacturing companies.

Documentation:

o Evaluation of documents: Analysing documents for compliance, accuracy, and decision-making.
o Information extraction from documents: Automating data extraction from unstructured
documents, improving data access.

Customer support and service:

o Chatbot: Providing instant customer support and assistance through Al-powered chatbots.
o Assignment of customer inquiries: Efficiently routing customer queries to appropriate personnel.

Marketing and product management:

o Creation of product descriptions: Generating compelling product descriptions for marketing
materials.

o Flexible marketing: Adapting marketing strategies based on real-time data and insights.

o Summary of customer reviews: Extracting key insights from customer feedback to inform product
development.

Security and Strategy:

o Early detection of cyberattacks: Identifying potential cybersecurity threats before they escalate.
o Prediction of market developments: Forecasting market trends and adjusting strategies
accordingly.

Human resources and employee engagement:

o Identification of employee needs: Understanding employee needs for better retention and
satisfaction.

o Control of recruitment strategy: Optimizing recruitment efforts based on market and organizational
trends.

o Early detection of health Risks: Monitoring employee health and well-being to mitigate risks.

Customer relationship management:
o Management of customer cooperation: Enhancing customer relationships and collaboration.

These findings underscore the transformative potential of text mining in processes of various business areas
of manufacturing companies. From improving customer engagement to bolstering security and risk
management, these use cases showcase the relevance of text mining in today's business landscape.
Furthermore, they provide a rich foundation for future research and case studies, enabling organizations to
harness these insights for sustainable growth and competitiveness.

4.2 Results from the case studies

The validation and refinement of the results from Mayring's content analysis were integral to ensuring the
accuracy of text mining use cases within the context of business processes in manufacturing companies. The
engagement of subject matter experts, carefully selected from both manufacturing companies and IT-service
providers for manufacturing, added a layer of real-world validation and practicality to the initial findings.
This process not only confirmed the relevance of some use cases but also uncovered new insights that had
not been initially captured in the content analysis.



The 12 expert interviews provided a platform for in-depth discussions and knowledge exchange. These
discussions involved presenting the findings from Mayring's content analysis, as outlined in Appendix 7.1.
Importantly, these expert interviews allowed for a critical examination of the proposed use cases and their
alignment with actual industry practices.

As a result of these expert interviews and discussions, several changes and adjustments were made to the
original longlist of text mining use cases (see Appendix 7.2). These changes are summarized as follows:

Changed and newly identified use cases:

o Assistance to the preparation of offers: The experts validated this use case, emphasizing the
importance of text mining in tailoring offers to meet customer needs effectively and create them faster
based on former offers.

o Automated document processing and management: While the original use case of "Evaluation of
Documents" was not entirely confirmed, the experts highlighted the significant role of text mining in
processing and managing digitized documents, including classification and analysis.

o Proposal of solutions for troubleshooting: This new use case emerged from the interviews,
focusing on the generation of solutions based on error codes in machinery.

Use cases not confirmed:

o Assistance with picking: This use case was not confirmed as text-based, as it involves speech-based
interactions in warehouse logistics.

o Information extraction from documents: The experts clarified that reading paper documents like
invoices primarily relies on image recognition rather than text mining.

o Flexible marketing, early detection of cyberattacks, early detection of health risks,
management of customer cooperation, and control of recruitment strategy: These use cases
could not be confirmed as text mining use cases based on current industry practices.

The refinement of the longlist through expert interviews led to a final longlist containing 11 validated text
mining use cases (see Appendix 7.2), ensuring that only those with practical applicability were retained for
further consideration. The integration of expert-driven enhancements with the initial content analysis
findings provided a more comprehensive understanding of the text mining use cases relevant to
manufacturing companies. In conclusion, the validation process not only confirmed the value of certain use
cases but also demonstrated the need for a nuanced understanding of text mining applications within the
manufacturing industry. This research, founded on both data-driven content analysis and expert insights,
contributes significantly to the body of knowledge in this field.

4.3 Description of text mining use cases in manufacturing companies

This chapter provides an exemplary in-depth analysis of two use cases of the case studies using the use case
modelling technique.

Customer Segmentation

Understanding which customer groups are interested in specific products and determining their value is
crucial [23,24]. This process is known as customer segmentation, where the customer base is divided into
distinct segments based on characteristic features (see Appendix 7.3) [25]. This segmentation enables more
personalized marketing campaigns, better customer analysis, and improved control of sales and marketing
activities [26]. Customer segmentation involves five essential steps, regardless of the chosen method [26].
Firstly, the target group must be defined around which the segmentation efforts will revolve. The starting
point may vary depending on the product or marketing strategy being considered. Next, the criteria for
dividing the target group into segments must be determined. [23-25] In the main analysis phase, various
data sources such as customer surveys, online data, and social media evaluations are used to gain valuable



insights. Text mining techniques can be employed to extract valuable information from unstructured data
like customer feedback, reviews, and social media posts. Using this information, customers are classified
and grouped into distinct segments based on their characteristics and preferences. Finally, the impact of these
customer segments on marketing and product development is evaluated. [24,26] Customer segmentation not
only enables the recognition of specific customer needs but also allows for tailored marketing concepts. It
serves as a foundation for product development and overall company strategy, supporting the further growth
and optimization of the business. [25] By effectively leveraging text mining, businesses can gain deeper
insights from vast amounts of textual data, leading to more informed decisions and better customer
understanding.

Identification of employee needs

One of the essential pillars of successful personnel and organizational development in a company is
employee surveys to identify employee needs (see Appendix 7.4). These surveys collect information that is
then processed and evaluated through a reflective process involving both employees and management. The
objective of employee surveys is to develop and implement measures that enhance success within the
organization. There are two types of success factors: general success factors and company-specific success
factors. [27] In general, there are three methods for conducting employee surveys: distributing paper
questionnaires, conducting online surveys through the intranet, and using a Tele-Dial system or Audience-
Response system for projecting questions onto a screen and obtaining responses. The trend clearly favours
online surveys due to their high acceptance among employees. This preference is driven by the benefits of
high data quality, automation capabilities, and time efficiency in data collection and analysis. After
conducting the survey, data analysis occurs in six stages: data input, data quality check and validation,
generating key performance indicators, analysing patterns and correlations, contrasting with benchmarks,
and creating a comprehensive analysis report. [27] Text mining can be applied during the data analysis
process to extract valuable insights from unstructured data sources, such as open-ended responses in the
survey, employee feedback, and comments. Text mining techniques can help identify sentiment, themes, and
topics that are not easily captured through structured data analysis. Integrating text mining in the analysis
can provide deeper and more nuanced understanding of employee sentiments and concerns, enriching the
overall insights gained from the survey.

5. Conclusion

In conclusion, this research paper presents a validated longlist of text mining use cases specifically tailored
to manufacturing companies. Through the synergy of Mayring's content analysis and real-world case studies,
this study yields practical insights. The detailed exploration of two specific use cases underscores the
relevance of these technologies and highlights their impact on critical business areas. These findings
demonstrate how text mining can be instrumental in optimizing processes, enhancing decision-making, and
fostering innovation within manufacturing companies. In essence, this research paper serves as a guide for
professionals seeking to increase efficiency and innovation within their manufacturing operations, as the
manufacturing industry continues to embrace digital transformation.
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7. Appendix

7.1 Results of the literature analysis according to Mayring

Results Mayrings’s content analysis
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7.2 Results of the case studies (final longlist)

Results Mayrings’s content analysis
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Abstract

Automation and industrial robots enable today’s enterprises to increase productivity. Due to current
challenges, such as a shortage of skilled workers, the trend is toward using industrial robots more and more
in high-mix low-volume production. For this, enterprises must be able to develop and deploy robotic
applications for various products, variants, and tasks easily and quickly. In previous works, we demonstrated
the increased flexibility and efficiency of robot programming via a skills-based software framework. In this
paper, we expand this framework by considering the overall development and deployment procedure of
robotic applications. In addition to modular programming, we address the development of the necessary
hardware for the robotic application. Here, we focus on the design of the gripper system. As an exemplary
use case we present the handling and testing of variant-rich electronic products. Finally, based on the
introduced framework, we show implementation results for this use case.

Keywords

industrial robot; skills; programming; gripper system; application development; high-mix low-volume
production

1. Introduction

In the last decades, manufacturing companies have faced the trend toward high-mix low-volume (HMLV)
production [1]. Therefore, they still heavily rely on manual labor, which leads to a high staffing level.
However, due to the upcoming demographic change, there is and will be a more severe shortage of skilled
workers [2]. Consequently, companies are increasingly interested in integrating automation into their
production processes to support their employees with monotonous and tedious tasks. However, the
development and deployment of robotic applications still require expert knowledge and are time-
intensive [3]. Due to the high amount of product variants, many manufacturers still need to integrate
automation into their production, mainly due to economic reasons [4].

To simplify and accelerate the development of robot applications in HMLV production, manufacturing
companies need robot applications that can be easily customized for new product variants or changes in the
robot’s operating environment (e.g., component supply systems). This equally involves the design of
hardware components, such as gripper systems for the robot system and its control software. This publication
presents a novel approach that combines automated gripper design and flexible robot programming using
skills. This allows easy configuration of a robot system for changing requirements. In this way, we aim to
quickly deploy robot applications and quickly react to changes in products, variants, or tasks in the future.
As a promising application field for our approach, we present the printed circuit board assemblies (PCBA)
handling and testing task in electronics production for two main reasons. First, this sector is nowadays the
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leading industry for robotic systems [2]. Second, this sector has an increasing trend toward HMLV
production [5].

The remainder of the paper is structured as follows: In chapter 2, we demonstrate various concepts for
automatic gripper development to handle products in a HMLV production. Additionally, we show the state
of the art in skills-based robot programming, which allows flexible control of industrial robots. Chapter 3
introduces the concept of the novel framework for developing and deploying robotic applications in HMLV
production and details the necessary steps therein. In chapter 4, we present our exemplary use case for
HMLYV production and point out the current challenges in automating it. Afterward, in chapter 5, we present
our first implementation results. Finally, we discuss the framework’s potential and give an outlook for future
work.

2. State of the art

In recent years, there have been several efforts to simplify the development of robotic applications. The
commercial solutions from drag&bot, D:PLOY, and intrinsic.ai are particularly worthy of mentioning
here [6—8]. These allow users to assemble the desired application from a marketplace of different robot
systems, grippers, etc. Users are guided through the development process, which reduces the amount of
expert knowledge required and speeds up time. This includes support for the selection of the right gripper as
well as simplified graphic programming of the robotic application.

Taking a closer look into the development of robot applications for HMLV production, the design of flexible
grippers and a modular structure of the robot program take on a central role. The robot interacts with the
workpiece to be handled via its gripper system. Therefore, changes in the product design between different
variants directly impact the gripper design. The robot program describes the processes to be performed on
the product that may differ between different variants in HMLV production. Based on these preliminary
considerations, the combination of automated gripper design and modular skills-based robot programming
holds great potential for developing robot applications in HMLYV production.

2.1 Gripper design

Gripper systems play an essential role in automated production systems because they are the link between
the workpiece and the industrial robot [9]. These must be given special attention in HMLYV production since
the gripper must be able to compensate for the product, variant, or task change. Several approaches exist to
make gripper systems more flexible. For instance, these are universal grippers, modular systems, or gripper-
changing systems. However, all these approaches have the common drawback of high costs [10]. For this
reason, several approaches have been investigated in recent years to automate the design process of gripper
systems. The general idea is to use the CAD model of the workpiece to be handled and automate various
aspects of the design phase. For example, this can be the identification of suitable grasp surfaces (grasp
synthesis), the analysis of the grasp quality of these surfaces (grasp analysis), and the design of the gripper
itself [11]. In the last few years, these automated methods have been mainly applied to the design of gripper
yaws [12]. Please refer to Honarpardaz et al. [11] for a more detailed insight into this field.

In many production areas, such as electronics production, vacuum grippers are used primarily [13].
Therefore, there is great potential for the automated design of these systems. However, only a few approaches
have dealt with the automated design of vacuum grippers. For example, Wan et al. [ 14] present an approach
to identify suitable grasp surfaces in CAD models. Schmalz [15] elaborated a method for the automated
selection and dimensioning of gripper systems. Here, vacuum grippers with only one operational element
were considered, and the workpieces had simple geometries like polyhedra and cylinders or combinations.
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2.2 Skills-based robot programming

The skills-based programming approach allows a modular design of robot applications, which is why it has
steadily gained interest in recent years. In this field, most works use a three-layered approach [16]: On the
lowest level, primitives are the most straightforward actions of the robotic system (e.g., a simple linear
movement). Next, different primitives can be united to execute higher-level skills (e.g., a pick-and-place
movement). Lastly, tasks for a robot are specified by a sequence of skills.

Previous work presented a skills-based control framework for developing modular and intelligent robot
applications [17]. Within this framework, users can design their own primitives and skills, freely combine
the skill set of a robot according to their requirements, and finally use these to complete various tasks. Based
on a first evaluation with a simulated robot, it was demonstrated that the modular control structure allows
for easy combination and reuse of skills, reducing workloads during application development. The
integration of this skills-based programming framework into the overall development procedure of robot
application and its more thorough application in real industrial use cases represents the next steps.

2.3 Need for research

This publication aims to investigate combining automated gripper design with skills-based robot
programming to quickly and easily set up robot applications in HMLV production. These steps heavily rely
on expert knowledge and are time intensive, which brings a lot of potential for savings. In this context, there
is a need for research to merge both technologies in an integrated procedure. This contains, first, the
elaboration of a methodology for the automated design of vacuum grippers. Second, a reusable skill set for
robotic PCBA handling and testing tasks needs to be defined. Finally, we aim to design a procedure for
extracting the required characteristics from the designed grippers for skills parametrization. The contribution
of this publication is the presentation of a first concept for this approach and the analysis of its application
in robotic PCBA handling and testing as a promising use case in HMLV production.

3. Concept

To reduce the overall development time for new robotic applications and to speed up the deployment when
changes occur, such as a new product variant, a new framework was developed, shown in Figure 1.

3.1 Initial development

The first step is developing the components required for the intended robotic application. In general, the task
to be automated is known in advance. In addition, an existing robot system often needs to be extended to
handle the new automation task. The robot program and the necessary peripheral devices, such as gripper
systems, must be developed for this. Thus, these are put into the focus of the framework. In the following,
the steps for developing these components are described in the mentioned order.

Skill framework: The development of the robot program is based on the skills-based programming
framework previously presented in [17]. Here, the skills are distributed via a central marketplace and can be
combined as required to configure the robot for an individual application. In addition, expansion stages have
been defined, which support users in a step-by-step development of their robotic applications. The first
expansion stage represents the state of the art, where skills can be combined for the robot to perform various
tasks. In the second expansion stage, a so-called skills blackboard is introduced. The skills blackboard serves
as a central instance for storing information and exchanging it between different skills. Using the skills
blackboard, a robot program can be easily adapted to new product variants by simply changing the relevant
parameters on the blackboard (e.g., the size of different product variants). Thus, in the initial development
phase, the aim is to design skills that can be easily reused for different product variants by adapting their
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execution based on the product parameters available from the skills blackboard. In this way, development
time will be sped up as previously designed skills can be reused for other product variants.

Gripper design pipeline: The pipeline for developing gripper systems contains mainly tools for analyzing
and configuring the necessary gripper systems. This allows us to build gripper systems tailored to the
individual process instead of relying on existing ones on the market, ensuring the best handling solution for
a given use case [9]. The input information required by the pipeline is primarily a CAD model of the
workpiece and additional physical properties (e.g., the mass of the product or additional process
information). Based on the CAD model, suitable grasp poses are identified and necessary gripping forces
are calculated. For a detailed description, please refer to the work published in [18]. The pipeline output is a
design of the gripper system as a CAD model. This model can be used to manufacture the gripper and
configure the robot simulation environment for motion planning. Additionally, relevant information for the
adaption of the robot program, for example, grasp poses on the workpiece, are extracted and provided. The
developed gripper system and robot program, respectively skills, are stored in a database for the deployment
that follows in the next step.

1. Initial Development
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Figure 1: Overview of the framework. In the initial development, the necessary robot program and the gripper system
are developed. During the deployment, the already existing robot is extended by the gripper system and the new robot
program, while the information from the gripper design is used to parametrize the robot program. In the final step,
adaptation, only the gripper is redesigned and replaced. The robot program remains the same and is parameterized
again using the information from the gripper development.

3.2 Deployment of the robotic application

After the individual component of the robotic application has been developed, the application's deployment
takes place. The gripper system is attached to the robot and all skills required for this application are
downloaded onto the robot’s controller. Additionally, some robot skills might be configured for the
considered product variant. For instance, selected poses for workpieces or supply components need to be
changed. Here, the focus lies on speeding up the deployment time through two extensions: Firstly, the
parametrization of the robotic application is simplified using the skills blackboard. Here, relevant
information about the process (e.g., the workpiece’s location) can be adapted at one central point. In the later
operation phase, skills will adapt their motion sequences based on the stored information. Secondly, instead
of manually defining parameters (e.g., gripping points), the goal is to automatically provide these from the
previous design phase of the gripper system.
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3.3 Adaption to product changes

Since product changes occur frequently, providing a method to respond quickly to these changes is
necessary. Instead of repeating the overall process of developing robotic applications again, the framework
supports users in adapting these for new product requirements to reduce the overall workload. First, based
on a CAD model of the new product variant and some additional parameters, users can utilize the automated
design pipeline to construct a new and suitable gripper system. Second, no further implementation effort
arises since the robot skills are designed for reuse. Third, during deployment of the adapted robot application,
modifications resulting from the new product variant can be quickly added to the skills blackboard. Based
on this information, the robot program adapts to the new product variant. This means that only the gripper
system is a new development, while the robot program relies on parameterization. This speeds up the
development and deployment.

4. Exemplary use case: PCBA testing

The following application example is from Rohde & Schwarz Messgerdtebau GmbH (R&S). R&S
manufactures complex products for high-frequency signal analysis, processing, and generation. In the
exemplary use case, we focus on testing PCBAs. The high product complexity causes increased efforts in
the test field. In the testing process, the finished PCBAs are loaded into a test adapter, where a test cycle is
executed. Afterwards, the PCBAs are separated into scrap and good parts depending on the test results. Good
PCBAs will be mounted into devices, while the scrap parts will be checked and repaired by human workers.
A high variability characterizes the testing field. The test duration can vary from a couple of minutes to an
hour. The lot size of one type of PCBA to be tested daily is typically between six and 24. Because of the
frequent product changes, manual operations are often used here. However, due to the scarcity of skilled
workers and the tiring nature of this work, R&S aims to automate the PCBA testing.

Thus, to relieve the employees, specialized robot cells were developed to perform this task. The robot cells'
general procedure starts with picking the PCBA from a buffer system using a customized 3D-printed vacuum
gripper. The PCBA is then placed into the test adapter and connected to several electronic test and
measurement devices. The robot closes the test adapter and moves various levers. These are connected to a
manual kinematic for connecting the ports of the PCBA. After the successful connection, the electrical test
program starts, and the robot waits for completion. After finishing the test run, the robot opens the adapter,
removes the PCBA, and sorts it into the good or scrap bin based on the test result. Then, the process starts
over with the next PCBA. The system can run autonomously for several hours depending on the number of
PCBAs and the testing times.

The benefit of the depicted robot cells is the possibility of using the test station in manual and automatic
modes. Since all levers are operated by the robot and the human operator in the same way, the worker can
use the testing cell, e.g., during the day shift for troubleshooting measurements. Here, non-working PCBAs
can be examined and repaired, while the robot is operating the test equipment at night. This concept ensures
a high utilization rate of the expensive test equipment while relieving the operator of the repetitive handling
task and night shifts.

There are many challenges in building these robotic cells, some of which have already been addressed. For
example, due to the frequent changes in PCBAs, the automated system must be able to handle multiple
PCBAs. This is done via PCBA-specific test adapters and grippers, which can be manually changed.

Nevertheless, some challenges still need to be addressed. These include the construction of such a cell for
multiple PCBAs in a more economically feasible way. In detail, the following challenges need to be
addressed to enable economic automation for even more PCBAs:
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5.

Positions of the buffers and PCBAs stored in them change for every new variant. This causes high
effort in teaching the robot, which needs to be reduced.

For each new variant, an individual gripper system is required. Thus, the recurring and intense design
effort for new grippers needs to be reduced.

Until now, the buffers have been designed explicitly for every variant. In the future, the introduction
of variant-independent buffer systems is needed. However, this requires a new design for the buffer
systems as well as image recognition algorithms to automatically detect the test objects in the buffer.
A software framework for communication with edge devices, e.g., the robot and the test system,
needs to be developed. In addition, it should be able to orchestrate the individual jobs and skills of
the system depending on the variant.

Implementation

We apply our concept presented in chapter 3 to the use case of PCBA testing. In this way, we aim to
demonstrate how the stated challenges, typically for HMLV production, can be addressed. In the following,
we present our conceptual procedure for realizing this use case based on the current state of implementation.
The setup of our test environment for PCBA testing is depicted in Figure 2.
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Figure 2: Demonstrator of the robot cell for the automated testing of PCBAs. The PCBAs are blurred in the picture.

In our initial implementation, we focus on the first challenge described in chapter 4 to reduce the time

required for teaching the robot a new variant. For this purpose, we designed the necessary skills for the
handling task. Here, we have particularly emphasized reusability and ease of parameterization. This is also
achieved by integrating the skills blackboard into the use case, which can be easily adjusted for new product
variants. The whole process, including the implemented skills and the exchanged parameters with the
blackboard, is illustrated in Figure 3.
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In the first step, we analyzed the task described in chapter 4 and divided it into the following subtasks:

Picking up a PCBA from the storage space on the shelf.
Inserting the PCBA into the test adapter.

Executing the test procedure.

Taking the PCBA out of the test adapter.

Delivering the PCBA back into its storage space on the shelf.

A

I Blackboard |
K Y 7'y
Tested

PCBAPose = PCBAPose PCBAPose PCBAPose
Result

( Start )—bll;;ckPCBAI—DI PlacePCBA |—>| TestPCBA H;;ckPCBAH PlacePCBA |->( End )
/ N

| CalculatePrePose H MoveToPose H MoveLinear H ControlVacuum |->| MoveLinear |

Figure 3: Flowchart of the entire test procedure as a task, which exchanges parameters with the blackboard, and a
detailed breakdown of the PickPCBA composite skills into its primitive skills.

To implement the flexible handling of PCBAs, we used the skills-based approach developed in [17]. It is
developed based on the Robot Operating System (ROS). It already provides a stock of primitives and skills
to plan and perform robot movements using the ROS package Movelt and other simple tasks. These skills
have already been developed for another use case and can be directly used for our implementation. For
example, we use MoveToPose skills, which provide a point-to-point movement of the robot and MoveLinear
skills for linear movements. In addition, the skill CalculateGraspPose is also available and allows the
calculation of the gripper pose or the prepose based on the location of the workpiece to be handled.

Based on the analysis of the subtasks, we decided to implement one skill for picking (PickPCBA) and one
for placing PCBAs (PlacePCBA). For instance, picking a PCBA from the shelf storage or the test adapter
relates to the same basic behavior. For the subtask of picking up a PCBA (PickPCBA), the following actions
need to be performed within the skill:

1. Calculate a pre-pose based on a gripping pose of a workpiece. For PCBAs, the pre-pose is a few
millimeters above the PCBAs’ surface, while the gripping pose is directly at the surface.

Move the gripping unit to the pre-pose.

Slowly approach the gripping pose.

Activate the vacuum flow and, therefore, grip the PCBA.

Slowly move back to the pre-pose.

wok W

The set of skills provided by [17] was reused and extended with missing primitives. These primitives control
the vacuum flow that lets the PCBA hold onto the gripper (ControlVaccum) and initiate the PCB testing
inside the adapter (TestPCBA). The second skill, placing the PCBA (PlacePCBA), follows the same structure
as PickPCBA, except that the gripper is switched off. This structure of the skills also allows us to use them
to return the tested PCBAs. In addition, the focus was placed on the parameters exchanged with the
blackboard to make a simplified adaptation to new product variants possible.

As mentioned above, the blackboard can be seen as a central instance for storing information that provides
skill parameters. For example, the skill MoveToPose takes a pose to move to as an input parameter. This is
provided via the blackboard and can be adjusted when the product variant is changed. In the blackboard,
additional information about the process is also provided, for example, if a PCBA has been tested yet and
whether it has passed. The blackboard allows skills to exchange data with other skills, even if they are not
directly linked. This means that, for example, the position of a PCBA can change during the handling task,
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and the entries in the blackboard are updated and reused. Figure 4 shows an excerpt from the blackboard
used to implement the use case.

ObjectType | ObjectName | ParamName Key Value
PCBAPose position_x, ... 0
pcba pcba_1
Result - succesful
PCBAPose position_x, ... 0
pcba pcba_2
Result

Figure 4: Exemplary entries in the blackboard, used as a database for skills to exchange parameters. Every object,
e.g., a PCBA, has a name (ObjectName) and belongs to a specific type (ObjectType). All objects of a type have the
same parameters. In the case of PCBA, these are, for example, the grip poses for motion planning.

6. Discussion

The new framework aims to reduce the overall time during the development and deployment of robotic
applications. In this first implementation, the goal was to reduce the time for implementing the exemplary
use case of PCBA testing while lowering the high effort for teaching the robot new variants. Compared with
the implementation described in chapter 4, the solution offers two advantages. First, the robot program is
implemented, reusing existing skills, which sped up the initial development time. In addition, it is
implemented so that reusage for new variants during deployment is guaranteed. Second, the skills blackboard
serves as a central instance for the relevant process parameters, which means that the relevant poses of the
components and the test adapter can be adjusted in one central location. This allows an easy setup of the
robotic application and fast adaption to product changes.

However, upon closer inspection of the PickPCBA skill, it can be noted that the tasks of picking up and
placing down a PCBA are schematically identical, with different parameters. Instead of approaching a
gripping pose to grip a PCBA, the same pose can be approached and the PCBA placed by stopping the
vacuum flow. The place-down-pose and its pre-pose are not defined by a PCBA but by either the slot in the
test adapter or the storage place on the shelf. In the end, we decided against a combined skill for the sake of
clarity. With the two separate skills, PickPCBA and PlacePCBA, each has a clear allocation.

7. Conclusion

This paper addresses the problem of automating HMLV productions with industrial robots. Until now,
frequent changes in products, variants, and tasks hinder economical automation. For this reason, a framework
for the rapid development and deployment of robotic applications is presented. This framework is based on
our previous work and has been extended to combine the implementation of reusable robot programs with
developing gripper systems. An exemplary use case from HMLV electronics production and associated
automation challenges were presented. The first implementation of the use case with the framework was
conducted, allowing the reuse of existing skills that can be easily adapted for new variants.

In future work, the focus lies on three open tasks, already stated in chapter 4. First, by now, individual PCBAs
can be handled based on the presented implementation. In the next step, the implementation will be improved
for easy parametrization and robust handling of various PCBAs. Second, the implementation of the necessary
modules to automate the design of the individual gripper systems will be finished. Third, computer vision
will be used to further reduce the efforts for adapting the robot system to new variants. Here, the focus lies
on reducing the effort of manually specifying the position of workpieces in the robot’s workspace by
automating this process using image recognition. In parallel, we will further expand the test bench to
strengthen the results based on quantitative analyses.

20



Acknowledgments

The research leading to this publication has received funding from the Bavarian Ministry of Economic
Affairs, Regional Development, and Energy (StMWi), as part of the project “KIRO — Kl-basierte
Roboterapplikationen fiir eine einfache Skalierung und optimierte Auslastung” (DIK0357/01).

References

(1]
(2]

(3]

(3]

(6]

[10]
[11]
[12]

[13]

Koren, Y., Gu, X., Guo, W., 2018. Reconfigurable manufacturing systems: Principles, design, and future
trends. Front. Mech. Eng. 13 (2), 121-136.

IFR, 2022. World Robotics - Industrial Robots 2022: Statistics, market analysis, forecasts and case studies.
VDMA Services GmbH, Frankfurt am Main.

Siciliano, B., Khatib, O., 2016. Springer Handbook of Robotics. Springer International Publishing AG,
Cham, SWITZERLAND.

Gan, Z.L., Musa, S.N., Yap, H.J., 2023. A Review of the High-Mix, Low-Volume Manufacturing Industry.
Applied Sciences 13 (3), 1687.

S. Ruggeri, G. Fontana, V. Basile, M. Valori, 1. Fassi, 2017. Micro-robotic Handling Solutions for PCB
(re-)Manufacturing. Procedia Manufacturing 11, 441-448.

Plattform fiir Automatisierte Kollaborative Roboteranwendung, 2023.
https://onrobot.com/de/1%C3%B6sungen/dploy. Accessed 6 July 2023.

drag&bot, 2022. drag&bot — Grafisches Roboter-Betriebssystem - drag&bot.
https://www.dragandbot.com/de/. Accessed 6 July 2023.

Intrinsic, 2023. Home | Intrinsic. https://intrinsic.ai/. Accessed 6 July 2023.

Schmalz, J., Giering, L., Holzle, M., Huber, N., Reinhart, G., 2016. Method for the Automated
Dimensioning of Gripper Systems. Procedia CIRP 44, 239-244.

Lochte, C.W., 2016. Formvariable Handhabung mittels granulatbasierter Niederdruckfldchensauger.
Dissertation, [1. Auflage] ed.

Honarpardaz, M., Tarkian, M., Olvander, J., Feng, X., 2017. Finger design automation for industrial robot
grippers: A review. Robotics and Autonomous Systems 87, 104—119.

Honarpardaz, M., Olvander, J., Tarkian, M., 2019. Fast finger design automation for industrial robots.
Robotics and Autonomous Systems 113, 120-131.

Fantoni, G., Santochi, M., Dini, G., Tracht, K., Scholz-Reiter, B., Fleischer, J., Kristoffer Lien, T., Seliger,
G., Reinhart, G., Franke, J., Norgaard Hansen, H., Verl, A., 2014. Grasping devices and methods in
automated production processes. CIRP Annals 63 (2), 679-701.

Wan, W., Harada, K., Kanehiro, F., 2021. Planning Grasps With Suction Cups and Parallel Grippers Using
Superimposed Segmentation of Object Meshes. IEEE Trans. Robot. 37 (1), 166—184.

Schmalz, J.K.B., 2018. Rechnergestiitzte Auslegung und Auswahl von Greifersystemen. Dissertation,

220 pp.

Pantano, M., Eiband, T., Lee, D., 2022. Capability-based Frameworks for Industrial Robot Skills: a Survey,
in: 2022 IEEE 18th International Conference on Automation Science and Engineering (CASE), Mexico City,
Mexico. 20.08.2022 - 24.08.2022. IEEE, pp. 2355-2362.

Heuss, L., Gonnermann, C., Reinhart, G., 2022. An extendable framework for intelligent and easily
configurable skills-based industrial robot applications. Int J] Adv Manuf Technol 120 (9-10), 6269-6285.
Geng, P., Daub, R., 2023. Automated Configuration and Flexibilization of Vacuum Grippers, in: 2023 IEEE
28th International Conference on Emerging Technologies and Factory Automation (ETFA), pp. 1-4.

Biography

Paul Geng (*1995)is a research associate at the Institute for Machine Tools and Industrial
Management (iwb) at the Technical University of Munich. He works in the department Assembly
Technologies and Robotics focusing on automated design of gripper systems for industrial robotic
applications.

21



Lisa Heuss (*1992)is a research associate at the Institute for Machine Tools and Industrial
Management (iwb) at the Technical University of Munich. She works in the department Assembly
Technologies and Robotics focusing on control architectures and automated task planning for flexible and
intelligent industrial robotic applications.

Thomas Rauh (*1991) is the head of the robotic applications team at Rohde & Schwarz. From 2016 to 2020
he earned his doctorate at the Institute for Machine Tools and Industrial Management (iwb) at the Technical
University of Munich, focusing on structural dynamics of production machines.

Julian Miiller (*1995) has been studying "mechatronics and robotics" in the master's program at the
Technical University of Munich since 2021. He has been a student assistant at the Institute for Machine
Tools and Industrial Management (iwb) since 2022, focusing on industrial robotics and computer vision.

Riidiger Daub (*1979) is the holder of the Chair of Production Engineering and Energy Storage Systems at
the Technical University of Munich since June 2021. Prof. Dr.-Ing. Riidiger Daub is also head of the Institute
for Machine Tools and Industrial Management (iwb) and of the Fraunhofer Institute for Casting, Composite
and Processing Technology (IGCV).

22



C P S |_ CONFERENCE ON PRODUCTION SYSTEMS AND LOGISTICS

CPSL 2023-2

5t Conference on Production Systems and Logistics

Planning And Controlling Multi-Project Environments In Factories

Justin Hook!, Lars Nielsen?, Peter Nyhuis!

!Leibniz University Hannover, Institute of Production Systems and Logistics, 30823 Garbsen, Germany
’Hannover Riick SE, 30625 Hanover, Germany

Abstract

Companies regularly undertake projects to maintain their competitiveness by adapting and embracing
change. Multi-project management (MPM) is crucial for companies as it enables efficient planning and
control of multiple projects, ensuring they are executed effectively and delivered on time. It helps to optimise
resource allocation, minimise conflicts, and maximise overall project success, ultimately contributing to the
organisation's competitiveness and growth. However, existing MPM models often lack a specific focus on
the goals and requirements of the factory setting, as they aim for broad applicability. A process model should
consider the project context and the interdependencies among its tasks. To address this, a new concept is
necessary to efficiently plan and control a multi-project environment within a factory. To develop a suitable
process model for MPM in a factory, insights from MPM practices and the production environment are
required. Including those insights, project landscapes can be planned and controlled effectively and
efficiently. This article provides a summary of the approach developed by the Institute of Production Systems
and Logistics, with a particular emphasis on the relationships between actuating, control, and target
variables.
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Factory planning; Project Portfolio Management; Resource Allocation; Process Model; Project Management

1. Introduction

Many companies face an increasingly volatile, uncertain and turbulent market environment, forcing them to
make permanent adjustments and changes in their factories [1-4]. This pressure to adapt is often met with
an increasing project orientation. As a result, a steadily increasing complexity and dynamism in the project
landscape can often be observed. Such an environment cannot be mastered with project management
approaches at the individual project level alone. It also requires a complementary multi-project management
(MPM) that enables the project landscape to be designed and steered systematically and in line with the
company’s overall strategy [5,6]. The task of manufacturing companies is to ensure a good selection and
prioritisation of suitable projects, considering the right timing in the face of numerous parallel projects to
strive for the best possible allocation of resources [7,8]. A systematic, efficient and effective MPM considers
the project context and the mutual influence of the projects [9].

2. Need for research

A brief overview of the topic of multi-project management and the deficits of existing approaches is given
below. Also, results already published regarding this framework are summarised to give an understanding
of the underlying concept of MPPC before introducing further findings and consolidating the results. First,
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the process model, i.e. the task view, and then the effects model, i.e. the interrelationships of the model, are
addressed.

2.1 Multi-project management

According to DIN 69901-5 a project is essentially characterised by the uniqueness of the conditions in their
entirety [10]. Examples of such conditions might be targets, limitations, e.g. of a temporal, financial or
personnel nature or a project-specific organisation [10]. Similar projects can be interconnected within a
project programme [11]. Project programmes are set up to achieve a superordinate target as effectively and
efficiently as possible [12,11]. All planned, approved and ongoing projects and programmes of an
organisation or division comprise a project portfolio responsible for the permanent overall planning and
control of the project landscape [7]. Such a portfolio is periodically monitored and controlled by a portfolio
management in charge of accepting and prioritising project applications [13]. Limited resources force
companies to make an effective project selection among numerous project plans at the right time and with
sensible resource allocation, which is why efficient and powerful multi-project management is needed [7].
MPM can be subdivided into tasks that can be combined into a continuous procedure as a process model
[13]. The goals of planning and controlling multi-project environments include 'alignment with the targets
of the organisation', 'creation of transparency and synergies' as well as 'establishment of standardised
structures, processes and tools' or 'assessment of opportunities and risks' and 'initiation of countermeasures
in the event of an upset [7].

2.2 Existing MPM Approaches

Several generic MPM approaches exist, for example, by SEIDL or DIN 69909-2 [14,13]. Project management
can typically be divided into phases like 'Initialisation', 'Definition', 'Planning', 'Control' and 'Closure'.
Necessary project management tasks are assigned to those phases and are related to each other by a temporal
sequence. Such models also usually indicate the responsibilities for different tasks, often suggesting the
frequency with which individual tasks are to be processed. A project landscape can be managed at an
individual project level, including tasks such as project preparation or approval of project results, and at the
programme and portfolio level containing operational and strategic tasks, such as managing the project
portfolio. The duration of tasks at the individual project level varies depending on factors such as project
type, industry, environment, and project-specific considerations. Since tasks at the individual project level
follow the project life cycle, these factors also dictate the timing of task cycles at the programme and
portfolio levels [13]. While common approaches to MPM enable the planning and control of multi-project
environments in factories, they lack a perspective on interrelationships that could consider dependencies
between projects and, therefore, cannot align the MPM tasks with the portfolio or overall factory goals [15].
According to BERGE AND SEIDL, a project portfolio summarises all planned, approved, and ongoing projects
for a company or business unit [12]. NIELSEN sums up that no process model for MPM currently combines
a process-oriented description with an effects model and uses its influence on company or factory goals as
orientation. Without this positioning aid, conflicts of objectives cannot be resolved based on a superordinate
framework model [16]. There is no holistic process model which managers in the factory can use to plan and
control multi-project environments.

To close this research gap, a research project has been carried out at the Institute of Production Systems and
Logistics, in which MPM approaches were enriched with insights from a systematic investigation of
production planning and control (PPC). Findings were to be adapted to the context of project management,
leading to a concept of multi-project planning and control (MPPC). By applying the methodology utilised in
PPC models, tasks can be effectively associated with targets within the multi-project environment. For the
MPPC model, the MPM approach by SEIDL was used as a primary input [17,13].
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2.3 Multi-project planning and control (MPPC)

Since general MPM approaches lack abilities in supporting decision-making, findings from PPC and MPM
topics were combined to create the concept of multi-project planning and control (MPPC) with a focus on
factories. In this context, SCHMIDT established the Hanoverian supply chain model (HaLiMo), which
comprehensively classifies PPC tasks and consolidates them within a generic framework model. This
approach also considers the interrelations between PPC tasks and their respective target objectives. Using
the methodology known from PPC models, tasks could be linked to targets of the multi-project environment,
allowing for positioning in case of conflict of objectives.

2.3.1 Relevant tasks

To develop a task model, contents from MPM and PPC were merged into a joint knowledge base. The basis
for the combination was an analogy analysis, starting from comparing project (MPM) and product (PPC)
[17]. Within the framework of a deviation analysis, any gaps, different focal points and levels of abstraction
were systematically uncovered. Based on the deviation analysis, combining the approaches to PPC according
to SCHMIDT and MPM according to SEIDL, a comprehensive knowledge base of MPPC in the factory was
developed, structured, and, where necessary, complemented by other approaches [18,13]. The result was a
catalogue of generally valid tasks for MPPC from the approaches of MPM and PPC [16]. The task profiles
of the MPPC in the factory were formulated. After the tasks were reviewed for redundancies and gaps,
validation took place in interviews with experts in multi-project management in factories to finalise the task
model. Figure 1 comprises the main tasks along the project management phases. In the figure, the different
responsibilities for the main tasks can also be seen, structuring the tasks horizontally.

Initialisation > Definition > Planning > Control > Closure >
=
w
Build strategic 4 K gﬁgéoilf
target system e ) 9
E i ! follow-up
= i Define portfolio |
b = |
s |
o Control and
= monitor portfolio
o
Generate ' il Control and
: Carry out :
and examine strucr{uring outsource monitor Close project
r proposal programme
& L I
o
Prepare Control and
execution monitor project

Legend: PPL = Project and programme lead; O-MPM = Operative multi-project management; S-MPM = Strategic multi-project
management; EM = Executive management

Figure 1: Main tasks of MPPC (based on [16] )

2.3.2 Interrelationships

It is necessary to introduce an effects model to represent interrelationships between tasks and, ultimately,
the factory targets, which consideration is elementary for effective planning and control. In PPC, the
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variables of the effects model are divided into actuating variables, control variables and target variables.
Together the variables enable target-oriented decision-making and are crucial in target achievement [19,18].
Actuating variables can be influenced directly by fulfilling tasks and influence control variables. Target
variables result from control variables and can thus indirectly be influenced by task fulfilment. By
considering the effects variables, managers are enabled to make timely and professional decisions and
consider interactions with other projects or company divisions. Following this logic, a catalogue of actuating
and control variables is first created for MPPC. The qualitative interactions between the actuating variables
are examined with the help of binary design structure matrices (DSM). Interrelationships between the
actuating and control variables are described by a binary domain mapping matrix (DMM) and a causal
diagram [20]. The determined actuating and control variables are shown in Figure 2.
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Figure 2: Actuating and Control variables with their relations (based on [16] )

In addition to the relationships shown, other interactions between actuating and control variables may exist
indirectly. For better readability, these relationships are not included in the figure above. An example of such
indirect interrelation is the possible influence of the portfolio end order discrepancy on a future portfolio
start order discrepancy. This applies, for example, if shifts in the project end order result in resource
bottlenecks which in turn require a deviation from the initially planned project start order.

3. Consolidation of the MPPC process model

This section introduces the target variables to complement the part of the effects model presented so far with
the control variables. In 3.1, it is shown how the target variables of a portfolio can ultimately be manipulated
during processing tasks that influence control variables. Additionally, in 3.2, it is outlined how correlations
between deviations in the portfolio targets and possible causes can be determined.

3.1 Target variables in MPPC and consolidation of the process model

The MPPC target variables can also be derived from the production environment by comparing PPC and
MPM based on the analogy analysis mentioned above. For multi-project planning and control, five target
variables can be derived from PPC approaches: portfolio utilisation, portfolio schedule reliability, portfolio
throughput time deviation, portfolio transparency and portfolio delivery capability [15,16,18].

3.1.1 Target variables

In the context of MPPC, the portfolio utilisation target is introduced to show the profitability of the MPM
target system. Resource availability and utilisation in projects are similar to production orders, whereby all
factory components can be potential project resources. However, in contrast to PPC, the utilisation of a
portfolio needs an auxiliary variable. Portfolio capacity gives a theoretical maximum to which the utilisation
can be compared. This step is necessary since the available resource capacity in a portfolio can be enhanced
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by reducing their integration into daily business tasks. In MPPC, the target variable portfolio schedule
reliability provides information on the adherence to deadlines for completed projects in the portfolio. If a
project is completed within a tolerance range around the planned end date, it is considered on schedule. The
use of portfolio schedule reliability is important because individual projects can have a negative impact on
the rest of the portfolio due to their content and resource dependencies, both through early and mainly
delayed projects. The average relative portfolio throughput time deviation is used to assess the throughput
time behaviour of all ongoing projects in the portfolio. Here, the percentage deviation of the throughput time
is calculated for each project in the considered period and then averaged for the entire portfolio. A positive
throughput time deviation in the portfolio can be due to factors such as unavailable resources, changes in the
project schedule or excessive multi-tasking. The portfolio throughput time deviation allows a statement on
the actual duration in relation to the previously planned duration of the control phase, whereby systematic
planning errors or disruptive influences leading to variance come to light. When analysing the throughput
time deviation, it is essential to ensure positive deviations do not balance out negative deviations. Therefore,
the standard deviation describes the mean spread from the expected value. In the context of MPPC, the target
value of the work in process from the PPC is replaced by the target value of the portfolio transparency. The
more cumulative project effort is generated by numerous or very large projects in process, the less transparent
the portfolio becomes. Portfolio transparency is defined as an overview of the projects and programmes in
the portfolio and is also needed for efficient cooperation between different projects, preventing multi-tasking.
The target variable portfolio delivery capability provides information on fulfilling the client's desired
deadlines through the target end dates of the different projects.

In general, the fulfilment of targets is made more difficult because these conflict with each other. Since
portfolio utilisation is to be maximised, a high work in process benefits this target. Portfolio transparency
and portfolio schedule reliability should also be as high as possible but decrease with increasing projects
making up the work in process. Because the standard deviation of relative throughput time deviation
increases undesirably with increasing work in process, this also advises limiting the work in process to a
certain degree. The target variables conflict, leading to a positioning range in which the projects accounting
for the work in process should be kept. In the positioning range, the benefits of a high portfolio utilisation
concerning its saturation can be kept while mitigating the adverse effects for the other target variables.

3.1.2 Consolidation of the process model

Having described the target variables and their behaviour with increasing work in process, the effects model
and the tasks of MPPC can be combined. To effectively control the multi-project environment, it is necessary
to know the relationship between task processing and the effects model of portfolio management. Only based
on these relationships can tasks be processed in such a way that a desired effect on the portfolio targets can
be achieved through control variables. In addition to assigning the tasks to the actuating variables, they were
also assigned to the project management phases: initialisation, definition, planning, control and closure. By
doing so, the tasks can also be characterised in terms of planning or controlling function based on the
assigned phase along the project management phases. The characterisation of the tasks allows a clear
assignment to defined responsibilities provided as swimlanes. This assignment makes it possible to conclude
the status of a project, especially since the project life cycle is shown along the project management phases.

Figure 3 uses the example of the task plan project structure to show how target variables may be manipulated.
Through the actuating variables planned start and planned end, there is an influence on different control
variables, which then affect the target variables. In this case, all MPPC targets are affected by planning the
project structure, indicating that possible target conflicts may impact task fulfilment.
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Figure 3: Example for the influence on target variables (based on [16] )

How many projects to approve and, thus, where to position regarding the work in process must be determined
individually for each company. It is a business decision that depends, among other things, on the opportunity
costs and the priorities of the target variables. Knowing the positioning range and the conflict of targets is a
prerequisite for carrying out the task in accordance with the portfolio target. The planned start and planned
end, in particular, can be influenced by many tasks. This connection is based on the fact that both values will
be overwritten in the course of the project management phases as soon as new information is available in a
subsequent step. This observation makes it clear how important it is to have a good overview of the project
in the early phases and to keep an eye on the utilisation and other target values of the portfolio. In contrast,
the actuating variables actual start and actual end can only be influenced once by a task, as they are not
planned values that can be overwritten but events that actually occur on a singular occasion. The target end
is an actuating variable with a special status, representing the customer's wish for project completion and
only providing information about the portfolio delivery capability compared to the planned end. By planning
start and end dates for a project and by actually realising them, it is possible to influence the control variables,
as shown in Figure 2, steering the target fulfilment.

3.2 Determining causes for deviations regarding portfolio targets

Since one aim is to ensure effective use of the process model, it is crucial to go beyond describing the
interrelationships and to indicate causes for possible deviations from portfolio targets. In particular, users
with little competence in multi-project management may otherwise be able to plan a portfolio but not know
how to take the necessary countermeasures in the event of deviations. To prevent this, cascades of possible
causes are introduced to provide assistance. Figure 4 shows such a cascade of effects based on the example
of portfolio schedule reliability.
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Figure 4: Causes for target deviations by the example of portfolio schedule reliability

The causes for deviations can be divided into different orders. A first-order cause directly affects the target
variable and is affected by one or several second-order causes. For example, deviations in portfolio schedule
reliability may be caused by a deviation in project starts (1 order) caused by unavailable resources (2"
order). This might have been the case because the wrong resources (3™ order) were provided, resulting from
a false resource allocation (4™ order). Even though this example may appear self-explanatory, it is essential
to demonstrate these relationships, as causes can be present in a wide variety, with significant variance, and
in significantly more complicated relationships. Taking into account causes for deviations in target fulfilment
allows for a holistic observation of a project landscape, from task descriptions to causes of target deviations.

3.3 Validation of Findings

After building the process model of MPPC, the validation aimed to examine the results in terms of
applicability and practicality. The process model was validated through interviews with experts from
different backgrounds. A project portfolio manager working in the biopharmaceutical industry and the
managing director of a company from the field of project management consulting and software development
supported the validation process. Taken together, these experts were able to bring in the experience of many
different approaches and portfolio conditions. Both were involved at the beginning of the project, after
establishing the task profiles and again after developing the effects model to reflect on the intermediate
status, ensuring a legitimate base for further steps. During these validation phases, the process model was
analysed in comparison to the existing conditions, metrics and processes within the companies.

During the first validation phase, the developed MPPC task profiles were discussed in short workshops
concerning their practicality and degree of detail. An example of an updated task refers to the definition
phase. That task initially described the determination of portfolio cost behaviour, which was then adapted to
focus more on the resources behind the costs. Discussing the task model within the validation process
revealed that the execution of some tasks may differ according to the company's size, industry or business
model. Therefore, the tasks kept in the process model were designed and checked to fit a broad application.
Based on this validated interim status, the effects model was then developed. Subsequently, the whole
process model was validated with the experts, this time focusing on the effects model and the decision points
of the task processing. An example of input from the second validation stage is the idea of dividing the target
variable portfolio transparency into qualitative and quantitative factors since not every project can be tracked
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in the same way. As a result of the discussions during validation, minor additions and adjustments could be
made to both the tasks and the effects model. However, even though the validation took place considering
different companies, portfolios and areas of responsibility, the validation results cannot guarantee the
usability of the process model for any manufacturing company and its factories. Further studies need to be
conducted to assure further applicability.

4. Conclusion and Outlook

Within the scope of developing a model for the planning and controlling of multi-project environments in
factories, the contents of PPC and MPM were merged based on an analogy examination. It was possible to
derive generally valid tasks and an effects model from its joint knowledge base, which then had to be
consolidated. The entire process model allows decisions in a portfolio to be made considering overall
portfolio targets by connecting tasks with the actuating variables of the effects model. Possible causes for
target deviation have been identified to assist in the case of failing to reach target fulfilment. As part of
developing the process model, a fast lane for more efficient planning and control of individual projects along
the project management phases was also introduced [21]. For this purpose, a project categorisation was
described concerning the degree of novelty. Based on that categorisation, statements can be made about
which tasks have the potential for standardisation. More efficient planning and control of these project types
could ultimately free up resources for urgent or high-priority projects. The validation of the developed
process model successfully confirms the basic statements on the tasks and interdependencies of the MPPC,
as well as its practical relevance and suitability.

Additional validation cases may be examined in the future, further evaluating the model’s applicability.
There is a need for research on the quantitative modelling of the presented interdependencies. In particular,
the mathematical modelling of the interrelationships between control and target variables is challenging since
the mostly non-linear interrelationships require extensive modelling effort. Building on the existing analogy,
further studies comparing the control panel of PPC and the project management office of MPM are feasible
for the future. The cause-effect relationships could also be examined more closely for the targeted control of
the portfolio to improve the achievement of the target variables.
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Abstract

The semiconductor industry operates in a dynamic environment characterized by rapid technological
advancements, extensive research and development investments, long planning horizons, and cyclical
market behavior. Consequently, staying vigilant to technological disruptions and shifting trends is crucial.
This is especially challenging when external shocks seriously affect supply chain processes and demand
patterns. Particularly, recent events, such as the COVID-19 pandemic, the ongoing Russian invasion of
Ukraine, and high consumer price inflation impacting the semiconductor cycle emphasize the need to
account for these influences.

In this context, we analyze growth patterns and life cycles of various technologies within the semiconductor
industry by estimating logistic growth models. The logistic growth model was originally formulated to
describe population dynamics. However, many processes outside the discipline of ecology share the
fundamental characteristics of natural growth: self-proportionality and a self-regulating mechanism. Out of
the different applications, two are of particular interest in the context of strategic business decisions: (1)
modeling innovation diffusion and technological change to predict the mid- to long-term growth of a market,
and (2) modeling of product life cycles. To obtain market growth and life cycle predictions, we apply the
logistic growth model to forecast cumulative revenues by technology over time.

This model treats the analyzed technology as a closed system. However, in practice, external shocks are the
norm. To analyze the robustness to such external shocks, we compare technology life cycle estimates derived
from logistic growth models before and after the effects of COVID-19 became evident for a wide array of
semiconductor technologies. We find that the impact of COVID-19 on these life cycle estimates is mixed,
but the median change is low. Our findings have implications for the application of logistic growth models
in strategic decision-making, helping stakeholders navigate the complexities of technological innovation,
diffusion, and market growth.
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1. The semiconductor industry

The semiconductor industry is characterized by long lead times for expanding fabrication capacity,
shortening life cycles, and rapid technological advances [1-3]. Consequently, strategic decisions are often
long range and high impact, especially when involving R&D and fabrication capacities. Missing out on an
important development can cost months or years to catch up market share. Capital-intensive investments in
fabrication and high R&D costs raise the stakes further [4,5]. This highlights the need for forecasting
methods that provide support to managers [4—6]. Life cycle modelling can give an indication of technologies
prone to stagnation and disruption [7], providing managers with important information.

Apart from its importance to the wider economy [8], the semiconductor industry is a great test case for
forecasting methods, which include technology diffusion and life cycle models [7,9,10], due to the
challenges involved. Rapid technological advancements and shortening product life cycles imply that
demand is volatile and difficult to predict [4,11,12]. Furthermore, the semiconductor industry does not only
have complicated supply chains but also lies upstream in the supply chain for many consumer products.
Consequently, it is exposed to the bullwhip effect. This effect refers to the phenomenon where small
fluctuations in consumer demand can result in amplified variations in ordering patterns along the supply
chain [13,14].

The above-mentioned challenges suggest that a closed-system view might be simplistic. In fact, the
semiconductor industry has experienced several external shocks with severe consequences over the last few
years: From geographic risks, such as earth quakes damaging sensitive fabrication equipment [15], to the
impact of the COVID-19 pandemic, including subsequent government responses, and trade frictions on the
global semiconductor supply chain [16] or the ongoing Russian invasion of Ukraine with its effects on
inflation and consumer sentiment [17]. Therefore, the consideration of external disruptions in forecasts and
technology life cycle analysis is particularly relevant in this industry, which motivates this study.

The main objective of this paper is the assessment of the trustworthiness of technology life cycle estimates
derived from the logistic growth model under extreme events. Hence, a case study involving a significant
external shock - the onset of the COVID-19 pandemic — is presented and its effects on these life cycle
estimates are examined.

Structure: the next section provides an overview of the history of the logistic growth model and its
application to innovation management and technology life cycle analysis. The methodology of this paper is
presented in Section 3 with an emphasis on the estimation of the logistic curve and the derivation of
technology life cycles. Section 4 completes the paper by applying the methodology to a technology portfolio
of a leading semiconductor company and discussing the findings of this case study.

2. The logistic growth model

The logistic growth model, also referred to as S-shaped or sigmoidal curves, is characterized by the logistic
differential equation i—f =rN (1 - %) Here, N represents the population size, K the carrying capacity, and

r the growth rate. It was first derived by Verhulst in the early to mid-nineteenth century to describe
population dynamics [18,19] and plays an important role in the Lotka-Volterra equations [20,21]. Since then,
they have become popular to quantify natural growth more broadly. Growth patterns outside the discipline
of ecology resemble a similar dynamic and their application across diverse disciplines has been studied by
several authors [7,22-24]. For example, logistic growth models have been employed in studying the adoption
of renewable energies [25], the development of prostatic hyperplasia [26], production forecasting in
extremely low permeability oil and gas reservoirs [27], performance analysis of technologies [28], modelling
bacterial growth [29], forecasting long-term country GDP development [30,31], and more recently,
modelling the development of COVID-19 cases [32—-34]. Furthermore, S-curves are popular in corporate
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strategic decision-making revolving around innovation, such as anticipating disruptive attacks on one's
business [35] or life cycles and investments in the adoption of new technologies as they diffuse through the
marketplace [7,36,37]. This technological progression is exemplified by the evolution of mobile phones in

Figure 1. The lower left logistic curve represents classical cell phones, starting from their introduction in the
1970’s. Despite their vast technological improvements over the decades, their design was a limiting factor
to the value they could offer to consumers: the small screen and buttons meant that they were primarily used
for voice calls, messaging, and short emails. The utility of the mobile phone was radically redefined with the
introduction of the iPhone, the first commercially viable smart phone. This marked the launch of the second
logistic curve, which subsequently disrupted the classical cell phone market (including the decline of its
former champions, Nokia and Blackberry).
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Figure 1: Technological progression exemplified by the evolution of mobile phones.

This motivates the application of logistic curves in the context of technological progress and life cycle
analysis. To study the impact of the technology life cycle on strategic business decisions and corporate
structure, the S-curve is often partitioned into 5 phases, as illustrated in Figure 2 [23,38,39]:

1.

Birth /winter (1.4% - 6.3%): the technology is barely known or explored. Growth is slow and a large
degree of effort is needed to progress. Entrepreneurship and a decentralized company structure are
common.

Growth / spring (6.3%-30%): the technology is slowly getting adopted as “the next big thing”.
Growth remains nearly exponential. This phase is characterized by learning, product innovation, and
continuous improvement.

Maturity / summer (30%-70%): the technology is being adopted and growing at its maximum rate.
However, there are first signs of costs of complexity as the rate is approximately constant and departs
from earlier near-exponential growth. Processes are driven by vertical integration, refinement, and
bureaucratization.

Decline / autumn (70%-92.7%): the technology nears its limit. The growth rate remains positive but
accelerates its decline. Managers should be on the lookout for the next “next big thing”. This is the
ear of process innovations and face lifts.

Death / winter (92.7%-98.6%): the technology has nearly reached its peak. There is little growth left
to achieve, which requires increasingly higher investments. This means that technological progress
stalls and the technology becomes prone to disruptions. Managers are looking to transition to
alternative technologies while the current one phases out (compare the transition from cell to
smartphones in Figure 1).
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Figure 2: Partitioning the S-curve into life cycle stages.

This highlights the interpretability and usability of the simple logistic model, which played a pivotal role in
formalizing the study of life cycles, on a business level. However, various extensions and generalizations of
the simple logistic curve have been proposed [10, 19,40-44], such as the Richards’ curve [45] or Gompertz
curve. Ex post, these extended models may yield better fits [29]. However, the generalized models usually
require more parameters. This can lead to identifiability issues [46,47]. Furthermore, the trajectory is
seldomly observed completely, which can exacerbate the issue. Therefore, we focus on the simple logistic
model in our analysis.

3. Methodology

We introduce the notation and explain the interpretation and meaning of the different parameters of the
logistic growth model in 3.1. Subsection 3.2 provides details of the assumed data generating process and the
estimation of model parameters.

3.1 Notation

As described in Section 2, the logistic growth model is described by the differential equation i—l: =

rN (1 - E)' For consistency with common statistical notation, we rewrite the solution of this differential

equation as

_ M
- 14eaX+b

+C, (1)

where Y is the response variable (in place of N), M is the carrying capacity or maximum cumulative market
size, a corresponds to the growth rate (the maximum growth rate of aM /4 is reached at the inflection point),
b determines the location of the inflection point (at x = —b/a), C is introduced to allow for vertical offsets
of the logistic curve, and X denotes the dependent variable. The logistic curve with its parameters and their
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Figure 3: Parametrization and interpretation of parameters of the logistic curve.
respective interpretations is illustrated in Figure 3. This parametrization implies that the life cycle stage can
be estimated as (max(Y) — C)/(M — C).
3.2 Estimation

We assume the data generating process

_ M
T 1teaX+b+e

+C, ()
where € is an identically and independently distributed error variable with existing first and second moments.
This model formulation allows us to estimate the parameters M, C, a, b in an iterative two-step process:

i. Estimate M and C. At initialization, start with two reasonable first guesses M > max(Y), C <
min(Y). For later iterations minimize the mean squared error of the step ii. regression with
regard to M and C.

il. Given M and C, the remaining parameters can be obtained via a simple linear regression

M-Y+C

log(y_é)=aX+b+£. 3)

M—Yﬁ—é
i-

2
The mean squared error is given by %Z’i\’zl [log ( - ) —aX; — b] , where N is the sample

size.

The optimization in step i. can be performed with any conventional optimization routine, such as Nelder and
Mead’s Simplex algorithm [48] or quasi-Newton methods such as BFGS or L-BFGS-B [49]. However, these
local optimization methods tend to struggle with local optima [50]. This is particularly problematic when the
error surface is rough. We used Generalized Simulated Annealing, which is implemented in the “GenSA” R
package [51], as this yielded the most reliable results.

4. Empirical Analysis

Subsection 4.1 covers the introduction to the data and includes all pre-processing steps in. Subsection 4.2
presents the results of the analysis and discusses the implications.
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4.1 Data

We obtained revenues for a diverse portfolio of products ranging from October 2006 to January 2023 from
a leading semiconductor company. However, it is not reasonable to assume that one Euro today has the same
value it had 17 years ago. Therefore, it is important to adjust for the general price level. This was done with
the Harmonized Index of Consumer Inflation, which is published by the European Central Bank! [52]. These
revenues were mapped to technology categorizations on the aggregation levels: Level 1, containing 18
technologies and Level 2, containing 10. Here, Level 1 (component) technology groups are more granular
than Level 2 technology groups, see Figure 4 (the technologies and their corresponding technology groups,
which are covered in this paper, can be seen in Table 1 in the appendix).
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Figure 4: Example of a technology hierarchy.

We consider both, Level 1 and Level 2 technologies, because Level 1 technologies are more homogeneous
but Level 2 technologies include more sub-technologies that would need to be excluded due to lack of data
history. By aggregating several similar technologies, we further hope to reduce the effects of substitution
and similar interactions. Furthermore, the logistic model should be applicable on either level because of its
fractal property.

Harmonic F-test Statistic

Figure 5: Harmonic F-test statistic over the frequency domain. The dashed red line corresponds to a point
wise 95% confidence threshold, the dotted red line to a global 95% confidence threshold.

Further, we analyzed cyclicality by means of spectral analysis, particularly using a periodogram [53].
However, no frequency surpassed the significance threshold of the harmonic F-test [54] provided in the
“multitaper” R package. As Figure 5 shows, there is no statistically significant cyclicality at any frequency
when adjusting for multiple testing.
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Figure 6: Periodograms before (left) and after (right) seasonal adjustment.

! Information on the Harmonized Index of Consumer Inflation and the corresponding time series can be found at
www.ecb.europa.eu/stats/macroeconomic_and_sectoral/hicp
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Additionally, we performed a time series decomposition into trend, seasonal effects, and a random
component [55] using the “decompose” function in R. However, the time series post seasonal adjustment
was not noticeably less noisy than the original time series, nor did the periodogram change much (see Figure
6). Therefore, we proceeded with the original data without seasonal adjustments.

4.2 Result

Logistic growth models were fit to cumulative technology revenues using the algorithm described in Section
3.2. We visually checked the models for consistency with the logistic curve by observing the quality of the
fit and producing residual plots. These residual plots were helpful in checking if the models converged as
expected and to identify residual patterns, which indicate a poor model fit.

Residual plot: Tech. 14 Residual plot: Tech. 17

Figure 7: Example residual plots

Figure 7 indicates a residual plot of a good logistic fit for Tech. 14, whereas the residual plot for Tech. 17
raises questions. Residuals are indicated by red circles. The drawn blue line represents the linear fit of the
data in step ii. of section 3.2. If this line differs from the horizontal line at Y = 0, it indicates that the
algorithm did not converge as expected. The dashed and dotted blue lines represent point-wise confidence
intervals and confidence bands at 95%, respectively. Hence, a residual lying outside the 95% point-wise
confidence interval would be expected to be observed every 20 data points, whereas a residual lying outside
the 95% confidence band would be expected every 20 residual plots. These plots can help identify external
shocks or patterns that are not captured by the model. In case of the left plot, the residuals are well dispersed
and no clear trend is identifiable. This indicates a good fit. On the right, there is a clear pattern, which
indicates a poor model fit.

S-Curve - Tech. 14 (incl. COVID) S-Curve - Tech. 17 (incl. COVID)
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Figure 8: Example logistic fits. Tech. 14 (left) is an example of a good fit, Tech. 17 (right) one of a
questionable one.

Additionally, we validated the logistic life cycle estimates by expert opinion. We excluded poor fits and
technologies that were clearly driven by external structural effects (the semiconductor industry is largely a
B2B business, where sales are often conducted through direct relationships — in segments where revenues
are overwhelmingly driven by a few large customers, patterns in the data may be dominated by individual
decisions at the level of a single customer and not always be reflective of the technological potential of the
product). Overall, we excluded seven of the eighteen Level 1 technologies and four Level 2 technology from
further analysis (see Table 1 in the Appendix).

Figure 8 illustrates logistic fits for Tech. 14 (left), which fits well, and Tech. 17 (right), which does not.
Tech. 17 is an example of a technology that is driven by individual projects (also observe that the data in the
right plot appears to be consisting of two logistic curves, not one). The blue curve indicates the estimated
logistic model, the red dots correspond to the observed cumulative revenues, and the grey dotted lines
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correspond to the estimated lower bound, C, and the estimated upper bound, M + C. Generally, we did not
estimate lower bounds unless we had reason to believe that we were missing previous revenues.

These logistic curves were estimated based on the complete history (from October 2006 to January 2023)
and on the basis of the historical data preceding the COVID-19 Pandemic. After the curves were obtained
and validated for the various Level 1 and Level 2 Technologies, we compared the life cycle estimates of the
pre- and post-COVID models.

Distribution of Life Cycle Estimates by Technology Level
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Figure 9: Boxplots of life cycle estimates before and after COVID.

Figure 9 illustrates the distributions of the Pre- (red) and Post- (cyan) COVID life cycle estimates on
technology Level 1 (left) and 2 (right), respectively. Given the strong demand for consumer electronics and
the subsequent rejuvenation of sales numbers, we expected lower life cycle estimates as an impact of the
pandemic. Meanwhile, a moderate increase is expected without the interference of external shocks, given
that two years elapsed and the technology has aged. On Level 1, the median life cycle estimate remained
relatively stable, though more concentrated in the lower range. Thus, the logistic fits for the Level 1
technologies seem relatively unaffected by the pandemic. This is confirmed by Figure 10, which shows that
the median life cycle estimate has increased slightly after COVID, which is consistent with our expectation.
This result is slightly different for Level 2 technologies. As Figure 9 indicates, the distribution of life cycle
estimates has noticeably shifted downwards. This observation is confirmed by Figure 10, which indicates
that the median life cycle estimates have decreased by 2% after the revenues during the pandemic are
included. This seems to confirm our hypothesis that COVID has had an impact on the logistic growth models.
On the other hand, this decrease could be due to the inclusion of new emerging sub-technologies in the
broader technology group. These would have been omitted during the analysis of the Level 1 technologies,
due to small volumes and an insufficient amount of historical data.

Distribution of Relative Life Cycle Changes by Technology Level Distribution of Absolute Life Cycle Changes by Technology Level
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Figure 10: Boxplots of the change in life cycle estimates before and after COVID.

We conclude that logistic growth models are a valuable tool for managers in assessing product life cycles if
the model is applicable. This is particularly useful in understanding technological limitations and guarding
against the risk of disruption. The robustness to external effects could be further improved by incorporating
them into the logistic growth model. For example, researchers have modelled the upper bound dynamically
[56,57]. Given the dynamic nature of the semiconductor industry, the complexity of supply chain

dependencies, and the exposure to other external factors, this highlights a potential for future research in the
field.
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Appendix

Table

1: Technology table of technology groups and the corresponding technologies. Technologies marked with an
(X) were excluded from further analysis.

Technology Group (Level 2)  Technology (Level 1)

Tech. Group 1 Tech. 7, Tech. 3 (X), Tech. 1 (X)
Tech. Group 2 Tech. 2, Tech. 4
Tech. Group 3 Tech. 17 (X), Tech. 14, Tech. 5
Tech. Group 4 (X) Tech. 11, Tech. 9 (X), Tech. 6
Tech. Group 5 (X) Tech. 12, Tech. 10 (X)
Tech. Group 6 Tech. 8
Tech. Group 7 Tech. 13
Tech. Group 8 Tech. 15
Tech. Group 9 (X) Tech. 16 (X)
Tech. Group 10 (X) Tech. 18 (X)
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Abstract

The crises of recent years revealed the vulnerability of our global and linearly aligned value chains, and new
concepts are being sought to meet ecological, economic and social demands. The possibility of producing
locally at the place of need in adaptable and highly dynamic manufacturing networks is increasingly coming
into focus. However, such structures would have to be built up laboriously, whereas an existing network of
small and medium-sized enterprises is available in many industrial nations. Cross-Company Production
(CCP) in such local networks could help to address the problems mentioned. Another recent phenomenon is
the shift of development processes into the digital sphere and its simultaneous opening up to the public.
Open development processes can offer considerable advantages by bundling the wisdom of the crowd across
company boundaries, however the digital platforms for collaboration do not have their own product
capacities. The interaction of Co-Creation Communities (CCC) and Cross-Company Production (CPP)
networks could counter this shortcoming. To ensure cost-efficient production and success on the market, an
early exchange of knowledge between development and production is targeted in every company through
highly standardised processes in the field of Planning Preparation (PP) a subdivision of Operations Planning
and Scheduling (OPS). In the new value creation constellation this exchange is limited, as high fluctuation,
various developers and numerous companies involved lead to new challenges. In this approach, a meta
synthesis of known innovation and product development processes was performed to gain a better
understanding of their structure and to identify measures fulfilling the tasks of Planning Preparation (PP).
Aligned with the principles of Cooper's Stage-Gate Process a basis of measures is built up. After that each
measure is valued according to relevance and involvement for the introduced entities creating an overview
of general measures. Finally, the need for a distributed and agile Planning Preparation (PP) is derived.

Keywords

Co-Creation; Open innovation; Planning Preparation; Producibility; Operation Planning and Scheduling

1. Introduction

Operations Planning and Scheduling (OPS) acts at the interface between product development and
production, it takes on, among other things, the role of a knowledge mediator between these two [1]. In order
to understand the motivation behind this research, the two entities of product development and production
need to be contextualised by currently important influences. First of all, digitalisation in all areas of everyday
life has greatly changed the way we collaborate [2,3]. This is also having an increasing impact in the field
of innovation and product development. The software tools required are available to a broader mass, not
least because there are also increasingly user-friendly open-source solutions [4]. People have the opportunity
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to participate more in this initial step of value creation and to implement their own ideas, either for private
use or as a secondary occupation [5]. Platforms (e.g. Github, Instructabels, GrabCad etc.) have become
established and enable participants to further develop or publish their own artefact related information and
designs [6], whereas a decade ago studies only analysed less than a hundred open-source designs, simply
because there were not more available [7]. Today, numerous of artefact related information and designs can
be retrieved at various levels of complexity [8]. The ever-increasing emergence of co-creation is leading to
the development of new values in the digital sphere [9]. In order to materialise the developed artefacts,
appropriate production capabilities are needed. This introduces the second major issue that needs to be
understood for this research, the production of goods. While there has been an accelerated change in the way
digital product development works, production depends on physical capabilities and skills that cannot be
easily modified. The multiple crises of recent years have exposed the vulnerability of today's primarily linear
value creation [10,11]. The climate crisis, for example, has become one of the dominant issues in our way
of life, politics and economy [12],[13]. Industrial CO, emissions [14], transport of goods and short product
life cycles are directly connected to our value creation system [15]. Local, smaller and more flexible
manufacturing units at the place of need could address these problems, increase sustainability in all three
dimensions (social, ecological, economic) and strengthen the overall resilience of the production sector. It is
evident that there is an extensive net of small and medium-sized enterprises (SMEs) [16,17], both in densely
populated areas and in their periphery. A future professionalised local production of open and collaboratively
developed artefacts is a rewarding target [18,19]. While there are already existing research approaches to
harnessing co-creation approaches for single (industrial) companies [5] the further investigation focuses on
Cross-Company Production (CCP) networks of small and medium-sized enterprises working together with
Co-Creation Communities (CCC). The interaction of the two entities is already observable, but existing open
source hardware (the result of co-creation communities) still shows major shortcomings in the technical
documentation and consideration of manufacturing-relevant basic principles that are to be confronted by this
approach.

2. Structure of the Approach

2.1 Research Objective

The interaction of CCP and CCC leads to new challenges in creating value [20]. Quite fundamentally, there
is a lack of producibility due to the non-fulfilment of general technical documentation criteria within these
openly developed artefacts. As a sub-discipline of OPS, Planning Preparation (PP) includes advising people
involved in the development process with regard to producibility. In order to implement this, measures are
carried out at various points in the development process, such as an engineering assessment or the creation
of a functionality overview. These general measures for implementing the knowledge flow between product
development and production require assessment. The following research question arises:

Which general measures are necessary for fulfilling the tasks of planning
preparation? Which entity of the value creation system is involved in the measures
and what relevance does the measure have for the value creation task of this entity?

The approach seeks an outcome that can be understood as a overview of general measures to fulfil the tasks
of PP (stated in Chapter 3) in a new value creation environment. It is intended to provide a possible basis for
the layout and optimisation of digital, collaborative and platform-oriented product development processes
in terms of producibility. In the following the methodological approach is explained to the reader in more
detail. Subsequently, all the theoretically relevant terminology is defined and the current interaction between
production and product development in industry is explained, with a particular emphasis on why existing
models for the organisation of the product development are inadequate. Finally, the measures found are
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displayed and an evaluation using the criteria of relevance and necessary involvement are presented
(compare Chapter 5).

2.2 Applied Method

The basis for identifying the measures is an existing literature research on innovation and product
development processes, which was expanded to include more current models in order to obtain a complete
picture [21,22]. Subsequently, a meta synthesis was performed. The qualitative method [23] is an evaluation
of existing research. The models aggregated from the literature research were examined for statements on
possible operational measures, which were selected and categorised [24]. The aim is to integrate and deepen
findings from analyses and studies already conducted in a specific field of research. In this way, new insights
are gained. A crucial aspect of meta-synthesis is the extraction of content from the texts of the selected
studies without necessarily considering the original contexts of the studies [25,26]. During the content
analysis, the process steps and their respective measures have been transferred. Based on the principles of
Cooper's Stage-Gate Process the steps were transferred into stages. In addition, a further subdivision of the
process steps into further phases could be found in some of the models. These were also transferred. The
result was numerous phases and measures that could be combined and solidified. The evaluation of the
identified measures was carried out through expert workshops, the used criteria are presented later on
(Chapter 5).

3. Theoretical Background and Current Concepts

The Product Development Process (PDP) is the systematised sequence of work steps to think through an
initial idea and make it available for production. Following these steps within a chosen context makes it
become a product development project [27]. The outcome of this process is an unmitigated image of an
artefact, the artefact on the other hand is the result of the value creation activities of the stakeholders in the
value creation system [28]. The artefact consists of tangible and intangible components [28]. Product
development and the subsequent materialisation can be assigned to the product creation process following
the Product Life Cycle (PLC) according to DIN ISO 15226 [29]. In a company, many product development
processes and product creation processes can run in parallel; at system level, numerous systemic processes
also run on top of these individual processes. At the interface between product development and production,
one of the tasks of PP as a sub-discipline of OPS is to ensure a sufficient flow of information in the
development process. Currently, the PDP is designed according to the principle of integrated product
development (compare Concurrent Engineering and Simultaneous Engineering). Information is exchanged
between the production department and the development environment at an early stage. At the interface
between development and production OPS acts as a knowledge aggregator and mediator between the two
sub-disciplines of product development and production.
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Figure 1: The roles of development, OPS and production in a company [30].
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As shown in Figure 1., knowledge transfer occurs in the process. OPS essentially describes all organisational
functions that must be fulfilled in order to bring a product design into production and thus ultimately to the
customer. PP is a sub-area of OPS that is divided into the two sub-areas of design-oriented tasks and
planning-oriented tasks. In classic literature, the consultation of the development department is always
placed in the foreground, while the measures that fall under this are not further specified. Other tasks are
stated rather vaguely as "checking the design results" or (giving) "design advice" (compare Figure 1.) [30].
Nevertheless, the improvement of the overall producibility of an artefact can be seen as a major goal of PP.
In this context, the definition of producibility must be mentioned; it includes influencing factors such as
materials management, production, assembly and testing, the associated logistics and the control
mechanisms and support measures used for this purpose [31].

There are many standards in the field of product development, but these often refer to interaction within
companies or company networks dominated by a single company. For example, modern concepts of product
development presuppose the interaction of all relevant knowledge and information carriers of a company at
the earliest possible point in time; this full integration should enable a holistic product development [32].First
mentioned by OLSSON in the late 1960s [33] the term Integrated Product Development was introduced by
EHRLENSPIEL [34], These processes can be referred to as Concurrent Engineering or Simultaneous
Engineering as a working methodology [34,35]. In all these concepts parallelisation of activities is the
common approach to reduce development times and ensure cost-efficient production at an early stage. A
possible strategy for a more detailed separation of the development process was introduced by COOPER
[36].The stage-gate process follows a division of the development steps into so-called stages and gates that
follow a temporal horizon. Each stage is associated with several measures which help to complete the
objective of the gate. This can be an “internal resolution”, a “successful test” or “the creation of a concrete
technical document”. In his latest update COOPER points out that rigid adherence to gates and stages is no
longer appropriate for the complex development tasks prevalent today and that there must be iterations and
feedback loops [37].

4. Challenges in the interaction of Co-Creation Communities and Cross Company Production

It was already predicted that the introduced concepts only work inadequately. The value co-creation scenario
outlined in Chapter 1 assumes numerous companies and a variety of developers to be involved [20].
Furthermore, the development projects in such an environment show different degrees of professionalism
and are characterised by phases of varying activity and changing project management. SAUBKE et al. (in
press) showed that the interaction of CCP and CCC inevitably leads to new challenges due to the diversity
of network members, the systematics of network governance and the network maxims [20]. In addition, it
must be assumed that the means of production and the competencies of the employees are diverse. The
network members are autonomously operating enterprises with a high degree of specialisation. They are
horizontally and vertically disintegrated [38]. Governance follows decentralised structures and requires a
higher coordination effort. There is a need for coordination between the individual companies with regard
to the overarching value creation task. Productivity and optimisation can be cited as the maxims of the
entrepreneurial actors. It becomes clear that the interaction of a multitude of different companies with an
unknown mass of digitally collaborating developers, however, leads to further challenges in fulfilling the
task of PP. The usual knowledge carriers are distributed and are no longer directly accessible or easy to bring
together. But precisely all the details about production capabilities and the functionality of production
systems have an high influence on the producibility of an artefact [38]. In the value creation constellation of
CCC and CCP there will be no department that can take care of the tasks of PP or orchestrate the measures
associated with them. For example, the motivation of an entrepreneur to spend resources on consulting tasks
for an artefact that she or he may never produce or only produce in small quantities can only be assumed to
a limited extent. The requirement is therefore no longer to carry out as many measures as possible to
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complete the task, and to do so in parallel, but its is rather to examine which tasks are of particular relevance
for the participating entities and to clarify who is involved in the execution of a measure and to what extent.

5. Findings of the Analysis

5.1 Collection and Classification of Measures according to the Stage-Gate-Process

Aiming at the alignment of the systematics of general measures for Planning Preparation PP, the Product
Life Cycle PLC according to DIN ISO 15226 [29] was used as a basis. The PLC is a well-established concept
in marketing and product management that describes the stages a product goes through from its introduction
to the market until its eventual decline and discontinuation. It systematises the product related value creation
process into ten phases, of which four can be assigned to product development. These four phases are
Planning, Knowledge, Development and Production. These four phases build the baseline in the new
structure of stages and activities. The basis of the research was a summary of all PDPs and innovation
processes that had been subjected to a published literature review by EVELEENS [21]. The literature research
has a clear focus on innovation processes, but there is a lack of clarity in many concepts. In general a clear
distinction between the innovation process and product development process is only possible to a limited
extent. Therefore, recognised process models of product development were added from a published overview
in a scientific publication by LENDERS [22]. In total 14 concepts were integrated in the meta synthesis.
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Figure 2: Procedure of identifying measures and stages.

In order to obtain a comprehensive overview of the possible stages and activities within the PLC, the above-
mentioned sources were systematically examined for phases, stages or steps of the individual process
structure, hereinafter referred to as process-steps. The procedure of the re-arrangement of the identified
measures and process-steps is shown in Figure 2. Moreover, possible measures that can be assigned to the
process-steps were selected through the analysis. The target was to unify the process-steps and finally
transfer them into stages. According to the same principle, the identified measures were combined. The
measures represent the lowest hierarchical level and can be associated with operational activities.

The grouping of these measures takes place in stages and several stages can in turn be assigned to the phases
of the PLC. In 35 of 55 stages relevant measures could be identified. This led to a total of 103 measures, of
which 30 were selected (displayed in Table 2., Chapter 5.2. The complete model can be requested through
the corresponding author.
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Table 1: List of innovation and product development models

NO. RELATED MODELS AUTHOR REFERENCE
1. Diffusion Of Innovations Rogers (1962) [39]
2. An Investigation Into The New Product Process Step Cooper (1986) [36]
3. Towards The Fifth-Generation Innovation Process Rothwell (1994) [40]
4. Organizational Innovation - Review Critique And Suggested Research Directions Wolfe (1994) [41]
5. World-Class New Product Development Benchmarking Best Practices Of Agile Manufacturers Dimancescu (1996) [42]
6. Trends And Drivers Of Success In NDP Practices: Results Of The PDMA Best Practices Study Griffin (1997) [43]
7. A Multidimensional Approach To The Adoption Of Innovation Cooper J. (1998) [37]
8. Auditing Best Practice For Effective Product Innovation Management Cormican (2004) [44]
9. Managing Innovation Tidd & Bessant (2005) [45]
10. The Innovation Value Chain Hansen (2007) [46]
11. Concept Development And Design Ponn (2011) [47]
12. Design Theory [Konstruktionslehre] Pahl/Beitz (2013) [48]
13. Integrated Design Engineering An Interdisciplinary Model For Holistic Product Development Vajna (2014) [31]
14. Design Of Technical Products And Systems Configuration Of Individual Product Design Processes VDI (2019) [49]

5.2Introduction of the Relevant Measures and Assessment

In an initial step all identified measures were valued with regard to their conformity with the tasks of PP
introduced before (compare Chapter 3). Measures such as "Engineering Assessment" were assigned to the
PP systematics, although they might include logistics or assembly aspects. All measures with a high level of
consistency regarding the tasks performed by PP are listed in Table 2. In some models, measures were
mentioned which have a technical aspect, but which is not associated with PP’s overall target to increase the
artefacts producibility. Furthermore, in some of the models examined, measures were identified that could
not already be assigned to any of the four phases of the PLC considered and also have no technical reference.
From today's perspective, these would not be implemented at such an early stage of the process. These
measures were excluded. With the emergence of new technologies since the 1990, for various reasons some
measures are no longer adequate. The following measures are examples of this: ,, Structuring And Planning
The Market Launch” or “Provide An Effective User Education”. As already indicated in the beginning, in a
second step an assessment was made. The resulting list was evaluated:

=  EVALUATION CRITERIA 1. - WHAT IS THE RELEVANCE OF THIS MEASURE TO THE ENTITY?
(The outcome of the measure e.g. knowledge inflow is required)

=  EVALUATION CRITERIA II. - TO WHAT EXTENT IS THE ENTITY INVOLVED IN THE EXECUTION?
(e.g. knowledge carrier).

In the evaluation, a differentiation must be made between the shared value creation activity (successful
cooperation of the CCC and CCP) and the domain-specific value creation task (production and
development). When assessing relevance, it is therefore important to consider the extent to which the
measure affects one's own value creation task and whether the measure also has a particularly positive
influence on the PP's tasks (increase in producibility). The evaluation follows the scheme low, medium and
high, because limiting resources (time, costs) make prioritisation necessary. Nevertheless, it is a basic
premise that all stakeholder have an interest in the success of the shared value creation activity. For example,
the measure "(Technical) Review Of Competing Products To Improve Manufacturing Decisions” was rated
with a high relevance for the producer. The argumentation that such a decision could be less important to
the producer because otherwise he could simply take on another value creation task (producing of another
artefact) loses its validity against this background. The evaluation has shown that a measure can have a high
relevance for one entity, but the implementation of the measure depends fundamentally on another entity.
Under certain circumstances, this leads to conflicts. In addition, it must be assumed that the effort of the
measures is not the same - this could not be considered. For a better understanding, some of the measures
mentioned are explained in more detail. The measure , Knowledge About Innovation In The Considered
Field” is assigned to the stage "Needs”. As outlined at the beginning, a focus was placed on PLC steps one
to four, i.e. this is an Initial Stage which is a measure to support the developer within the framework of the
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idea exception. To be well informed about your own field of innovation is highly relevant for the developer,
on top of that he is highly involved completing the measure. In contrast, the producer is confronted from the
outset with many different artefacts. He cannot use his scarce resources for the agglomeration of knowledge
in diverse disciplines, this measure has therefore less relevance for him. The measure no. 2 prescribes the
“Creation Of A Technological Solution System To Overcome A Problem”. The evaluation of this measure
is particularly interesting, the introduction of technical support systems has a high relevance for both entities.
However, shaping and introducing the system itself can only be done to a limited extent through the
involvement of the two entities. The sponsorship would have to be taken over by another entity.

In summary, the assessment helps to prioritise tasks and assign a corresponding entity, which can be of high
importance for a system architecture or the selection of suitable support technologies to achieve the overall
objective of increasing the producibility of openly and collaboratively developed artefacts.

Table 2: Selection of the 30 Measures most important for PP and their Evaluation.

w w
medium = Wl high= HH very high= HHEN é E § E
IR
No. |IDENTIFIED MEASURES STAGE EO|I=9|59|80
1. Knowledge About Innovation In The Considered Field Needs EEE | =N ] ]
2. Creation Of A Technological Solution System To Overcome A Problem Research LLL u L L] L]
3. Advice On Hardware Components (Material, Etc.) Research u u ] Em
4, Performance Input And Estimation Of The Idea Development L L] EE | EEE | =N
5. Transfer Of The Development Results Into Information Required For Production Development EE ] L] u
6. Consideration Of (Product) Logistics Development u EEE | EEE ]
7. (Technical) Support For A Decision-Making Process (If An Idea Should Be Pursued) |Initial Screening u uEm um L L] ]
8. (Technical-) Review Of Competitors Products To Improve Manufacturing Decisions |Pre. Market Assessment | mEE L] L L L] L]
9. Engineering Assessment Pre. Tech. Assessment L L] L L] L L L] L L
10. |/dentify And Define Product Specifications Pre. Tech. Assessment u L L] EEE (| EEN
11. |Conducting A Capability/Feasibility Analysis Pre. Tech. Assessment EEE | EEE u Em
12. |Generic Development Of A Product Design-Model Pre. Tech. Assessment L L] EN | EEN | EN
13. |Costs And Sales Forecast (Technical Perspective) Business Analysis EEE | EEE u ]
14. |Pooling Of Technical Expertise Product Development LLL u | u
15. |ldentification Of Missing Knowhow (in the development process) Product Development EENE | ENEN | HEN | HEN
16. |Detailed And Transparent Presentation Of Technical Issues/Problems/Questions  |Product Development um u um ]
17. |Production Trial/ Testing Of The Production Processes Trial Production EENE | ENN | ENEN | EEN
18. |Emphasis On Satisfying User Needs Idea Generation u EN | EEE | EEE
19. |Attaining Cross-Project Synergies And Inter-Project Learning Research, Design, Dev. HEE | BN | EHEN | =N
20. |Development Emphasis On Creating User Value Research, Design, Dev u u EEE | EN
21. |Checking The Solution Path (Product Design/Structure) Projecting / Specifying EEE [ mEm u u
22. |Determination Of A Manufacturing Strategy Conceptualise /Design u u EEE | EEN
23. |Support For Simulating Production At An Early Stage (Predictive Engineering) Construction u u EEE | EEN
24. |Peer - Review On Decisions Configuration EEN | EEE | EHEE | EEE
25. |Clarification And Itemisation Of The Assignment, Task Or Problem Clarification L] ] L] ] ]
26. |Collecting Available Information On The Product Context Clarification LL] L L] L] ]
27. |The Identification Of Information Gaps Clarification L L] u u u
28. |(Technological) Support For The Search For Innovative Solutions Search For Solution L 1] ] u ] ]
29. |Solution Mapping Search For Solution (] ] (] [] (]
30. |(Technological) support for the definition of the overall function Search For Solution EE u u ]

5.3 Conclusions and evaluation of the results

After the evaluation, two conclusions can be drawn. First, the planning preparation environment changes
drastically. Since many developers and numerous companies are involved in this new value-creation
constellation, one can speak of the distributed character of PP. It must be assumed that there are dislocated
knowledge carriers that extend the distribution by the aspects of spatial and temporal separation. Distribution
may make it necessary to make knowledge more accessible through storage and generalisation. This
distribution makes knowledge aggregation necessary to a higher degree and also has a concrete effect on the
necessary technical systems that are referred to in the measures. In order to meet the requirements of this
value-creation environment while at the same time keeping development time low and producibility high,
PP has to be agile to a high degree. Following the use of the term in software development (achieving
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executable software as early as possible in the development process), the use of the term 'agility' in the
hardware context is intended to meet the overriding goal of creating producible hardware as quickly as
possible while at the same time maintaining a transparent source of knowledge. For example, decisions can
be positively influenced at an early stage with a "peer review on decisions"” (c. Table 2, No. 24), but for this
to happen, knowledge carriers must be linked to knowledge needs short term. At the same time, there must
be a high degree of transparency regarding knowledge creation in order to create credibility, which also must
be tracked and made accessible for both entities. The evaluation of the measures in terms of relevance and
the degree of involvement in the fulfilment of the tasks is widespread. Some of the measures focus on
positively influencing the development process at an early stage in terms of producibility. Other measures
provide producers with sufficient assistance. Overall, the participation of both entities is necessary.
Furthermore, according to the evaluation scheme, some measures cannot be fulfilled by the two entities.
Another party is needed to moderate between the two. An intermediary could function as the needed
knowledge aggregator stated before and could provide a suitable digital infrastructure for the process.

6. Critical Analysis and Outlook

The overarching goal of this approach is to increase the producibility of artefacts developed in Co-Creation
Communities (CCC) for the production in Cross-Company Production (CCP) Networks. Following the
classical organisational structure of Operations Planning and Scheduling (OPS), this is a task of the
subdivision of Planning Preparation (PP). In contrast to the approaches of integrated product development,
where the shortening of the development time and the parallelisation of tasks are in the foreground, it is now
more important to examine which tasks are of relevance for the participating entities and to clarify who is
involved in the execution of a measure and to what extent. This product development process may require a
more sequential orientation again in this value-creation constellation. It was deduced why existing concepts
only function insufficiently. In order to take all approaches into account, a fundamental analysis of existing
concepts for innovation and product process design was performed and numerous measures were identified
to achieve the overarching goal: The increase of producibility. Fourteen theoretical and published process
models were analysed during the processes to identify possible stages and related measures. These were then
ordered in the sense of the stage-gate process. Based on the challenges in the interaction of Cross-Company
Production (CCP) and Co-Creation Communities (CCC) described in Chapter 4 the measures identified were
evaluated. It shows whether a measure is relevant for an entity and through whose involvement it can be
fulfilled. Therefore, the research question of identifying and evaluating suitable measures could be
adequately answered. Furthermore, it has been shown that the Planning Preparation (PP) tasks can only be
fulfilled through an additional entity. This intermediary must mediate between production and development,
take responsibility for fulfilling tasks and monitor them. This is only possible through technological support.
In this regard, the temporal and spatial separation must be further observed. Even if the basis for the
development measure systematics consisted of fourteen different models, each of which is based on an
extensive and contemporary case study, it may have improved the expressiveness to conduct a direct survey
in the companies and within the developer community. Another topic for further research is which measures
can be supported technologically. On top of that, the technological feasibility needs to be assessed and
concrete technologies must be detected. Therefore, the systematics found so far provide initial assistance in
optimizing and designing digital platforms for the organisation of value creation systems. In general, the
approach to improve the outcome of product development processes in Co-Creation Communities (CCC) by
achieving higher producibility bears great potential to impact future value creation systems positively.
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Abstract

In the context of sustainable management, organizational resilience is gaining importance. Manufacturing
companies are increasingly exposed to external disturbances. At the same time, corporate functions today
are usually geared towards efficient execution. A positioning in this trade-off between efficient achievement
of goals and the prevention of impacts of disturbances is necessary. Crisis-resistant product development is
of particular importance, as innovative products offer a promising opportunity to create competitive
advantages and thus secure the company's existence or even enable a company to increase its market share
in the event of a crisis. Based on a literature review and its structured consolidation, this paper presents
design elements of product development for positioning in this trade-off. The overall dimensions of the
design elements are strategy, organization, resources, product, as well as project management. The approach
is transferable to other corporate functions.

Keywords

Design Elements; Resilience; Efficiency; Manufacturing Companies; Product Development

1. Introduction

The topic of sustainability has risen in importance and popularity, with manufacturing companies
increasingly incorporating sustainable management and sustainable product development into their
operational practices [1-3]. The recent COVID-19 pandemic has shown that organizational resilience is also
crucial, highlighting its contribution to sustainable management [4]. However, businesses frequently
overlook resilience in favour of efficiency. General management heuristics do not recognize creating
transparency regarding uncertainties and related risks as a top concern. As a result, businesses struggle to
strike a sensible balance between risk and return while making development decisions. [5] Therefore, it is
vital for an organization to position itself and its corporate functions appropriately in this trade-off between
efficient goal achievement and mitigating the effects of disturbances. Accordingly, the question arises: How
can a company position itself in this trade-off between efficiency and resilience?

The corporate function of product development is essential to increase organizational resilience in
manufacturing companies because it opens the doors to new innovative products and enables product-side
adaptation to changing circumstances. This helps a company to create an edge over its competitors and
increase its market share or even capture a new market segment. [6] Product development is a complex
corporate function and thus can best be described using a variety of meaningful design elements. With the
help of these design elements and their characteristics, organizations can perform evaluations to better
position themselves in the conflicting goals. However, there is currently no comprehensive overview of the
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design elements that can be referred to. Hence, this paper aims to provide an overview of the design elements
that make up product development.

As part of this work, a thorough systematic literature review and consolidation have been conducted to find
the design elements as well as their superordinate dimensions. The design elements are clustered and
assigned to one of the following dimensions: Strategy, organization, resources, product, and project
management.

This introduction is followed by the fundamentals relevant for the paper in the second section. The steps of
the methodology employed for this paper are described in the third section. An overview of the results is
presented in the fourth section. The extracted design elements are listed with a brief description and an
allocation to the respective dimension. Finally, the conclusion with the scope of further research is presented.

2. Fundamentals

This section presents the relevant basic concepts for this paper. It includes brief descriptions of product
development, systematic literature review, Design Structure Matrix (DSM), and Idicula-Gutierrez-Thebeau-
Algorithm-plus (IGTA-plus).

2.1 Product Development

Product development is an interdisciplinary process within a company that aims to create an innovative
product for the market. The process starts by defining the initial objectives and requirements for the product,
which are continuously improved and constantly adjusted. [7] Product development is a significant corporate
function because the design and creation of products help organizations potentially gain an advantage over
their competitors. Moreover, it helps corporations to diversify, adapt, and even reinvent themselves
according to the changing markets and technological conditions. [8]

Product development can be explained in two ways. On the one hand, it is a process that controls the
operations of development projects as well as how the individuals and teams engaged behave. It is possible
to distinguish between sequential, iterative, and hybrid processes. [7] On the other hand, product
development is defined as an organizational division that outlines the layout of the required workplaces. It
consists of dividing product development into subsystems and assigning tasks to each of the subsystems [9].
[10,2] Furthermore, the product development process can be divided into different phases, such as the
concept phase, the development and verification phase, as well as the planning and development of
production processes phase [11].

2.2 Systematic Literature Review

A systematic literature review (SLR) is required to make the process of finding relevant articles, papers, and
books organized and efficient. Figure 1 shows the most common steps for conducting a SLR despite the
differences in various procedures. Literature reviews are categorized into four sections based on the main
objective of the review: describe, test, extend, and critique. This paper falls into the extend category as the
current literature has been reviewed to extract information and derive design elements of product
development. There are different methodologies to conduct a SLR developed by various authors. [12]
Therefore, a systematic approach based on [12] is developed to proceed with the literature review in this
research project. The approach is described in the third section of this paper.
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Figure 1: Process of systematic literature review [12]

2.3 DSM and IGTA-plus

As shown in Figure 1, one of the necessary steps of a literature review is the analysis and synthesis, which,
in the context of this work, is the consolidation of the extracted data. This also requires a systematic
approach, whereby DSM and IGTA-plus are the methodical procedures applied to facilitate this
consolidation process.

DSM is a widely used tool for modelling, offering a straightforward, consolidated, and visual representation
of a complex framework that encourages innovative solutions to challenges involving decomposition and
integration. [13] A DSM is essentially a square matrix where the system elements are listed along the
horizontal as well as the vertical axis. The off-diagonal cells of a DSM demonstrate relationships between
the system elements, such as dependencies, interactions, interfaces, etc. [14]

[13] lists different types of DSMs. For the purpose of this work, an efficient representation of product
development is necessary. Therefore, component-based DSM is the most suitable. A component-based DSM
is particularly useful when system architectures are modelled based on the components and/or the
subsystems and their relationships [13]. This kind of DSM is filled using the binary system in which a cell
is marked if there is a relationship or an interaction between the elements. However, the binary system does
not provide any information about the extent as well as the direction of the relation. [15]

With the help of a DSM, the components can be clustered into multiple categories. Although manual
clustering can be performed, it is inconvenient for bigger problems. Consequently, computer algorithms are
developed to fulfil this task. One such algorithm is the IGTA-plus [16], which is built upon the foundations
of the IGTA [18,17,19]. IGTA is designed to find optimal groups by minimizing the overall interactions
between clusters while simultaneously maximizing the interactions within clusters. This is achieved by
shifting the individual components from one cluster to another. The algorithm assigns costs to all the
interactions. The costs of the interactions within a cluster are weighted lower than the costs of the interactions
between different clusters. As a result, the algorithm finds an optimal cluster for a component by minimizing
the total cost. IGTA-plus is a significant improvement over the original algorithm in terms of the
computational speed and the quality of the solutions. [16]

3. Methodology

The objective of this paper is to identify the design elements that describe the corporate function of product
development. Figure 2 shows the procedure adopted in this project, which includes conducting a SLR based
on [12].
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Figure 2: Methodological procedure for deriving design elements of product development

The first step is to find the relevant databases to search the literature. As a part of this project, a list of well-
known databases is compiled, taking the database-information system of RWTH Aachen University into
consideration [20]. The databases are then inspected based on the volume of literature, the availability of
engineering literature in English or German, and the possibility of applying filters on the results. After
looking at all the databases, Scopus and Web of Science are deemed relevant for the purpose of this work
because of their unique capacity to aggregate results from various other databases, thereby enhancing the
comprehensiveness of the data acquisition process, and their user-friendly interfaces. In order to find
significant publications, it is necessary to define a search string for the literature search in the second stage
of the methodology (see Figure 3). The defined search string includes terms in both English and German.
Additionally, Boolean operators (i.e., “AND” and “OR”), as well as the wildcard (i.e., “*”), are used to
formulate an appropriate string. The operator “AND” finds the documents that contain all terms connected
by it, whereas “OR” finds documents that contain at least one of the connected terms. Therefore, it is often
used for synonyms in a search string. The wildcard “*” is used to include the different forms of a word. For
instance, “strateg®” would provide results containing words such as strategy, strategize, strategic, etc.

(produktentwicklung OR "product development") AND (gestalt* OR design* OR innovat* OR
faktor* OR factor* OR konfigur* OR configur* OR organis* OR organiz* OR manag* OR steuer*
OR regel* OR control* OR strateg* OR einstell* OR align* OR adjust* OR orient* OR optim*)

Figure 3: Search string for literature search

The results from both databases are sorted by relevance and citations, and the top results are taken into
consideration for screening. Screening starts by removing all the duplicates in the results. A team of
researchers independently executes parallel analyses of the titles and abstracts to filter out irrelevant
publications. Subsequently, the full texts of the relevant publications are collected. However, it is imperative
to note that not all full-texts are accessible or available, rendering them ineligible for inclusion in the ensuing
review. Furthermore, the book [21] is included for the full-text evaluation, given its status as a foundational
resource for teaching product development at RWTH Aachen University. Figure 4 illustrates the important
steps of the systematic literature review, which constitute the third, fourth, and fifth steps of the overall
methodology.

Scopus and Web of Science deliver 2881 and 1550 results, respectively, which contain the terms from the
defined search string in their title. Given the practical constraints and time limitations associated with
examining the entire pool of results, only the top 200 publications sorted by relevance and citation are
selected from each database. Therefore, 800 of the total generated results are considered for screening. In
the subsequent phase, a rigorous screening and assessment process is undertaken, encompassing the
examination of the titles, abstracts, and full texts of the results, and those that do not align with the research
objectives are systematically excluded from consideration. Consequently, a refined selection of 57
publications is deemed suitable to extract design elements of product development.
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Figure 4: Systematic literature review based on [12]

After the first evaluation of the relevant publications, 195 design elements of product development are
extracted from the available literature. Subsequently, all the duplicates and the design elements that are
aspects of other design elements are excluded. As a result, 157 of the initial 195 design elements are removed.
Further consolidation is essential to remove design elements that, though not blatantly identical, exhibit
significant overlaps with other design elements. Both DSM and IGTA-plus are used to assist with this
consolidation in the sixth step of the methodological procedure. DSM plays a pivotal role in streamlining
the process of establishing linkages among the design elements. The IGTA-plus algorithm is subsequently
used to group the design elements by utilising these links inside the DSM, which leads to the establishment
of numerous distinct clusters. The remaining 38 design elements are inserted into a DSM, and the cells are
filled based on the similarity between the design elements. IGTA-plus uses this DSM to analyse and group
the design elements with the most similarity. The algorithm offers various adjustable parameters that
influence the outcomes. Notably, one of the most decisive parameters is denoted as "pow_cc," which plays
a significant role in determining the cost allocation associated with the size of clusters during the
computation of the "Total Cost." A higher value assigned to this parameter corresponds to an increased cost
attributed to larger clusters, consequently favouring the formation of numerous smaller clusters comprised
of fewer design elements. In the present work, the parameter is set to “2” because it delivers an appropriate
number of clusters in comparison to other values. As a result, nine design elements are taken out of further
consideration based on their similarity to other design elements within the same cluster.

In the next step, the remaining 29 design elements are to be clustered into multiple dimensions. A new DSM
is generated using these final design elements and is evaluated with a focus on content relatedness rather
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than mere similarity. IGTA-plus is applied again to determine the optimal groups by clustering the design
elements. The groups of design elements are discussed and named by the group of researchers. Each group

of design elements is known as a dimension of product development.

4. Results

This section presents the results that are obtained by conducting the described systematic literature review,
and represents the final step of the overall methodology. Table 1 displays the design elements as well as the
dimensions they are assigned to. A brief description of the design elements is also provided.

Table 1: Dimensions and design elements of product development

Dimension Design Element Description
Innovation type Addresses whether gradual improvements of an
existing product are made or a completely new
product is developed [22]
Trigger of product development | Addresses the alignment to market pull or
technology push [23]
Design flexibility Addresses the company's openness to new
technologies and product development risks [24,25]
Strategy
Innovation openness Addresses the extent to which a company applies
open innovation [26]
Sourcing strategy Addresses the extent to which the company
outsources tasks and resources [27]
Portfolio management risk | Addresses whether a company has a lot of large and
aversion high-risk projects or smaller and lower-risk projects
[28]
Decision making Addresses the degree of centrality of decision
making [29]
Development process Addresses the structure and flexibility of the
development process [22]
Degree of cross-functionality Addresses the degree of cross-functionality of teams
in product development [30]
Specialization of the employees | Addresses the balance between generalists and
specialists in product development [31]
Organization Customer and supplier | Addresses the integration of customer requirements
integration and suppliers into product development [30]

Senior management involvement

Addresses the extent to which a company's
managers are involved in projects and bear personal
responsibility [28,32]

Internal control system

Addresses the internal evaluation of employees and
managers in product development [33]

Training of employees

Addresses the methods used for further training of
the employees [21,31]
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Dimension Design Element Description
L Global presence Addresses the international diversification of
Organization
product development [34]
Knowledge structure Addresses the structure and storage of knowledge
[21,31]
Resources Resources allocation Addresses the allocation of personnel, materials and
monetary resources in product development [28]
Resources flexibility Addresses the sharing or relocating of resources
when necessary due to changing circumstances [35]
Product category Addresses whether the product is developed as an
investment product or a consumer product [36]
Product variety Addresses the planned number of product variants
[37]
Product modularity Addresses the degree of modularity of a product
[30]
Product Design for X Addresses the determination of the favoured Design
for X approach [38]
No. of units Addresses the planned number of units to be
produced [21]
Product durability Addresses the planned durability of a product [21]
Updateability Addresses the updateability of products after

manufacturing [21]

Project management

Project duration

Addresses the duration of a product development
project [28]

Project selection

Addresses the factors based on which a project is
selected [39]

Upfront feasibility

Addresses the steps that take place before the actual
product development begins [40]

Focus on simulation and testing

Addresses the use of simulations or rapid
prototyping methods to test the products [32]

5. Conclusion

Many companies give high significance to efficient performance. However, focusing just on efficient
execution makes a company vulnerable to disturbances. Manufacturing companies are realizing the
importance of introducing organizational resilience. Therefore, in the context of sustainable management, a
company must be prepared for external as well as internal disturbances and position itself effectively in this
trade-off between being efficient and being resilient. One of the key aspects to increase organizational
resilience is the corporate function of product development.

Since product development is a complex corporate function, it can be described meaningfully using design
elements. Design elements provide an overview of the scope of a corporate function that can be aligned by
management. Companies can use the design elements to position themselves in the trade-off between
conflicting goals. As part of this work, 29 design elements are derived by conducting an extensive literature
review. Subsequently, the design elements are clustered into the five major dimensions of strategy,
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organization, resources, product, and project management. Furthermore, the methodology introduced in this
paper for deriving product development design elements holds wider applicability. It can be easily adapted
to extract design elements of other corporate functions.

The presented topic is currently being researched as part of a doctoral thesis at the Chair of Production
Engineering of the Laboratory for Machine Tools and Production Engineering WZL at RWTH Aachen
University. The results of this paper will be applied in industry working groups and consulting projects to
ensure their feasibility in industrial applications. The next step is assuring the comprehensiveness of the
formulated design elements. For this purpose, interviews are being conducted with experts in the field of
product development. In addition, it is essential to operationalize each design element by specifying its key
characteristics. In the broader context of enhancing organizational resilience within manufacturing
companies, the identification of corporate function goals and the recognition of internal and external
disturbances are of paramount significance for strategic orientations. As an integral component of this
research endeavour, methodologies are being developed to facilitate the identification of corporate function
goals, as well as both internal and external disturbances. Additionally, an approach is under development to
determine the interdependencies among corporate function design elements, goals, and disturbances. This
holistic framework aims to empower companies with the strategic insights necessary to enhance their
resilience while concurrently achieving their corporate goals efficiently.
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Abstract

Human-robot collaboration (HRC) is designed to combine the repeatability and precision of robots with the
flexibility and adaptability of human workers. However, despite being researched for several years, HRC
applications are still not broadly adopted in the industry. This study aims to identify current barriers to HRC
adoption in the industry from a practical perspective. Therefore, a qualitative explorative approach based on
semi-structured interviews with knowledgeable industry experts was chosen. The study was conducted in
cooperation between IMT Nord Europe and the Technical University of Munich in France and Germany.
Thereby, several experts from various backgrounds in areas such as robot manufacturing, system integration,
and robot application in manufacturing were interviewed. These interviews are inductively analysed, and the
findings are compared to the state-of-the-art in scientific HRC research. The study offers insights into the
practical barriers to HRC adoption resulting from the technical, economic, social, and normative dimensions
as well as the trade-offs between them. Based on these insights, opportunities for future research are
identified.

Keywords

Robotics; Human-robot collaboration; Implementation barriers; Industry survey

1. Introduction

The increasing complexity and rapidly changing demands in the industrial sector have emphasised the need
for more efficient and flexible manufacturing systems. The term human-robot collaboration (HRC) describes
approaches that combine the strengths of human workers, such as adaptability, flexibility, experience, and
problem-solving skills, with the precision and repeatability of robots [1,2]. These systems can support
humans when performing physically challenging tasks and simultaneously allow automation in scenarios
considered unfeasible previously [3]. Resulting work environments can be more efficient, safer, and more
productive [4]. Another motivation for the use of HRC is the opportunity it offers to address skilled labour
shortages, e.g., [5].

Generally, HRC applications are divided into three categories based on the spatial delineation of humans
and robots [2,6]. In coexistence scenarios, robots and humans may share the same workspace, but not
simultaneously. In cooperation scenarios, they stay in the shared workspace at the same time but do not work
on the same workpiece. Finally, in collaborative HRC applications, humans and robots also execute tasks on
the same workpiece. In this context, the term cobot refers to lightweight robots equipped with additional
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force-torque sensors that are specifically designed to reduce risks of injury. In this work, the term HRC may
also involve deploying classical industrial robots in HRC applications or use cases involving mobile robots
deployed in presence of humans.

Despite the numerous potentials of HRC, its adoption in the industry is still slow. Various barriers, including
technical, economic, social, safety, and organisational factors, have prevented or slowed the implementation
of HRC in real-world applications [7]. To help overcome these barriers, this study deploys a qualitative
research approach based on semi-structured interviews with experts from industry, to understand existing
practical barriers and their underlying causes in more detail and propose directions for further research.

To illustrate our findings, the study is organized as follows. Section 2 discusses related works on the
challenges of HRC. The study’s methodology is described in Section 3, including data collection and
analysis. The derived results are presented in Section 4, including a discussion of their implications. Finally,
Section 5 summarises and concludes the paper.

2. Related works

Different challenges to implementing HRC applications have already been identified in scientific literature.
In the following, findings of works summarising these challenges are presented at first. Afterwards, studies
that already involve industry experts are highlighted.

Authors in [8] conducted a semi-structured literature review to analyse the challenges of HRC
implementation, identifying twenty challenges, including initial investment costs, flexibility concerns,
scalability issues, and operator training. The identified challenges were then validated by an expert panel. In
contrast, [9] review HRC solutions proposed in the literature and summarise open challenges for HRC in
five categories. They identify the handling of the systems’ overall complexity (1) as essential for adopting
HRC in the industry. Due to HRC’s safety requirements (2), the technical complexity is further increased.
Furthermore, they emphasise that safety does not only have a technical or normative aspect but that the
operators' confidence (3) in the system’s safety must be considered, too. Finally, the accessibility (4) and
flexibility (5) of HRC should be improved, keeping industrial use cases in mind. The emphasis on safety is
shared by [10], including the distinction between technical safety and perceived safety by the operator.
Standards governing technical safety are continuously evolving. In this context, the high complexity of the
environment is a major challenge, especially since it is more difficult for humans to predict the industrial
robots’ movements, e.g., compared to vacuum cleaner robots with fewer degrees of freedom.
Communicating the motions to the operator can improve and increase the operator's confidence in the
system’s safety. On the other hand, human motion prediction is also a challenge to HRC applications’ safety
[11]. Moreover, human motion prediction is essential for effective function distribution between humans and
robots. Therefore, [11] name safety, effectiveness, and complexity as the main challenges for HRC solutions.
In contrast to the previous studies, [12] specifically investigated the challenges of HRC in the shipbuilding
industry. Among other things, human unpredictability is highlighted as a challenge. However, industry-
specific challenges, such as high load capacity, and general challenges, such as ergonomics, e.g., workers’
posture and part weights, during execution, are also identified. Authors in [13] examine the challenges
associated with processing and analysing the large volumes of data produced by cyber-physical systems,
including those in HRC, underlining the complexity of scheduling tasks within Industry 4.0 contexts. To
encapsulate the broader context, [14,3] discuss the application of HRC in various manufacturing processes,
noting that the balance of task distribution between humans and robots often depends on specific contexts
such as part weight, size, ergonomic considerations, and visibility. This introduces an additional layer of
complexity when addressing the challenges in one-way and two-way human-robot collaboration [14].

Shifting the focus to specific aspects of HRC, [15] investigate the economic aspects of HRC line balancing
along the dimensions of assembly line characteristics, collaborative assumptions, and methodology. Authors
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claim that research has focused on linear assembly lines where humans and robots collaborate sequentially
rather than in parallel. As mentioned, human unpredictability is a major challenge, resulting in non-
deterministic task execution times. One way to counter human unpredictability is to use real-time data
acquired via Industry 4.0 networks. It is further pointed out that ergonomic aspects should be considered in
an economic analysis. According to [16], identifying universal economic challenges for HRC is particularly
difficult due to the significantly varying applications. [17] point out that learning processes used by robots
for interacting with humans and different environments may pose a critical aspect to consider when designing
and implementing HRC applications. [18] investigate the effect of HRC applications on the involved human
workers within a scoping literature review. Considering the categories ergonomics, safety, and productivity,
the inseparability of the actual and perceived properties could be shown from a psychological perspective.
Therefore, stress, workload, acceptance, trust, and usability should be considered when analysing an
application’s psychological effects. [19] add the robot's behaviour, the user's self-efficacy, and the operator's
experience working in HRC systems as criteria, which were identified via a systematic literature review. In
turn, integrating the operator experience into HRC application design and testing is described as the main
challenge.

While the previously mentioned studies are mainly based on scientific literature, others already specifically
include industry perspectives and therefore focus more on the practical challenges of implementing HRC in
industry. In [20] such challenges are identified based on a questionnaire, supplemented by five expert
interviews. Challenges are categorized into safety-related, organisational- and process-related, and technical
aspects. [21] focus on challenges for small and medium enterprises, incorporating interviews with
practitioners from five companies. The main challenges identified are related to safety, performance,
strategy, involvement, and training aspects. A case study in a Swedish heavy vehicle manufacturing company
using the actor-analysis method is performed by [22]. During this process eleven employees with different
roles in the company were interviewed concerning their experience with HRC implementation. Authors
conclude that safety-related issues and under-development standardization are the key challenges for HRC
adoption. [23] on the other hand focus on risk assessment challenges, conducting multiple expert interviews,
followed by a questionnaire. Their fragmentation, complexity, and a lack of validation are listed as the main
shortcomings of existing approaches for HRC risk assessment.

To facilitate the practical adoption of HRC, developed methods and solutions must be based on a profound
understanding of current implementation barriers. This understanding can only benefit from the inclusion of
practical insights. Works like [20,23,21,22] already contribute to this goal. Nevertheless, further studies are
necessary to validate and extend previous findings and gather a holistic understanding of underlying
phenomena.

3. Methodological approach for identification of barriers to HRC adoption

To investigate what barriers to HRC adoption exist in the industry, an explorative qualitative research design
was chosen based on a multiple case study. Semi-structured, in-depth expert interviews served as the primary
data source. These interviews were afterwards inductively analysed to yield new insights. Since HRC is not
yet broadly adopted in industry and the reasons for this are not fully understood so far, qualitative research
is adequate to assess underlying phenomena holistically [24]. Additionally, these phenomena may span a
wide range of aspects that are not only technical but may also be economically, socially, or organisationally
caused. Case studies are well suited to generate new knowledge about novel topics [25] and answer questions
such as what is happening?, how is it happening?, and why is it happening? [26,27]. Multiple case studies
usually produce more robust results in this context than a single case study [28].
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3.1 Data collection

As mentioned above, we chose to use semi-structured, in-depth interviews with multiple knowledgeable
experts from the industry as our primary source of data. Such interviews are a popular technique in qualitative
case studies and are used as such in this study [26]. Members of organisations experience occurring
phenomena directly and can provide first-hand insights [29]. The experts usually have long and diverse
backgrounds in their specific fields. Since it is unlikely that the interviewers will influence multiple experts
in the same way, the danger of introducing bias into the study is reduced [28]. Experts from different
companies were selected based on their experience and their position. These companies operate in various
business fields as robot manufacturers, system integrators, or application users. Furthermore, we did not only
focus on scenarios involving stationary robots but also explicitly included experts in the fields of mobile
robotics. This allows for an assessment of discrepancies and similarities between these applications. The
interviews were conducted in German and French language, and anonymity was assured to all experts.
Subsequently, all the recorded contents were accurately translated into English for analysis, maintaining the
authenticity and essence of the interviewee's responses. We used an interview guideline to give the interview
process a standardised structure. This guideline was iteratively reviewed and improved before the first
interview, to avoid leading the witness questions and anticipate related questions that may come up during
the interviews [29]. However, following the principles of flexibility and openness, we deviated from it, if
appropriate, to react to the experts’ interests and knowledge [29]. The full interview guideline can be found
in Appendix A.

3.2 Data analysis

The interview analysis was conducted following the systematic approach to inductive analysis developed by
[29]. The methodology is based on summarising the content step-by-step into a data structure [29]. First, the
interview recordings were systematically assessed and the core messages, hereafter referred to as first-order
concepts, were filtered out. In doing so, the semantics used by the informant were retained as far as possible,
and a certain distance from the literature was kept to avoid confirmation bias [29]. In the second step, the
first-order concepts were grouped into categories. These categories are hereafter referred to as second-order
themes. The concepts were compared, examined for similarities and differences, and thus progressively
categorised. This process was highly iterative. In the third step, the second-order themes were further
grouped into so-called aggregated dimensions. We repeatedly involved feedback from external but
knowledgeable colleagues to discover potential misinterpretations and contradictions and to validate our
interpretations [30].

4. Results

In the following section, we first give an overview of the expert sample. Afterwards, the findings of the study
are presented and discussed.

4.1 Sample characterisation

The sample for this study comprises eleven experts with diverse backgrounds and experiences in the field of
HRC. An overview of different aspects describing the sample is provided in Figure 1. Experts’ years of
experience in the industry range from one to over 25 years, offering a wide variety of perspectives. The
companies they represent generate revenue between one and several thousand mil. EUR, emphasising the
sample's diversity in terms of company size and financial results. The participants specialise in various focus
areas, such as robot manufacturing, system integration, and application usage. This diversity allows for a
comprehensive understanding of the barriers to HRC adoption in manufacturing systems. It should be noted,
however, that the sample in this case does not claim to be a representative sample of the population, as is the
case with quantitative studies. To measure the current importance of HRC in their organisations, the
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interviewees were asked to rate its relevance on a scale from one (very low) to five (very high). The current
relevance of HRC among interviewees varies, with scores ranging from one to five and an average score of
3.6. The experts anticipate a higher relevance of HRC in the future, with scores ranging from three to five
and an average score of 4.4, indicating some sort of familiarity with the subject.

(a) Company revenuee (c) Years of experience
in mil. EUR in industry
> 10,000 >20
(1,000 - 10,000] (15-20]
(10 - 15]
(100 - 1,000] (5-10]
(0 -100] (0-5]
0 1 2 3 4 5 6 0 1 2 3 4
No. of experts No. of experts
(b) Relevance of HRC (d) Interview duration
from 1 (very low) to 5 (very high) in min.
5 > 50
4
now 3 (40 - 50]
min the future 2 (30 - 40]
1 <30
0 1 2 3 4 5 6 0123 45867
No. of experts No. of experts

Figure 1: Characterisation of the sample, including company revenue (a), years of experience in industry (b), the
duration of the interviews (c), and the perceived relevance of HRC now and in the future (d)

4.2 Presentation of results

In total, 240 first-order concepts were extracted from the interviews and grouped into 23 second-order
themes. Based on these 23 second-order themes, four aggregated dimensions could be identified:
1) technical, 2) economic, 3) social, and 4) norms and safety. All of the second-order themes either
specifically address a single dimension or address a relationship between two of the dimensions. No
differences could be observed between Germany and France when merging the second-order themes into the
four aggregated dimensions. Therefore, the results presented are valid for both countries. In the following,
we first report on findings regarding individual dimensions before focusing on their interrelations. A full list
of second-order themes and their associated aggregated dimensions is provided in Appendix B.

4.2.1 Aggregated dimensions

Regarding the technical dimension, multiple experts reported on the need for HRC applications to be capable
of handling complex environments. This requires sensor systems to perceive the environment and adapt the
robots' behaviour accordingly.

Second-order themes addressing the economic dimension focus on the profitability of HRC applications.
While on the one hand, the flexible integration of HRC systems into assembly lines allows for an increase
in overall profitability. On the other hand, HRC's higher development costs and efforts, combined with non-
deterministic processes during production, often result in an insufficient cost-performance ratio of HRC
systems.

“I believe that the foundations have been laid regarding the robots, but now we need an overall view of how
to achieve a productive system quickly.” (interview no. 3)

When exploring the social dimension, several experts emphasise the importance of acceptance and
interaction between human workers and robots. As the robot's autonomy increases, so does the need for
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appropriate social behaviour since the success of the application may also depend on the workers' perceptions
and willingness to collaborate. This includes respecting personal space, using non-verbal cues, and being
predictable in its movements. In turn, workers may need additional training to efficiently interact with
collaborative robots.

Regarding norms and safety, experts perceived the normative landscape as complex and ambiguous, which
poses a challenge during the development of HRC applications. Different stakeholders interpret the
guidelines differently, and a strict interpretation makes realising HRC applications difficult.

“There are no clean standards here [in Germany] that you can use to develop well and reach your goal
quickly.” (interview no. 1)

422 Interrelations between aggregated dimensions

Most of the second-order themes (14 out of 23) addressed two aggregated dimensions, describing some sort
of relationship between them. The following section will focus on these relationships between dimensions.

Technical and economic aspects were addressed by four themes. One barrier in this context is that
competitive HRC applications are usually technically complex. Required sensors and safety features result
in high development efforts, rendering HRC applications less attractive economically. Different experts also
stressed the importance of assessing potential use cases’ suitability for an HRC solution. For several use
cases, classical industrial robots are better suited, e.g., when short cycle times are necessary or ensuring
safety is technically very difficult, e.g., when collaboratively handling objects with sharp edges. This is
caused by the robot being stopped when a collision potential between a robot and a human worker is detected
and results in non-deterministic cycle times. Therefore, more focus should be put on approaches that
specifically avoid collisions rather than reduce their impact. Overall, HRC solutions may benefit from new
application and development paradigms.

“The wish was to design the solution as before and then just add HRC to get rid of the protective fences, and
that just doesn't work. In fact, you have to look at it holistically [...]. Otherwise, you create facts through the
application realisation, which you cannot handle from the HRC point of view.” (interview no. 2)

One of the main reasons for the technical complexity of HRC applications was found in safety requirements.
A coexistence scenario is considered more technically feasible and economically more reasonable than full
collaboration. It was also mentioned that safety-certified hardware is usually less powerful, and system
intelligence functions are separated from safety functions. This leads to conservative behaviour and frequent
stops of the robot.

That cobots often come with intuitive graphical user interfaces is a fechnical aspect that also affects the
social dimension. That easier programming interfaces make robots more accessible for non-experts is viewed
as a benefit.

Two themes have been identified that show the interaction between safety and economic aspects like
performance, adaptability, and flexibility of applications. Safety requirements affect an application’s
performance by effectively limiting payload and movement speed and, respectively, cycle times.
Consequently, HRC applications cannot always execute a process step profitably. In addition, conservative
safety systems ensure worker safety by changing the robot’s trajectory, reducing its speed, or stopping it.
The resulting unpredictable cycle times impair the production flow and, consequently, the production line’s
economic efficiency.

“The topic of speed also came up with many who had originally planned [an HRC application]. You
eventually realise: I can't calculate with the usual accelerations or cycle times if [ want to realise HRC.”
(interview no. 4)
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While the discussed effects may lead a company to decide not to use an HRC application, aspects like
adaptability and flexibility may also complicate the development of an HRC application as they increase the
system complexity. In turn, it is necessary to unify two complex systems, i.e., the automation of an assembly
step and the safety devices. As a result, HRC applications are usually only transferable to another task to a
limited extent.

The relationship between the social and economic dimensions highlights the benefits of improved working
conditions for workers in HRC applications. Ergonomic conditions can be improved, and workers may be
relieved of strenuous tasks and assigned to higher-value tasks. However, experts also pointed out the current
lack of consideration for these aspects in economic evaluation. This may also be due to the fact that there
are few metrics to include improved working conditions in economic evaluation.

“We have noticed that these ergonomic aspects are usually not directly taken into account economically.
Many companies do not include such aspects in their calculations but instead focus directly on the ROIL "
(interview no. 2)

The complex norms for HRC affect the social aspects since the development of such applications depends
heavily on specialised experts. Furthermore, it is important to critically evaluate the intersection of safety
requirements and social interaction potential. Although, seamless interaction between humans and cobots is
desired, prioritising human worker safety entails strict adherence to established safety regulations to mitigate
workplace accidents and injuries. Constructing a secure operating system and adequate human-robot
interactions requires considering various parameters, such as risk assessments, safety protocols, user
training, and intuitive interfaces.

“The safety aspect is also a stumbling block, as customers want a mobile robot to be very close to humans
(for example, at 10 cm), whereas this distance does not comply with the norms and safety standards for this
type of solution.” (interview no. 10)

In conclusion, the interrelations between the identified dimensions are manifold, and a clear assignment to
two individual dimensions is often difficult. Furthermore, a large portion of barriers is due to some kind of
trade-off between two or more dimensions, describing features that cannot be completely fulfilled
simultaneously.

4.3 Discussion of results

The findings of our study underline aspects presented in the existing literature. These include the high level
of technical complexity in HRC applications due to required safety functions and the complexity of the
environment [11,10,9]. Barriers in the economic dimension also match those identified in previous studies,
like high investment costs for HRC systems, reduced productivity, and non-deterministic cycle times [8,15]
or insufficient flexibility and scalability of HRC applications [8,9]. Regarding social aspects, interviewed
experts also pointed out the need for training and early integration of users into development processes to
increase system acceptance, as mentioned by [19,18]. In the eyes of some experts, however, user acceptance
did not represent a significant barrier but rather an aspect that can be well addressed through the mentioned
measures. Apart from confirming and extending already identified barriers in the literature, our study also
sheds light on the interrelations between different aspects and their trade-offs. Understanding these trade-
offs in more detail may play a crucial role in overcoming current implementation barriers for HRC.

We conclude that one of the main barriers to industry application is the insufficient cost-performance ratio
of HRC systems, which makes them economically unattractive. The safety requirements can be fulfilled by
technical solutions, like integrating sensors or lightweight structures. Still, these increase the system
complexity and, therefore, development costs or lead to reduced process speed and payload and therefore
reduce a system's productivity. A company's decision is usually based on monetary aspects, and the gained
advantages, like the fenceless operation of the robot, may not be enough to compensate for these
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disadvantages. Furthermore, ergonomic advantages of HRC approaches are usually not included in such
monetary calculations [31]. Based on this conclusion, several starting points for research are suggested:

Use case assessment: As individual experts pointed out, HRC solutions are often not competitive when
simply substituting a classic robot application. Additionally, in collaborative scenarios, a cobot will not
substitute a human worker completely at a particular station. If the automation goal is to actually reduce the
required number of human workers for a task, multiple workstations must be addressed. Therefore, the
assessment of a use case regarding its suitability for HRC plays a crucial role for successful implementation,
as also mentioned by [20]. This also concerns the non-deterministic cycle times of HRC applications.

Collision avoidance: As different experts pointed out, past solutions may have focused too much on reducing
the impact of collisions rather than avoiding it. Such active collision avoidance may enable increased robot
speeds and payloads. Active collision avoidance strategies can be employed, leveraging advanced
technologies such as computer vision and human movement anticipation.

Scalable safety systems: Safety systems that can be easily transferred to another robot application may reduce
system complexity and therefore development costs. Such systems should be easy to integrate with the robot
and other peripherals. This may also increase the flexibility of an existing system to handle different tasks.

Reduce development efforts: Since a current drawback of HRC solutions is their high development cost,
reducing these costs is of great importance. During the study, different approaches were identified. On the
one hand, a higher degree of modularisation of components is desirable, e.g., by combining sensors with
preconfigured software for analysis. On the other hand, experts also suggested methodical approaches, that
may help to structure the development process and reduce the dependency on the experience of HRC experts.
Easy programming interfaces and methodologies can contribute to the reduction of development efforts.

5. Conclusion and outlook

To shed light on current barriers to adopting HRC in the industry, a multiple case study based on semi-
structured expert interviews was performed. Eleven interviews with experts from France and Germany were
conducted and analysed. The identified barriers could be associated with the technical, economic, social, and
safety dimensions. We found that many aspects brought up by the experts address interrelations and trade-
offs between these dimensions, such as between safety and technical or technical and economic aspects. To
advance the adoption of HRC and overcome these barriers, several research and development questions were
proposed. These include exploring technical innovations for collision avoidance and safety systems or
developing more cost-effective strategies.

By addressing these research directions, future studies and applications can contribute to the effective
implementation of HRC in industrial settings. This may unlock the benefits of increased productivity,
improved working conditions, and optimised performance. It is crucial to take a holistic approach and
consider the multidimensional nature of HRC to realise its full potential.
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Appendix

A. Interview guideline

1. Professional background
—  What is your current job or position in your company?
— Please explain your role and responsibilities.
—  Please report on your professional career (incl. training, apprenticeship etc.).
— How long have you worked in your current position?
2. Clarifying the term human-robot collaboration (HRC)
3. Experience with HRC applications in past, current, or planned projects
3.1. Importance
— How important is HRC for your company, rated on a scale from 1 to 5 (1 = very low; 5 = very high)?
— How important will HRC be for your company in the future, rated on a scale from 1 to 5 (1 = very low; 5 =
very high)?
3.2. Specific for HRC users
— Did you or are you currently planning to realise an HRC application?
—  Which use cases for HRC applications do you know or can imagine?
3.3. Specific for system integrators
—  Could you report on your typical HRC implementation projects, including workflows?
—  What are the most common HRC applications of your customers?
3.4. Challenges of HRC implementation
— Do you have an example of a project where an HRC application was considered, but another solution was
selected?
— Ifyes: Why did you choose another option?
— Ifyes: Which technology/application was selected instead?
— Ifyes: Would you decide differently with today’s technical and business constraints?
— Ifyes: At which point does the current situation differ from the situation of the past?
3.5. Social factors and staff opinion (planning and workshop staff)
—  What is the attitude of the workforce towards HRC?
— Did the staff’s attitude towards HRC change over the curse of the HRC project execution?
— Is there a difference in the attitude towards HRC between planning and workshop staff?
— Is there a difference in the attitude towards HRC in the groups which do work with HRC solutions and
those that don’t?
4. Identification of HRC barriers/inhibitors
—  What barriers to HRC exist?
—  Could you please order the aspects according to their relevance?
5. Identification of potential future enablers and innovations
— Which of the mentioned obstacles or problems must be overcome to use HRC more extensively?
— Which technologies can be helpful or are a prerequisite?
— What could be the next innovation leap or game changer, in your opinion?
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B. Second-order themes and associated aggregated dimensions

Technical
Social

Second-order themes

Norms & safety

— Use case suitability assessment
—  Competitive HRC applications are technically complex

— New application and development paradigms required to reach full potential

> X X X| Economic

— Increased productivity by collision avoidance

— HRC lowers the burden for robot usage

—  Decreased performance of certified hardware

—  Trade-off between system capability (intelligence) and safety
— Distinguish coexistence and collaboration

— Safety as a system complexity driver

o T T B T o T T B

— Capabilities to handle complex environments

— Advantages beyond monetary aspects

—  Trade-off between performance (speed and payload) and safety
—  Trade-off between adaptability/flexibility and safety

— Flexible integration into shopfloor

— Higher development costs and efforts

—  Cost-performance-ratio insufficient

XXX X X X oK)

— Non-deterministic processes (e.g., cycle times and ROI)
—  Specific know-how during development required

—  Human safety is imperative for interaction

—  Training for HRC application user

— Data privacy concerns

XX X X X

— No lack of technology enthusiasm

—  Complex and ambiguous norms and regulations

XX X X

e
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Abstract

Industry 4.0 has a particular emphasis on the data landscape of production facilities. Data is needed to gain
essential insights from the production machinery to support operations management in better decision-
making or indirectly by feeding decision support systems. Such data is encapsulated in an industrial
communication standard to organize in a higher-level ontology. It is challenging for operation technology
specialists to have an overview of all those standards because they are numerous. This work contributes a
solution to this problem by systematically approaching the literature to give an overview of the industrial
communication standards landscape. The method used is a systematic literature review with a backward and
forward search consisting of three main phases: 1. keyword-based search on different platforms, 2. abstract
screening, and 3. full-text screening. Over 2,100 article abstracts have been parsed systematically to
condense it to the most relevant 309 full-text articles. This work presents an overview of the most significant
industrial communication standards mentioned in these articles. Several use cases and some brief IT-
security-relevant aspects are presented as well.

Keywords: Industry 4.0; communication standards; systematic literature review; ProfiNet; Modbus; MQTT;
OPC UA; MTConnect

1. Introduction

Industrial communication standards have seen significant advancements in recent years, with the emergence
of Industry 4.0 and the (Industrial) Internet of Things (IloT). As a result, many communication standards are
available for use in industrial manufacturing settings, each with its strengths and weaknesses. This paper
aims to compare the most common industrial communication standards comprehensively. By examining
each standard's practical applicability and popularity, valuable insights to researchers and practitioners in
data-driven manufacturing are offered. The technical details and the distribution of the chosen standard are
essential criteria for selection from the plethora of industrial communication standards.

The Open System Interconnection (OSI) reference model provides an essential structure for classifying
communication systems. It defines seven different layers. Starting with the physical layer, where
electromechanical properties of the interface are described, and ending with the application layer, where the
interface to the software application is defined. All standards mentioned in this paper operate at the highest
level of abstraction, the application layer. The underlying layers are outside the scope of the industrial
communication standards.

2. Related Work

Several other authors have reviewed industrial communication standards. Hasnain and Awais [1] classified
wireless [oT protocols and proposed a three-dimensional network design space with battery life, gateway

DOI: https://doi.org/10.15488/15260 &% ‘o
ISSN: 2701-6277 publish-Ing. 80



range, and the device data rate as parameters as a decision aid. They focus their work on wireless protocols.
Lata and Kumar [2] classified protocols for an IoT environment based on a five-layer structure from the
Internet Protocol for Smart Objects Alliance (IPSO). Additionally, they have provided several examples of
IoT-based applications. They conclude their work by stating that several intervening protocols are required
to form a holistic IoT architecture. Gericke et al. [3] reviewed communication protocols within a cloud
manufacturing environment and sorted protocols into different layers. They analyzed a cloud-based
manufacturing system consisting of three communication layers: The first is between a cloud and a server,
the second between server and manufacturing units, and the third between the manufacturing units. They
provide examples of communication protocols for each of the three layers.

Pliatsios et al. [4] examine protocols in their survey with an extensive focus on security. They give an
overview of Supervisory Control and Data Acquisition (SCADA) systems’ general architecture, describe
communication protocols, discuss security incidents, and review security proposals for critical infrastructure.

The main shortcoming of the above mentioned works is that they do not describe a systematic approach to
filter the relevant protocols from the literature corpus. This shortcoming motivated this review.

3. Methodology

For pointing out relevant literature regarding industrial communication standards, the systematic literature
research (SLR) approach introduced by Brunton and Thomas [5] was used. Figure 1 shows the search query
and illustrates the quantitative results of the literature search (only scientific publications, other sources (e.g.
norms) are omitted).

Scopus’ Web of Science”

| l

Matches 1.754 ] 794 Query

2 2.548 ("Industrial communication®
"¢ unicati
Abstract | ¥ 309| @ 1,847 2] 392 O‘E,rotg;‘:;}?.,'};Ng°“
(cps OR iiot OR
manufacturing OR
production)
OR “Smart Factory” AND
("Industrial communication*
‘ OR protocol)

Full-Text| ¢ 44 @ 265

Figure 1: Results of the literature search and the search query

First, broad search queries were defined to gather all publications that treat the application of communication
standards within the production environment,

Two scientific databases, Scopus and Web of Science, were searched without any limitations on publication
date. All publications up to March 2023 were taken into consideration. Furthermore, only publications in
English and German were included. Overall, 2,156 publications were gathered, and double abstract screening
for each publication was performed, meaning a publication is only suitable for subsequent full-text review
when both reviewers agreed. After directly eliminating 1,847 publications and solving 467 reviewer
derivations, 309 publications were included in the full-text review. Finally, the publications were categorized
into five standards: MTConnect, MQTT, OPC UA, Modbus, and ProfiNet.
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4. Results

In this Chapter, the results of the literature search are shown. Each protocol is introduced, and related use
cases are presented.

4.1 MTConnect

MTConnect is a royalty-free, read-only, open-source standard that unifies over 250,000 devices across
multiple industries [6]. Its goal is to provide structured, contextual data without a proprietary format by
defining a semantic data model and an extensible data dictionary. The standard employs the Hypertext
Transfer Protocol (HTTP) as a means of transportation and Extensible Markup Language (XML) as the
encoding mechanism. There are three basic building blocks defined in the standard: The device that generates
the Data, an agent that provides a representational state transfer (REST) interface, and a client software
application [5]. MTConnect is typically used for machine monitoring since it is a read-only protocol.
Numerous use cases of MTConnect are discussed in scientific literature. Lee et al. [7] developed a
monitoring system to track the axis positions of a virtual milling machine. This system is similar to the event-
based real-time control architecture for tool-tip temperature control of a small-scale CNC prototype machine
demonstrated in the work of Subhasish Malik et al. [8], Edrington et al. [9] built a web-based application for
general-purpose machine monitoring.

4.2 MQTT

In contrast to MTConnect, MQTT is bi-directional, lightweight, stateful, and standardized by ISO 20922
[10]. By default, it uses the Transmission Control Protocol (TCP) for transmission but can be configured to
use non-TCP protocols such as Zigbee, User Datagram Protocol (UDP), or Bluetooth. The architecture of
MQTT is based on a client-server and publish-subscribe paradigm (see Figure 2). The MQTT broker is the
central access point between clients. The broker is a central node that forwards all messages; clients cannot
communicate directly. Several open-source MQTT broker implementations on different platforms exist (for
a comparison, see [10]). The communication architecture is shown in Figure 2 Clients subscribe to a specific
topic structure, similar to a path in a file system, e.g.
“productionfacility/shopfloor/millingmachine/cuttingvelocity/”; a publisher sends the values to the topic,
and a subscriber receives the values. A unique feature is that MQTT guarantees a particular quality of service
(QoS), which can be chosen between three levels: At level 0, the publisher sends the message once, and no
confirmation from the subscriber is expected. At levels 1 and 2, the subscriber must confirm with a 2-part or
a 4-part handshake that the message arrived successfully.

Since MQTT lacks a systematic way to represent data, the Eclipse Foundation developed an extension
specification to address this issue: SparkPlug [11]. The Eclipse SparkPlug Working Group unified the topic
name scheme, data, message types, session management and introduced command messages.
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Figure 2: Network architecture of MQTT [7]
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The scientific literature highlights various use cases for MQTT. For instance, Salvatierra et al. [12] and
Ahmad et al. [13] designed a condition monitoring system for a milling machine. Breuning et al. [14]
presented a model-driven approach to aggregate data in production networks with a heterogeneous protocol
landscape. Aliev et al. [15] implemented real-time monitoring of critical metrics customized to collaborative
and mobile robotics. Bartholet et al. [16] built a multi-protocol bridge that unifies OPC UA and MQTT
through a REST Interface. Yeh et al. [17] made a gesture recognition application that employed edge
computing to classify gestures and send appropriate requests to a machine via MQTT. Luchian et al. [18]
utilized the collaborative IoT framework Coaty to implement field devices and controllers.

4.3 OPC UA

Open Platform Communications Unified Architecture (OPC UA) is an open standard focusing on
interoperability, security, extensibility, and reliability [19]. The Reference Architecture Model Industry 4.0
(RAMI 4.0) recommends OPC UA as the only recommended standard in the communication layer [20].

OPC UA provides three different security modes to meet industry standards: “None” for no security, “Sign”
for providing authenticity, and “SignAndEncrypt,” which provides authenticity and encrypts the data so that
it can only be read by the certificate owner [21].

OPC UA provides two communication mechanisms: client-server and publish-subscribe (PubSub) [22]. In
the PubSub model, the clients are not directly connected. In both mechanisms, the network type can either
be a brokerless model with UDP broadcasts or a broker-based model. The underlying message protocol can
be Advanced Message Queuing Protocol (AMQP) or MQTT.

In a client-server structure, a server implements a set of services and exposes them to a client. The client can
then invoke these services. The services are organized into several sets [23]. In addition to services, servers
have objects accessible from the address space in various formats. Address spaces structure data
systematically so that information models can be used. The data itself can be defined in different encodings
(binary, Extensible Markup Language (XML), or JavaScript Object Notation (JSON)). Information models
are extending OPC from a communication standard to a shared infrastructure model that facilitates
information exchange in a standardized way across all industrial domains and information hierarchies.

The OPC specifications define a basic information model, which is extended by domain-specific information
models (e.g. [24]) and standard mappings (e.g. [25]) in the Companion Specifications.

OPC UA consists of an information model that defines the structure and organization of data, a
communication model between endpoints, and an extensible conformance model for semantic
interoperability.

Numerous OPC use cases are outlined in the literature. For example, Wang et al. [26] proposed a versatile
and integrated architecture for the Industrial Internet of Things. Steininger et al. [27] developed a data
acquisition system for an experimental deep-drilling setup. Bennulf et al. [28] created a plug-and-produce
system that automatically detects and configures the added resources and parts, utilizing OPC UA for
communication between system parts. In the mold industry, Martins et al. [29] developed a standardized
method for monitoring CNC data, and Kong et al. [30] utilized algorithms to evaluate machine statuses and
improve machine utilization. Additionally, Cavalieri and colleagues [31] implemented a platform for
accessing OPC UA Servers via the Internet, while Park et al. [32] designed a gateway for legacy equipment.
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Figure 3: Mapping of OPC UA components to ISO/OSI layers. [33]

4.4 ProfiNet

ProfiNet is an industrial Ethernet standard from the German ProfiBus and ProfiNet International interest
group. Devices are classified into three classes: an 10-controller (e.g. Programmable Logic Controller
(PLC)), an IO device providing the in-output signals to the process, and an IO-supervisor for configuring the
I0-Devices (e.g. a human-machine interface ). [34]. A specific file called Generic Station Description (GSD)
is provided to ease the configuration process. It is an XML file containing the properties and functions of
ProfiNet devices. A GSD file is helpful for virtual facility planning and configuration [35]. An even easier
way to configure ProfiNet Devices is described by Duerkop et al. [36], who developed an auto-configurable
automation system.

ProfiNet offers several levels of performance. Component-based automation (ProfiNet CBA) provides bus
cycle times of 50-100ms with off-the-shelf commercial equipment; for a performance analysis, see [37,38].

In the literature ProfiNet is used in different scenarios. Ionescu et al. designed an autonomous robotic system
with a PLC. They use ProfiNet to control and connect the flexible cell to the manufacturing line [39]. A
condition monitoring system for rotating machines using ProfiNet is presented by Dias et al. [40].

4.5 Modbus

Even though OPC UA is a modern industrial communication standard, it is not as widely implemented as
Modbus [41]. Modbus was developed by Modicon (now Schneider Electric) in 1979 and is independent of
the physical interface. Implementations via ZigBee [42], RS485 [43], and virtually in Matlab Simulink [44]
are existing. The protocol structure consists of a 1-byte address field, a 1-byte function field, a variable data
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field, and a 2-byte error check field [45]. The possible function codes for the function field are defined by
the Modbus Organization [41].

The most common variants are Modbus Remote Terminal Unit (RTU), Modbus American Standard Code
for Information Interchange (ASCII), Modbus Transmission Control Protocol (TCP), and Modbus Plus.
Modbus RTU is a binary serial protocol commonly utilized in legacy systems. On the other hand, Modbus
ASCII is a serial communication protocol that uses ASCII characters to represent data and is less widely
used than Modbus RTU. Meanwhile, Modbus TCP is a request/reply protocol that operates via Ethernet
using the Transmission Control Protocol (TCP). It is the most recent variant of Modbus.

Within the scientific literature, Modbus is used for several application scenarios. For instance, Cheng et al.
[43] successfully implemented condition monitoring for a wire drawing process using Modbus TCP. Cena
et al. [44] developed a Modbus extension for distributed embedded systems by optimizing the protocol's
address space size, bandwidth allocation, and handover between masters. Li and Zhong [45] created a
gateway between Profibus and Modbus in an aluminum-roasting drought system. Zagan and Gaitan [46]
measured the performance of Modbus and designed an extension to improve the communication times and
dataflow.

5. Discussion

5.1 IT-Security Aspects

Historically grown industrial communication infrastructure is still operated under the assumption that
machine and shopfloor communication takes place in isolation from the internet. Due to the advancing
networking of the IT- and operation technology infrastructure of a manufacturing company, cybersecurity
in industrial networks is decreasing [46,47]. To achieve the full extent of capabilities that are provided by
industry 4.0 technologies, the issues surrounding cybersecurity need to be addressed [48] - especially
because IIoT devices in their default settings have a higher focus on usability and user experience than on
security [49]. Because of its increasing relevance, this article also shortly addresses the topic of
cybersecurity. In the following, a selection of different approaches is presented.

Wang et al. [46] described two possible approaches to increase the security of industrial communication
standards. First, the addition of cryptographic security mechanisms to the standard itself. Second, the
application of an additional encryption protocol such as Transport Layer Security (TLS) or Secure Sockets
Layer (SSL). The authors applied this encryption protocol to the Modbus TCP communication standard on
a computer platform.

Another Modbus TCP-focused approach used two gateway modules to realize bidirectional data transfer
between PLCs and Servers. This concept can be used in legacy systems without a provider dependency [50].

Bienhaus et al. [51] mentioned the use of TLS in combination with MQTT and OPC UA. They integrated
TLS and OPC UA in the Trusted Platform Module (TPM) 2.0 framework. Whereas TLS enabled
authentication, authorization, cryptography, encryption, and integrity protection, TPM 2.0 was integrated to
provide the secure management of cryptographic keys.

However, two contributions focusing on MQTT pointed out that TLS cannot be appropriately used in the
Internet of Things due to the limited computing capacity and resources of IoT devices - more lightweight
encryption standards are needed [49,52]. Boppana et al. [49] emphasized the danger of man-in-the-middle
(MITM) and cross-site scripting (XSS) attacks on IoT devices that use MQTT under default settings.
Generally, Kant [53] presented a comprehensive analysis of the cybersecurity of the MQTT communication
standard.
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Regarding the default security settings in [oT devices, Kohnhéuser et al. [54] addressed this issue in OPC
UA — they provided a holistic assessment of existing OPC UA-related secure device provisioning solutions
due to the high expected longevity of CPPS. Finally, Paul et al. [55] already consider the computational
power of quantum computing and developing a corresponding mechanism in the context of OPC UA.

5.2 Conclusion

This paper describes current industrial communication standards with relevant use cases. It covers the broad
landscape of the subject through the systematic approach to literature. The findings show that OPC UA is
the most mentioned standard, which can be argued to be due to its complexity and the underlying (extensible)
information model. Furthermore, it can be stated that all included standards are Ethernet-based. Ethernet-
based standards can run on the same infrastructure as the already existing enterprise IT infrastructure. In
most cases, off-the-shelf networking components can connect the operation technology (OT) architecture to
the IT architecture. This makes them very popular.

The use cases mentioned can be considered as recommendations for standard usage. Generally, OPC UA is
the most suitable standard for modern production infrastructure due to its flexibility and speed of
configuration. For smaller setups, MQTT is well-suited. Its topic structure makes it easy to organize
information, and multiple open-source implementations on different platforms simplify customization.

A table with decisive properties of the mentioned communication standards for use in an industrial
environment with a manufacturing context is summarized in Table 1.

Table 1: Overview of the mentioned standards

Criteria MTConnect MQTT OPC UA Modbus TCP  ProfiNet
Application HTTP HTTP, HTTP, custom TCP, UDP,
Layer Protocol Zigbee, etc. UADP,
custom
Realtime capable | yes yes yes (config no yes (config
dependent) dependent)
Speed high high high low high
Information no yes (by yes no no
model extension)
Secure yes yes yes yes (optional) yes
Communication
Encoding XML custom XML, ASCII, custom
custom custom

As an outlook for future work, comparing the distribution of protocols in the literature with their actual usage
in the field is interesting. Although many organizations claim industrial use of their protocols, no
independent organization provides usage data.
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Abstract

In the context of ongoing digitalization, manufacturing companies face new challenges and the need to
expand their portfolios to include new digital services. Enriching their portfolio with digital services can be
an opportunity for manufacturing companies to position themselves in emerging collaborative production
networks and thus make their business model fit for the future. The paper ties in with the activities from the
Product Lifecycle Enrichment as a Service (PLCEaaS) research project. Within this context, use cases for
digital services have already been derived, modelled, and documented in various workshops. The respective
digital services directly address external customers and internal stakeholders from development. The central
enabler for the new digital services is the digital twin based on the asset administration shell, which makes
the necessary data available and thus supports interoperability. The asset administration shell is enriched
with use case-specific submodels. The procedure for structuring these submodels is shown in this paper using
the research project as an example. This includes modelling the digital services with a standardized
modelling language based on the semi-structured use cases described so far. As a result, we obtain an asset
administration shell enriched with several submodels - some of which may be based on standardization
activities already underway or represent proprietary submodels. Likewise, it is considered whether more
submodels are required to implement the domain-specific use cases that are currently not yet addressed in
standardization activities. The paper ends with an outlook on the further research activities that are necessary
to prototype the planned project and describes which criteria can be used to evaluate the defined submodels
in the later course of the project.

Keywords

Digital Twin; Asset Administration Shell; Smart Service; Digital Manufacturing; Industry 4.0

1. Introduction

The ongoing digital transformation is also changing the engineering industry and should be understood as a
process that operates at different levels through the use of various technologies and concepts. New
possibilities are now available for gathering product data along the life cycle of a product. The digital twin
(DT) [1] supports this because it can integrate the physical and virtual data throughout the product lifecycle.
The DT is increasingly emphasized by both academia and industry. The lifecycle data can be used for various
types of analytical methods, for example, to optimize the performance of physical products or processes [2].
The DT can be used to tackle the challenges of information islands and duplicate data between different
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phases of the product lifecycle. Therefore it has high potential in product design, manufacturing, and product
service [3]. Early definitions characterize DT as a set of virtual constructs that describe a product — actual or
virtual — in different levels of detail. It includes the use of operational states from sensor data or from
predicting models for a variety of purposes [4]. The DT therefore ties information of physical and virtual
products together [5]. Since the project described in this paper relies on a digital twin based on the asset
administration shell (AAS), the digital twin is defined as a digital representation sufficient to meet the
requirements of a set of use cases. The AAS, in turn, is the standardized digital representation of an asset
that enables interoperability between applications and the management of manufacturing systems. Assets
represented by it are uniquely identifiable, contain various digital models — called submodels — and describe
the functionality of the assets [6]. It characterizes the technological attributes of an asset, central to the
Reference Architectural Model for Industry 4.0, often referred to as RAMI 4.0 [7].

This paper builds on a functional service model created without a standard modelling method. To obtain this
functional model, we built on an abstract idea for servitising an existing business model of a component
manufacturer. This abstract idea arose from a business opportunity addressed as part of a research project,
which in turn, is exploring new manifestations of everything-as-a-service approaches. To sharpen the
abstract idea of services, the component manufacturer's product life cycle was examined. Subsequently, user
stories were created for the respective stakeholders, who could be external customers or internal employees,
depending on the service. For the user stories, word templates were used for systematic elaboration. To
prioritize the user needs expressed by the user stories and the service functionalities, the quality function
deployment (QFD) method was applied. For this purpose, the user stories were first weighted in a pairwise
comparison. The services’ functionalities were defined as precisely as possible by various domain experts.
Next, the correlation of the customer’s voice in the form of the weighted user story was correlated with
functionality by asking, for each comparison, what effect does the fulfilment of service functionality X have
on user need Y? The result is the prioritization of service functionalities for further elaboration. Afunctional
model was developed with an online tool that enables a collaborative work mode with the simultaneous
participation of each team member.

In this paper, we present a procedure from the defined service idea to the actual data model of the digital
twin. This does not include its validation or implementation in the service, as this represents a later step in
the research project. We thus address the research question: How to model the data model for the digital twin
based on the AAS for a use case-specific service?

2. Need for a procedure for creating a digital twin

According to the aforementioned definition of the DT, meeting the requirements of use cases is a central
point determining its overall quality and meaningfulness. One can proceed by deriving the DT data model
based on an already existing use case or by first deriving a data model and then validating it against the use
case requirements. In this research project, we decided to first model the use cases in digital services in using
an iterative and systematic approach. The Industrial Digital Twin Association e. V. has published a guideline
for creating a submodel template. One of the topics addressed is that different stakeholders and experts
should be involved in creating a submodel template. In this project, research team also consists of experts
from different domains. However, the guideline does not address how to build the AAS with the necessary
submodels for specific use cases - this includes the creation of proprietary submodels or the selection of
existing submodels [8]. Liu et al. also describe the problem that despite the long existence of the DT
terminology, in addition to the lack of a unified definition, there is also no unified creation and deployment
process [9]. Regarding the DT product-service systems, Bertoni indicates that research projects often focus
on the development of standalone applications. Also, the focus is often on the development of frameworks
and methods rather than on models, tools, or algorithms. Bertoni explicitly poses the research question of
how virtual product models and the DT should be developed as a link between the real and virtual worlds to
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support decision-making in the early design stages [10]. There is already work on the automatic generation
of AAS by using neural language models. However, this approach requires that there are already information
sources whose contents can be mapped into standardized submodels of the AAS [11]. Also described is that
there remains a poor understanding of what data should be collected from the usage phase of product-service
systems (PSS) that can be used to design better PSS [12]. Lack of knowledge about the data to be collected
inevitably leads to lack of knowledge about the data structure of a DT and the properties to be contained in
it.

Acatech, the German Academy of Engineering Sciences, addresses further specific research needs. Primary
research needs have been defined, such as knowledge provision based on feedback information from earlier
product generations or approaches to knowledge generation from product usage data for new requirements
specifications [13]. Later, operational data usage was addressed associated with the DT to optimize or
develop systems. It was noted that implementation and use in practice, however, is still very much in its
early stages [14]. In this research project, services are also being worked on to support the data-based
optimization of product sizing and the development of products. For such use cases, it has also already been
described that AAS, in particular, is a possible technology as a manifestation of DT [15].

We present our process to address challenges like the ones mentioned. By presenting our procedure, we want
to share our approach for a systematic derivation of the DT. In our research project, the DT is based on the
AAS. Hence it concludes that this is a matter of systematically deriving the data model and composing it
from different submodels of the AAS. This is also intended to address the gap between the functional view
of'a defined use case and a potentially standardized modelling DT to enable that very use case. As mentioned
before, meeting requirements for a digital representation is central to our used definition of a digital twin.
Therefore, our approach is strongly driven by requirements engineering and by the related aspects to model
a use case as holistically as possible [16]. The modeling of the submodels also depends in particular on the
type of asset, the lifecycle and the deployment scenario [17]. With regard to the metamodel, it should become
clear, among other things, which submodels are necessary, what its properties are or whether the asset is a
type or an instance.

3. Modelling of the use cases

The procedure described in the following is based on functional use case descriptions. However, regarding
data structure and flow, these use case descriptions still represent black boxes. The goal of the modelling
was to move from this black box approach to a detailed view creating a deeper detailed understanding of the
services. The Unified Modelling Language (UML) was chosen because it is internationally established as a
uniform modelling language for information systems and is, thus, considered an adequate tool for the
research group, which consists of experts from different domains [18].

The modelling of the services consists of three parts. First, the system structure is addressed. The system is
modelled together with all components relevant for implementing the use case - corresponding to a Tier 3
architecture. The AAS functions here as an access layer that, for the prototypical implementation, references
the operating data in a separate database and already contains the catalogue data of the components. In the
future, it is also possible to reference data in other data sources or carry additional information. Thus, the
structure and relationships of the components are documented and readable. The component diagram already
contains all components that are important for the project’s various services. Figure 1 shows an illustration
of the component diagram in which the Tier 3 architecture for the services was designed.

The respective services were modelled separately. Only the relevant components were transferred in
sequence diagrams in the next step. The sequence diagrams reveal the mutual interactions between
components and the services’ functionalities. This shows which procedures use the AAS. If applicable, it
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should also be made clear which functions are called up via the AAS or which information is retrieved from

it. Figure 2 illustrates a sequence diagram describing the processes of "Innovation-as.-a-Service".

Last, but not least, the services are modelled in class diagrams. They are particularly valuable for modelling
the objects relevant for the service together with their attributes and for defining the relationships between
the objects. From them, it should be evident which properties must be included in the data model DT. In the
use case considered here, the data relevant for the following evaluations is collected in a targeted manner.
However, a broader database may also be available, and an explorative approach to a project can be pursued.
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Figure 1: Component diagram of the Tier 3 architecture for the service landscape of the research project
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In this case, a detailed consideration should clarify whether all properties must be included in the data model.
Figure 3 hows excerpts of the class diagram and indicates the properties that will be processed as part of
"Innovation-as-a-Service".

Analytik-Werkzeugkasten
abstract

+ Eol/Typenschild: Schnitistelle WITTENSTEIN
+ Getriebetausch pro Tauschserie: type

+ KSU: type

+ Fehler-Last-Komelation(type): void
+ GenerierungDrehzahlHistogramm(Maschinendaten): void

+ GenerierungDrehmomentHistogramm(Maschinendaten): void

+ GenerierungUmgebungstemperaturHistogramm(Maschinendaten): void
+ GenerierungMotorTemperaturHistogramm(Maschinendaten): void

+ GenerierungGetriebeTemperaturHistogramm(Maschinendaten): void

+ GenerierungBeschleunigungsRMSHistogramm(Maschinendaten): void
separate Auswertung fir X, Y, Z
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+ BerechnungBetriebsdauer(Maschinendaten): void
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(Backend
abstra
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(z.B. immer am Wochenende)
1
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abstract
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1
= 1 1
+ Fehler-Last-Korrelation-Erg: type + field: type

+ method(type): type + method(type): type

Figure 3: Excerpt from the class diagram for "Innovation as a Service"

4. Structuring the data model of the digital twin

The use cases are defined in several stages and modelled from different perspectives, creating a uniform
understanding within the team of the services to be implemented in the research project. The rough idea of
the services as defined at the beginning of the research project served as input for this. This is shown in steps
one and two of Figure 5. The next step is the concrete derivation of the submodels of the AAS. Important
aspects of the AAS are the standardization activities that define submodels. Their reuse and uniform structure
simplify the digital twin’s derivation and foster interoperability in the industrial context. The Industrial
Digital Twin Association (IDTA) publishes these submodels. It is assessed whether there are completed
submodels that have already gone through the standardization process and are suitable for application in the
specific use case. In the same ways, it is assessed whether there are non-standardized proprietary submodels
that may already be used in the company's context. In our case, it is about identifying specific drive systems.
As a result of these steps, the necessity of the standardized submodel “digital nameplate” was determined.
Based on our described data and knowledge of the associated data types, we know the need for a submodel
based on the submodel for time series data that is in the process of standardization. According to Figure 5,
step 3 visualizes this procedure.
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To successively enrich the AAS with further submodels relevant to the use case, steps four and five are
devoted to the created models of the services (see section 3). On the one hand, already specified submodels
can be adapted and enriched with additional properties. On the other hand, it is also intended to develop and
use proprietary submodels that only meet specific requirements. The adapted or proprietary submodels
benefit from the standardized interfaces of the AAS and thus ensure interoperability between AAS and other
systems. Figure 4 shows an example of how the derivation of the submodels, including properties, can occur
based on the previous modeling. To list exemplary structures adopted: assess which components need an
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Figure 5: Process for creating a use case specific DT based on the AAS
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Figure 4: Derivation of specific data structure and properties from previous modelling

AAS based on the component diagram. It is not necessary to assign an AAS to each component. Rather the
communication structure must be considered to see which entities communicate with each other and
exchange data. For this user-specific case, the current strategy and state of the art focuses primarily on
equipping the hardware (gearbox) with the AAS.

The operational data recorded and stored in a CrateDB are all in the form of time series data, so the need for
the time series data submodel can be derived from their nature. The AAS represents an abstract construct
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that enables interoperability and a description with metadata, independent of technologies already in use and
ideal technologies for the use case. In this case, CrateDB was chosen for reasons of performance, the
capabilities of the project partner, and integration into their existing data platform. The service Data Baseline
provides the customer catalogue and test bench data. On the one hand, specific properties for the AAS type
can be derived from this. On the other hand, the properties for the respective AAS instance are also enriched
with instance-specific measurement data.

The sequences of the sequence diagrams determine which data should be retrieved through the AAS or which
functions should be called. It is necessary to consider this in advance so that the exact data required is loaded
with individual commands without redundant data being included or data missing. For example, the get
command is shown, which refers once to multiple AAS and once to an asset with a specific ID. A single
flow in the diagram should usually be considered a single query providing data necessary for the interaction.

The respective properties and parameters can be taken from the class diagram. The example given shows
how the exact data points relevant for the end-of-line test of a drive system and, thus, also for the data
baseline service can be read from the respective class properties in the UML class diagram. The example
shows the service, which processes data not only from the gearbox but also from the engine. The listing of
the parameters can, therefore, not be transferred without further thinking to a model, so the integration of the
parameters must be product-specific. Information and properties may well be provided several times by
different submodels in the AAS to meet the different requirements.

If an asset has been provided with an AAS and its submodels are defined, this does not mean that the data
model is unchangeable. Instead, new requirements imposed on an asset, for example, as a result of ongoing
servitization or changing user needs, should be included. Individual submodels can still be added, removed,
or adapted. Different expert knowledge is required for the respective tasks. While expertise from
requirements engineering and system design is needed, particularly in the beginning, the later phases require
more expertise to model the AAS. In the beginning, it is especially relevant to capture the stakeholders’
needs to define necessary capabilities or systems properties and to transfer these needs, capabilities, or
properties into a documented representation [16]. The latter phases, on the other hand, require much more
knowledge about data, interfaces, and interaction with other systems.

5. Critical reflection

Although the interdisciplinary research team accepted our approach very well and the approach consolidated
the understanding of all participants, it should be further questioned to what extent this elaborate procedure
is justified. There is no comparison to an approach with prior modelling and then testing against the
requirements of a use case. With the presented approach and the effort involved, the detailed conception
should not hinder the implementation. Rather, the aim is to parallelize activities.

There may be several applicable modelling languages for transferring the use cases and, thus, the
requirements into a documented representation. We focused on widely known and widespread tools. This
selection does not imply that only these types of modelling are useful or that one should limit oneself to
them. It is important that all views of the use case are covered, documented, and still practicably adaptable.
It should also be noted that the current state of the use case specifications may be adjusted as the project
progresses.

The submodels’ basic structure and hierarchical order have not yet been worked out. Here, the content has
been derived, but it makes sense and serves a standardized approach if the structure also follows a logic
independent of the different domains in the production context. This general structure provides orientation
and can then be filled with content using the approach shown.
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Sequence diagrams can provide insight into different roles in the distribution of access rights. Currently, the
security aspect is not explicitly considered, and all users have access to all data. For an industrial application,
this aspect needs to be addressed.

6. Outlook

In the project, the prototypical implementation of the services is planned. For this purpose, relevant operating
data must be collected on a test bed, and fault scenarios are to be simulated. The actual implementation will
show to what extent the DT data model meets the requirements and provides all the data necessary for the
services. Based on this, assessing whether the analytical methods chosen achieve the desired results will be
necessary.

The success of AAS will undoubtedly depend on the extent to which it is adopted in industrial practice, the
role of shared data spaces, and the need for operability of a wide range of assets. An idea of how AAS can
be derived can help in the acceptance of the concept. This requires further elaboration to be more generally
applicable and to provide detailed recommendations for action. In the context of the progressing research, it
should be an object of consideration to what extent general statements can be made for deriving the data
model from the models. The goal is a comprehensive chain of methods that accompanies the development
of a digital twin based on the management shell, starting from a functional understanding of the service. For
this purpose, steps 4 to 7 of the presented procedure, in particular, should be generalized for more services
and enriched with more details at the same time. This should also include checking if any aspects are missing
or any blind spots that are fundamental for the implementation.

Currently, the AAS provides a static API built on top of its data structures. A query or search interface is
currently not planned and subject to future development. The mentioned queries of submodels are thus
dependent on the current API specifications. This may result in further input for the standardization activities
regarding the operationalization of the AAS. Thus, we currently have a reactive form of AAS with which
software can interact. A proactive form of AAS, which require peer-to-peer interactions between AAS of
14.0 components and allow the components to communicate with an 14.0 language in order to realize
plug&play scenarios, is not present here [19].

The scalability issue from DT [10,20] is considered because, on the basis of the AAS, we tried to store and
provide data of individual assets as well as aggregated data that is fed from several assets. This consideration
will also be relevant for individual services from the projects - for example, for Optimization-as-a-Service,
the data of a specific product is relevant, and for Innovation-as-a-Service, the aggregated data of several
products.
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Abstract

Human behavior in production systems influences productivity, product quality, work safety and overall
process performance. To guide human behavior, digital worker assistance systems can be used to support
cognitive decision tasks and sensory perception tasks. In doing so, the design of the assistance systems
affects user experience and work results. To optimize and develop human-centric productions systems, data
on human behavior and interaction with manufacturing equipment must be collected and analyzed. This
analysis is expected to yield benefits regarding process monitoring, quality assurance, user experience and
ergonomics. In addition, the results could be used for training purposes to monitor skill improvements.

This paper presents a framework for data acquisition and analysis of human interaction with digital worker
assistance systems. In addition to the overall system architecture, the individual development steps are
discussed. An eye tracking device and a motion capturing camera are used for data collection and provide
live information about human behavior in conjunction with a digital worker assistance system. The data is
stored in a database and analyzed by custom analysis algorithms. The results are displayed in a dashboard
application and show that the presented framework with eye tracking and motion capturing is suitable for
the analysis of human interaction with worker assistance systems.

Keywords

Human; Interaction; Data Acquisition; Data Analysis; Framework; Worker Assistance Systems; Eye
Tracking; Motion Capturing; Assembly; Dashboard; Cyber-physical Production Systems

1. Introduction

Human behavior in production systems affects productivity, quality and flexibility [1]. However, training of
workers is not always possible, because companies often rely on temporary employment, which may lead to
a decrease in productivity [2]. Furthermore, customization and multiple product variants pose additional
challenges [3]. One solution to provide support are digital worker assistance systems that help with cognitive
decision tasks (e.g., assembly sequence) and sensory perception tasks (e.g., torques) [4]. Keller found that
digital worker assistance systems increase productivity for untrained assembly workers, but the changes in
human behavior which lead to the improvements were not monitored [5]. There is a lack in knowledge about
the interaction between humans and worker assistance systems, which conceals optimization opportunities.
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The analysis of human behavior at digital worker assistance systems is motivated to support research similar
to the use cases in the annotated references:

— Determine maturity level of lean production and worker movements [8,6,9,7,10].

— Discover inefficient hand movements and optimize assembly station layout [8,6,9,10].

— Monitor standard conformance, ergonomics and safety [8,6,10,11].

— Discover poorly understandable instructions and optimize texts, images and videos [8,9,11].

— Competency measurement before and after training sessions [8,10,11].

— Analyze usage of worker assistance systems to determine necessity after training period [8,10,11].
— Anomaly detection and process locking to support quality assurance [6,10].

— Create instructions automatically from captured behavior of expert worker [10].

To increase transparency and allow for improvements of digital worker assistance systems according to the
listed use cases, this paper presents a framework for data acquisition and analysis based on an existing digital
worker assistance system [12], an eye tracking device [13] and a motion capturing camera [14] as data
sources. While the data sources already come with dedicated software tools, the authors identified the
following issues, which lead to the development of the presented framework:

- Lack of standardized communication interfaces across data sources.

— No merging of multiple data sources across software tools.

— Implementation of custom analysis algorithms not possible.

— Not suitable for live data analysis and dashboard generation.

— Insufficient documentation about database structure of existing worker assistance system.
- Analysis software for eye tracking device is expensive [15].

The developed framework eliminates these issues. The communication is based on the open platforms
communication unified architecture (OPC UA) and allows the connection of multiple data sources. In
addition, the framework supports the implementation of custom analysis algorithms. The analysis runs on
live data and the results are displayed in a dashboard application. The database and dashboard applications
are based on free open-source software. Due to the implementation of custom analysis algorithms, there is
no need for expensive proprietary software. The next sections provide information about the background of
this work, the framework development and implementation as well as a conclusion of the results.

2. Background

A survey on digitization shows that 86 % of the participating companies want to increase efficiency through
digitization, which is the highest rating category. The second most important request is an increase in
transparency at 75 % [16]. To gain insights and find optimization potentials, the lean philosophy already
introduces “Standing in the circle” also known as “Go & See” where shop floor managers observe workers
in the factory [7]. Hofmann et. al. found that the visualization of live process information along with
Go & See allows for better bottleneck identification [8]. In addition, the analysis of human interaction with
manufacturing unveils optimization possibilities beyond productivity improvements. For example, Lange et.
al. conducted interviews on the operability of tooling machines and identified multiple design dimensions
which all affect user experience [9]. Regarding sensor technology for the analysis of human-machine
interaction, Zheng et. al. present how eye tracking information can yield benefits regarding process
performance, human performance, work environment and safety [11]. Their work also includes selected eye
tracking measures to be used in various manufacturing and logistics areas. For analysis of worker
movements, Jathe et. al. present an exemplary use case of motion capturing to identify work activities in the
car industry [6]. Peruzzini et. al. combine multiple human factors to analyze user experience, but their
implementation only targets data post-processing and does not support live analysis of streamed data [17].
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3. Methodology and Framework

The presented data acquisition and analysis framework is developed based on the methodology
“Development of mechatronic and cyber-physical systems”, as presented in VDI/VDE 2206:2021-11 [18].
The methodology — also known as the V-model — proposes five major steps for system development, which
are shown in Figure 1. The next five sections of this paper show the application of the V-model to the
development of the presented framework.

1. Requirements Elicitation 5. Validation & Transition
~ e
2. System Architecture & 4. System Integration &
Design Verification
~ el

3. Implementation of
System Elements

Figure 1: Methodology for Development of presented Framework according to VDI/VDE 2206:2021-11 [18]

3.1 Requirements Elicitation

The first step towards system development according to the V-model is the elicitation of requirements. The
requirements for the presented framework are based on the use cases and issues with existing solutions as
presented in the introduction of this paper. Figure 2 shows the use cases and derived requirements. There are
use cases which share essential requirements and were merged into the groups A and B to reduce the number
of connection lines. At the worker assistance system, the worker’s gaze on the instructions (R1.1) and
movements (R1.2) must be tracked to collect data about human behavior according to the intended use cases.

Requirements Level 0
= Use Cases

. Requirements Level 1
U1 Discover poor

Instructions
R1.1 Track G f

U2 Analyze Usage of < rack braze o

. o Worker on Instructions
Assistance System 3
U3 Competency 3
Measurement R1.2 Track Hands and
U4 Anomaly Movements of Worker
Detection

R1.3a Data Analysis

U5 Determine Lean m Requirements Level 2 Requirements Level 3
Maturity Level =

U6 Create Instructions S ) i

automatically O R1.3b Live Analysis R2.1 Data Storage R3.1 Data Transfer

U7 Live Presentation in
Learning Factory

R1.4 Live Dasboard

U8 Interoperability with R1.5 Standardized
Systems and Software Communication

Figure 2: Requirements Elicitation for Data-driven Analysis of Human Interaction with
Digital Worker Assistance Systems based on Use Cases
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Use case U7 extends the data analysis requirement to also support live analysis of data. From the
requirements of data analysis (R1.3a) and the integration of a dashboard (R1.4), the requirement for data
storage (R2.1) is derived on the second requirements level. The data storage then requires data transfer
software (R3.1) to save the live information into the data storage, which is displayed requirements level
three. The next section discusses the system architecture of the framework based on the requirements.

3.2 System Architecture & Design

Figure 3 shows the system architecture of the framework which is tailored to the identified requirements.
The chosen architecture was designed based on the guidelines for event-driven processing [19] and cyber-
physical production systems [20]. At the bottom of figure 3, there is the data source layer, which consists of
a worker assistance system, an eye tracking device and a motion capturing camera according to the
requirements R1.1 and R1.2. Following the guidelines for event-driven processing, the information flow
between the components is realized using a publish and subscribe paradigm [21]. OPC UA is the preferred
communication standard for production systems and was chosen for the framework [22]. The provided
information is available in the form of standardized OPC UA data streams, which satisfies requirement R1.5.
For debugging purposes, free OPC UA clients can be used to view the data streams [23].

E9
Dashboard

A T
Raw Data and
Analysis Results w

E8 P .
SQL Database | N
. ‘\ . |

Batch Write of Cyclic Read of
Raw Data latest Raw Data Analysis Results

E7 E10

Transfer Agents Analysis Algorithms
Assembly Progr§ss ,J\‘ Possible future Extension for
Gaze Information . . .
. i Analysis on Live Data Streams
Skeleton Information '

_________________________________________________________________________________

..................................................................................

(F OPC UA Server ? OPC UA Server ? OPC UA Server
E4] oPC UA Retrofit for E5| oPc UA Retrofit for E6 [ OPC UA Retrofit for
Assistance System Eye Tracking Device Motion Capturing
A A
Status Information (L TCP Server Gaze Information Skeleton Information
Assembly Progress T XY-Coordinates XYZ-Coordinates
El E2 E3
Assistance System Eye Tracking Device Motion Capturing

Figure 3: System Architecture of Framework for Data-driven Analysis of
Human Interaction with Digital Worker Assistance Systems
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Above the data stream layer, there are transfer agents that write into a database, which supports the
Standard Query Language (SQL), satisfying the requirements R1.5, R2.1 and R3.1. The analysis algorithms
consume the latest batches of stored data, satisfying requirements 1.3a and 1.3b. To provide a visualization
and to satisfy requirement 1.4, there is a dashboard application, which is customized to show the raw data
and analysis results. The next section presents the implementation of the individual system elements, which
are numbered as E1 — E10.

3.3 Implementation of System Elements

After the specification of the system architecture and design, the individual system elements are
implemented. As proposed in the V-model, the implementation involves multiple disciplines for hardware
and software. The framework consists of ten system elements according to figure 3. The system elements
can be distinguished into three types: standard components (T1), standard components with custom
configuration (T2) and fully custom components (T3). Table 1 shows an overview of the system elements
and states information on their implementation. The framework includes four custom software components
written in Python [24]. For the OPC UA retrofit on the motion capturing camera, the original body tracking
library by Microsoft was incorporated, which is written for C++. The library takes the RGB-color and depth
images from the camera and uses artificial intelligence and computer vision algorithms for motion capturing.

Table 1: System Elements and Implementation Information

1D Type Implementation Comments
El T2 Desoutter Pivotware V7 Configured to send TCP messages to OPC UA retrofit.
E2 TI1 Tobii Pro Nano Provides XY-coordinates of the worker’s gaze at 60 Hz.

E3 TI1 Microsoft Azure Kinect DK RGB+D camera, comes with library for motion capturing.

E4 T3 Python Application Forwards information from TCP to OPC UA server.

ES T3 Python Application Fetches eye tracking data, forwards to OPC UA server.
E6 T3 C++ Application Fetches motion data and forwards to OPC UA server.

E7 T3 Python Application Subscribes to OPC UA servers and batch writes every 5 s.
E8 TI PostgreSQL Database Hosts database for raw data and analysis results.

E9 T2 Grafana Dashboard Plots raw data and analysis results.

E1I0 T3 Python Applications Read from database every 5 s for analysis, write results.

3.4 System Integration & Verification

The framework is integrated at one of three assembly stations for assembly of an electric motor replica. The
chosen assembly station involves 19 assembly steps. Figure 4a shows the setup for integration and
verification of the framework. The eye tracking device is mounted below the screen of the assistance system
at an assembly station. Based on the included calibration software, the position of the worker’s head is within
the best range for tracking when standing straight in front of the assembly station. The motion capturing
camera is mounted at the top of the assembly station. The settings of the camera allow for a wide and narrow
field of view, where the narrow option has proven to be more accurate for motion capturing.
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Figure 4b shows the image of the motion capturing camera with visualization of the skeleton joints. The
viewport includes the relevant desk area. The boxes for material supply are not visible on the camera image
but when the worker grabs material, the motion capturing algorithm still provides XYZ-coordinates at the
positions of the boxes. Figure 4c shows a closeup of the screen of the assistance system and a scatter plot of
the XY-coordinates for the worker’s gaze at the screen.

Eye Tracking Device Worker Assistance System Motion Capturing Camera
Tobii Pro Nano Desoutter Pivotware V7 Microsoft Azure Kinect DK

IEEEEEE - W)

PTWPC126-101

Figure 4: Setup with Integration of Framework for Data-driven Analysis of
Human Interaction with Digital Worker Assistance Systems

To verify that the developed framework behaves according to specifications, all 19 assembly steps were
carried out by unexperienced worker. Figure 5 shows the dashboard application with visualization of raw
data and analysis results with annotations which are discussed in the validation section of this paper. The
first plot shows the assembly progress. The eye tracking section shows when the worker looked at the screen,
but there is no information about the tracking algorithm detecting head or eyes. The XY-coordinates of the
worker’s gaze are not shown as time series but as a scatter plot in figure 4c and focus on the instruction text
and image area. The motion capturing section of figure 5 shows the detected person count and indicates that
the motion capturing algorithm only lost tracking a few times. The Z-coordinates of the right hand are at
about 1000 mm distance from the camera, which is reasonable based on the setup shown in figure 4a. The
XY-coordinates of the right hand move around the center of the assembly station as expected.
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Figure 5: Dashboard with Visualization of Raw Data and Analysis Results

The dashboard refreshes every five seconds and shows the history of data recorded during the assembly
process. Due to the batch write logic of the transfer agents (E7) and the cyclic read logic of the analysis
algorithms (E10), the dashboard is lacking a few seconds behind real-time. The data is still perceived as live
generated for demonstration purposes. A detailed investigation of the data shows some anomalies, which are
discussed in the following validation section, highlighting the links to the worker’s activities.
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3.5 Validation and Transition

The final step of the V-model is to validate that the developed framework is suitable for the intended analysis
of human interaction with worker assistance systems. The initial analysis results include the timewise
percentage of the worker looking at the screen of the assistance system for each assembly step. In addition,
the distance between the right hand and the top right material box D2 is monitored to incorporate the motion
capturing data. In the following, the link between work activities and anomalies in the collected data are
discussed based on figure 5.

Assembly step six takes the longest to complete and starts at around 15:16:45 h. During most of the time of
the sixth step, the worker does not look at the screen, but the right hand shows minor movements. This
correlates with the fact that small hard to mount screws are attached during this step. The analysis results for
the percentage of the worker looking at the screen is also the lowest of all major assembly steps.

Furthermore, there are two very short assembly steps in the recordings that are related to minor tool handling
activities. These steps are separated from the adjacent activities by the assistance system but do not yield
conclusive analysis results for the looking at screen value, because the time durations are too small.

Another observation shows a correlation between the motion capturing losing tracking of the worker and the
position data of the right hand, e.g., at around 15:17:50 h. The tracking fails to detect the worker when there
are peaks in the X-coordinate of the right hand and the worker moves towards the edges of the tracking area.

According to the instructions, material should be taken from box D2 only once. However, the distance
measurement between the right hand and material box D2 indicates that the worker has reached three times
into the box towards the end of the assembly process. This correlates with a confusion that the worker
experienced because the provided parts did not look like the ones on the instruction image.

Besides the instruction text and image area, the eye tracking data in figure 4c shows a cumulation at the
lower left part of the screen. This is where multiple buttons are placed on the user interface of the assistance
system to skip or retry steps. Although the buttons were not pressed during assembly, the worker's gaze
moved around the area several times.

4. Conclusion and Outlook

After motivating the analysis of human interaction with production systems, the requirements of the
presented framework are derived from research use cases and issues with existing tools. The chosen system
architecture follows guidelines for event-driven processing and cyber-physical production systems. The data
sources are equipped with OPC UA interfaces to provide standardized publish and subscribe communication.
For data storage and visualization, the framework relies on free open-source software. For future
improvements in performance and query logic, the database will be replaced by a time-series database. The
data analysis is performed by custom algorithms. For verification, the developed framework is implemented
at an assembly station with a worker assistance system. The motion capturing algorithm only lost tracking a
few times. The eye tracking data must be investigated further as by now, there is no distinction between the
worker not looking at the screen and the worker not being in the tracking range. Regarding the analysis
results, the first algorithm successfully merges signals from the worker assistance system and eye tracking
device. The initial motion capturing analysis is kept simple but could be extended in the future. To minimize
the lag between data acquisition and display of analysis results, the algorithms will be connected to the live
data streams instead of the database in the future as indicated in figure 3. The validation shows links between
the worker’s activities and analysis results but must be extended to more detailed statistics in the future.

Further research will include the application to more use cases as listed in the introduction of this paper.
After developing additional analysis algorithms, the authors plan to record and analyze multiple datasets.
The findings are expected to reveal optimization possibilities for the design of worker assistance systems.
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Abstract

Machine learning (ML) describes the ability of algorithms to structure and interpret data independently or
to learn correlations. The use of ML is steadily increasing in companies of all sizes. However, insufficient
market readiness of many ML solutions inhibits their application, especially in production systems.
Predictive models apply ML to understand the complex behavior of a system through regression from
operational data. This enables determining the relationship between factors and target variables. Accurate
predictions of these models for production systems are essential for their application, as even minor
variations can significantly affect the process. This accuracy depends on the available data to train the ML
model. Production data usually shows a high epistemic uncertainty, leading to inaccurate predictions unfit
for real-world applications. This paper presents ML-driven, data-centric Design of Experiments (DoE) to
create a process-specific dataset with low epistemic uncertainty. This leads to improved accuracy of the
predictive models, ultimately making them feasible for production systems. Our approach focuses on
determining epistemic uncertainty in historical data of a production system to find data points of high value
to the ML model in the factor space. To identify an efficient set of experiments, we cluster these data points
weighted by feature importance. We evaluate the model by running these experiments and using the collected
data for further training of a prediction model. Our approach achieves a significantly higher increase in
accuracy compared to continuing the training of the prediction model with the same amount of regular
operating data.

Keywords

Machine Learning; Design of Experiments; Epistemic Uncertainty; Predictive Models; Production Systems

1. Introduction

At the latest since the publication of ChatGPT by OpenAl, Machine Learning (ML) has received much
attention [1]. This type of generative artificial intelligence (Al) is considered a technical revolution with a
potential impact on a wide variety of industries and society as a whole [2]. In line with this trend, the use of
Al continues to increase in companies of all sizes, although primarily in large companies with more than
1000 employees [3]. Barriers to deploying Al in companies include a lack of expertise in the ML area,
insufficient market maturity of Al solutions, and a lack of data [4].

After the IT industry, manufacturing ranks second among the most important application areas for Al in
Germany [5]. However, compared to the IT industry, manufacturing requires significantly more effort to
generate data on the operational technology (OT) level and to transfer it to the application level. It becomes
clear that the algorithms behind ML models might not always be the limiting factor but rather the limited
data available to train these models. Instead of improving a model on a given dataset, data-centric Al focuses
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on data quality and reliability [6]. The methodology presented in this paper utilizes this data-centric approach
and addresses the creation of robust predictive ML models for complex production processes.

2. Data in production systems and its effect on predictive models

Production systems use actuators to control the process and sensors to generate data. These input data points
are called factors and consist of disturbance variables and control variables, as shown in Figure 1.

Input data / factors

Disturbance variables Control variables
Not adjustable Adjustable
Measured by sensors If applicable monitored by sensors

o

Output data / responses
Measured by sensors

Influenced by disturbance and control variables

Figure 1: Types of data in a production system

Disturbance variables are factors that the operator of a production system cannot adjust. In contrast, control
variables can be set to predefined values. Control variables are actuators that are often equipped with sensors
to monitor their current state. All factors influence one or more output data points called responses. In
production systems, responses are usually one or more measurable product quality characteristics.
Production systems typically rely on the empirical knowledge of experts and plant personnel who adjust the
control variables to achieve the desired responses.

In this work, we specifically address a subset of ML, namely predictive models, which learn the behavior of
the plant using regression. These models use historical data collected during the operation of the production
system to determine the relationship between factors and responses. Thus, the trained predictive model can
quantify the effect of factor changes on responses independently of the process experts' empirical knowledge.

Since the predictions take place simulatively without affecting the real-world production system, finding the
factors for the desired responses based on the predictions of a trained model is an optimization problem.
Given the current disturbance values of the real-world production system, a set of control variables is sought,
reproducing the desired responses according to the prediction model as accurately as possible. These
simulatively determined control variables can be set in the actual production system afterward. The goal of
this optimization is to avoid scrap or to increase efficiency. In production, this method is called predictive
quality. However, applying these predictive models in production is associated with some challenges.

Most of the data generated in production systems is available as time series data. Programmable Logic
Controllers (PLCs) cyclically retrieve individual measured values and provide them with a time stamp. The
combination of all process factors forms the input space, also called design space or factor space. Figure 2
shows a simplified 2D factor space. In this simple example, the factors x1 and x2 create the factor space.
Within the green area there are data points, represented as black dots. These data points are recordings during
the regular operation of the production system. The distribution of data points within the green area is not
homogeneous, so there are areas with an accumulation of data points as well as areas with few or no data
points.
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Figure 2: 2D factor space with data points illustrated as black dots

This distribution of data for training predictive models significantly impacts their robustness [7]. Areas with
many data points lead to accurate predictions due to the prevalence of low uncertainty, like prediction 1 in
Figure 2. Prediction 2 in Figure 2, on the other hand, lies in an area with few data points nearby, leading to
higher uncertainty and less accurate predictions. This type of uncertainty arises from various forms of
insufficient knowledge or incomplete data and is referred to as “epistemic uncertainty” [8]. Therefore,
providing additional data reduces epistemic uncertainty. Predictions within the green range can also have
high epistemic uncertainty and thus produce inaccurate predictions. All predictions within the green region
are also referred to as "in-distribution" predictions [9]. However, this does not mean they are independent
and identically distributed [10]. Accurate predictions within this range are essential for applying predictive
models since even slight fluctuations can significantly affect the process. The prediction of desired target
variables, therefore, only allows minor errors. High epistemic uncertainty leading to high inaccuracy makes
predictions unusable for production systems.

Predictions in the red region of the factor space have a very high epistemic uncertainty and produce incorrect
predictions because of factor compositions that the training data does not cover. All predictions within the
red region are referred to as "out-of-distribution" (OOD) predictions [9,10]. Valid predictions in the OOD
region can still be highly relevant in applications where process experts want to identify new operating
conditions. In this case, the objective is to find factor compositions in the red region that are more efficient
than previous operating regions "in-distribution" or more consistently achieve the desired product quality.

Reducing epistemic uncertainty with new data in the factor space is difficult to achieve in an application.
Instead of only having two factors, as shown in Figure 2, real-world applications often deal with tens or even
hundreds of factors. This high dimensionality and the often complex interrelationship of the factors limit the
applicability in production systems. This work focuses on improving “in-distribution” predictions through
new data points. We present a method that evaluates feature importance and model uncertainty in the factor
space to create an effective set of experiments. The effect of gathering data during these experiments shows
a more significant decrease in model error compared to training the model further with regular training data.

3. State of the art

This chapter presents the state of the art regarding our research. First, we discuss the role of uncertainties,
feature importance, and their corresponding methods for explainable Al. Subsequently, we point out current
research in the field of ML-based experimental design.
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3.1 Understanding ML models

Explainable Al aims to provide interpretable insights into the decision-making process of Al models to
understand them better. Explainability is particularly important in production systems since incorrect
predictions can cause property damage or even cause injuries. There are many tools and methods to evaluate
the correctness and relevance of a prediction. In this work, however, we focus on two approaches: uncertainty
and feature importance. Feature importance indicates the influence of individual factors on the responses. In
the context of feature importance, global model-agnostic methods describe the average behavior of models
[11]. The most prominent global model-agnostic method is permutation feature importance. By randomly
shuffling a factor’s value and measuring the model error, permutation importance provides the importance
of each factor for the responses [12]. Local model-agnostic methods, on the other hand, explain individual
model predictions [11]. SHapley Additive exPlanations (SHAP) is a method that uses Shapley values, known
from coalitional game theory, to find the contribution of each factor to the prediction [13].

According to [14], the shell model of uncertainties divides the uncertainty of Al or ML applications into
three areas: The innermost layer, "Model Fit," indicates whether the used model can represent the complexity
of the data. The subsequent layer, "Data Quality," indicates whether the data contains the information and
correlations related to the target variable. The outermost layer, "Scope Compliance," includes uncertainty
due to differences between the model and application context. This work concerns the "Data Quality" layer,
which describes epistemic uncertainty. Bayesian methods are essential in determining the amount of
uncertainty [15,16]. However, since Bayesian approaches are often more computationally expensive and less
performant than conventional ML models, [17] demonstrated that dropout in neural networks can be used to
approximate uncertainty, combining the advantages of conventional ML with Bayesian methods.

3.2 ML-driven Design of Experiments

Factorial or screening experimental plans quickly reach their limits when there are many factors and complex
processes. ML-based Design of Experiments (DoE) attempts to solve this problem and helps to determine
process interrelationships through targeted experiments. Determining the most efficient experiments is called
“Optimal Experimental Design” (OED). Approaches in this area use, for example, iterative exploration of
areas in the factor space with high information content by predicting the variance [18] or introducing
estimators for the information gain of an experiment [19]. ML-based DoE already finds application in the
field of materials science [20], chemical reactions [21], or in the selection of fast-charge protocols [22].
However, these approaches are limited to discrete factor spaces and do not account for continuous factor
spaces as they prevail in production systems.

4. Methodology

This section introduces our ML-driven DoE for predictive models in production systems. Figure 3 shows the
workflow of the method.

Run

] Identify Clustering . Train model
Train model on oty historic data weighted by CXpeiRtes with data
B feature A on
historic data : with high feature ; from
importance : : production .
uncertainty importance system experiments

Figure 3: Workflow for the ML-driven approach to DoE for predictive models in production systems
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For this method to be applicable, the production system must run and provide the data generated during the
process. All data points are snapshots of the production system at a certain time and consist of n factors. The
first step is to train an ML model using historical data from the operation of the production system. The type
of selected regression model must either provide the uncertainties in its predictions (i.e. Bayesian methods)
or allow to calculate the uncertainty of its prediction with additional methods (i.e. neural networks with the
approximation of [17]). These requirements are important at a later stage in the workflow. In some cases,
this regression model might already produce sufficient predictions. However, the predictions are too
inaccurate for many use cases in production systems, which is where our method comes into place. In step
two, we calculate the feature importance of all control variables. Since we are interested in the feature
importance over all data points, we apply a global model-agnostic method like permutation importance.

In the third step, we determine the uncertainty of the model over historical data points. Ideally, these data
points are a test set which the model has not been trained on. Then we pick m data points with the highest
uncertainty for further investigation in the next step. The amount of data points to choose varies depending
on the number of experiments and fluctuation in the data. If we plan a high amount of experiments and the
data fluctuates considerably, an increased number of data points is necessary for step 4.

Since it is expensive to perform many experiments, we do not want to run separate experiments for m data
points. Instead, we want to design an efficient set of experiments that generate as much useful information
for the ML model as possible. This is why we cluster the data points with high uncertainty in step 4. By
clustering similar data points, we aim to compress the information of m data points into fewer experiments.
Algorithms like k-means minimize the variance of data points within a cluster. In this case, we want to
minimize the variance of all control variables since we cannot influence disturbance variables during
experiments. Additionally, we weight all control variables by their feature importance. This ensures
efficiency since factors with a high impact on model estimates also have a higher impact during clustering.
To get a single experiment from each cluster, we calculate the average for the factors in each cluster. The set
of all averaged clusters acts as an experiment plan for the production system. This plan provides a set of
experiments that target areas in the factor space where the model is uncertain while focusing on the factors
that influence the responses the most.

In step 5, we set the control variables according to the first experiments from the experiment plan and record
all data during production. After completing all experiments, we use the data from the experiments to further
train the model in step 6.

5. Evaluation

In this chapter, we evaluate our method based on its effect on the error of predictive models in production
systems. We apply the method at a geothermal power plant (GPP) that produces power by extracting heat
from hot thermal water. We use 22 sensors in the process. The process operators have written the operational
data cyclically into a database every 5 minutes for 268 days. These sensor values are the historical data and
consist of different physical properties like water flow rate, pressure, temperatures, etc. Out of these 22
values, we use three adjustable factors as the control variables for our method. In addition, one of the values
that the process operators recorded is the net energy gain of the GPP, which acts as the response of the
predictive model. After training a basic feed-forward neural network on this data, we evaluate the feature
importance of all control variables using permutation importance. Table 1 shows the feature importance of
all control variables.
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Table 1: Feature Importance of the control variables

Control variable Feature Importance
Number of active air condensers 33.6068
Blade angle of air condenser ventilators 32.9897
Receiver condensate level 29.4302

In the next step, we predict the net energy gain based on unseen data. We use the dropout method of [17] to
estimate the epistemic uncertainty of these predictions. Figure 4 shows the uncertainty of the predictions
over a period of 30 days.

60

50

40

30

Epistemic Uncertainty in kW

20

2022-09-01 2022-09-08 2022-09-15 2022-09-22 2022-10-01 2022-10-08
Date

Figure 4: Epistemic uncertainty of the model on test data

Since maintenance work was done on the GPP during this time, we left out some uncertainty data to avoid
faulty estimates. The red dots mark 20 predictions with the highest epistemic uncertainty. To reduce the total
number of experiments, we build five clusters from these 20 data points weighted by their feature importance
and calculate the average of each cluster. The five clusters act as five separate experiments. Therefore, we
compress the information of twenty data points into only five experiments. We adjust each control variable
according to an experiment and run the GPP with these settings for 24 hours. We record all 21 factors and
the corresponding response during the experiments for further training of the feed-forward neural network.

We use the root-mean-square error (RMSE) between the predictions and the actual net power output to
evaluate the performance of the model. Table 2 shows the RMSE of three models, which all share the same
hyperparameters. We train model 1 on just 268 days of historical data. Model 2 utilizes an additional five
days of regular operational data from the GPP. Model 3 uses the 268 days of historical data and the five days
of experiments we performed based on our method. This means we trained models 2 and 3 on the same
amount of data, whereas model 1 uses five fewer days of data.

Table 2: Evaluation of the models based on their RMSE

Model RMSE
Model 1: 268 days of data of regular operation data 12.006
Model 2: 268 regular + 5 days of regular operation data 11.935
Model 3: 268 regular + 5 days of experiment data (our method) 10.294
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As expected, model 1 with an RMSE of 12.006 performs worse than models 2 and 3 since we provide less
training data. While model 2 achieves an RMSE drop of ~0.6% to 11.935, the RMSE of model 3 drops to
10.294, a decrease of ~14.3%. The five days of experimental data provided by our method are more
beneficial to the model than five days of regular operating data. This shows that a data-driven approach to
predictive models can help lower the error of predictions and make these models more feasible for production
systems.

6. Conclusion and future work

It is vital to decide which ML model to use and to find its best hyperparameters for any type of application.
However, instead of focusing on models and algorithms, research in data-driven Al focuses on data quality
and reliability. In this work, we introduce a method for ML-driven DoE for predictive models in production
systems to generate high-quality training data yielding lower prediction errors. We achieve this by
considering the epistemic uncertainty of model predictions and clustering them weighted by feature
importance. With this, we create data with high value to the model while keeping experimental efforts as
low as possible. We have shown that our method yields significantly higher-quality data than regular
operation.

This work focused on “in-distribution” predictions, meaning we generated data within the range of regular
operation of the production system. However, in some cases, the optimal point of operation does not lie
within this area of the factor space. Exploring OOD predictions might produce higher efficiency, better
product quality, or higher overall production. Therefore, in future work, we want to focus on OOD
predictions to find new operating conditions in production systems.
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Abstract

Deep Learning for Computer Vision holds great potential in warehousing logistics, for example for
applications such as mobile robots or autonomous forklifts. However, the availability of labelled image
datasets within this area is limited. To address this problem, we benchmarked two different datasets, LOCO
(Logistics Objects in Context) and TOMIE (Tracking Of Multiple Industrial Entities), to find out, if these
datasets can be used interchangeably. Therefore, we examine the usability of these datasets for Object
Detection tasks using the YOLOV7 framework. For this we trained several networks and compared them
with each other. A deep analysis between these two datasets shows that they are quite different and only
suitable for specific tasks which are not interchangeable, despite having emerged from the same research
domain. More thorough investigations are performed to find the reasons for this lack of compatibility. To
close the gap between LOCO and TOMIE, a synthetic data generation pipeline for pallets is developed and
18,000 synthetic pallet images are rendered. Furthermore, models are trained based on the synthetic data and
compared with the models trained on real data. The synthetic data generation pipeline successfully closes
the reality gap, and the performance on TOMIE is increased, but the performance on LOCO remains
significantly weaker, in comparison. To develop a deeper understanding of this behaviour we examine the
underlying datasets and the reasons for the performance difference are identified.
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Warehousing Logistics; Datasets Generation; Deep Learning; Object Detection

1. Introduction

Robotic systems, such as AGVs (autonomous guided vehicles) and autonomous forklift trucks are
encountered more and more in warehousing environments, solving tasks, like recognising, storing and
collecting pallets and other objects of interest [1]. To enhance the abilities of such robotic systems, they
require the capability of a deeper understanding of the environment by using sensors such as cameras and
algorithms to extract semantic information. For this task, there still remains a huge untapped potential for
Deep Learning (DL) and Computer Vision (CV). For Deep Learning however, lots of data is necessary,
which is sparsely available for warehousing environments [2].

Since existing datasets from the context of warehousing logistics are limited, it first leads us to LOCO
(Logistics Objects in COntext), which was the first dataset of its kind [3]. Also, TU Dortmund University
recently published a tracking dataset in the field of warehousing logistics called TOMIE (Tracking Of
Multiple Industrial Entities) [4].
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Both datasets are designed for Object Detection in warehousing environments, providing semantic data of
logistical entities within their images. In addition, we address the question to what extent synthetic data can
improve the combination of both datasets in terms of Object Detection results.

Therefore, LOCO as well as TOMIE are being investigated in terms of their usability for DL. The use of
synthetic data is also evaluated, and an image generation pipeline is developed for this purpose. Experiments
are conducted using the state of the art Object Detection framework YOLOV7 [5].

2. Related Work

Object Detectors are normally used on a special domain, therefore the need for a specialised dataset is
present. In the field of warehousing logistics, there was no publicly available dataset until the release of
LOCO [3] as well as the recently published paper of TOMIE [4]. Nevertheless, there is some work that dealt
with Object Detection in logistics using real data: In [6] a survey on DL-based Object Detection in industrial
manufacturing lines was conducted. Another paper [1] deals with the automated detection of pallets by
unmanned forklifts. 4,620 photos from real warehouses were used for training with the Single-Shot-
Detection (SSD) architecture. The work of [7] aimed to detect pallets and their associated pallet pockets
using Object Detection. For this purpose, Faster-RCNN, SSD and YOLOv4 were compared, with the result
that Faster-RCNN and SSD achieve better performance, but small objects are detected significantly better
by YOLOvA4. Pallet detection with YOLOvS was investigated in [8]. 1,350 images were captured with three
different cameras at different times of the day. In addition to pallet Object Detection with SSD, [9] used
depth data to extract the 3D pallet point-cloud model for accurate positioning. For this purpose, more than
1,000 images of pallets were taken under different lighting conditions and at normal forklift reach.

Due to the lack of datasets in the real logistics environment, there are many efforts to generate them
synthetically. There are different ways of creating synthetic data, one of which is rendering images with 3D
software, e. g. with Blender or Unity. This can be roughly divided into trying to render photo-realistic
images, imitate real world parameters as close as possible, or using Domain Randomisation (DR), for which
the realism is not that important. DR is an approach where parameters of the source domain are randomized
with the idea that the target domain is recognised as just another variation of the source domain by the model
[2]. [10] focused on the detection of retail-objects, using a DR approach with random 3D objects in the
background of the objects of interest. The Hamburg University of Technology [11] dealt with the pose
estimation of a Euro-pallet, also using Blender. However, the focus here lays more on photorealism, the
textures consist of RGB images from a real camera. An mAP of 0.94 was reached on own test data. In [2],
an industry-based synthetic dataset consisting of small load carriers was used to evaluate their data
generation pipeline using Blender and DR. In addition to rendering images and compositing real data, there
is another promising way to generate synthetic data, which is generative Al. Al has been given a whole new
meaning by Large Language Models like ChatGPT, but are also potentially useful in the field of Object
Detection. GANs (Generative Adversarial Networks) for instance, can be helpful in domain adaptation in
order to bring synthetic images closer to reality [12]. However, research on generative Al for Object
Detection in warehousing logistics is still at the beginning.

In the context of warehousing, only one synthetic dataset is known to us [13]. This dataset, however, is suited
for re-identification and not for Object Detection tasks. One further dataset, which is currently available only
for collaborators and partners, is SORDI [14], created to tackle the lack of industrial synthetic datasets.
200,000 bounding box annotated images were rendered, containing eight different assets in 32 scenarios,
resulting in more than 1 million bounding boxes.
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3. Methodology

The goal of this paper is the investigation of the LOCO and TOMIE dataset in terms of usage potential for
Object Detection. We evaluated if the Object Detection performance of LOCO can be improved by using a
modern framework, the TOMIE dataset or self-created synthetic data. The best-case scenario would be a
model which generalises well on all data in context of logistics by using all three sources of data.

First, data exploration and comparison for both LOCO and TOMIE is conducted. With the base models of
both real datasets, reciprocal inference is conducted to evaluate how well each model is performing on the
other dataset. Regarding synthetic data (from now on referred to as the SYNTH dataset), first, a pipeline was
created using Blender, generating images of the pallet class. To bridge the reality gap, DR as well as domain
knowledge are used. In this case, the latter means that we already know where and under which conditions
(1. e., loaded, on shelves) pallets are often seen. After generating these images, the pipeline also must prepare
the data for training and data exploration. Following that, training with YOLOV7 is conducted, leading to a
base model trained on SYNTH. As with the real data, inference is conducted with TOMIE and LOCO to
determine how well purely synthetic pallet data works in the logistics domain. With the then available base
models, fine-tuning is done - for the SYNTH base model with LOCO and TOMIE, for the real datasets only
with the respective other dataset. Afterwards, inference is conducted again with LOCO and TOMIE to
evaluate how fine-tuning helps to generalise or if catastrophic forgetting occurs. To compare the performance
of the SYNTH dataset, base models are again trained with LOCO and TOMIE also using only the pallet
class. The overall approach can be seen in Figure 1.

Data Exploration
(LOCO & TOMIE)

Data Preparation Creating a Pipeline for
(LOCO & TOMIE) Rendering SYNTH

Rendering and Exploration
of SYNTH

Fine-Tuning Fine-Tuning
with LOCO with TOMIE

Training Training " ;
with LOCO with TOMIE Training with SYNTH

Model

Figure 1: Training and test approach.

4. Data Exploration

4.1.1 LOCO

LOCO is a dataset which is split into five subsets, representing different warehousing logistics environments.
A total of 64,993 images were captured, images 39,101 remained after removing blurred and similar images.
From those, 5,593 were selected for bounding box annotation for five classes: pallets, small load carriers,
stillages, forklifts and pallet trucks. In total there are 151,428 instances of those classes, which have a
unbalanced class distribution. Pallets make up the biggest part of the annotations, followed by small load
carriers. Forklifts occur only 598 times in the dataset. There are 496 images without any annotations, the
majority of the images hold at least ten annotations and a significant number even more than 50 annotations.
Also, the relative size of the objects is smaller in LOCO than in common datasets like COCO. 90% of the
annotations have a bounding box size smaller than 2% of the image size. In COCO, that is only the case for
70% of the objects. The majority of LOCO annotations are even smaller than 1% of the image size.
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4.1.2 TOMIE

TOMIE [4] was recorded in a research facility representing a warehousing environment. In this environment,
different warehousing scenarios were recorded using six cameras in different locations, creating six different
data subsets. The dataset consists of 112,860 frames and 640,936 entity instances of nine classes including
pallets, stillages, small load carriers and forklifts. Compared to LOCO this means that it offers the same
object classes, except for the pallet trucks. The number of annotations per class is more balanced in TOMIE
than in LOCO. Nevertheless, the pallet also dominates here, with over twice as many instances as the small
load carriers. Stillages are the rarest while there are still twice as many forklifts. TOMIE has few instances
per image, especially compared to LOCO, the majority of the images has no more than 10 annotations. The
size of the annotations is more irregular compared to LOCO. This is because the camera distance to the
respective objects remains virtually the same throughout the recordings. Furthermore, there are no
annotations with a bounding box smaller than 0.1% of the image size.

4.1.3 SYNTH

Due to the scope of this paper, only one of the potential classes is considered. Pallets were chosen since they
play the most elementary role and occur the most in the existing datasets. Thus, the performance of the
synthetic data can be measured best.

To ensure data diversity, 13 different pallet and three different warehouse assets are used for the generation
of SYNTH. The pallets are randomly spawned following various parameters which are randomly selected
based on a self-defined range that can be changed before rendering. This includes the pose, texture, form
and quantity. In addition to labelling full pallets, 2D front and side views of pallets were added to SYNTH.
Camera position, orientation, and field of view were also randomized. Distractor objects with random
attributes were placed in the foreground and background. The background was randomized by changing
floor and wall textures. 3D assets from the logistics context were placed in the background. Random lighting
was applied, including the use of a shadow thrower to simulate poorly illuminated pallets. Rendering quality
was varied, including resolution and number of samples. After rendering, some sanity post-processing was
applied, like excluding pallets which are barely visible in the image, either because they are placed at the
image edges, or because they are occluded.

Subset & Subset Subset

Subset a Subset Subset

Figure 2: Examples of the different subsets of SYNTH.

About 18,000 images were rendered. with a total of 125,937 instances, divided into 6 subsets, all with slightly
different parameters. Examples for images from the dataset can be seen in Figure 2. The annotations per
image distribution is located between LOCO and TOMIE with the maximum of images having 1 to 5 pallets
and no images with more than 50 pallets, with seven on average. The size of the bounding boxes is quite
similar to LOCO. The composition of the dataset and the split into different subsets is shown in Table 1.
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Table 1: Statistics of the SYNTH dataset.

Subset Number of Images Number of Pallets Notes
o 2,992 25,279 Full randomization
B 3,017 15,926 Pallets only on floor level
v 2,989 18,797 Full randomization
o 3,006 15,109 Pallets only on floor level
€ 2,991 32,544 No texture change for floor and wall
¢ 3,035 19,625  No texture change for floor and wall

More pallet front side instances

5. Experiments

5.1 Real Data

For the experiments with real data, the LOCO subsets (1-5) were split into training and validation sets, i. e.
2, 3 and 5 as training sets and subsets 1 and 4 as validation sets. Using TOMIE, we split the subsets (A - F)
so that the training set contains A, B, E and the sets C and D as the validation set. We used an image
resolution of 1120px, a batch size of 4, an IoU of 0.5 and a confidence of 0.001. For training, the standard
YOLOV7 P5 parameters and pre-trained COCO weights were used.

5.1.1 LOCO Base Model

We trained the LOCO base model with Adam, a LR (Learning Rate) of 0.001 and 5 frozen layers. Inference
was conducted with LOCO as well as TOMIE data on the weights of the best epoch. For LOCO and TOMIE
the results are listed in Table 2.

Table 2: Inference results one the LOCO base model with LOCO and TOMIE.

Class All Small load Forklift Pallet Stillage Pallet truck
Dataset carrier

LOCO 0.52 0.467 0.350 0.737 0.688 0.359
TOMIE 0.234 0.0 0.0 0.023 0.422 -

For fine-tuning with TOMIE, subset B was selected as training set and subset D as validation set. After
conducting runs with several optimizer and freeze parameters (T), the best mAP@.5 reached was 0.67 using
SGD and no frozen layers (T0). To prevent catastrophic forgetting, we applied mixed fine-tuning (M) and
frozen layers: LOCO subset 1 was added to the training set, while subset 4 was added to the validation set,
since both were not used to train the base model. The optimizer used was SGD and the LR was increased
from 0.001 to 0.01 due to a higher number of and more diverse training data. Results are shown in Table 3.

Table 3: Inference results (mAP@.5) for TOMIE and LOCO with LOCO based model fine-tuned with TOMIE.

Inference results for TOMIE subsets A, C, E and F on Inference results for LOCO subset 4 on the
the LOCO base model fine-tuned with TOMIE LOCO base model fine-tuned with TOMIE
Class M T50 M TS5 TO T50 M T50 M T5 TO T50
All 0.65 0.645  0.630 0.624 0.182 0.006 0.033 0.001
Forklift 0.35 0.289  0.293 0.338 0.057 0.001 0.002 0.001
Pallet 0.608 0.65 0.656 0.562 0.552 0.022 0.127 0.002
Stillage 0.993 0.995 0.995 0.972 0.036 0 0 0
Pallet truck - - - - 0.081 0 0.001 0
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5.1.2 TOMIE Base Model

SGD was chosen, with an LR of 0.01 and five frozen layers as well as a resolution of 1152px. Subsets A, B,
E and F served as the training set, while subset C and D were used for validation. After the 10th epoch a
training mAP@.5 of 0.846 was reached, which was not surpassed after. Inference was first conducted with
the LOCO benchmark (subsets 1 and 4) on the weights from the best epoch, which lead to an mAP@.5 of
0.002. On the TOMIE base model, fine-tuning with LOCO was conducted for 40 epochs while using SGD:
once with 10, the other time with no frozen layers. The results are shown in Table 4.

Table 4: Inference results mAP@.5 for LOCO subsets 1 and 4 on the TOMIE base model.

Class All Small load Forklift Pallet Stillage
Dataset carrier

LOCO 0.002 0.0 0.0 0.001 0.005
TOMIE 0.839 0.826 0.613 0.937 0.977

The split and the other parameters are the same as before. The mAP@.5 inference results for both trained
models are shown in Table 5, each for the weights of the best epoch.

Table 5: Inference results mAP@.5 on the TOMIE base model fine-tuned with LOCO.

Class LOCO (T10) TOMIE (T10) LOCO(T0) TOMIE(TO)
All 0.491 0.243 0.514 0.215
Small load carrier 0.379 0 0.485 0
Forklift 0.258 0 0.266 0
Pallet 0.737 0.011 0.745 0.019
Stillage 0.652 0.961 0.663 0.841
Pallet truck 0.431 - 0.411 -

5.2 Synthetic Data

In this section we analysed the quality of our SYNTH dataset by training models only with the pallet class.
For this, we trained a SYNTH base model for 40 epochs with five frozen layers and SGD with a LR of 0.01.
Subsets o and y were used as training set, subset € as validation set, the remaining data were used for
inference testing. This way, the subsets with the most DR are used for training and the one closest to reality
for validation. Proceeding with our SYNTH base model, we conducted additional experiments by fine-tuning
the model with TOMIE and LOCO. We also trained a two staged fine-tuned SYNTH base model, which was
first fine-tuned with TOMIE and LOCO afterwards. For inference testing we used subset 1 from LOCO. All
experiment results are shown in Table 6.

Table 6: Inference results (mAP@.5) with LOCO subset 1 on different configurations.

Model mAP@.5
SYNTH 0.096
LOCO fine-tuning on SYNTH 0.740
TOMIE fine-tuning on SYNTH 0.005
LOCO fine-tuning on TOMIE on SYNTH 0.724

In addition to our fine-tuned experiments we also tested all subsets from LOCO and TOMIE to determine
how the inference with real data is when used only with models trained using SYNTH, which is shown in
Table 7.
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Table 7: Inference results on the SYNTH base model.

LOCO subset 1 2 3 4 5 all
mAP@.5 0.113 0.044 0.029 0.054 0.054 0.051
TOMIE subset A B C D E F all
mAP@.5 0.718 0.263 0.416 0.003 0.752 0.015 0.343

6. Evaluation

6.1.1 Real Data

The LOCO base model shows an improved mAP compared to the original paper. However, while pallets
and stillages produce reliable results, small load carriers, forklifts and pallet trucks perform poorly. For
forklifts and pallet trucks, the low number of occurrences and variety of the objects are likely to be
responsible for the model’s poor performance. Delving deeper into LOCO, one reason is the annotation
quality (see Figure 3). There are missing and faulty annotations, when comparing inference with ground
truth. Also, the objects are in part difficult to recognise, be it due to their size or blur.

postos ™

21
B
posiel 0.3 truck 05 poset 0.8
nollet 0.8
08

PoMt 08071 0.7 poet 0.9

Figure 3: Comparison of the ground truth (left) and the predictions (right) in LOCO.

For the TOMIE base model, we discovered a fast training convergence. One possible reason for this is that
the data is quite easy to learn on. The stillage class is detected well, which is because in all images it is the
very same stillage instance. The performance for the forklift is, in comparison, rather poor. A reason for
this might be the inconsistent annotations (see Figure 4) with sometimes the person dragging it being
included and sometimes not. Annotation inconsistency also occur for other categories, which could lead
to the notably fluctuation in training performance. Also, the model is overfitting on loaded pallets, which
are sometimes detected even if they are occluded.

Figure 4: Examples of annotation inconsistencies of forklifts in TOMIE.

The performance of TOMIE data on the LOCO model is poor, except for the stillage class. Vice versa,
performance is even worse. A central criteria is probably the camera perspective. In TOMIE it is almost a
top-down, bird’s eye view, whereas in LOCO the pictures were all taken relatively close to the ground. In
addition, a model trained on LOCO mostly labels the visible part of loaded pallets. With TOMIE, the
bounding box always covers the whole pallet. This leads to incorrect predictions due to low IoU, even
though the pallet may have been recognised correctly (see Figure 5).
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Figure 5: Pallet annotation compared to inference results with LOCO on the TOMIE dataset.

6.1.2 Synthetic Data

The SYNTH model performs much better on TOMIE than on LOCO, showing that the reality gap could be
overcome with synthetic data. A deeper investigation of the LOCO dataset shows that pallets in shelves are
rarely recognised, especially if the pallets do not face the camera or the instance is small (Figure 6, bottom
left). The LOCO base model can recognise these objects much better. Stacked pallets are also problematic
(Figure 6, top images).

Figure 6: Inference samples with LOCO subset 1 (dark green = ground truth, orange = LOCO base
model, blue = SYNTH base model).

For pallets, in general it seems like fine-tuning with LOCO on a base model improves performance and again
fine-tuning on SYNTH performs slightly better than fine-tuning on TOMIE. For fine-tuning with TOMIE
on SYNTH, the inference with subset 1 performs very poorly as usual and as expected, fine-tuning on LOCO
still brings a better performance. Finally, we analysed the combination of the SYNTH base model with
LOCO and TOMIE data. For inference with subset 1 with LOCO fine-tuned model, a better performance
can be achieved by fine-tuning.

7. Conclusion

In this paper, we conducted a thorough examination of two warehousing logistics datasets, LOCO and
TOMIE. Our investigation not only involved a comparative analysis but also sought broader insights relevant
to computer vision and logistics object detection. While first results demonstrated the superiority of our
models on the LOCO benchmark, we identified inherent dataset limitations, including class distribution
imbalances and annotation inaccuracies, particularly with pallets and small load carriers. TOMIE, with its
consistent camera perspectives, presented challenges like label inconsistencies and fluctuations during
training. These issues underscore the importance of robust dataset curation and annotation. Secondly, our
analysis revealed substantial disparities between LOCO and TOMIE, spanning different camera
perspectives, environmental conditions, and labelling approaches, shown by catastrophic forgetting during
transfer learning. To bridge these gaps, we introduced a synthetic data generation pipeline, effectively
leading to performance enhancements. In summary, our study not only offers insights into LOCO and
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TOMIE but also underscores the broader relevance of robust dataset creation and domain adaptation
challenges in logistics object detection. Bridging these gaps is crucial for enhancing model robustness and
applicability in real-world logistics scenarios.
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Abstract

The increasing product variance due to the growing individualization of customer requirements leads to
smaller batch sizes and higher process time spreads in mixed-model assembly. The resulting decline in
efficiency pushes conventional, less flexible assembly lines to the limits of their economic viability. Matrix
assembly is an approach to increase flexibility and efficiency by decoupling workstations and dissolving
cycle time constraints while maintaining flow. Both matrix and line assembly are flow-based assembly
structures characterized by assembly objects moving according to the flow principle. Due to the numerous
design options of flow-based assembly structures and the need to consider flexibility as a central decision
criterion, the complexity of structural planning increases. The variety of the design options as well as their
compatibility make it challenging for assembly planners to decide which configuration provides sufficient
flexibility for their use case.

This paper presents a novel level-based classification for flow-based assembly structures that identifies the
relevant configurations, ranks them according to provided flexibility, and breaks down the characteristics as
well as their compatibility. The classification enables planners to efficiently compile, evaluate and select the
flow-based structure configurations suitable for the individual use case during assembly structure planning.
Planning efficiency and results are improved by transparently providing all configurations and their
characteristics’ compatibility to the planner without any research effort. The configuration selection focusing
on flexibility by means of the classification can be the starting point of a subsequent simulation of the system
behavior concerning efficiency.

Keywords
Mixed-Model Assembly, Matrix Assembly, Line Assembly, Flexibility, Efficiency, Assembly Planning

1. Introduction

In times of increasing individualization and diversification of customer requirements, the number of units
per variant decreases and manufacturers use mixed-model assembly lines (MMAL) to minimize investments
and associated risks [1, 2]. Different product variants with related characteristics are assembled in the same
assembly line without retooling [3]. The different scopes in assembly stations make it increasingly difficult
to maintain a uniform cycle time within the system [4]. Despite significant efforts for measures to reduce the
cycle time spread and to optimize the variety of variants [4], conventional, clocked MMAL reach the limits
of economic viability [5]. Therefore, companies are looking for assembly structures that are able to cope
with the changing conditions in a short time and a paradigm shift towards more flexibility is emerging [2, 6,
7].
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Both line and matrix assembly form the flow-based assembly structures. Assembly objects move according
to the flow principle through a series of assembly stations to be completed [8]. Matrix assembly makes use
of the advantages of job-shop assembly regarding flexibility and of flow-line assembly regarding efficiency
by decoupling workstations and dissolving the cycle time constraint [5]. Assembly objects each take an
individual path through the assembly stations, which can be approached independently of each other [9]. In
comparison to MMAL, matrix assembly is highly flexible and provides better efficiency for specific use
cases [6]. In case of unforeseen events such as a disrupted or unavailable assembly station, it can easily be
skipped by adjusting the path of an affected assembly object and the system can be changed proactively [10].
The significant advantages of matrix assembly go along with a higher control effort of the entire assembly
and increased space requirements [11]. Currently, matrix assembly systems are not known to be fully
deployed in series production, although the concept is broadly discussed in research and tested in prototype
applications in practice [12]. Reasons for the slow introduction include companies’ lack of experience in the
use and planning of matrix assembly systems and the high planning complexity.

The majority of conventional approaches to assembly planning are based on the sequential phases
Formulation of the planning task, Rough planning, Detail planning and System implementation [13]. After
the formulation of the planning task and requirements regarding system adaptability, the rough planning is
performed. In this, alternative characteristics are combined and thereby competing system configurations
developed. After an evaluation, the superior configuration is selected, and the detailed planning is conducted.

When developing concepts during rough planning, planners are guided by classifications that differentiate
assembly structures based on their constituting characteristics. Due to the increased planning scope in the
structural planning of matrix assemblies, the known dimensions of those classifications do not describe the
relevant characteristics with distinction. As a result, the system configurations of flow-based assembly
structures are not transparent and structural planning becomes inefficient because planners must undertake
research efforts to identify configurations. Hence a classification applicable for the structural planning of all
flow-based assembly structures is required. In this paper, a novel classification for flow-based assembly
structures to organize relevant configurations according to the provided flexibility is proposed. Therefore,
the following research question is to be answered: How can the cause-effect relationships of flow-based
assembly structures be consolidated in a classification for efficient structural planning?

2. Literature Review

The presented systematic literature review follows the approach described by VOM BROCKE ET AL. [14] and
aims at identifying the key publications representing configurations of flow-based assembly structures and
approaches to classify assemblies. The review scope and strategy were defined according to the taxonomy
of literature reviews described by COOPER [15], extended by the Starlite mnemonic [16]. The concepts in
the research field pursue the common goal of overcoming the challenges of multi-variant assembly, such as
limited efficiency in particular, by increasing flexibility. This topic was conceptualized by iteratively
identifying the main search terms for flexibilization and the domain. Accordingly, the search string (flexib*
OR agil* OR matrix) AND ("assembly line" OR "assembly system" OR "mixed-model assembly") was
applied for titles, keywords and abstracts resulting in 2,822 publications. These were analyzed using the
PRISMA methodology [17] and 44 relevant publications remained after the screening process. A forward
and backward citation search provided additional four publications. In the following, selected insights
regarding concepts of flow-based assembly structures and classifications are presented.

2.1 Concepts of Flow-Based Assembly Structures

Flow-based assembly structures comprise both line and matrix assembly. The review results show that
concepts to improve flexibility of conventional line assembly such as dynamic line balancing, sequencing,
cycle time modifications, optimized system segmentation, flexible worker utilization and team work are
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already used in industrial practice and are therefore not presented in detail. However, these concepts reveal
levers to improve flexibility like structuring in less dependent sub-systems, mitigating cycle time constraints
and extending the utilization of workers' capabilities. In the following, the insights regarding matrix
assembly structures are presented referring to these flexibility levers.

FOITH -FORSTER ET AL. investigate the productivity per area of assembly structures and show that it drops
for line assemblies with a higher proportion of variants due to the cycle time spread, whereas modular
structures such as matrix assembly roughly maintain their level [18]. GOPPERT ET AL. develop a matrix
assembly structure by dissolving the coupling of assembly stations established in assembly lines with the
aim to increase the flexibility while maintaining efficiency [12]. This involves arranging self-adaptive and
reconfigurable stations in the form of a grid within a segment of high flexibility requirements. MINGUILLON
also uses a grid arrangement of stations that can perform multiple operations and have redundancy [19]. The
assembly is cycle time-independent with individual processing times and unrestricted material flow.
HOTTENROTT AND GRUNOW investigate the initial configuration of matrix assembly structures regarding
mixed-model assembly of heterogeneous vehicles [6]. The authors show an average efficiency gain of
24.5 % using a matrix assembly compared to an assembly line if workers are not allowed to drift out of
stations. The concepts share the same fundamental characteristics that the station coupling and cycle time
constraint are dissolved but the authors provide negative definitions, i.e. it is shown which characteristics of
a line assembly are omitted without naming the substituting mechanisms. The variety of similar, respectively
synonymous terms, creates intransparency with respect to the central configuration characteristics.

By mitigating the cycle time constraint, its synchronization function needs to be substituted by means of
planning and control. Although the analyzed publications do not explicitly refer to the applied extend of
both, central concepts can be identified. GOPPERT ET AL. describe an approach where individual order routes
are controlled depending on the system status, such as resource availability, and a digital twin reacts to
assembly progress at short notice [12]. BURGGRAF ET AL. make use of a similar control approach that allows
the assignment of assembly operations to stations without restrictions on fixed assembly sequences [9]. In
contrast, the approach described by GRESCHKE ET AL. uses the same sequence of operations as in a line
structure, so that the planning and control effort is reduced at the expense of flexibility [5]. HOTTENROTT
AND GRUNOW allow a flexible operation sequence in the assembly precedence graph with focus on planning
[6]. Orders are assigned to individual time periods in production and short-term planning includes the
allocation of orders to AGVs. MINGUILLON develops a method for the control of a matrix assembly to
increase the robustness against disturbances by means of predictive-reactive scheduling [19]. Scheduling
comprises the temporal allocation of orders to stations and is carried out predictively on the basis of delivery
dates. In addition, reactive rescheduling is used to respond in near-real time to disruptions that exceed
anticipated levels. The approach combines planning and control scopes but is limited to cases with sufficient
predictability of processes. In summary, concepts with a focus on planning, primarily controlling concepts
and such with a combination of planning and control can be distinguished.

Different degrees of achieved flexibility can be distinguished regarding the utilization of workers'
capabilities. FOITH-FORSTER ET AL. compare different structure types for assigning capabilities to assembly
stations: universal structure, technology structure and single-process structure [18]. An assembly station of
the universal type combines all assembly functions required to assemble the product in one single station. In
contrast, the stations of a technology-based structure can just perform parts of the process (e.g. screw
fastening). The highest specialization is realized within single-process stations designed for single operation
only. In a matrix assembly, stations require multiple capabilities and redundancy is essential for flexibility
according to several authors. In the concept according to GRESCHKE ET AL., the stations are equipped with
multiple tools to perform various assembly operations [5]. KERN ET AL. make use of a flexible allocation of
workers to stations so that capability profiles can be adapted [7]. The analysis of HOTTENROTT AND GRUNOW
underlines that the mobility of workers has strong influence on efficiency [6]. SCHMITT ET AL. describe a

131



matrix assembly concept, which is characterized by the fact that all assembly-relevant assets are mobilized
and thus a maximum of flexibility is achieved [20]. In conclusion, the assignment and adaptability of the
capabilities in a matrix assembly has strong influence on flexibility and efficiency. The concepts reach from
fixed to fully adaptable capability profiles by using mobile production resources including workers and
equipment. In case of mobile resources, the capability profile of a station results from the combination of
the capabilities of the present workers and equipment. The mobility of resources enables the utilization of
all available capabilities in a matrix assembly and is thereby key to maximum flexibility.

2.2 Approaches to Assembly Structure Classification

Classifications structure complex systems by differentiating the objects in the research field. In this chapter,
useful approaches for the classification of assembly structures are introduced. LATOS ET AL. summarize eight
conventional assembly structures by distinguishing the kinematic variables of stationary and moving
assembly objects and workstations, as well as the direction and type of movement [21]. For example,
stationary workstations characterize job shop assembly, where assembly objects are routed in an undirected
and aperiodic manner. Moreover, a clocked line assembly considers stationary workstations and moving
assembly objects, while its kinematics can be described as periodical due to the cycle time. Although this
classification is a well-established concept in assembly planning, the level of detail regarding the kinematics
parameters is insufficient to differentiate matrix assembly structures appropriately. The characteristic
undirected movement is unspecific in the context of matrix assembly and aperiodic movement is also not
further specified to match the variances of cycle time independence. Furthermore, the mobility
characteristics are not intended to describe complex movement of production resources in a matrix assembly.

To the best of the authors’ knowledge, there is no classification that can adequately describe line and matrix
assembly structures simultaneously with specific dimensions applicable to assembly planning. The following
classifications do not refer to assembly, but feature model structures that are beneficial for the classification
of assembly structures. FROHM ET AL. present a classification for automation in manufacturing by breaking
down activities into physical and cognitive tasks while acknowledging the cooperation between workers and
technology [22]. The model contains seven levels of automation, from fully manual to fully automatic
control, by which each manufacturing task can be classified. The level structure ensures easy usability for
planners in automation planning and can be transferred to a classification for flow-based assembly structures
to make different levels of flexibility transparent. Another level-based classification is SAE J3016 [23],
which describes the degree of driving automation for on-road motor vehicle systems from no to full driving
automation. This concept creates an easy-to-use methodology to allocate automation systems within six
levels. The driving task is divided into its three main dimensions and characteristics are selected per
dimension. Each level in the classification represents a relevant combination of characteristics. The model
structure can be transferred to differentiate characteristics and classify configurations in the context of flow-
based assembly structures by representing configurations as levels based on their constituent characteristics.
Additionally, levels can be ranked according to their degree of provided flexibility.

In summary, the following conclusions regarding flow-based assembly structures and corresponding
classifications can be derived. The characteristics applied in matrix assembly structures are only made
transparent to a limited extent and it is uncertain which configurations exist for flow-based assembly
structures. Furthermore, overall flexibility of structures remains unclear. Configurations cannot be
distinguished by applying existing assembly classifications in the phase of structural planning and the entity
of potential solutions cannot be identified efficiently during assembly planning with limited resources. From
this, the following objectives are derived to answer the research question. The classification needs to
represent the relevant configurations of flow-based assembly structures in a technology- and industry-
independent way. Additionally, the level of detail of the classification is required to be adequate for the
rough planning phase to enable the efficient identification of the suitable assembly structure for an
application.
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3. Morphology of Flow-Based Assembly Structures

The basis to identify the relevant assembly structure configurations for the classification are the concepts of
flow-based assembly structures that emerge from the structured literature review. The methodological
approach for the analysis is based on an empirically justified type determination according to KLUGE [24].
The morphology and classification were developed with regular involvement and systematic collection of
feedback of an assembly expert panel. In addition to research institutes, the panel’s consortium consists of
automotive original equipment manufacturers and system enablers. In the first development phase
(chapter 3), the relevant comparative dimensions are extracted that adequately capture both the similarities
and differences between the concepts under investigation and finally characterize the types. For this purpose,
the concepts are systematically abstracted and the relevant dimensions and their characteristics are
distinguished with support of a morphological analysis according to ZWICKY [25]. Empirical regularity is
analysed by means of iterative grouping. The second phase (chapter 4) focuses on the identification of the
relevant types, respectively assembly structure configurations.

The resulting morphology of flow-based assembly structures contains the dimensions Dimensionality of
object routes, Synchronization principle of time and Mobility of production resources in the columns
(Tab. 1). Starting from the top, the characteristics in a column are ordered from high to low restrictions to
adaption in an assembly structure and, by doing so, represent a ranking from low to high provided flexibility
of the characteristics.

Table 1: Morphology of flow-based assembly structures

Dimensions

Dimensionality Synchronization principle ~ Mobility of production
of object routes of time resources
One-dimensional (Line) Uniform cycle time Stationary
Two-dimensional (Matrix)  Average cycle time Moving

Expected operation time

Reaction to assembly
progress

Characteristics

Expected operation time
and reaction to assembly
progress

3.1 Dimensionality of Object Routes

The Dimensionality of object routes describes the degree of freedom of the routing of assembly objects
between stations. One-dimensional and two-dimensional object routes are differentiated. One-dimensional
routes correspond to the sequence and strict coupling of stations in a technological process direction which
is the same for all assembly objects in the sense of a line assembly. All assembly objects take the same path
through the assembly system. The flow is directional and objects cannot return to previous stations.

If stations are arranged in the form of a grid and assembly objects move freely without route restrictions, the
object routes are considered two-dimensional. Accordingly, any other station in the system can be
approached from each other and assembly objects can follow order-specific routes.
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3.2 Synchronization Principle of Time

The dimension Synchronization principle of time describes the extent to which planning respectively control
is used to coordinate work scopes between stations in the time dimension. A distinction is made between the
five characteristics Uniform cycle time, Average cycle time, Expected operation time, Reaction to assembly
progress and Expected operation time and reaction to assembly progress. These differ in particular
concerning the degree of cycle time dependency, which in turn has a major influence on the amount of
planning, respectively control, required during operation.

In an assembly structure with a Uniform cycle time, synchronization takes place using a cycle time, which is
equal for all stations and after which the assembly object moves to the next station. The work scopes of an
assembly station must be completed within the cycle time.

In an assembly structure with an Average cycle time, synchronization is achieved using a cycle time to be
maintained on average over a defined number of cycles for all stations. The work scope of a product variant
at a station may exceed the cycle time, provided that this time overrun is compensated in the subsequent
cycles by variants with a smaller scope. This requires an appropriately coordinated sequencing of variants.

The third synchronization principle describes an assembly structure in which synchronization is achieved
without cycle time constraint using planning based on Expected operation times. The expected operation
time is an individual time slot per work scope for an assembly object, which is estimated based on available
data such as MTM analyses and empirical values. Buffer times can be included in the planning to account
for potential interruptions in the assembly process. The route through the assembly is pre-planned for each
assembly object based on the distribution of operation times across stations for the planning period. The
production resources in a station are bound to the predefined operation time when carrying out the work
scope assigned to them.

In an assembly structure, which is synchronized by means of control in Reaction to assembly progress, the
assembly progress is permanently monitored at all stations. When an assembly process is completed, the
system reacts by assigning the next station to be approached by the assembly object in a situationally aware
manner. No planning of the object route exists in advance. By doing so, there are fewer restrictions compared
to a system based on an assembly schedule, such as synchronization using expected operation times.

An assembly structure can also be synchronized using a combination of planning in advance based on
expected operation time and control in reaction to the assembly progress. In this case, the synchronization
principle of Expected operation time and reaction to assembly progress is applied. As in the third
characteristic, planning is carried out in advance according to the planning horizon. During operation, this
plan is processed and, in parallel, the assembly progress is permanently monitored, as in the fourth
characteristic. If deviations from the original plan occur, the system reacts by adapting control and, if the
interruption is severe, the plan.

3.3 Mobility of Production Resources

The dimension Mobility of production resources describes the assignment of the resources assembly
personnel and operating equipment to an assembly station differentiating between stationary and moving. If
personnel and resources are stationary, they are permanently assigned to a specific station. Therefore, only
the capability profile required at the respective station is used as a subset of the qualification matrix of the
individual worker and the operating equipment.

The characteristic moving describes that the assembly personnel and/ or the operating equipment can move
between assembly stations and thus change the place of use in the assembly system as required. In this way,
the entire qualification matrix of the worker and/ or operating equipment can be utilized and capacities at
stations can be varied. The capability of a station is thus determined by the capability profiles of the present
worker and operating equipment.
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4. Classification of Flow-Based Assembly Structures

In the second phase of the methodological approach, the classification is developed based on the morphology
by means of an analysis of the cause-effect relationships. Initially, the model structure is developed based
on the findings regarding the classifications leading to a chart with a stepwise increase of provided flexibility
described by levels (Tab. 2). The classification uses dimensions as columns with characteristics represented
in the cells. A configuration of a flow-based assembly structure, respectively a flexibility level, is determined
by the combination of characteristics as a row in the chart. The analysis comprises the formation of all
combinations of characteristics in the morphology and subsequent prioritization with regard to practical
relevance by the expert panel. The priorities are assigned based on empirically found concepts and the
experiences of the experts. Relevant combinations, respectively assembly structure configurations, are
classified as flexibility levels from low to high provided flexibility in the classification. The levels are ranked
according to provided flexibility by pairwise comparisons of the levels’ characteristics combinations. A level
has superior flexibility if the combination of characteristics provides fewer restrictions for adaption during
operation (chapter 3).

Table 2: Classification of flow-based assembly structures

Dimensions
Dimensionality Synchronization Mobility of production
of object routes principle of time resources
1 . . Stationary
S— Uniform cycle time -
2 One-dimensional Moving
3 (Line) Stationary
4 . Moving
— Average cycle time :
5 Stationary
é 6 Moving
[P} .
7 Stationa
= — Expected operation time - 2
8 Two-dimensional Moving
9 (Matrix) ) Stationary
— Reaction to assembly progress -
10 Moving
11 Expected operation time and Stationary
12 reaction to assembly progress Moving

The usability and advantageousness of the developed classification in a practical context were reflected and
evaluated by the 19-member panel of experts. By leveraging the expertise of the broad-based panel, an
interdisciplinary evaluation including all disciplines involved in assembly planning was performed. The
semi-structured reflection according to DORING AND BORTZ [26] was based on three assembly use cases and
their products (chainsaw, automotive drive train and mobile crane assembly). The experts were asked to
select the appropriate flexibility level for the individual application. The particular products were chosen due
to their different requirements and each use case was described by crucial figures and properties relevant for
planning. The chainsaw assembly was characterized by many variants in a single system (45 variants), a
very high output quantity (30,000 pcs/year) and a long-term conversion of the shares from combustion
engine variants to electric drive. The automotive use case contained five drive variants to be assembled in
high output quantity (200,000 pcs/year) and with high volatility of variant shares. The use case with mobile
cranes had a low output number (50 pcs/year) with only three main variants but with a wide variety of
individualization options. Weighing the advantages and disadvantages of each level, the experts evaluated
the extent to which a level was suitable for the particular use case. On this basis, the favored level was
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selected. For the chainsaw use case, the experts suggested splitting the system into a line segment (level 1
or 3), assembling the mostly variant independent base of the saw and a two-dimensional segment for the
variant dependent assembly (level 9). A similar segmentation approach was considered for the mobile crane
use case, but due to high operation duration and good predictability level 8 was favored for the overall
structure. For the automotive assembly, the experts dismissed all levels with two-dimensional object routing
due to too high expected effort for sequencing to re-establish the pearl chain for the following line segment
and favored level 4. Finally, the experts evaluated the classification’s advantages in such a planning situation.

All participating experts confirmed the classification's advantageousness for structural planning and its good
usability in a practical context. The classification focuses on the aspects of an assembly structure that are
essential in structural planning and reduces complexity by structuring the potential solutions. The experts
noted that by using the classification, more attention is paid to the holistic view. This is particularly important
when planning assembly structures with two-dimensional object routes. It was emphasized that an assembly
could be segmented and the appropriate flexibility level is selected segment by segment. The classification
structure supports the planning of such segment combinations and significantly reduces the required time to
find an appropriate configuration as basis for more detailed analysis. Before planning an assembly structure,
planners no longer have to laboriously search for dimensions, respectively characteristics, and analyze their
compatibility. The classification also offers added value by being applicable for benchmarks by comparing
the flexibility level of multiple assemblies. Additionally, it can be used to develop strategic target images
and roadmaps by classifying the status quo of an assembly in the level structure and contrasting it to a target
flexibility level or an evolution of levels in a schedule.

During the evaluation, interesting insights were obtained concerning the expected behavior of the levels. The
experts confirmed that the flexibility grows with the levels while complexity also increases. Overall, it was
seen as a prerequisite for the efficiency of two-dimensional levels that process times are sufficiently high or,
in the case of low times, a correspondingly high work in process is kept in the system. To enable workers to
move between stations, the number of stations or operating areas in the case of multiple workers per station
needs to be higher than the number of workers. This applies analogously to moving operating equipment
and the ratio is highly use case-dependent. In contrast, if workers and operating equipment are stationary, a
significantly higher work in process at all stations is required to achieve maximum resource utilization.
Overall, the achievable utilization of the system is determined by the interaction of the ratio of workers to
stations, respectively operation areas, the mobility of resources and the amount of work in process.

Additionally, as the level increases, the order sequence, which is fixed in line systems, must become more
flexible, or at least its dependence must be reduced. In the context of the use cases, the behavior of the
systems in case of interruptions was discussed on the basis of the levels. It was underlined that for assemblies
with a synchronization principle based on expected process times, higher planning reliability or lower
susceptibility to interruptions is required than for primarily controlling systems. Especially for levels 5 to 8,
good predictability of process times and limited fluctuation in the production program are essential. For these
levels in particular, process times should not be too short and worker mobility is seen as an important enabler
for high efficiency. Levels 11 and 12 were not favored because the expected effort measured against the
benefit is still considered too high for the complexity described by the discussed use cases.

5. Conclusion and Outlook

This paper presents a classification that organizes all flow-based assembly structure configurations as
foundation for structural planning in the rough planning phase. The classification contributes to improving
planning efficiency and results by making configurations as well as their elements’ compatibility transparent
and thereby supports the planners. In summary, the formulated research question is answered by the
flexibility levels including their characteristics combinations structured in the classification.
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Extensions and possible classification improvements were identified for future research activities. For ease
of use in practice, operationalization of the classification is desirable. A methodology that guides planners
step-by-step through the process of structural planning using the classification needs to be developed.
Ideally, this methodology is accessible to planners by utilizing a tool so that planner sonly need to enter input
information of an use case and the appropriate flexibility levels are automatically prioritized. Furthermore,
the knowledge of the implications of using a flow-based assembly structure for adjacent planning tasks needs
to be extended for each level of the classification. This can further improve planning efficiency and
counteract uncertainties during decision-making in interdisciplinary planning teams.
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Abstract

New technologies, increasing competition, and changing consumer preferences in the food manufacturing
sector have forced companies to generate customized products in dynamic demand and thus remain
competitive in the market. As a result, companies have had to rethink their processes and product designs to
optimize their manufacturing operations. In addition, moving from a conventional production model to
processes supported by intelligent systems to generate efficiency improvements in the demand planning and
productivity in their activities is necessary. This paper aims to introduce the development of an integrated
model of lean 4.0 practices, demand forecasting using SARIMAX and DSS in a manufacturing SME. In
addition, a literature review allowed identifying the variables that would be affected, such as inventory,
waste, obsolete products, and productivity. Finally, a case study in the food manufacturing sector is
considered to validate the model. The results will be presented through a visual analytics dashboard to
streamline plant team decision-making.
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1. Introduction

There is growing competition in the industrial sector, where companies are choosing to improve their
production systems to make them agile, effective, and precise in the face of the constant changes in the
modern world [1]. Bouchard et al. mentions that the emergence of new information technologies, the
globalization of climate change, the lack of labor, and changes in consumer preferences have led to dynamic
demands and the need for customized mass production systems [2]. With innovation and technological
advancement, the increase in productivity has become the current focus, developing various ways of
achieving this, but the practices of Lean Manufacturing are the most used [3]. According to INEI, Peru's
manufacturing sector contributes 12% of the increase in production [4]. Applying VSM and other related
techniques give visibility to the manufacturing production process and allow for balancing the workload, the
achievements of which are mainly measured through utilization capacity [5]. In turn, food production in Peru
increased (20.6%) during the first half of last year [6]. Food waste is a reality, and it is rare for companies in
the sector to focus on reducing it, as it means adapting and modifying their processes [7]. Piras et al. mention
that modern industrial food systems are characterized by overproduction, overabundance, and waste [§]. In
this sense, it is relevant for companies to incorporate business intelligence tools that allow them to streamline
and optimize decision-making through machine learning models to predict demand and, in this way, avoid
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costs by overestimating or underestimating demand [9]. Finally, several problems negatively affect
companies' competitiveness and productivity.

1.1 Objective

This paper proposes a case study when applying the VSM tool with an integrated demand forecasting model
with machine learning and DSS to optimize the production of an SME in the food manufacturing sector. In
addition, the main objective will be to improve the productivity of a Peruvian food manufacturing company
by improving demand forecasting and balancing the workload; in this way, waste will be reduced by
overproduction, and loss of sales will be avoided. In addition, the research will conclude with the design of
the DSS to monitor relevant KPIs by the plant team.

2. Literature review

This research developed a literature review to find studies related to Lean 4.0 and Machine Learning
techniques, according to the research question: What consequences does the application of Lean 4.0 have
for the planning of demand and productivity in the sector? In this way, prior knowledge is synthesized, and
the state of the art in the food manufacturing sector is analyzed. The databases used to search for the terms
were Scopus and Web of Science.
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Figure 1: Literature Review Diagram

2.1 Demand forecast using Machine Learning

Using machine learning to make predictions in different business sector areas with a high degree of certainty
is becoming increasingly popular. Companies must adapt to today’s world, characterized by the need for
personalized products, dynamic demand, and stock reduction [2]. In turn, authors Quiroz-Flores et al.
implement a predictive demand model using machine learning to reduce the error metric by 9.7% in a poultry
production company. In addition, another article identifies a case study in a manufacturing company with a
manual process. It uses machine learning to predict the best baking temperature of its products, translating
into a better quality of the final product. The results show increased productivity, efficiencies, and a decrease
in the company’s operating costs [10]. As we can see, there is a similarity between the authors' findings
because they mention the advantages of generating a predictive demand model to achieve faster
responsiveness to the market and being more accurate in production, better inventory management, and
reduced costs due to overproduction or lack of stock.
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2.2 Value Stream Mapping in the food manufacturing sector

Implementing production models based on Lean tools is an increasingly common practice. A study
developed by Maalouf et al. shows that using the VSM technique allows identifying those productive process
activities that are most important and add value, allowing a diagnosis to be made that serves as a basis for
reorganizing the system and obtaining increases in productive capacity, reducing cycle times [11]. In turn,
the VSM is used in another case study to analyze a company's conventional production system, finding that
some activities can be omitted and restructuring the flow through a new map that allows for reducing waiting
times and waste [12]. As can be seen, different authors agree that using Value Stream Mapping is adequate
to identify those activities that provide value in a production process, being able to modify the sequence and
reduce activities to optimize times.

2.3 Decision support system using Dashboards

The challenges of digitizing processes are mainly in using and visualizing large amounts of data collected.
Lossie et al. report that Decision support systems (DSS) enable the plant team to be reached with accurate
information at the right time. In this way, they designed, implemented, and validated context-sensitive
dashboards for operators in production through expert evaluation [13]. In addition, another article presents
the importance of giving the values of the most relevant key performance indicators (KPIs) for their
monitoring and control. In this way, stakeholders can make better decisions and control actions in the face
of changes in production and minimize negative impacts [14].

2.4 Lean 4.0

Lean 4.0 is an approach that combines tools from Industry 4.0 and Lean Production [15]. Although research
continues, multiple studies have confirmed that integrating both favors a company's performance and helps
reduce operating costs [16]. There is a positive correlation between Lean Production and Industry 4.0, where
interaction impacts processes, workers, and organizational efficiency [17]. Approximately 76.3% of all
possible pairings of different techniques between both domains have a positive correlation [18]. This makes
it clear that it applies in most cases and that specific tools must be selected to improve performance. Research
is ongoing, and technological advances will bring in-depth knowledge of the subject.

3. Methodology

In this point, considering the low productivity and level of planning, an inaccurate demand forecast and an
insufficient control of the production b