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A B S T R A C T

Bose-Einstein condensates (BECs) provide an extraordinary system to study
many-body quantum effects with a high degree of control. Using such ultra-
cold gases, microscopic quantum effects become visible on a macroscopic
scale as thermal fluctuations are negligible. In particular, quantum phase
transitions can be observed. These phase transitions can be indicated by
an order parameter that abruptly changes at the critical value of a certain
control parameter.

Throughout this work, a spin-1 BEC with ferromagnetic interactions and
zero magnetization is considered. This system exhibits three ground-state
quantum phases that can be controlled by an effective magnetic field. These
phases have been explored both theoretically and experimentally in the last
two decades.

Quantum phase transitions are by definition only applicable to the ground
state of a system. However, this powerful concept can be extended to states
with non-zero energy. Such excited-state quantum phase transitions (ESQPTs)
can be driven by a conventional control parameter, but, interestingly, also
by a variation of the excitation energy only. ESQPTs have been studied
theoretically and their existence itself has been revealed, e.g., in molecular
spectra. However, a thorough investigation by an order parameter and in
particular the experimental mapping of the corresponding phase diagram
remain an open challenge in any physical system.

In this thesis, an interferometric order parameter is employed to exper-
imentally map out an excited-state quantum phase diagram. This order
parameter is based on dynamical behavior of coherent states that resem-
ble the mean-field phase-space trajectories of excited-state phases. While a
ferromagnetic spin-1 BEC with zero magnetization serves as an exemplary
platform, the findings can be applied to other quantum systems with similar
Hamiltonians. Importantly, the distinction of excited-state quantum phases
utilizes the excitation energy as a second control parameter, which presents
a key feature of ESQPTs. Our experiments therefore extend the powerful
concept of quantum phases and quantum phase transitions to the entire
Hilbert space of the spin-1 BEC.

keywords : spinor Bose-Einstein condensate, spin-changing collisions, fer-
romagnetic interaction, phase diagrams, quantum phase transitions, excited-
state quantum phase transitions
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1
I N T R O D U C T I O N

A Bose-Einstein condensate (BEC) is a unique state of matter that was pre-
dicted by Albert Einstein [1, 2], following pioneering work from Satyendra
Nath Bose [3]. It is produced by cooling down bosonic particles of very low
density to ultra-low temperatures where the associated de-Broglie wave-
length is comparable with the interparticle spacing. At a certain critical
temperature that depends on the density of the cloud, the atoms collectively
undergo a phase transition and can now be described by a single wave func-
tion of a macroscopic quantum state. Such a condensate was experimentally
demonstrated in 1995 by the group of Eric Cornell and Carl Wiemann using
87Rb atoms [4] and shortly thereafter by Wolfgang Ketterle’s group with
23Na [5]. Those three investigators were rewarded the 2001 Nobel Prize in
Physics in return. The first BECs have been created employing magnetic
forces that trap atoms with a single, low-field-seeking spin state such that
the spin degree of freedom was frozen. In 1998, so-called spinor BECs were
demonstrated that are trapped in optical dipole traps [6] and therefore retain
an addressable spin [7, 8]. Nowadays, the field of ultracold quantum gases
is well established and in the meantime, BECs have also been realized with
several other atomic species [9–22] and even molecules [23–25].

A BEC is formed at temperatures close to absolute zero where thermal
fluctuations cease. Due to the significant occupation of a common spatial
mode, macroscopic interference effects can become observable. For instance,
the coherent wave character of BECs has led to the detection of interference
between two ultracold clouds [26] and the construction of an atom laser [27].

Microscopic quantum effects become visible macroscopically by the emer-
gence of quantum phase transitions. At zero temperature, classical (or ther-
mal) phase transitions do not exist because the responsible thermal fluctu-
ations vanish. Quantum phase transitions, however, can also occur at zero
temperature because they are driven by quantum fluctuations. When the
energy scales of quantum effects become relevant at ultra-low temperatures,
features like the famous transition from a superfluid to a Mott insulator can
be observed [28]. This transition can be identified by a vanishing energy gap
in the spectrum.

Ultra-cold quantum systems can nowadays be well isolated from the
environment. This enables the preparation at non-zero energy without direct
thermalization and therefore the observation of respective dynamics for long
evolution times. In the last few years, different phase transitions related to
dynamical systems have been explored. One example are dynamical quantum
phase transitions that can be identified by a sudden change of dynamical
properties like long-term averages at a critical value [29–31] or a nonanalytical
behavior of an experimental parameter in time [32, 33]. Another example
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introduction

is the transition to a time crystal, signalized by a broken time-translational
symmetry, i.e., a change in oscillatory behavior of a system [34, 35].

Those presented systems are of dynamical nature. However, phase transi-
tions can also be studied for stable and energetically excited eigenstates. This
can be understood as an extension of quantum phase transitions, which are
only applicable to ground states. For such excited-state quantum phase tran-
sitions (ESQPTs), changes in energy gaps do not only affect the ground and
a few low-energy excited-states, but the whole energy spectrum [36]. In this
way, the energy serves as an additional control parameter in a novel phase
diagram. The existence of ESQPTs has been particularly revealed in bending
spectra of molecules [37–41]. For the case of BECs, distinct regimes have
been observed in experiments on external [42] and internal [43] Josephson
oscillations and they are expected in spin-1 systems [44–46]. Those different
dynamical regimes can be connected to ESQPTs [47]. Moreover, proposals
are presented for different systems to distinguish excited-state phases by
respective order parameters [47–51].

A thorough experimental investigation of ESQPTs and particularly a map-
ping of a quantum phase digram, however, is still an open experimental
challenge that this thesis aims to meet. In this work, a spin-1 BEC with
ferromagnetic interactions and zero magnetization is utilized to distinguish
different excited-state quantum phases. This is done by an interferometric
order parameter that is based on dynamical behavior of coherent states.
The dynamics directly reflects the mean-field phase-space trajectories of
excited-state phases. In this way, the experimental mapping of an excited-
state quantum phase diagram is finally achieved. Notably, the excitation
energy is also employed as an additional control parameter to drive phase
transitions, which is an important feature of ESQPTs. The findings can be ap-
plied to other quantum systems with similar Hamiltonians and they extend
the powerful concept of quantum phases and quantum phase transitions to
the entire Hilbert space of the spin-1 BEC.
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introduction

This thesis is organized as follows:

• Chapter 2 presents the basic theoretical concepts of BECs with a spin
degree of freedom. The Hamiltonian of the experimental quantum
system is motivated and subsequently reduced to a simple Hamiltonian
describing spin dynamics of internal states. Moreover, the relevant
internal degrees of freedom and their coupling to electromagnetic
radiation are introduced.

• Quantum phases of spin-1 BECs are described from a theoretical point
of view in Chapter 3. The focus of this chapter is on quantum phases
and dynamics of excited states.

• In Chapter 4, the experimental apparatus is presented. In addition to a
general description, some components and techniques are discussed in
more detail.

• Experimental results on a recently implemented microwave (mw) and
radio frequency (rf) system are presented in Chapter 5. This includes
the characterization of a low-noise mw synthesis chain, state-selective
rf transfer and advanced techniques for internal state manipulation.

• Chapter 6 presents the main results on excited-state quantum phases.
It first describes the preparation of distinct excited states in our atomic
system and experiments concerning oscillations of the population
distribution. Because the phase signal is affected by magnetic field
fluctuations, three methods are presented to nevertheless observe quan-
tum phase transitions of excited states and map a corresponding phase
diagram.

• The outlook in Chapter 7 briefly describes further research ideas con-
cerning quantum metrology and ESQPTs in spatially extended atomic
clouds.

3





2
S P I N O R B O S E - E I N S T E I N C O N D E N S AT E S

The system under study in this thesis is a 87Rb BEC. For this state of matter,
an ensemble of atoms is prepared in the ground state close to absolute zero
temperature. We ensure that the spin of the atoms is a degree of freedom by
trapping the ultra-cold gas in an optical dipole trap. In this configuration,
we can experimentally address the spins by electromagnetic radiation. This
chapter theoretically describes such weakly interacting spin-1 atoms and
the intrinsic spin interactions in the atomic cloud. Collective spins and their
visualization on a generalized Bloch sphere are introduced as a helpful
representation of spin states. Finally, the resulting internal structure of 87Rb
BECs and its interaction with electromagnetic signals are presented.

2.1 atomic spin-1 system

2.1.1 Construction of a Hamiltonian

In the electronic ground state 52S1/2 with hyperfine spin F = 1, the atoms
can occupy three different states labelled |F, m〉 with the magnetic quantum
number m ∈ {−1, 0, 1}. Atoms in the F = 1 hyperfine manifold thus consti-
tute a system of spin-1 bosons. Whenever F is not explicitly mentioned, a
state |m〉 denotes |F = 1, m〉. In the following, the Hamiltonian describing
this system is constructed step by step, following Law, Pu, and Bigelow [52],
Pu et al. [53] and especially Kawaguchi and Ueda [46].

A system of spin-1 bosons with mass M can be described by field operators
ψ̂
(†)
m (~r) that annihilate (create) a particle in mode m at position ~r. Those

operators obey canonical commutation relations,

[ψ̂m(~r), ψ̂†
m′(~r′)] = δmm′ δ(~r−~r′),

[ψ̂m(~r), ψ̂m′(~r′)] = [ψ̂†
m(~r), ψ̂†

m′(~r′)] = 0,
(2.1)

where the first δ represents a Kronecker delta and the second one a Dirac
delta distribution.

The external (or non-interacting) contribution to the Hamiltonian Ĥext is
given by the kinetic energy and the dipole trap potential Vdip(~r),

Ĥext =
∫

d3r ∑
m

ψ̂†
m(~r)

(
− h̄2∇2

2M
+ Vdip(~r)

)
ψ̂m(~r). (2.2)

An additional, non-interacting term is contributed by the magnetic field that
lifts the degeneracy of the Zeeman states with different magnetic quantum
number m,

ĤB =
∫

d3r ∑
m

ψ̂†
m(~r)

(
−pm + qm2) ψ̂m(~r), (2.3)

5



spinor bose-einstein condensates

with p and q corresponding to the (effective) linear and quadratic Zee-
man shifts, respectively. Those shifts depend on the magnetic field B by
pB ≈ −h · 700 kHz/G · B and qB ≈ h · 72 Hz/G2 · B2 (Section 2.2.2), but can
also be tuned by mw dressing (Section 2.2.3).

In a next step, we include short-range interactions between the particles.
A typical particle density of a Bose-Einstein condensed atomic cloud is on
the order of 1014/cm3 [4]. Compared to air at room temperature (1019/cm3),
such a gas can be considered dilute and it is possible to assume that the
interactions among particles are binary. Moreover, in the case of ultra-cold
atomic clouds associated energies are low. In this low-energy regime, only s-
wave scattering happens due to the centrifugal barrier [54]. The two colliding
particles form a total spin F that is conserved in the collision. Because the
many-body wave function is symmetric under particle exchange for bosons
and the contribution of the orbital angular momentum is symmetric for
s-wave scattering, only symmetric states with F ∈ {0, 2} are possible.

An interaction Hamiltonian [55, 56], can be constructed individually for
each collision channel by irreducible operators Â(†)

F ,M(~r) that express the
annihilation (creation) of a pair of atoms with total spin F and projection
M. It is sufficient to look at a single position~r only, because the interaction
is very short range. From now on, we will omit the explicit position ~r
thus for readability. The individual terms of the interaction Hamiltonian
Ĥint = ĤF=0 + ĤF=2 then yield

ĤF=0 =
g0

2

∫
d3r Â†

00 Â00

=
g0

6

∫
d3r

(
ψ̂†

0 ψ̂†
0 ψ̂0 ψ̂0 − 2 ψ̂†

0 ψ̂†
0 ψ̂−1 ψ̂1 (2.4)

−2 ψ̂†
−1 ψ̂†

1 ψ̂0 ψ̂0 + 4 ψ̂†
−1 ψ̂†

1 ψ̂−1 ψ̂1

)
and

ĤF=2 =
g2

2

∫
d3r

2

∑
M=−2

Â†
2M Â2M

=
g2

2

∫
d3r

(
6 ψ̂†

0 ψ̂†
0 ψ̂0 ψ̂0 + 2 ψ̂†

0 ψ̂†
0 ψ̂1 ψ̂−1

+2 ψ̂†
1 ψ̂†
−1 ψ̂0 ψ̂0 + 10 ψ̂†

1 ψ̂†
−1 ψ̂1 ψ̂−1 (2.5)

+14 ψ̂†
0 ψ̂†

1 ψ̂0 ψ̂1 + 14 ψ̂†
0 ψ̂†
−1 ψ̂0 ψ̂−1

+7 ψ̂†
1 ψ̂†

1 ψ̂1 ψ̂1 + 7 ψ̂†
−1 ψ̂†

−1 ψ̂−1 ψ̂−1

)
.

The gF denote coupling constants,

gF =
4 π h̄2

M
aF , (2.6)

with respective scattering lengths aF , e.g. for 87Rb [57]

a0 = 101.8(2) aB, a2 = 100.4(1) aB, (2.7)

6



2.1 atomic spin-1 system

where aB is the Bohr radius. Combining the two interaction terms and
regrouping them, one obtains

Ĥint =
c0

2

∫
d3r ∑

m,n
ψ̂†

m ψ̂†
n ψ̂m ψ̂n

+
c1

2

∫
d3r

(
ψ̂†

1 ψ̂†
1 ψ̂1 ψ̂1 + ψ̂†

−1 ψ̂†
−1 ψ̂−1 ψ̂−1 + 2 ψ̂†

1 ψ̂†
0 ψ̂1 ψ̂0

+ 2 ψ̂†
−1 ψ̂†

0 ψ̂−1 ψ̂0 − 2 ψ̂†
1 ψ̂†
−1 ψ̂1 ψ̂−1 (2.8)

+ 2 ψ̂†
0 ψ̂†

0 ψ̂1 ψ̂−1 + 2 ψ̂†
1 ψ̂†
−1 ψ̂0 ψ̂0

)
with interaction coefficients

c0 =
1
3
(g0 + 2 g2) , c1 =

1
3
(g2 − g0) . (2.9)

The term proportional to c0 is a density-dependent (or spin-independent)
interaction term

Ĥdensity =
c0

2

∫
d3r ∑

m,n
ψ̂†

m ψ̂†
n ψ̂m ψ̂n, (2.10)

as it presents the normal-ordered square of the total density

n̂(~r) =
1

∑
m=−1

ψ̂†
m ψ̂m. (2.11)

The second term in Ĥint scaling with c1 is considered to be the spin-dependent
interaction term

Ĥspin =
c1

2

∫
d3r

(
ψ̂†

1 ψ̂†
1 ψ̂1 ψ̂1 + ψ̂†

−1 ψ̂†
−1 ψ̂−1 ψ̂−1 (2.12)

+ 2 ψ̂†
1 ψ̂†

0 ψ̂1 ψ̂0 + 2 ψ̂†
−1 ψ̂†

0 ψ̂−1 ψ̂0 − 2 ψ̂†
1 ψ̂†
−1 ψ̂1 ψ̂−1

+ 2 ψ̂†
0 ψ̂†

0 ψ̂1 ψ̂−1 + 2 ψ̂†
1 ψ̂†
−1 ψ̂0 ψ̂0

)
.

The total Hamiltonian is finally given by

Ĥ = Ĥext + ĤB + Ĥdensity + Ĥspin. (2.13)

2.1.2 Single-mode approximation

We now simplify the Hamiltonian Ĥ by looking at the scaling of the different
contributions to the Hamiltonian and in this way justify the single-mode
approximation. This approximation states that a common spatial mode
can be assumed for all spin components. For the determination of the
spatial wave function ψ(~r), the spin-dependent part of the Hamiltonian
can be neglected because its energy contribution is comparably small. Note
that, if forced, excitations of higher spatial modes can occur, e.g. by mw
dressing that induces spin-changing collisions to generate spatially separated
entanglement [58]. In this work, however, such processes are not intended
and excluded from the treatment.
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spinor bose-einstein condensates

V(r) Energy

|0i|-1i |+1i

p

q

a) b)

Figure 2.1: Energy scaling in a single-mode BEC. (a) The BEC is in the spatial ground
state of the dipole trap potential and all spin components share the same spatial
mode. (b) Spin excitations are small in comparison and lead to a state-dependent
energy shift due to the linear (p, dark blue) and quadratic (q, light blue) Zeeman
effect.

When the spatial wave function is independent of the spin, the field
operators can be decomposed into a spatial and a spin part,

ψ̂
(†)
m (~r) = ψ(∗)(~r) â(†)m , (2.14)

with the common spatial wave function ψ(~r) for all spin components and
the bosonic annihilation (creation) operators â(†) that fulfill the standard
commutation relations

[âm, â†
m′ ] = δmm′ ,

[âm, âm′ ] = [â†
m, â†

m′ ] = 0.
(2.15)

To justify the single-mode approximation, the spin-dependent terms ĤB

and Ĥspin have to be small compared to Ĥext and Ĥdensity. For the F = 1
hyperfine manifold in 87Rb, the interaction coefficients (Equation 2.9) are
very different, |c0| ≈ 216 |c1|, so the spin-dependent term Ĥspin contributes
negligible to the interaction energy. This term is furthermore small compared
to the kinetic energy in Ĥext for sufficiently weak traps [53] and the magnetic-
field contribution ĤB is insignificant for low magnetic fields on the order of
1 Gauss. Due to this very different energy scaling, spatial modes and spin
modes do not thermalize. Cooling down a BEC therefore only prepares the
spatial ground state while the spin modes are freely accessible in a common
spatial, spin-independent wave function ψ(~r) (Figure 2.1).

Yi et al. [59] supports the validity of the single-mode approximation for
the 87Rb spin-1 system (although in the absence of magnetic fields), as the
interaction coefficient of the spatial component is much larger than the inter-
action of the spin-dependent component and therefore the spin part can be
treated as a perturbation to the common spatial wave function. However, this
assumption should be treated with caution because there exist cases where
it is not valid any more, e.g., for certain trapping configurations, where the
spin-dependent c1 term becomes relevant compared to the spatial excita-
tions [53]. In particular, the single-mode approximation could in principle
break down for the treatment of excited states that we will investigate in this

8



2.1 atomic spin-1 system

work. Calculations for our experimental parameters have, however, shown
that the approximation is to a large extent acceptable in our case [60].

The single-mode approximation can thus be applied and we can rewrite
the Hamiltonians using Equation 2.14 and

∫
d3r |ψ(~r)|2 = 1 as

Ĥext =
∫

d3r ψ∗(~r)

(
− h̄2∇2

2 M
+ Vdip(~r)

)
ψ(~r) N̂, (2.16)

ĤB = ∑
m

(
−p m + q m2) N̂m, (2.17)

Ĥdensity =
c0

2

∫
d3r |ψ(~r)|4

(
N̂ − 1

)
N̂, (2.18)

Ĥspin =
λ

2

(
â†

1 â†
1 â1 â1 + â†

−1 â†
−1 â−1 â−1 + 2 â†

1 â†
0 â1 â0

+2 â†
−1 â†

0 â−1 â0 − 2 â†
1 â†
−1 â1 â−1

+2 â†
0 â†

0 â1 â−1 + 2 â†
1 â†
−1 â0 â0

)
,

(2.19)

where N̂m = â†
m âm gives the number of atoms in spin state m and therefore

N̂ = ∑m N̂m corresponds to the total atom number. The coefficient c1 has
been absorbed in the interaction parameter

λ = c1

∫
d3r |ψ(~r)|4. (2.20)

The external and the density-dependent components do not contribute
to dynamics as the atom number N̂ is in general fixed and therefore it is
sufficient to work with the eigenvalue N. Moreover, the associated atom
numbers are large, such that N − 1 ≈ N. The resulting spatial Hamiltonian

Ĥspatial = Ĥext + Ĥdensity

=
∫

d3r ψ∗(~r)

(
− h̄2∇2

2 M
+ Vdip(~r) +

c0

2
|ψ(~r)|2 N

)
ψ(~r) N,

(2.21)

resembles the time-independent scalar Gross-Pitaevskii equation [61–63],(
− h̄2∇2

2 M
+ Vdip(~r) +

c0

2
|ψ(~r)|2 N

)
ψ(~r) = µ ψ(~r), (2.22)

with the chemical potential µ. The ground-state solution of this equation
is the spatial wave function ψ(~r) of our condensate. For large interaction
energy, i.e., negligible kinetic energy, we achieve the Thomas-Fermi limit that
yields the famous inverted parabola form and the Thomas-Fermi radius for
a BEC in a spherical harmonic trap.

9
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The spin dynamics of the states is governed by the interplay of magnetic-
field contribution and spin Hamiltonian [64],

ĤSD =ĤB + Ĥspin

=− p D̂ + q
(

N̂1 + N̂−1
)

(2.23)

+ λ

[
â†

0 â†
0 â1 â−1 + â†

1 â†
−1 â0 â0 +

(
N̂0 −

1
2

) (
N̂1 + N̂−1

)
+

D̂2

2

]
with the magnetization D̂ = N̂1 − N̂−1. This magnetization is conserved
during the evolution and therefore the linear Zeeman shift p D̂ contributes
only trivially. This term can therefore be absorbed in a rotating frame [47].
Moreover, we experimentally prepare zero-magnetization eigenstates, so
that we can neglect all terms in D̂ and work in the magnetization-free
subspace. Note that it would be experimentally feasible to introduce a
finite magnetization. However, it seems that excited-state phase transitions
are more exposed at zero magnetization [45]. Moreover, it is of course
experimentally and computationally easier to work in the magnetization-free
subspace.

Finally, we introduce the interaction strength

Ω = λ N (2.24)

that is occasionally called spin dynamics rate. The resulting Hamiltonian

ĤSD =q
(

N̂1 + N̂−1
)

+
Ω
N

[
â†

0 â†
0 â1 â−1 + â†

1 â†
−1 â0 â0 +

(
N̂0 −

1
2

) (
N̂1 + N̂−1

)] (2.25)

presents the spin dynamics that we now want to investigate a little further.

2.1.3 Spin interaction

The remaining terms of Hamiltonian 2.25 include a term proportional to
(â†

0 â†
0 â1 â−1 + â†

1 â†
−1 â0 â0) that we refer to as spin-changing collisions. In this

process, the combined spin during a collision is conserved by a spin change
of both constituents, either by two atoms with m = 0 changing to m = +1
and m = −1 or vice versa (Figure 2.2). Because this happens only in pairs,
entanglement is introduced in the system [64, 65], presenting an atomic
analog of parametric down-conversion to create entangled photons [66]. We
will now look at this dynamics, which scales with the spin dynamics rate Ω
and is adjusted by q.

For the F = 1 manifold in 87Rb, the coupling constant g0 for interactions
with F = 0 is larger than g2 for F = 2 (Equations 2.6 and 2.7), resulting in
(g2 − g0) < 0 and therefore Ω < 0 (Equations 2.9, 2.20 and 2.24). It is thus
favorable for two atoms to have their spins aligned (F = 2) because the in-
teraction for F = 0 is more repulsive. The same result can be deducted from
the Hamiltonian that can be rewritten using angular momentum operators,
presented in Law, Pu, and Bigelow [52]. For negative Ω, the corresponding
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2.1 atomic spin-1 system

spin-changing collision

Figure 2.2: Spin-changing collisions create entanglement. A BEC is spin-polarized
with m = 0. When two atoms collide, the combined spin of M = 0 has to be
conserved. One possible collision channel is a change of individual spins to m = +1
and m = −1. This process generates entanglement in the system.

energy is minimized by a maximum collective spin, so the individual spins
would align. For Ω > 0, on the other hand, the energy would be minimized
by the smallest possible spin, i.e., the single spins would be antiparallel to
each other. This gives reasoning to the name ferromagnetic interaction for
Ω < 0 and antiferromagnetic for interactions with Ω > 0. An example for
antiferromagnetic interaction is the hyperfine ground state in 23Na or the
F = 2 hyperfine manifold of 87Rb [67]. For our rubidium spin-1 system, we
have Ω < 0 and therefore ferromagnetic interactions [68].

The quadratic Zeeman energy (QZE) q is in general not fixed to zero,
but effectively an adjustable parameter. While it can also be varied by the
magnetic field itself [69], we employ an mw dressing field as later explained
in Section 2.2.3. The total QZE is then the combination of mw and magnetic-
field contribution, q = qB + qmw. Looking at the Hamiltonian 2.25, one can
directly see the effect of different values of q. For large positive values, as
it is the default case in our experiments due to an applied magnetic field,
the energy is minimized when no atoms populate the states |±1〉 so that the
term q

(
N̂1 + N̂−1

)
vanishes. This changes when q is turned to large negative

values, because a large population in |±1〉 is now energetically favorable.
This defines certain ground states depending on the QZE that will be further
investigated in Section 3.2. Not being in the ground state for a certain value
of q results in dynamics due to the spin-changing collision term.

A special adjustment is the so-called spin dynamics resonance, where
the QZE is adjusted to q = |Ω| for initially all atoms in |0〉. For short
evolution times, the population in |0〉 barely changes, N̂0 ≈ N, and for large
ensembles N − 1

2 ≈ N. The collisional shift (last term in Hamiltonian 2.25)
thus reduces to Ω

(
N̂1 + N̂−1

)
. Remembering that Ω < 0, this shift is now

entirely cancelled by the QZE term and the spin-changing collisions are
dominant,

ĤSD,res ≈ Ω
(

â1 â−1 + â†
1 â†
−1

)
. (2.26)

This dynamics directly generates the so-called two-mode squeezed vacuum
state [64, 70],

|ψ(t)〉 =
∞

∑
n=0

(−i tanh(Ω t/h̄))n

cos(Ω t/h̄)
|n〉1 ⊗ |n〉−1 , (2.27)
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that is a superposition of twin-Fock states |n〉1 ⊗ |n〉−1. The population of
the twin-Fock states increases exponentially with

〈N1 + N−1〉 = 2 sinh2(Ω t/h̄), (2.28)

which gives rise to the entitlement spin dynamics rate for Ω. The working
point q/|Ω| = 1 is called resonance, because the dynamics is quickest for
this value with an initially exponential growth of population in |±1〉. For
a thorough overview and analysis of possible types of entangled states in
different experimental systems, consult Pezzè et al. [64].

2.2 internal degrees of freedom

2.2.1 Collective spins

This section introduces the concept of collective spins, which is a framework
to describe our internal atomic spin states, and the Bloch sphere picture that
is an elegant visualization of those. It roughly follows Pezzè et al. [64].

A single two-level atom can be described in the framework of (pseudo)
spin- 1

2 particles. For the two modes a (spin-up) and b (spin-down), the atom
is then considered to be in the superposition ca |a〉+ cb |b〉. With probabilities
|ca|2 and |cb|2 it will then be in the modes a and b, respectively. This single-
particle state can be represented on the Bloch sphere by the parametrization

|θ, ϕ〉 = cos
(

θ

2

)
|a〉+ e i ϕ sin

(
θ

2

)
|b〉 (2.29)

with polar angle θ and azimuthal angle ϕ. The Bloch sphere is defined by
the spin operators

ŝx =
1
2
(|a〉 〈b|+ |b〉 〈a|)

ŝy =
1
2i

(|a〉 〈b| − |b〉 〈a|) (2.30)

ŝz =
1
2
(|a〉 〈a| − |b〉 〈b|)

that are related to the Pauli matrices, ŝi = σ̂i/2, and fulfil [ŝi, ŝj] = i εijk ŝk.
Note that we set h̄ = 1 throughout this section. The identity is given by
ŝ0 = |a〉 〈a|+ |b〉 〈b|. The expectation values of the Pauli operators define the
mean spin direction {sin(θ) cos(ϕ), sin(θ) sin(ϕ), cos(θ)} of state |θ, ϕ〉.

The single-particle operators can be easily extended to describe many-
particle states of indistinguishable bosons by introducing the collective spin
~̂J = ( Ĵx, Ĵy, Ĵz) that is the sum of N individual spins,

Ĵx =
1
2

(
â† b̂ + b̂† â

)
,

Ĵy =
1
2i

(
â† b̂− b̂† â

)
, (2.31)

Ĵz =
1
2

(
â† â− b̂† b̂

)
(2.32)
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2.2 internal degrees of freedom

with the bosonic annihilation (creation) operators â(†) and b̂(†). This is known
as the Schwinger boson representation [71]. The Ĵz operator is of particu-
lar interest. It is our main experimental observable because it just counts
the atom number difference between modes a and b. The total number of
particles given by the number operator,

N̂ =
N

∑
i=1

ŝ(i)0 = â† â + b̂† b̂, (2.33)

is conserved because 〈ŝ0〉 = 1 and therefore 〈N̂〉 = N. Finally, the raising
and lowering operators

Ĵ+ = â† b̂, Ĵ− = b̂† â (2.34)

are introduced that add or remove one atom in one mode and create one in
the other.

The collective spin operators define a generalized Bloch sphere for the
collective spin with maximum spin length of N/2 (for large N). The poles are
defined by all atoms being in a, |N〉a ⊗ |0〉b, and all atoms in b, |0〉a ⊗ |N〉b.
All other possible superpositions lie on the surface of the Bloch sphere with
radius N/2.

An exemplary set of states are Dicke states that are the simultaneous
eigenstates of Ĵz and ~̂J2 =

(
N̂/2

) (
N̂/2 + 1

)
[72],

|mz〉 =
∣∣∣∣N2 + m,

N
2
−m

〉
=

∣∣∣∣N2 + m
〉

a
⊗
∣∣∣∣N2 −m

〉
b

(2.35)

with m ∈ {−N/2,−N/2 + 1, ..., N/2}. Those states have N/2 + m particles
in mode a and N/2−m particles in mode b. Hence, they would be repre-
sented as a ring on the Bloch sphere with a certain Ĵz and undefined phase.
The twin-Fock state from the previous section is a famous example of a Dicke
state with equal number of atoms in both modes, such that it resembles a
ring around the equator.

Another prominent example of spin states are the coherent spin states [73,
74]. Those states are the product of N indistinguishable single-particle spins
pointing in the same mean direction,

|θ, ϕ, N〉 = ⊗N
i=1

(
cos

(
θ

2

)
|a〉i + e i ϕ sin

(
θ

2

)
|b〉i
)

, (2.36)

so every individual qubit is in the same superposition. Those states can also
be written as binomial sum of Dicke states [75],

|θ, ϕ, N〉 =
N

∑
k=0

e−i k ϕ

√(
N
k

)
pk (1− p)N−k |k, N − k〉 (2.37)

with k = N/2 + m and p = cos (θ/2)2. The latter description can be under-
stood in terms of a binomial probability distribution. Every single-particle
state is prepared in a with probability p and in b with probability 1− p.
A measurement of the N-particle state now results in N measurements of
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Jz

JyJx

θ

φ

N

N

Figure 2.3: Generalized Bloch sphere. An ensemble of N indistinguishable bosons
with two modes can be represented on a generalized Bloch sphere with radius N/2.
The coherent state is displayed as a (blue) disk with radius proportional to

√
N and

mean spin direction {sin(θ) cos(ϕ), sin(θ) sin(ϕ), cos(θ)} (orange arrow).

the individual spins with corresponding probabilities. This directly gives
a hint that a coherent spin state has to obey statistical fluctuations. When
measuring the spin orthogonal to the spin direction (e.g. for a spin pointing
toward the north pole), the uncertainty relation

∆ Ĵx ∆ Ĵy ≥
1
2
|〈 Ĵz〉| (2.38)

has to be fulfilled. Because the spin length (radius of the Bloch sphere) is
〈 Ĵz〉 ≈ N/2 and the fluctuations are symmetric, uncertainties are given by

∆ Ĵx = ∆ Ĵy =

√
N

2
. (2.39)

On the generalized Bloch sphere, such a state is therefore depicted as a disc
with mean spin direction {sin(θ) cos(ϕ), sin(θ) sin(ϕ), cos(θ)} and radius
proportional to

√
N (Figure 2.3).

At the end of this section, some useful relations especially for the F = 1
hyperfine manifold are introduced. In principle, this is a spin-1 system that
therefore requires collective spin-1 operators [76]

L̂x =
1√
2

(
â†

0 â1 + â†
0 â−1 + â†

1 â0 + â†
−1 â0

)
,

L̂y =
1√
2i

(
â†

0 â1 − â†
0 â−1 − â†

1 â0 + â†
−1 â0

)
,

L̂z = â†
−1 â−1 − â†

1 â1

(2.40)

and a spin-1 sphere (Figure 2.4 a). Such a representation is, e.g., described in
Kunkel [77]. Unfortunately, some intuitive understanding of pulse sequences
that we know from spin- 1

2 descriptions is lost in this picture. Moreover, we
in general restrict our experiments to states with zero magnetization, Lz = 0.
We will therefore stick to representations on spin- 1

2 Bloch spheres that also
provide an intuitive picture of the dynamics that we will investigate. To this
end, we look at a subset of possible states to describe the spin-1 system using
spin- 1

2 operators.
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Figure 2.4: Graphical representation of spin states. (a) A spin-1 system can be
visualized on a sphere defined by the collective spin-1 operators L̂x, L̂y and L̂z. In
this description, a polar state is depicted as a disk in the L̂x − L̂y plane, also inside
the sphere, because it has vanishing expectation values for all spin operators. (b) The
spin-1 system can be reduced to an effective spin- 1

2 system by a restriction to the
symmetric superposition of |±1〉, spanned by symmetric spin operators Ŝx,y,z. In
this representation, dynamical behavior can be easily visualized on the surface of
the sphere, e.g., state transfer or phase evolution. (c) Similar to (b), the system can
be reduced using the antisymmetric superposition |h〉.

First, the symmetric and antisymmetric annihilation (creation) operators
are respectively defined by

ĝ(†) =
1√
2

(
â(†)1 + â(†)−1

)
, ĥ(†) =

1√
2

(
â(†)1 − â(†)−1

)
(2.41)

with â(†)±1 being the annihilation (creation) operators for states |±1〉. Those
operators are linked to the symmetric and antisymmetric states,

|g〉 = 1√
2
(|+1〉+ |−1〉) , |h〉 = 1√

2
(|+1〉 − |−1〉) , (2.42)

respectively. We can now introduce the symmetric spin operators Ŝx,y,z that
correspond to the collective operators Ĵx,y,z with state |g〉 presenting mode
b and |0〉 mode a. In the same way, we define the antisymmetric operators
Âx,y,z with states |h〉 and |0〉. Those two operator sets define individual
symmetric or antisymmetric Bloch spheres (Figure 2.4 b-c). The symmetric
and antisymmetric operators are related to the spin-1 operators by

L̂x = 2 Ŝx, L̂y = 2 Ây, L̂z = N̂−1 − N̂+1. (2.43)

In general, we only work in the space spanned by |0〉 and the symmetric
state |g〉. In this way, we can reduce the complex spin-1 system to an easier
pseudo spin- 1

2 system that we can well describe and visualize on the Bloch
sphere.

2.2.2 Energy level structure

After we described spin states from a more fundamental point of view, we
now want to look into the energy structure of the different states. We only
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Figure 2.5: Level structure of the electronic ground state of 87Rb. The electronic
ground state 52S1/2 features two hyperfine manifolds with F ∈ {1, 2} that are
separated by an energy difference corresponding to mw radiation. The Zeeman
splitting of the respective 2 F + 1 substates is presented in terms of the linear and
quadratic splitting. Energy differences in this diagram are not to scale.

consider 87Rb here and in particular look at the electronic ground state. The
resulting internal states in the 52S1/2 ground state are presented in Figure 2.5.

The first energetic splitting of this state occurs due to hyperfine splitting.
The total angular momentum ~F is a combination of the total electronic
angular momentum ~J and the nuclear spin ~I. It is therefore quantized,

|~F| = h̄
√

F (F + 1), |J − I| ≤ F ≤ J + I (2.44)

with quantum numbers J = 1/2 and I = 3/2 for the electronic ground state
of 87Rb. This results in F ∈ {1, 2} for the total angular momentum. Due
to the coupling of the nuclear magnetic moment and the magnetic field
generated by the electrons, an energy shift occurs depending on the spin
orientation. This energy shift of the F-states with respect to the 52S1/2 state
is [78]

∆E(HFS)
F =

EHFS

4
[F (F + 1)− I (I + 1)− J (J + 1)] =

{
− 5

8 EHFS if F = 1,

+ 3
8 EHFS if F = 2,

(2.45)

with the hyperfine energy splitting [79]

EHFS = h · 6.834682610904307(3.1)GHz. (2.46)

A further refinement of the level structure becomes visible when an exter-
nal magnetic field is applied. With such a quantization field, the degeneracy
of the 2 F + 1 Zeeman states, labelled |F, m〉 with the magnetic quantum
number m ∈ {−F, ..., F}, is lifted. For the case of the electronic ground state
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of 87Rb, the energy shift of those states with respect to the electronic state
can be obtained from the Breit-Rabi formula [78, 80]

∆E(HFS,Zeeman)
F,m = −EHFS

8
+ m gI µB B± EHFS

2
(
1 + m x + x2)1/2

(2.47)

with

x =
(gJ − gI) µB B

EHFS
, (2.48)

the magnetic field strength B, the Bohr magneton µB and the g-factors
gI ≈ 10−3 and gJ ≈ 2 of the nuclear magnetic moment and the fine structure,
respectively [78, 81]. The sign in front of the last term is positive for F = 2
and negative for F = 1. For weak magnetic fields (small x) the energy shift
due to the magnetic field B with respect to the hyperfine energies evaluates
to [75]

∆E(Zeeman)
F,m = m gI µB B± EHFS

2

(
m
2

x +
4−m2

8
x2
)

. (2.49)

Introducing the linear and quadratic contributions

bp =

(
gI ±

gJ − gI

4

)
µB ≈

{
700 kHz/G if F = 2,

−702 kHz/G if F = 1,

bq = ±
(

gJ − gI

4

)2 µ2
B

EHFS
≈
{
−72 Hz/G2 if F = 2,

+72 Hz/G2 if F = 1,

(2.50)

the linear and quadratic Zeeman shifts evaluate to

pB = h bp B, qB = h bq B2 (2.51)

and the total Zeeman shift is given by

∆E(Zeeman)
F,m = m pB + (m2 − 4) qB. (2.52)

The Zeeman coefficients are nearly the same for F = 1 and F = 2, but
have a different sign. Interestingly, the small nuclear gI factor, which is often
omitted for simplicity, is responsible for a difference in bp.

The eight Zeeman states, three in F = 1 and five in F = 2, comprise
the experimental playground of the internal states in our rubidium system.
In this work, we will focus on the interaction in the F = 1 spin-1 system
and use the Zeeman states in F = 2 just as assistance, e.g., for storage of
atomic modes or for phase readout on the clock transition. The next section
describes how the different states can be coupled by rf and mw radiation.

2.2.3 Coupling to electromagnetic radiation

Coupling of the internal states can occur between states in different hyperfine
manifolds, but also between states within the same F-state. According to
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Figure 2.6: Relevant coupling of internal states. The two hyperfine manifolds can be
coupled by mw radiation on the order of 6.835 GHz. Different transitions between
F = 1 and F = 2 only differ on the order of the linear Zeeman shift in the MHz
range. These transitions can be employed for state transfer of adjustable fraction
(blue). Note that not all possible transitions are indicated for better clarity of the
figure. Within the individual manifolds, states are coupled by rf signals (orange).
Due to the quadratic Zeeman shift, these signals cannot be perfectly on resonance
for all the transitions. The difference in resonance frequency is, however, very small
with hundreds of Hz. Another use case of mw radiation is the dressing of states
(green). For the case of |1, 0〉 ↔ |2, 0〉, positively detuned frequencies shift the states
toward each other, depicted by shifted green states. Finally, mw radiation can be
employed to solely imprint a phase when a certain detuning and duration are
chosen (red).

the previous section, the energy difference of two states |F, m〉 and |F′, m′〉
is on the order of the hyperfine splitting EHFS for F 6= F′, which presents
mw radiation. For F = F′, the energy scale is given by the linear Zeeman
coefficient pB � qB, corresponding to rf signals for magnetic fields of B ≈ 1 G.
The relevant coupling processes within the scope of this work are shown in
Figure 2.6.

As the wavelengths of the signals range from the centimeter scale up to
kilometers, the radiation is assumed to be homogeneous over the spatial
extent of the cloud, i.e., typically tens of micrometers. Hence, the atoms
experience only a temporal change in the electromagnetic field and not a
spatial gradient. This dipole approximation is important to ensure the same
coherent interaction for all atoms in the BEC.

Electromagnetic radiation has an electric component, inducing a Stark
shift [82], and a magnetic part, giving rise to a Zeeman shift [83]. In general,
the electric component of an electromagnetic field is dominating over the
magnetic part, as the linear Stark effect is a factor of 1/α larger than the
Zeeman effect with the fine-structure constant α ≈ 1/137 [84]. For transitions
within the 52S1/2 manifold with orbital angular momentum l = 0, however,
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the dipole moment vanishes and we are left with the magnetic component
coupling to the electronic spin.

Selection rules furthermore restrict transitions to ∆m = 0 (π-polarized) or
∆m = ±1 (σ±-polarized) because the angular momentum of the combined
atom-photon system has to be conserved [85].

For the following considerations, we assume a two-level system of modes
a and b with an energy difference of ∆E = Ea − Eb = h̄ ω0. Those two
states are coupled by a monochromatic electromagnetic field of frequency
ω, which is close to the atomic resonance frequency ω0, but relatively far
detuned from all other transitions that are therefore neglected. The frequency
difference between electromagnetic field and atomic transition frequency is
the detuning δ = ω−ω0. This reduction to a two-level system is of course
not true in general, but sufficient for now.

Transitions corresponding to mw frequency differences are driven between
mode a in F = 2 and b in F = 1 and described by the Hamiltonian

Ĥmw =
h̄ Ωmw

2

(
e−i φ â† b̂ + e i φ b̂† â

)
− h̄ δ

2
(

N̂a − N̂b
)

=
h̄ Ωmw

2

(
e−i φ Ĵ+ + e i φ Ĵ−

)
− h̄ δ Ĵz

= h̄ Ωmw
(
cos(φ) Ĵx + sin(φ) Ĵy

)
− h̄ δ Ĵz.

(2.53)

The effect of such an mw coupling depends crucially on the resonant Rabi
frequency Ωmw, the phase φ of the mw field and the detuning δ. For the
resonant case δ = 0, an mw pulse results in a transfer of atoms between a
and b, which can be understood as spin rotations with rotation frequency
Ωmw. Depending on the mw phase φ, a relative phase is imprinted onto
the atoms. A detuning δ furthermore adds an additional phase and tilts the
rotation axis.

For every atom in the ensemble, there is a probability Pa,b(t) to find it in
state a or b after employing mw radiation for a time t. As this operation
acts collectively on all atoms, it can then be expected for a total of N atoms
to find Na,b(t) = Pa,b(t) · N atoms in the corresponding states after the mw
pulse.

The probability Pa,b is the absolute square of the corresponding oscillation
amplitudes,

Pa,b(t) = |ca,b(t)|2. (2.54)

For all atoms initially in a, those state coefficients are

cb(t) =
[
−i

Ωmw

Ω̃mw
sin
(

1
2

Ω̃mw t
)]

e i φ e i δ t/2,

ca(t) =
[

cos
(

1
2

Ω̃mw t
)
− i

δ

Ω̃mw
sin
(

1
2

Ω̃mw t
)]

e i δ t/2
(2.55)

with the generalized Rabi frequency Ω̃mw =
√

Ω2
mw + δ2.

The expected number of atoms in state b after an mw pulse and initially
all atoms in a is therefore

Nb

N
(t) = Pb(t) =

Ω2
mw

Ω̃2
mw

sin2
(

1
2

Ω̃mw t
)

. (2.56)
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For the resonant case with δ = 0, an mw pulse of duration τπ = π/Ωmw

results in a complete transfer of the initial population (’π pulse’) and a
pulse of duration τπ/2 = π/(2 Ωmw) creates an equal superposition of
ground and excited state (’π/2 pulse’). When a detuning is present, the
complete transfer cannot be reached and the oscillation becomes faster. These
oscillations are known as Rabi oscillations [70, 86]. Note that mw sources
often have mixed polarizations instead of a single one. This can cause cross
transfer of the opposite circular polarization for the near-resonant transitions
|1, 0〉 ↔ |2,±1〉 and |2, 0〉 ↔ |1,±1〉. Boguslawski [87] presents polarization-
selective antenna designs that would be beneficial to solely drive the desired
transition and therefore suppress cross coupling.

An mw pulse does not only change the population, but can also alter
the phase, which is only visible looking at the oscillation amplitudes and
not the probabilities. One option to imprint a phase is via the mw phase φ.
A pure phase imprint without changing the population, however, requires
Ω̃mw t = 2 π, such that the terms including the mw phase vanish. At this
time τ2π = 2 π/Ω̃mw

ca(τ2π) = −e i δ π/Ω̃mw = e i π(δ/Ω̃mw+1), (2.57)

so there is a phase of π
(

δ/Ω̃mw + 1
)

imprinted that can be adjusted by the
detuning δ. To obtain a desired phase shift of φ, corresponding detuning

δ(φ) =
(φ− π)Ωmw√

1− (φ− π)2
(2.58)

and duration

τ(φ) =
2 π
√

1− (φ− π)2

Ωmw
(2.59)

have to be chosen for the mw pulse. It is important to mention that this
phase imprint is just a global phase for the atoms being in superpositions of
a and b only. The effect of the phase imprint is therefore only visible when
additional states are involved. For a superposition of all states in F = 1,
e.g., such a detuned pulse on |1, 0〉 ↔ |2, 0〉 would imprint a phase between
|1,±1〉 and |1, 0〉.

After mw transfer and mw phase imprint, the last presented coupling of
mw signals to the internal states is mw dressing. Electromagnetic radiation
does not only lead to coupling between the bare states a and b, but also
induces energy shifts due to the AC Stark effect. This can be understood
by looking at the eigenvalues and eigenstates of the coupled atom-light
system that are no longer the bare states of the atoms only. From the new
eigenvalues, the shift with respect to the bare states can be calculated. For
each of the two participating states, the energy shift is [70, 88]

qmw =
h̄ δ

2

(√
1 +

Ω2
mw
δ2 − 1

)
≈ h̄

Ω2
mw

4 δ
. (2.60)
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The energy shift due to off-resonant mw dressing can be adjusted by either
the detuning δ or by the Rabi frequency Ωmw that is related to the mw power.
For red detuning (δ < 0), the levels are shifted apart, while blue detuning
(δ > 0) brings them closer. Together with the quadratic Zeeman shift due
to the magnetic field qB, the effective QZE q = qB + qmw is defined. The
adjustment of this QZE can be employed to initiate spin dynamics and drive
quantum phase transitions. It is therefore a crucial experimental tool for this
work.

Finally, some light is shed onto rf transitions. The variation of the different
transition frequencies within a single hyperfine manifold is only on the
order of the quadratic Zeeman effect, which is in general not resolved by rf
sources. Population therefore emerges among all states when an rf pulse is
applied. Moreover, standard rf sources emit linearly polarized signals that
drive σ+ and σ− transitions simultaneously. Together with the fact that the
linear Zeeman shift is nearly equal for F = 1 and F = 2, transitions occur in
general in both manifolds at the same time. In Section 5.3, we will present
a setup that utilizes the different polarization response for state-selective rf
transfer.

Considering F = 1 only, the interaction of the internal states with the rf
field is given by

Ĥrf =q
(

N̂1 + N̂−1
)
+ h̄ δ

(
N̂1 − N̂−1

)
+

h̄ Ωrf

2
√

2

(
e i φ â†

0 â1 + e−i φ â†
0 â−1 + e−i φ â†

1 â0 + e−i φ â†
−1 â0

)
.

(2.61)

Employing the spin operators Ŝx and Ây and neglecting the small contribu-
tions of the quadratic Zeeman shift q and the detuning δ,

Ĥrf ≈ h̄ Ωrf
(
cos(φ) Ŝx − sin(φ) Ây

)
. (2.62)

Remember that Ŝx only acts on the symmetric subspace and Ây only on
the antisymmetric. By definition1, φ = 0 for the first rf pulse. This pulse
then sets the phase reference for all subsequent pulses. An rf pulse can
therefore be understood as a spin rotation around Ŝx, i.e., a transfer of atoms
between |1, 0〉 and the symmetric superposition |g〉. When the first pulse,
e.g., transfers all atoms to |g〉, a second pulse with an rf phase of φ = π/2
would have no effect on the atoms.

1 The rotation axis of the rf pulse is actually defined by the phase difference between the rf
phase and the relative phase ϕ1 − ϕ−1 of the states |1,±1〉.
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3
Q UA N T U M P H A S E S I N S P I N O R B O S E - E I N S T E I N
C O N D E N S AT E S

In our experimental system of a ferromagnetic spin-1 BEC in the subspace of
zero magnetization, we can prepare and observe a vast number of possible
quantum states. To structure this large Hilbert space, possible states can
be clustered into groups with common (macroscopic) properties, i.e., into
different quantum phases. This chapter briefly describes those quantum
phases, beginning by a motivation of the mean-field limit. Subsequently,
ground-state and excited-state quantum phases are presented with a focus
on the latter.

3.1 mean-field limit

Phase transitions can be identified by a diverging density of states in the
thermodynamic limit N → ∞. To investigate quantum phases, large atomic
ensembles are thus described by a mean-field model. This section motivates
this description for our atomic system and introduces the corresponding
mean-field Hamiltonian.

Interactions are an inherent feature of spinor BECs. The analysis of all those
interactions of every atom with every other atom in the BEC is, however, quite
challenging. When single-particle interactions and their inherent quantum
fluctuations are disregarded, the interactions can be represented by a mean
field caused by all surrounding particles that acts on one particle. For a
coherent state, the relative fluctuations ∆Jx,y/N ∝ 1/

√
N become smaller for

increasing ensemble size. Considering large atom numbers, the quantum
fluctuations are thus negligible and the coherent state can be described by
the expectation values of the spin operators, i.e., by a single point on the
Bloch sphere. This consideration becomes more acceptable the more atoms
are in the ensemble and for N → ∞ this is then the mean-field limit that can
be understood as a classical description of a BEC.

This treatment does intrinsically not include any correlations. Note that
quantum fluctuations are in principle absolutely relevant in our system
and that the underlying Hamiltonian generates beyond-mean-field effects
especially in the vicinity of phase transitions, e.g., entangled spin-squeezed
states [89] as also discussed in the outlook (Chapter 7.1). In such cases, when
correlations become relevant, a treatment must be chosen that goes beyond
the mean field. For the characterization of ESQPTs in the context of this
work, however, we do not expect deviations from the mean-field assumption,
as also indicated by simulations [47].

We now want to briefly introduce the mean-field Hamiltonian. For a
detailed description, please refer to the supplemental material of Feldmann
et al. [47], whose notation we mainly use here. It is assumed that all atoms
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quantum phases in spinor bose-einstein condensates

occupy a single spatial mode and a single spin state, which is a superposition
of Zeeman states (’N-particle coherent state’) [46, 90],

|~α, N〉 = |~α〉⊗N =
1√
N!

(
∑
m

αm â†
m

)N

|vac〉 , (3.1)

where |vac〉 is the vacuum state and ~α = (α1, α0, α−1). For those states, a
polar parametrization can be defined as

αm =
√

nm e i ϕm , |αm|2 = nm, ∑
m

nm = 1 (3.2)

with relative population nm = Nm/N and phase ϕm. The individual phases
can be connected by a relative phase ϕ = ϕ0 − (ϕ1 + ϕ−1)/2.

The annihilation operator for mode m obeys

âm |~α, N〉 =
√

N αm |~α, N − 1〉 . (3.3)

For a large system, where N − 1 ≈ N, this motivates the replacements

âm →
√

N αm, â†
m →

√
N α∗m (3.4)

and therefore also the exchange of other operators by c-numbers, such as
N̂0 = â †

0 â0 → N |α0|2 = N0. Using such replacements for N → ∞, we can
identify the mean-field Hamiltonian density from the spin Hamiltonian 2.25,
i.e., the energy per particle

hmf(~α) = limN→∞ 〈~α, N| ĤSD

N
|~α, N〉 . (3.5)

This energy is furthermore expressed in units of the interaction strength
Ω < 0 and subsequently labelled

η :=
hmf(~α)

|Ω| =
q
|Ω| (1− n0)− 2 (1− n0) n0 cos2(ϕ) (3.6)

with the relative population n0 = N0/N.
This energy (density) η is an important parameter when it comes to the

analysis of ground- and excited-state quantum phases, as the next sections
will show.

3.2 ground-state quantum phases

Ground-state quantum phases have been explored theoretically and experi-
mentally. First studies concerning ground-state quantum phases in spinor
BECs focussed on a general investigation of the phase diagram [8, 46, 67].
In the following, ground-state quantum phases are described for the case of
ferromagnetic interactions (Ω < 0) and zero magnetization (N+1 = N−1).
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Figure 3.1: Ground-state energy and its derivatives. The ground-state energy ηGS
(solid blue), its first derivative (dashed green) and the second derivative (dotted
orange) are shown with corresponding axes. The second derivative shows a discon-
tinuity that indicates a phase transition.

To obtain the ground-state energies, the mean-field Hamiltonian 3.6 is
minimized. As a function of q/|Ω|, this yields

ηGS =



q
|Ω| if

q
|Ω| ≤ −2,

−1
8

(
q
|Ω| − 2

)2

if − 2 <
q
|Ω| < 2,

0 if
q
|Ω| ≥ 2.

(3.7)

The ground-state energy and its derivatives are depicted in Figure 3.1. It can
be seen that the second derivative shows two discontinuities. This discontin-
uous behavior indicates a (second-order) phase transition [91] at those points.
Therefore, three distinct ground-state quantum phases can be expected with
phase transitions at q/|Ω| = ±2. Interestingly, this differs from the mean-
field predictions of the general Hamiltonian including magnetization because
a phase transition at q/|Ω| = 0 is postponed to q/|Ω| = −2 [92].

A different indication of a phase transition is a closing energy gap between
ground and first excited state that corresponds to a large ground-state
degeneracy at this point [93]. In the thermodynamic limit, the energy gap
can be analytically calculated to be [46, 69, 94]

∆E
|Ω| =



2

√(
q
|Ω|

)2

+ 2
q
|Ω| if

q
|Ω| ≤ −2,

2

√
1− 1

4

(
q
|Ω|

)2

if − 2 <
q
|Ω| < 2,

2

√(
q
|Ω|

)2

− 2
q
|Ω| if

q
|Ω| ≥ 2.

(3.8)

This also predicts vanishing energy gaps and thus ground-state quantum
phase transitions at q/|Ω| = ±2. Experimentally, a non-zero energy gap of
∆E/|Ω| = 0.15(1) has been measured at the phase transition point q/|Ω| = 2
for a finite atom number of N = 40 000 [69]. This can be explained by
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Figure 3.2: Energy gap between ground and first excited state. (a) The energy gap
∆E/|Ω| depends on the atom number N that is indicated by a color scaling from
light (N = 102) to dark blue (N = 105). Red color corresponds to the atom number
N = 70 000 employed for the main results in this work and black to the mean-field
prediction. Lines present numerical simulations of the energy gap and dots the
corresponding minima. For large N, the energy gap becomes increasingly smaller
and the position gets closer to the expected mean-field prediction. (b) For increasing
atom number N, the minimum energy gap (orange) decreases and the position of
this minimum (green) gets closer to the mean-field prediction. The values for the
dots are extracted from simulations as in (a) and the solid lines present fits to those
values.

effects beyond the mean-field description. Exact diagonalization of the spin
Hamiltonian 2.25 (Appendix A.1) yields eigenenergies that indeed have
a minimal, but non-zero energy gap at q/|Ω| = ±2 (Figure 3.2). It can
be seen that there is a strong dependency of the energy gap size on the
number of employed atoms in the numerical simulations. The minimum
gap size follows the predicted scaling of ∆Emin/|Ω| = 7.4 N−1/3/2 [92] and
actually vanishes in the thermodynamical limit. The same effect can be
expected for the phase transition at q/|Ω| = −2, but for all other values
of q/|Ω|, the energy gap is large and finite even in the limit N → ∞.
Notably, also the relative position of the energy gap minimum changes with
δ[q/|Ω|]min = (2− [q/|Ω|]min) /2 = 4.7 N−2/3/2 according to our fit. Due to
the large ensemble of N = 70 000 atoms that we employ in our investigations
(highlighted in Figure 3.2 in red), the deviations from the mean-field limit
are expected to be negligible.

Experimentally, neither the second derivative of the energy with respect to
the QZE, nor the vanishing energy gap are easily accessible to experimen-
tally distinguish quantum phases. However, the atom number distribution
between |0〉 and the symmetric superposition |g〉 presents an appropriate
order parameter [46, 67, 92]. The ground-state energy ηGS is reached for a
relative phase ϕ ∈ {0, π} and relative population

n0 =



0 if
q
|Ω| ≤ −2,

1
4

(
q
|Ω| + 2

)
if − 2 <

q
|Ω| < 2,

1 if
q
|Ω| ≥ 2

(3.9)
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Figure 3.3: Order parameter for ground-state quantum phase transitions. Depending
on the QZE q/|Ω|, the ground state of a spinor condensate differs. For large positive
or negative values, |q/Ω| � 2, the ground state is a polar state |0, N, 0〉 with n0 = 1
or a twin-Fock state |N/2, 0, N/2〉 with n0 = 0, respectively. Between the polar and
the twin-Fock phase, the atom number distribution of the ground state depends
linearly on q/|Ω|.

as shown in Figure 3.3. This presents a suitable order parameter to distin-
guish ground-state quantum phases.

An intuitive understanding for this dependency of n0 on q/|Ω| can be
given by the spin Hamiltonian 2.25 and the energy level picture. For large
|q/Ω|, the Hamiltonian is ĤSD ≈ q

(
N̂+1 + N̂−1

)
. The energy is thus mini-

mized by (N+1 + N−1) = 0 for large and positive q and by (N+1 + N−1) = N
for large and negative q. For q/|Ω| � 2, it is thus energetically favorable for
the atoms to be in |0〉. The corresponding many-body ground state is then
|0〉1 ⊗ |N〉0 ⊗ |0〉−1 = |0, N, 0〉. This state is called polar state and the quan-
tum phase for q/|Ω| > 2 is the polar (P) phase. When the |0〉 mode is now
shifted upwards in energy due to mw dressing, at some point (q/|Ω| = 2)
the q contribution to the Hamiltonian is competing with the spin-changing
collision term and some pairs of atoms are transferred to |±1〉. A linear rela-
tionship between n0 and q/|Ω| persists until q/|Ω| = −2, where the |0〉 state
is shifted upwards so much that it is energetically unfavorable to populate
it. Instead, all the atoms are in |+1〉 and |−1〉. The many-body ground state
for large and negative q/|Ω| is the twin-Fock state |N/2, 0, N/2〉, giving
rise to the name twin-Fock (TF) phase for q/|Ω| < −2. In the linear regime
between P and TF phases, the many-body ground state has some atoms in
|±1〉. For example, at q = 0, the |0〉 state and the symmetric superposition
|g〉 are energetically degenerate. It is therefore no surprise that the atoms
equally populate both states, i.e., |N/4, N/2, N/4〉. This central phase is
called broken-axisymmetry (BA) phase [94] and it exhibits strong nonclas-
sical features like macroscopic superposition states that resemble NOON
states [95, 96].

The ground-state quantum phase diagram is of particular interest for
quantum state engineering and the generation of highly entangled states.
The adiabatic theorem states that a quantum system remains in its ground
state when an external control parameter is varied only gradually [97, 98]. In
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the thermodynamic limit, an adiabatic crossing through the phase transition
would not be possible because adiabaticity cannot be ensured with a clos-
ing energy gap. For finite atom numbers and therefore finite energy gaps,
however, such crossings are possible. According to Landau-Zener theory, the
excitation probability for an adiabatic passage can be approximated by [69]

PLZ = e−π ΓLZ/4, ΓLZ =
(∆E)2

νq
d(∆E)

dq

, (3.10)

where a minimum value of ΓLZ = 10 is reported sufficient for low excita-
tion probabilities. The quench rate νq = ∆q/∆t should be low to ensure
the ground state without much excitation and large energy gaps ∆E are
beneficial, too. Close to the phase transition, adiabaticity is therefore most
difficult to ensure, while the rest of the phase diagram is less demanding
due to larger energy gaps.

Adiabatic crossing of a phase transition has been reported to be possible
in a ferromagnetic spin-1 system with negligible excitation [69]. For an
initial polar ground state |0, N, 0〉, a careful variation of q/|Ω| through the
phase transitions at q/|Ω| = ±2 into the TF phase has been experimentally
proven to generate highly entangled twin-Fock states [99]. Furthermore,
such a crossing of phase transitions has been utilized as a technique to
deterministically generate large ensembles of entangled atoms that can serve
as a source for inertially sensitive atom interferometry [100]. Furthermore,
the generation of massive entanglement is proposed for an adiabatic passage
into the BA phase [92, 95, 96], for antiferromagnetic systems [101] and for
spinor BECs with macroscopic magnetization [102].

3.3 excited-state quantum phases

3.3.1 Phase diagram

Ground-state quantum phase transitions can be identified by a vanishing
energy gap between the ground and first excited state. Continuing this idea,
one can also look at energy gaps of neighboring excited states and locate
singularities in their density of states. To this end, energy eigenvalues of the
spin Hamiltonian 2.25 are obtained by exact diagonalization (Appendix A.1)
and presented in Figure 3.4. The diagram shows different exemplary eigen-
states in color while the gray background contains all the eigenenergies
computed for 70 000 atoms. In addition, the excitation energy η∗ is plotted,
which is the ground-state energy subtracted from the mean-field energy
(Equation 3.6),

η∗ = η − ηGS. (3.11)

In the interesting range for phase transitions, −2 ≤ q/|Ω| ≤ 2, this evaluates
to

η∗ =
1
8

(
q
|Ω| + 2

)2

− n0
q
|Ω| − 2 (1− n0) n0 cos2(ϕ). (3.12)
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Figure 3.4: Phase diagram of a ferromagnetic spinor BEC. Both diagrams have the
QZE q/|Ω| on the horizontal axis and the energy per atom on the vertical axis. While
diagram (a) shows the energy directly obtained from diagonalizing the Hamiltonian,
in plot (b) the ground-state energy is subtracted. Colored lines indicate every 5000th
eigenstate from low (blue) to high (red) energy, while the background shows the
complete set of eigenenergies for N = 70 000 atoms. Regions of high density of
states can clearly be identified in this picture.

The different eigenenergies are very close to each other along two lines in
the phase diagram (Figure 3.4) at excitation energies

η∗QPT =
1
8

(∣∣∣ q
Ω

∣∣∣− 2
)2

(3.13)

and −2 < q/|Ω| < 2. These vanishing energy gaps signalize quantum phase
transitions of excited states. It can also be shown theoretically that the density
of states diverges along η∗QPT in the mean-field description [47]. Hence, three
excited-state quantum phases are expected, divided by phase transitions at
η∗QPT. As the excited-state phases merge into the ground-state phases for
η∗ = 0, we name them TF’, BA’, P’ in analogy to the ground-state phases.

In comparison to the ground-state phase diagram, the excitation energy η∗

acts as a second control parameter in addition to the QZE q/|Ω| (Figure 3.5).
Different values of η∗ on the one hand qualitatively change the quantum
phases for a variation of q/|Ω|, as the BA’ phase becomes drastically smaller
for higher excitation. On the other hand, the excitation energy alone can
cause a phase transition at a fixed QZE. Because the relative population n0

and relative phase ϕ present the experimentally adjustable parameters of
η∗ for a fixed q/|Ω|, the phase diagram is also presented with those control
parameters in Figure 3.6. However, for such a representation, one of the two
parameters has to be fixed. To this end, the excitation energy η∗ is employed
in this work as a more general parameter.

The two control parameters η∗ and q/|Ω| constitute a rich phase diagram
that deserves further investigation. Excited-state quantum phases have been
investigated thoroughly from a theoretical perspective [36, 103, 104] and their
existence has been experimentally revealed in microwave Dirac billards [105]
and molecular spectra [38–41]. For some experimental systems, there are
even dedicated proposals to distinguish excited-state phases [47–51]. The
experimental mapping of an excited-state phase diagram by an appropriate
order parameter, however, remains up to now elusive.
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Figure 3.5: Concept of ESQPTs. (a) The excited-state quantum phase diagram is
shown with QZE q/|Ω| on the horizontal and excitation energy η∗ on the vertical
axis. Gray lines correspond to every 500th eigenenergy for N = 70 000. Ground-state
quantum phase transitions (GSQPTs) are located at q/|Ω| = ±2 and zero excitation
energy (gray dots). ESQPTs are expected for regions with diverging density of states
(light yellow lines). They divide the phase diagram into three phases: TF’ (red),
BA’ (orange) and P’ (blue). Three exemplary crossings are highlighted with white
arrows and presented in (b-d). (b-c) For a variation of q/|Ω|, the appearance of
the quantum phases change for different excitation energies. (d) For a fixed QZE,
ESQPTs can be driven by a variation of the excitation energy η∗.

In the following, the Bloch sphere is introduced as a helpful representation
of the excitation energy. For this visualization, the QZE is fixed to a certain
value of q/|Ω|. Then, all pairs (n0, ϕ) with equal energies η∗ can be summa-
rized as an energy hypersurface [47]. Those different energy hypersurfaces
with equal QZE can be depicted together on a Bloch sphere with |0〉⊗N on
the north pole and |g〉⊗N on the south pole. Figure 3.7 shows Bloch spheres
with q/|Ω| = 0.75 (a) and q/|Ω| = −0.25 (b). Solid black lines represent the
energy hypersurfaces and color shading indicates the excitation energy η∗.
The two energy control parameters are n0 = Sz/N + 1

2 on the z axis and
ϕ as the azimuthal phase. Note that the relative population n0 can also be
mapped to the polar angle θ by n0 = (cos(θ) + 1)/2. For −2 < q/|Ω| < 2,
the ground state is in the BA’ phase (yellow) and corresponds to the sta-
tionary point (red dot on the front). A separatrix (dashed lines) presents the
border between adjacent phases. For a different value of the QZE, the shape
and distribution of the energy hypersurfaces over the sphere changes, such
that the same tuple (n0, ϕ) leads to different energies for different QZE, as
expected from the phase diagram and Equation 3.12.

It is visible in the Bloch sphere representation of Figure 3.7 that the energy
hypersurfaces of the three excited-state quantum phases are different. While
hypersurfaces in the P’ and TF’ phases contain all possible phase values,
ϕ ∈ [0, 2π), the BA’ phase hypersurfaces are bounded in phase. Moreover,
the BA’ hypersurfaces consist of two closed-loop lines on the front and back
of the sphere that are not connected. This distinction is later employed to
define an appropriate order parameter.
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Figure 3.6: Expected quantum phases depending on experimental control parame-
ters. Instead of η∗, the experimentally accessible parameters of relative population
n0 (a) and relative phase ϕ (b) are shown as the second control parameter. To this
end, the phase is fixed in (a) by ϕ = 0 and the relative population in (b) by n0 = 0.5.
Quantum phases are indicated by color as TF’ (red), BA’ (yellow) and P’ (blue). The
yellow line indicates the phase transition.

Up to now, the discussion has always considered energy eigenstates. Exper-
imentally, however, we do not prepare single eigenstates of the Hamiltonian,
but coherent superpositions of eigenstates within a narrow energy window.
Note that only the preparation step prevents us from investigating the phase
diagram also for excited energy eigenstates. Nevertheless, this has drastic
consequences, as the eigenstates are stationary, but the coherent states are
not. This sounds like a drawback, but is actually beneficial because the
coherent states show dynamics that energy eigenstates would not show.
The following section describes this dynamics, which is later employed to
distinguish different excited-state quantum phases.

3.3.2 Dynamics of excited coherent states

Experimentally, we prepare coherent states within a narrow energy window
instead of energy eigenstates. The phase diagram is, however, the same. We
can thus use the dynamics of coherent states to map the phase diagram of
excited energy eigenstates. In the mean-field limit, the quantum-mechanical
operators are replaced by expectation values and coherent states are defined
by the mean spin directions. On the Bloch sphere, coherent states |~α, N〉 are
therefore treated as points. They are defined by (Equation 3.1)

α0 =
√

n0, α1 =

√
1− n0

2
e i ϕ, α−1 =

√
1− n0

2
e i ϕ (3.14)

and therefore described by a pair of relative population n0 and relative phase
ϕ. Those points undergo dynamics that conserves the excitation energy η∗

and is thus restricted to a single energy hypersurface. The time evolution of
a coherent state is from now on referred to as trajectory. Classical equations
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Figure 3.7: Energy hypersurfaces on Bloch spheres. Points in the phase diagram can
be depicted on a Bloch sphere with the relative population n0 on the vertical axis
and the relative phase ϕ as the atimuthal angle. The QZE q/|Ω| defines the shape
of the trajectories and in this sense the accessible energies and phases. Sphere (a)
corresponds to q/|Ω| = 0.75 and (b) to q/|Ω| = −0.25. Different excitation energies
η∗ are associated with different regions on the Bloch sphere surface (color shading).
The ground state is located at the stationary point (red) on the front of the sphere.
Black lines exemplary represent different points in phase space with equal energy
and dashed lines correspond to the separatrix that separates different phases: The P’
phase (blue), BA’ (yellow) and TF’ (red).

of motion can be defined for the population n0 and phase ϕ by the coupled
equations [47]

d
dτ

n0 =
∂

∂ϕ
η = 4 n0 (1− n0) cos(ϕ) sin(ϕ) (3.15)

d
dτ

ϕ = − ∂

∂n0
η =

q
|Ω| + (2− 4 n0) cos2(ϕ) (3.16)

with τ = |Ω| t/h̄. For q/|Ω| > 0, the time-dependent solution for the
population is given by [47]

n0(t) = x2 − (x2 − x1) cn2
(√

2
∣∣∣ q
Ω

∣∣∣ (x3 − x1) τ + v,
x2 − x1

x3 − x1

)
(3.17)

with

x1 =
1
4

2 +
∣∣∣ q
Ω

∣∣∣−
√(

q
|Ω| − 2

)2

+ 8 η

 ,

x2 =


1
4

2 +
∣∣∣ q
Ω

∣∣∣+
√(

q
|Ω| − 2

)2

+ 8 η

 if η∗ < η∗QPT,(
q
|Ω| − η

) ∣∣∣ q
Ω

∣∣∣−1
if η∗ ≥ η∗QPT,

x3 =



(
q
|Ω| − η

) ∣∣∣ q
Ω

∣∣∣−1
if η∗ < η∗QPT,

1
4

2 +
∣∣∣ q
Ω

∣∣∣+
√(

q
|Ω| − 2

)2

+ 8 η

 if η∗ ≥ η∗QPT

(3.18)
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Figure 3.8: Bloch sphere, phase-space diagram and time evolution. All diagrams
show energy hypersurfaces for q/|Ω| = 0.6. Values for the initial n0(0) are 0.1 (blue
short dashed), 0.18 (blue long dashed), 0.5 (yellow long dashed) and 0.92 (yellow
short dashed). The initial phase is set to ϕ(0) = 0. (a) Bloch sphere representation
with the four highlighted trajectories. Evolution directions are indicated by small
arrows. Small gray circles indicate starting points of the oscillations. (b) Phase space
diagram, i.e., a 2D mapping of the Bloch sphere. (c) Time evolution of n0(t) and
ϕ(t). The phase evolution is very different for states in the P’ phase and in the BA’
phase.

and the Jacobi elliptic cosine cn(w, k2). The factor v is extracted by matching
n0(0) to the desired initial value. The corresponding phase ϕ(t) can be
obtained employing the relation for η∗ in Equation 3.12 and the initial
conditions. For q/|Ω| < 0, the solutions are ñ0(t) = (1 − n0(−t)) and
ϕ̃(t) = −ϕ(t).

For certain combinations of the QZE q/|Ω| and the excitation energy η∗,
stationary points with d

dt n0(t) = 0 and d
dt ϕ(t) = 0 can be observed. There

is one saddle point for every |q/Ω| ∈ (0, 2) at n0 = 1 (q/|Ω| > 0) or n0 = 0
(q/|Ω| < 0) and two additional stationary points at ϕ ∈ {0, π} and

n0 =
1
4

(
q
|Ω| + 2

)
. (3.19)

The latter stationary points correspond to the ground-state minima with
excitation energy ηGS that lie in the BA’ phase.

A few exemplary trajectories are presented in Figure 3.8 on the Bloch
sphere, the phase space diagram and over time. It can be seen that states
within the BA’ phase are limited in their phase evolution, while the P’ phase
consists of states with a running phase, i.e., spanning from 0 to 2 π. The
phase space of n0 and ϕ for spin-1 systems has already been explored theo-
retically [45, 46] and experimentally to some extent [44, 106]. Interestingly,
this phase space is very similar to the one of Josephson oscillations, either in
an external double-well system [42, 107, 108] or in a two-component BEC [43]
and ultimately to the one of a rigid pendulum [109].

Hence, it was observed before that there are different types of coherent
spin dynamics, i.e., one with a bounded and one with a running phase.
However, no connection to excited-state quantum phases was made and
no order parameter was employed to distinguish the dynamical regimes.
Nevertheless, the mentioned experiments are indeed connected to excited-
state quantum phases and they could be employed for further investigations.
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The previous work shows that the underlying physics is not restricted to
spin-1 systems, but can also be connected to others. Therefore, the mapping
of an excited-state phase diagram seems to be of general interest.

A first experimental attempt to investigate excited-state quantum phases
in spin-1 BECs was made in an antiferromagnetic system of sodium [110].
In this system, there is only one ground-state quantum phase transition
from the antiferromagnetic to the polar phase at q/|Ω| = 0. Quenching the
system to q/|Ω| > 2, there is nevertheless a nonanalytical behavior of the
relative mode populations observed. This is explained by the sudden quench
that brings the atoms into the highest excited state where a phase transition
indeed occurs at q/|Ω| = 2. Although this experiment nicely signalizes the
existence of ESQPTs, it does not characterize the phases by an appropriate
order parameter and it does not employ the energy as a control parameter,
but only considers the highest excited state.

3.3.3 Interferometric order parameter

The existing investigations on quantum phase transitions captured only the
lowest and highest energy states with the QZE as a single control parameter.
The order parameters employed for these experiments, i.e., the relative
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Figure 3.9: Schematic depiction of the interferometric order parameter. (a-c) Bloch
sphere representation with highlighted trajectories for q/|Ω| = −1.5 and
n0(0) = 0.44 (a), q/|Ω| = −0.25 and n0(0) = 0.75 (b), q/|Ω| = 1.5 and n0(0) = 0.56
(c). The initial phase is ϕ = 0. Dots on the corresponding trajectories correspond
to the starting point (0), the half period (T/2) and the period (T). Small arrows
indicate the rotation direction. (d) Phase diagram with the three trajectories marked
at the corresponding positions. (e-f) Time evolution of the relative population and
phase of the trajectories in (a-c). The population oscillation periods T and related
phase values are marked by dots.
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population of the spin modes, cannot be applied for the determination
of excited-state quantum phases because in contrast to the ground-state,
the excited (coherent) states are not static and the population is in general
oscillating. It is therefore necessary to apply a different order parameter
to distinguish the three excited-state quantum phases. This section now
motivates an order parameter following Feldmann et al. [47] that is in
general valid for the whole excited-state quantum phase diagram.

The Bloch sphere picture already indicates that the evolution on a trajectory
belonging to the BA’ phase is qualitatively different from the evolution of a
state in the P’ or TF’ phase. The mean-field trajectories of states in the BA’
phase are limited to one side of the sphere while states in P’ and TF’ phases
have a running phase.

This leads to the idea of measuring the phase after a certain time to
distinguish the different quantum phases, as proposed in Feldmann et al.
[47]. The P’ and TF’ phases have a periodic behavior in the population
oscillation with a period of TP’,TF’ (Figure 3.9). At exactly one such period,
the phase has evolved by ∆ϕ = ±π. For the BA’ phase, on the other hand,
after such a period TBA’, the phase is back at its original value, such that
∆ϕ = 0. This is in general the case for every starting point on the energy
hypersurface and we will employ this order parameter experimentally in
Chapter 6. If one accepts the restriction to adjust η∗ only by a variation of n0

and keep the relative phase fixed at ϕ = 0, another order parameter can be
defined. In this configuration, the states are evolving for T/2 only. Starting
at ϕ = 0, states in the P’ and TF’ phases will evolve to ϕ = ±π/2. States in
the BA’ phase, on the other hand, will be at ϕ = 0. This order parameter
after one half period T/2 is also of particular interest for the experiments
described later in Chapter 6. Because every hypersurface can be reached
with that initial phase, this still presents a suitable order parameter.
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4
E X P E R I M E N TA L P L AT F O R M

This section covers the experimental apparatus utilized to generate and
manipulate 87Rb spinor BECs. First, the experimental sequence is briefly
presented. A few important parts of this procedure are discussed in more
detail thereupon. A sketch of the apparatus and a timeline are shown in
Figure 4.1 and a photograph is presented in Figure 4.2.

4.1 bec generation procedure

The experimental sequence starts with the preparation of 87Rb atoms in a
magneto-optical trap (MOT) [111]. To this end, gaseous rubidium atoms are
evaporated from alkali metal dispensers that are heated up by an electric
current of 5.2 A for 10 s in every experimental cycle (total duration 25 s) to
ensure a constant amount of rubidium. The atoms are deposited in a glass
cell (and on its walls) in which an ultra-high vacuum on the order of 10−9

to 10−10 mbar exists to reduce unwanted collisions with gas particles. To
enhance the number of atoms in the center of the cell, light emitting diodes
provide ultraviolet light for light-induced atom desorption that removes
atoms from the glass walls [112]. A MOT [113, 114] is loaded from the
background gas for 10 s when the dispensers are turned on. Six laser beams
from three orthogonal directions reduce the momentum of the atoms by
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Figure 4.1: Experimental sequence for generation of BECs. The locations of different
experimental stages are presented in the schematic drawing of our apparatus. The
main steps are shown on a time line at the bottom. Circles, triangles and squares
indicate the location of a step in the MOT glass cell, the transport trap or the science
glass cell, respectively.
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Figure 4.2: Experimental apparatus. The large figure displays the experimental
apparatus. Small insets show the most important steps in the BEC generation
sequence, i.e., the MOT cell, the moving transport trap and the science cell from left
to right. In the picture of the science cell, the magnetic field sensor (white cylinder)
is clearly visible very close to the atoms. The laser table generating the necessary
frequencies for the experiments is not shown. One can only catch a glimpse of the
colored fibers coming from the laser table and reaching the experimental table.

spontaneous laser force, i.e., the atoms absorb a photon from one laser beam
and emit it isotropically. Because the absorption of the photon is directed
and the emission is random in any direction, a net force arises that moves the
atoms in the direction of the laser beam (Figure 4.3 a). The laser frequency
is detuned in a way such that it only affects atoms moving toward the laser
beam, i.e., red-detuned. As the spontaneous laser force only cools the atoms,
but does not trap them, a magnetic field in anti-Helmholtz configuration
(with zero magnetic field in the center) and clever polarization of the laser
beams are necessary (Figure 4.3 b). This field changes the internal structure
of the atoms in a way that the laser beams are only resonant to atoms moving
away from the center and therefore a restoring force acts on the atoms. In
this way, about 109 atoms can be loaded (Figure 4.3 c).

After a short molasses phase of 5 ms to further cool the atoms [115], a
magnetic field is turned on again for 300 ms to trap the atoms. To trap as
many atoms as possible, the atoms are beforehand optically pumped to the
|2, 2〉 state that is magnetically trappable. The coils generating the magnetic
trapping field are mounted on a translation stage that moves the trapped
atoms from the MOT glass cell through a differential pumping stage into a
region with even better vacuum (10−11 mbar) [116]. The transport takes 1.3 s
and induces only negligible atoms loss.

In the science glass cell, the atoms are first reloaded from the magnetic
transport trap into a static magnetic quadrupole trap where rf-induced
evaporation [5, 117] takes place for 6 s to cool the atoms closer to quantum
degeneracy. This technique is visualized in Figure 4.3 d). The magnetic
trap causes a shift of energy levels proportional to the field strength and
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Figure 4.3: Schematic of a MOT and rf evaporation. (a) Absorption of a photon causes
momentum in the direction of the laser beam (going to the right). Spontaneous
emission, on the other hand, leads to momentum in a random direction. This results
in a net force on the atoms to the right direction (background). Only atoms going
toward the laser beam are in resonance and therefore decelerated. (b) An additional
magnetic field shifts the resonances of magnetic sublevels due to the linear Zeeman
shift pB. For atoms in the trap center (B = 0), the lasers with frequency ωL and
detuning δL are out of resonance with any transition. At a certain distance from
the center, however, a σ+ polarized laser beam from the left (σ− polarized from
the right) drives a resonant transition to m = +1 (m = −1). This absorption and
the following emission slow the atoms down as presented in (a). (c) Picture of a
MOT (red cloud). The violet color stems from the light-induced atomic desorption.
(d) Schematic of rf evaporation, where for simplicity only m = ±2 are taken into
account. Atoms in the upper state are magnetically trapped. The hottest atoms (red
disks) have highest probability of being far off the center. Different Zeeman states
are coupled by rf signals (orange) that are resonant to atoms at certain distance to
the center due to the Zeeman shift. Transferred atoms are not trapped any more
and leave the trap while rethermalization reduces the temperature of the remaining
atoms.

depending on the magnetic sublevel m. Hot atoms spend time in regions
away from the center, where rf radiation brings them to states that are not
trapped. The rf is gradually lowered to remove the hottest atoms from the
trap and enable rethermalization.

The final trap is a crossed-beam optical dipole trap (ODT) where two
laser beams in the horizontal directions create an attractive potential in
the intensity maximum [6]. Within 1.1 s, the atoms are loaded into the
ODT by ramping down the magnetic field and ramping up the power of
the laser beams. The beams have approximate waists wx = 32 µm and
wy = 60 µm. Further evaporative cooling [118] takes place by ramping
down the optical potential in this trap for 800 ms to about Px = 22 mW and
Py = 60 mW. Eventually, the ODT power is increased again to 60 mW and
250 mW, respectively, to guarantee a tight confinement that is beneficial for
spin dynamics [119]. Resulting trapping frequencies are on the order of
2π · 130 to 2π · 260 Hz. This dipole trap facilitates a spinor BEC as the spin
is still an accessible degree of freedom. It contains up to N = 130 000 atoms
without a large thermal fraction.
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A homogeneous magnetic field of about 0.95 G in the horizontal direction
gives rise to a quantization axis for the atoms. Because Zeeman states arise,
the atoms can have a defined and adjustable spin. The quantization field
is actively stabilized with residual fluctuations of 50 µG and compensation
coils in the orthogonal directions ensure low magnetic fields in directions
orthogonal to the quantization axis.

The next short step employs three mw pulses to prepare the atoms from
the initial |2, 2〉 state into the |1, 0〉 state that is in general the starting point of
our experiments. Between the pulses, unwanted leftover atoms are removed
by further mw radiation and resonant laser light.

Following, the atoms can be manipulated by electromagnetic radiation to
implement various Hamiltonian evolutions. To this end, mw and rf antennas
couple defined signals into free space toward the atoms. This is consid-
ered the main experimental stage where we will also investigate the phase
diagram of a ferromagnetic spin-1 condensate in Chapter 6.

Finally, the atoms are released from the dipole trap into free fall and a
strong magnetic-field gradient for 5 ms separates the different spin states
from each other, comparable with the famous Stern-Gerlach experiment [120].
For the absorption detection, in detail described in Lücke [121], resonant
light pulses are employed to take three pictures of the experimental region
of interest. A background image and a beam image are used to estimate
the atom numbers in the different spin states from a reduced intensity of
the detection beam in an image including the atoms. Such an absorption
detection method performs number counting with a detection noise of about
20 atoms.

Our absorption detection light is resonant to the F = 2 hyperfine manifold
only. Hence, we have to transfer the F = 1 atoms for detection beforehand by
laser radiation. Our detection captures five different masks that may contain

F = 2, m = −2 −1 0 +1 +2

F = 1, m = +1 0 −1

12007N  =i 1351 5044 1064 6641

y

z

20 µm

Figure 4.4: Typical absorption detection image. This image shows the atomic popu-
lation distribution after an arbitrary Hamiltonian evolution. The different Zeeman
states possess different atom numbers, as it can be seen in the lower part. This
detection per se does not distinguish between F = 1 and F = 2. Therefore, the
experimentalist has to ensure which hyperfine state is populated.
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the eight different Zeeman states, i.e., the |F = 1, m ∈ {1, 0,−1}〉 and the
|F = 2, m ∈ {−2,−1, 0, 1, 2}〉 states simultaneously (Figure 4.4). In principle,
it would also be possible to independently detect F = 1 and F = 2 by taking
an additional image before the detection transfer pulse, but this could cause
additional detection noise [77]. The resulting atomic distribution presents
the main data we retrieve from the experiments.

In the following sections, some important parts of the experiment are
discussed in more detail.

4.2 magnetic field fluctuations

Magnetic field fluctuations can be a major limitation for experiments in
quantum many-body physics or entanglement-enhanced atom interferometry
because it is sometimes unavoidable to utilize magnetically sensitive states.
Variations in the magnetic field ∆B directly lead to a change in the energy
levels by the linear and quadratic Zeeman shifts and therefore to a detuning
from the adjusted frequencies.

Considering the transition between |0〉 and |g〉, the linear Zeeman effect
causes an additional phase

∆φ = bp Tev ∆B (4.1)

over the evolution time Tev with bp ≈ −702 kHz/G. In general, this is
unfortunately not a constant shift, but fluctuations in the magnetic field lead
to a varying phase from shot to shot. For interferometry, where a quantity is
inferred from a phase measurement, this is detrimental.

The quadratic Zeeman shift, on the other hand, is smaller than the linear
effect by four orders of magnitude for a magnetic field of 1 G. Nevertheless,
it has consequences, because the precisely adjusted value of the QZE varies
with magnetic field fluctuations. This causes imperfections in the prepared
state and the intended dynamics.

The magnetic field fluctuations should thus be reduced as much as possible.
In the experiment, a pair of coils in Helmholtz configuration generates the
homogeneous quantization field that lifts the degeneracy in the hyperfine
manifolds. The magnetic field generated by those coils is actively stabilized
using a magnetic field sensor. A detailed description of this stabilization can
be found in Quensen [122].

Because the sensor only measures in one axis, additional magnetic fields
in other directions deteriorate the efficiency of the stabilization because the
sensor is blind to these signals. To reduce this effect, two large compensation
coils are implemented in the orthogonal directions. When a proper current
is adjusted, the orthogonal fields vanish, which leads to a minimized total
magnetic field. A measurement of the compensation currents is presented in
Figure 4.5. The proper compensation currents are signalized by minimum
total magnetic field and therefore minimum resonance frequency for the
|2, 2〉 ↔ |1, 1〉 transition, which is threefold sensitive to magnetic fields.
Resonance frequencies for this transition are repeatedly determined for
different currents and the compensation current is extracted from a fit.
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Figure 4.5: Determination of magnetic-field compensation currents. (a) Frequency
spectroscopies ( fmw = 6836 MHz+ f ) are performed on the |2, 2〉 ↔ |1, 1〉 transition
with different currents through the compensation coils. Presented measurements
correspond to compensation currents IUD ∈ {0, 0.75, 1.35}A (from light to dark blue)
in the up-down compensation field, corresponding to data points in (b). Orange
dashed lines indicate the resonance frequencies. (b-c) From many spectroscopy
measurements, where the resonance frequencies are extracted, the compensation
currents of the up-down and front-back directions are determined by parabolic fits.

Using the Breit-Rabi formula (Equation 2.47), the resonance frequency of
a spectroscopy measurement can be converted into an absolute magnetic
field. The minimum transition frequency of the measurements presented in
Figure 4.5, fres = 6836.678 MHz, e.g., corresponds to a detuning compared
to the hyperfine energy splitting (Equation 2.46) of δ ≈ 2 π · 2 MHz and
therefore B ≈ 0.95 G.

The fluctuations of the magnetic field can be measured using a detuned
Ramsey sequence (Figure 4.6 a), where it is assumed that fluctuations of
the mw frequency and intensity are negligible compared to magnetic field
deviations. The detuning δ of the first π/2 pulse is adjusted in a way
that the accumulated phase is φ = δ Tev ≈ π/2 and therefore a second
π/2 pulse leaves the atoms in a 50/50 superposition, known as mid-fringe
position (Figure 4.6 b). From the fluctuations in the transferred fraction
n1,−1 = N1,−1/(N1,−1 + N2,2), we can directly infer the deviation from the
expected magnetic field. To this end, the dependency of the transferred
fraction n of a Ramsey sequence on the detuning δ and the evolution time
Tev is employed [123],

n(δ, Tev) =4
Ω2

mw

Ω̃2
mw

sin
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π

Ω̃mw

4 Ωmw

)2 [
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π
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4 Ωmw

)
cos

(
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2

)
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Ω̃mw
sin

(
π

Ω̃mw

4 Ωmw

)
sin
(

δ Tev

2

)]2 (4.2)

with the generalized Rabi frequency Ω̃mw =
√

Ω2
mw + δ2. The magnetic field

is then obtained from the detuning using ∆B = δ/(6 π bp) where a factor
of 3 comes from the threefold sensitivity of the |2, 2〉 ↔ |1, 1〉 transition. A
value for the shot-to-shot magnetic field fluctuations is then given as the
standard deviation of many measurement runs.

Figure 4.6 c) shows three such measurement results that also correspond
to an improvement over time. Some smaller advancement was achieved by
adjustment of the stabilization parameters, proper grounding of the compo-
nents and cable routing far from rf components. A large contribution toward
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Figure 4.6: Magnetic field measurement by a Ramsey sequence. (a) Schematic
illustration of a Ramsey sequence on a Bloch sphere. The evolution time Tev and the
detuning δ cause a phase evolution about the z axis. (b) The analytical formula of
such a sequence (blue line) is shown for Tev = 100 µs and Ωmw = 100 kHz. Orange
dots correspond to a measurement of the transferred fraction n1,1 with adjusted
detuning of 2.1 kHz for mid-fringe position (dashed line). (c) Histograms of three
different measurement runs with 350 repetitions each. The orange data corresponds
to the values in (b). Absolute values of the magnetic fields are extracted from
independent measurements and fluctuations are given as the standard deviation of
the underlying data set.

residual magnetic field fluctuations of 80 µG was a thorough determination
of the compensation currents (see above). The major improvement down to
50 µG, in the end, was a replacement of the magnetic field sensor. Instead of
a Bartington Mag-03IE with a range of ±5 G and 2 V/G gain, the new sensor
has ±1 G range and 10 V/G gain. This limits the experiments to magnetic
fields below 1 G, but also increases the sensitivity. Moreover, this sensor was
placed even closer to the atoms than before.

4.3 microwave and radio frequency coupling

The mw system employed for the measurement of ESQPTs is the one pre-
sented in Lücke [121] and a frequency synthesizer Marconi 2025 provides rf
signals. For this project, coherent states have to be created with defined pop-
ulation distribution and phase among the spin states. As the spin-1 system
in F = 1 is considered, rf pulses will adjust the relative population between
|0〉 and |g〉 and a detuned mw pulse imprints a relative phase (Section 2.2.3).

A resonant rf pulse of variable duration τ and Rabi frequency Ωrf transfers
a fraction of atoms from the initial state |0〉 into the symmetric superposition
|g〉, such that a relative population n0 = cos (Ωrf τ/2)2 remains in |0〉. On
the Bloch sphere, this rf pulse corresponds to a rotation about a horizontal
axis by cos (θ) = 2 n0 − 1. The frequency of the rf pulse has to be adjusted
very precisely, because detuning will lead to an additional, time-dependent
phase during the evolution that could deteriorate our interferometric phase
measurements. To this end, we employ a standard Rabi spectroscopy for
a coarse estimation and a Ramsey spectroscopy to precisely determine the
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Figure 4.7: Radio frequency calibration. Dots correspond to measured data and
solid lines represent fits to extract frequencies (a-c) or duration (d). (a) Standard
Rabi spectroscopy. The transferred fraction is measured for a variation of the rf and
initially all atoms in |0〉. Dark blue indicates the transfer to |+1〉 and light blue to
|−1〉. Dashed lines and text indicate the obtained resonance frequencies that differ
by more than 100 Hz. (b) Ramsey spectroscopy. The combined transfer to |+1〉 and
|−1〉 is measured for a variation of the rf. In contrast to (a), the π transfer pulse
is replaced by two π/2 pulses with an evolution time of 0.5 ms (green) and 4 ms
(purple) in between. Note the narrow frequency range, as indicated by the gray area.
The obtained resonance frequencies only differ by 10 Hz. (c) Spectroscopy depending
on the QZE. With a compensated QZE (blue), the transfer to |+1〉 and |−1〉 is nearly
equal, while a small shift to q/|Ω| = −1.9 already causes the resonance frequencies
to deviate. Dashed lines indicate the different resonance frequencies obtained from
fits. (d) Rabi oscillation. A variation of the pulse duration τ transfers a variable
portion of atoms to |±1〉. The π pulse duration differs only slightly for the two
modes (dashed lines and text).

resonance frequency. In contrast to a Rabi spectroscopy, i.e., a variation of
frequency close to a π pulse, the Ramsey method employs two π/2 pulses
with an evolution time in between. A large evolution time makes this method
very sensitive to small detuning from resonance (Figure 4.7 a-b).

Moreover, we perform the spectroscopy at an adjusted QZE of q/|Ω| = 0,
because at this working point the signal is resonant to |−1〉 and |+1〉 simul-
taneously. In general, the energy differences from |0〉 to |−1〉 and to |+1〉
are not equal due to the quadratic Zeeman shift, leading to asymmetrical
transfer (Figure 4.7 c). The dependency of the transferred fraction on the
pulse duration can be obtained from a Rabi measurement (Figure 4.7 d),
where the frequency is set to resonance.

Finally, the state preparation requires the implementation of a phase
shift between |0〉 and |g〉. As explained in Section 2.2.3, a detuned mw
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Figure 4.8: Microwave phase imprint. (a) Schematic representation of the measure-
ment. The free evolution in a Ramsey sequence is replaced by an mw pulse (orange)
that imprints a phase φ. On the Bloch sphere, this corresponds to a rotation of
φ about the z axis. The π/2 pulses (green) are rf pulses that rotate about the x
axis. (b) Measured fraction n0 for different adjusted phases φ (dots). The solid blue
line represents theory without free parameters. The orange dot indicates the phase
imprint shown in (a).

pulse imprints a defined relative phase onto |0〉 and is adjusted such that
no population is transferred. To experimentally prove this, we apply a
resonant rf π/2 pulse onto |0〉, followed by a phase imprint φ, calculated
from Equations 2.58 and 2.59, and a final rf π/2 pulse. For zero phase
shift, we observe full transfer and in total, the experimental data follows the
expected sine behavior n0 = sin (φ/2)2 (Figure 4.8).

4.4 calibration of the quadratic zeeman energy

In addition to the relative population and phase, the QZE has to be adjusted
for the preparation of excited states. This is done by mw dressing that
contributes an energy qmw to the total q = qB + qmw. The mw dressing is
adjusted using a blue detuning from resonance of the transition |1, 0〉 ↔ |2, 0〉
and thus shifts those energy levels closer to each other (Figure 4.9). In
principle, the mw power can be employed for the dressing [100], but if only
short quenches are required, the frequency can be adjusted easier from a
technical perspective. In this work, the mw power is kept constant, such that
only the dependency of the energy shift on the detuning has to be calibrated.
Figure 4.10 presents the calibration method in detail. Note that we in general
express q in terms of the spin dynamics strength |Ω|. By an independent
measurement of |Ω| (Section 4.5), the absolute value of q can nevertheless be
determined.

The calibration of q/|Ω| = ±1 (Figure 4.10 a-b) utilizes the fact that the
dynamics for these QZEs should evolve fastest (Section 2.1.3). To extract f1,
we initiate the atoms in |0〉 and apply a dressing field for a short amount of
time. The dressing frequency causing the maximum transfer after this time
then marks the point of q/|Ω| = 1 which we call spin dynamics resonance.
Retrieving f−1 is done using the same method, but starting with a symmetric
superposition in |±1〉.
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Figure 4.9: Energy shift due to mw dressing. (a) A detuned mw field shifts the
energy levels of the |1, 0〉 ↔ |2, 0〉 transition by qmw. Blue detuning shifts the |1, 0〉
level upwards, which is an effectively negative Zeeman shift. Parameters of the
simulation are Ωmw = 46.5 kHz, |Ω|/h = 10 Hz and B = 0.95 G. For this magnetic
field, the corresponding contribution to the quadratic Zeeman shift is qB/h = 65 Hz.
The point where the negative of this shift (orange) and qmw are crossing corresponds
to q = 0. The region around this point with |q/Ω| < 2 (gray area) is employed
for calibration of the QZE. (b) An adjustment of the effective QZE q = qmw + qB
(blue-orange dashed line) can be done by the detuning of the mw field. The QZE is
given in units of the spin dynamics strength |Ω|.

Another remarkable behavior that can be employed in the calibration
is found at q/|Ω| = 0 (Figure 4.10 c). At this point, the mw dressing field
cancels the quadratic Zeeman shift due to the magnetic field completely, such
that qmw = −qB. In this configuration, an initial state 1√

2
|0〉+ 1√

2
|g〉 would

remain stationary, as the energy levels would be degenerate. If, however,
q/|Ω| & 0, the atoms would tend to populate |g〉, while for q/|Ω| . 0, the
state |0〉 is favorable.1

The combination of all three pairs of values ( fq/|Ω|, q/|Ω|) can now be
employed to obtain the dependency of q/|Ω| on the dressing frequency, as
presented in Figure 4.10 d). This calibration yields

q
|Ω| (δ) = −

1353(89)
δ

+ 6.49(43). (4.3)

For earlier experiments, we also calibrated q/|Ω| = ±2 that utilizes fea-
tures of the ground-state quantum phases [100]. The ground-state order
parameter states that |0〉 is the ground state for q/|Ω| > 2. Now all of the
atoms are prepared in |0〉 and the dressing frequency is scanned. For values
q/|Ω| > 2, the atoms are expected to remain in |0〉, as this is the lowest-
energy state. Once q/|Ω| = 2 is reached, atoms should start to populate the
symmetric state |g〉. The value of the dressing frequency at which this popu-
lation starts to arise then defines the frequency f2 to adjust for q/|Ω| = 2.

1 Interestingly, this is the opposite behavior as described in Luo et al. [99] (Supplemental
Material), where the fraction in the side modes decreases for q/|Ω| & 0 and increases for
q/|Ω| . 0. This is attributed to a different relative phase ϕ between |0〉 and |g〉. In our
case, we expect to be on the side of the Bloch sphere (P’ phase, ϕ = −π/2). For an initial
phase of ϕ = 0, i.e., in the BA’ phase, one would expect to be on the stationary point with
n0 = 0.5 and q/|Ω| = 0. This would result in the dynamics presented in Luo et al. [99]. For
the determination of the frequency f0, there is no difference between the methods.
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Figure 4.10: Calibration of the QZE. (a-c) The calibration methods to extract the
corresponding frequencies are explained in the main text. Blue dots correspond to
measurement data and orange dots to the frequencies fi obtained from the fits (blue
lines). The mean atom number is in this case N = 60 000. Spin dynamics durations
are 50 ms for q/|Ω| = ±1 and 25 ms for q/|Ω| = 0. The resonance frequency is
measured to be 6834.683 MHz. (d) The dependency of q on the adjusted detuning is
obtained by a fit (blue line) to the three calibration frequencies (orange dots).

For f−2, the same method can be employed by starting with all the atoms in
a superposition of |+1〉 and |−1〉 and looking for initial transfer to |0〉.

This calibration at q/|Ω| = ±2, however, is difficult to evaluate because
the start of the initial dynamics cannot be determined with high fidelity.
The data set presented in Figure 4.10 also contains calibrations for f±2.
Additionally using those data points for a five-point fit compared to the
three-point method results in mean absolute deviations of ∆q = 0.07 |Ω| for
the relevant range of |q/Ω| ≤ 2. As the determination of q/|Ω| = 0 and
q/|Ω| = ±1 employs clear features that can be fitted well, the calibration
is done using the three-point method throughout this work. This method
might be more reliable or at least saves time compared to the calibration of
five points.

Finally, the stability of the QZE is tested. To this end, a calibration of
f1 is running for 14 hours and the extracted parameters are subsequently
analyzed over time (Figure 4.11 a-c). The spin dynamics resonance scan at
q/|Ω| = 1 is chosen for this analysis because it has the most trustworthy
fit. Fluctuations in the maximum transfer are on the order of 1.5 % and the
resonance frequency seems to drift by about 5 kHz over 12 hours. For the
case of q/|Ω| = 1, this corresponds to ∆q = 0.11 |Ω|.

To distinguish stability over time from stability over atom number (that
fluctuates in time), the resonance frequencies and maximum transfers are
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Figure 4.11: Fluctuations of the spin dynamics resonance frequency, depending
on the measurement duration (a-c) and the number of employed atoms (d-f). The
resonance frequency of |1, 0〉 ↔ |2, 0〉 is fmw = 6834.683 MHz. (a,d) The fraction
of atoms being transferred to |1,±1〉 (dots) is fitted by Gaussian fits. For (a-c), a
rolling average over 30 cycles with each 18 experimental runs is taken. For (d-f), a
post-selection on N ± 5000 atoms is taken for different values of N. From Gaussian
fits of the transferred atoms, the maximum transfer nmax (b,e) and the resonance
frequency δres (c, f) are extracted. Uncertainties in the fit are depicted by the shaded
blue areas.

also analyzed with respect to the atom number (Figure 4.11 d-f). It can be
seen that there is a clear relation. This relation is to be expected because both
the maximum transfer and the resonance frequency depend on Ω and Ω
itself depends on the atom number. However, the analysis over time has been
restricted to N ∈ [38 000, 42 000] with mean values between 40 000 and 40 500,
so that atom number fluctuations cannot explain the drifts in Figure 4.11 a-c).
Moreover, the change in resonance frequency over time is larger than the
one due to atom number variations.

The calibration of the QZE therefore indeed varies over time. Technical
noise sources explaining this could be the magnetic field, the mw signals
(phase/amplitude noise or varying antenna position) or fluctuations in |Ω|
related to the optical dipole trap. Because we want to precisely adjust the
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QZE for the preparation of excited states (Chapter 6.1), the small drift makes
a frequent recalibration necessary.

4.5 spin dynamics rate

The spin dynamics rate Ω is a measure of the interaction strength for the spin-
changing collisions. In this sense, Ω also defines the population oscillation
periods T for the measurements of the interferometric order parameter later
on. Because the population oscillation periods will be directly retrieved from
Ω, a good estimation of this parameter is required. There exist different
methods to measure this quantity that are presented in the following.

In Luo et al. [99] (Supplemental Material), the mw power is employed
to create an energy shift qmw. For zero mw power, the total energy shift
q is defined only by the magnetic contribution qB that can be calculated
knowing the magnetic field. Next, they determine the mw dressing power
Pq=0 in a similar fashion as we do it with f0 (previous section). At this point,
qmw = −qB. This defines a linear slope from which other total shifts q can
be calculated knowing the mw power. Finally, the power for q/|Ω| = 2 is
measured analog to our determination of f2. Utilizing the determined slope,
an absolute value of q = 2|Ω| is retrieved and |Ω| can be extracted. This
method is not suitable for us, as we vary the mw frequency instead of the
power and the energy shift is not linear in the frequency, but hyperbolic in
the detuning.

Hoang et al. [69] employs also the analysis of q/|Ω| = 2, but with a
varying magnetic field instead of mw dressing. Hence, the absolute value
of q only depends on the magnetic field, q = qB. From the critical value of
the magnetic field where q = 2|Ω|, and therefore |Ω| = qB/2, they extract
|Ω|. This method is of course only possible for a variation of the magnetic
field instead of the mw field which has the disadvantage of being restricted
to positive values of q/|Ω|.

For our earlier experiments |Ω| was routinely obtained by variation of the
spin dynamics time at q/|Ω| = 1 and fitting of the transferred fraction to
the side modes by Ng = 2 sinh (Ω t/h̄)2 (Equation 2.28). The spin dynamics
time has to be kept short to ensure the low-depletion limit. This method has
the disadvantage of underestimating |Ω| because experimental noise and in
particular atom number fluctuations would lead to a reduced spin dynamics
rate, no matter if the numbers are fluctuating up or down [124]. Moreover,
this method requires many experimental realizations for every data point to
reliably determine mean values.

A very simple method employs just the spin dynamics resonance scan for
q/|Ω| = 1 to estimate |Ω| and is a reduction of the aforementioned method
for a single spin dynamics duration τSD. Looking at the transfer to the side
modes, the simple formula

|Ω| = arcsinh

(√
1
2

Ng,max

)
h̄/τSD (4.4)
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Figure 4.12: Determination of the spin dynamics rate |Ω|. The measured fractional
population is fitted to a theoretical model n0(t) that depends in particular on q
and |Ω|. The initial relative population is n0(0) = 0.323(4) and the initial phase is
assumed to be ϕ = 0. A previous calibration of q/|Ω| = 1 leaves only |Ω| as a fit
parameter. The fitting of |Ω| (solid blue line) assumes a constant spin dynamics
rate. For comparison, the fit n0(t) is shown with 5 % deviation in Ω (orange dashed
lines). The shaded area indicates fluctuations of 10 % in q/|Ω|.

directly gives the desired value. However, this method also underestimates
the spin dynamics rate.

For this work, we utilize a method that is both quick and symmetric under
technical fluctuations. This method employs the mean-field trajectories of
excited states (Section 3.3.2), where the population oscillation only depends
on the initial relative population n0, the relative phase ϕ and the QZE q/|Ω|.
We prepare an excited state, track the population oscillation and fit it by
Equation 3.17, where the initial phase is experimentally set to ϕ = 0 and
the initial relative population n0 can be obtained by the first data point. To
obtain a good fit, q/|Ω| should be known as precisely as possible. We thus
perform these measurement at q/|Ω| = 1 where the Gaussian fit of the spin
dynamics resonance scan yields a reliable result. Figure 4.12 shows such a
measurement. Only a few experimental realizations are required per data
point. The initial population is chosen such that the corresponding trajectory
is not in the vicinity of phase transitions or the poles because migrations to
other trajectories could disturb the signal.

Finally, Ω is not a fixed parameter, but can be tuned. This can be beneficial
for sensitive measurement because faster dynamics, i.e., larger |Ω| leads
to less influence of magnetic field fluctuations. The rate at which the spin
dynamics occurs is given by

Ω = 2 λ N =
2
3
(g2 − g0) N

∫
d3r |ψ(~r)|4, (4.5)

as described in Section 2.1.2. Assuming a three-dimensional harmonic trap
and a Thomas-Fermi density profile,

∫
d3r |ψ(~r)|4 ∝ N−3/5 [76, 109] and

therefore Ω ∝ N2/5. We can thus make the dynamics faster by utilizing
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more atoms for our experiments. To this end, we went from our normal
working range of 104 atoms up to 7 · 104 atoms, thereby increasing |Ω| by
roughly a factor of 2 (Figure 4.13 a). The increase of |Ω| by employing
more atoms is, however, limited. At very high atom numbers, we observe
a nonlinearity in the atom number estimation due to imperfections in the
detection system [121].

Another way to increase |Ω| is the spatial wave function term
∫

d3r |ψ(~r)|4
that depends also on the trapping frequencies of our optical dipole trap.
Experimentally, we can relatively easy vary the trapping frequencies to
some extent by adjusting the final power of the dipole trap laser beams.
Different laser beam waists would also be possible, but present a bigger
change to the experimental setup. At fixed beam waists of about wx = 32 µm
and wy = 60 µm, we vary the power as presented in Figure 4.13 b). For
a spherical harmonic trap with trapping frequency ω, the spin dynamics
strength scales with Ω ∝ ω6/5 [76]. We fit this relation to trapping frequencies
calculated from the waists and adjusted powers. To this end, we employ the
geometric mean 3

√
ωx ωy ωz of the trapping frequencies in three dimensions.

In addition, the power in the second beam, Py, can also be employed to
increase the spin dynamics rate. Utilizing these control parameters, we
achieve values |Ω|/h > 13 Hz.

Note that increasing the atom number or tightening the dipole trap poten-
tial could ultimately break the single-mode approximation. Calculations for
our experimental parameters, however, implied its validity [60].
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5
V E R S AT I L E A N D L O W- N O I S E I N T E R N A L S TAT E
M A N I P U L AT I O N

For 87Rb and magnetic fields on the order of 1 G, the experimental tools
for spin state manipulation are mw (∼ GHz) and rf (∼ kHz) radiation. As
those electromagnetic signals compose the main interaction with the atoms,
their versatility and noise characteristics are of high importance. This chapter
presents a highly dynamical rf source that, in interplay with a low-noise
mw synthesis chain, provides all required signals. Furthermore, advanced
techniques for pulse manipulation, i.e., pulse shaping and composite pulses
are presented. This setup was designed, constructed and implemented in the
framework of this thesis and can be employed for future experiments, as for
example discussed in Chapter 7. Parts of the results on the presented mw
source are published in Meyer-Hoppe et al. [125].

5.1 overview of the experimental setup

The system for the generation of rf and mw signals is depicted in Figure 5.1.
Commands are typed into a LabView interface on the experiment control com-
puter, compiled and sent to a field-programmable gate array (FPGA) module
Kasli [126] via remote procedure calls in every experimental run. In particular,
this stage translates the chronologically given commands from LabView into
a program that can be executed on the FPGA using the open-source control
system ARTIQ [127]. A detailed description of the control software can be
found in Baron [128] and the code itself is available online [129].

The direct digital synthesis (DDS) module Urukul [130] and a digital
input/output controller DIO_BNC receive their commands from the FPGA.
Those three components belong to the open-source hardware ecosystem
Sinara [131] and are mounted in a single 19 inch rack. The program is
structured in a way that individual command blocks are executed when a
trigger from the main LabView program is received at an input port of the
DIO_BNC module. In this way, the time basis of the entire experimental
sequence, defined by LabView, is synchronized with the ARTIQ system.

The FPGA receives a 100 MHz clocking signal from an ultra-low-noise
multiplied crystal oscillator Wenzel MXO-PLD 501-28637 with 100 MHz and
7 GHz output. This oscillator is itself referenced to 10 MHz from a GPS-
referenced and oven-controlled crystal oscillator in our institute to provide
long-term stability.

The main component responsible for the versatile frequency generation
is the DDS module Urukul that contains four AD9910 [132] DDS chips.
Every chip takes parameters for frequency, amplitude and phase offset and
generates an analog signal from this input. The Urukul module moreover
contains low-pass filters, variable attenuators, amplifiers and switches. An
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Figure 5.1: Sketch of the mw and rf generation. Data connections (orange) are
employed to distribute the commands from and to the FPGA. The DIO_BNC module
controls mw and rf switches and receives an input trigger from LabView (green
voltage signals). Frequency signals are depicted in blue. Reference frequencies are
all obtained from the 100 MHz oscillator and the Urukul module provides versatile
frequency output for state-selective rf transfer and mw synthesis. Those signals
interact in the end with the atoms, after being coupled to free space via self-built
antennas.

internal clock distribution takes care of synchronizing the four DDS chips.
In our case, the system clock is operated at 1 GHz. The clock reference
can be obtained from an on-board oscillator, from the Kasli module via an
internal connection or from an external source via front-panel connection.
The respective clocking frequency and its source are specified in the software
code.

The choice of reference for the DDS module is quite important, as Fig-
ure 5.2 a) shows. In this graph, different frequency sources are employed as a
reference input for the Urukul and the phase noise of the DDS output is mea-
sured at an adjusted frequency of 165 MHz. Phase noise L( f ) is connected to
the one-sided spectral density Sφ( f ) = 2L( f ) and measures the noise power
relative to the carrier in a bandwidth of 1 Hz at offset frequencies f from
the carrier [133, 134]. A very compact referencing method is to use the inter-
nal clock distribution of the Kasli. It generates 125 MHz from (in our case)
100 MHz input frequency using an Si5324 clock multiplier and distributes it
to MMCX output connectors within the rack. This includes a redundant mul-
tiplication to 125 MHz. The phase noise is therefore better when the Urukul
is directly referenced to the 100 MHz that clock the Kasli via front-panel
connection. The lowest phase noise is, however, achieved for a direct clocking
method, where the 1 GHz system clock is directly obtained from a signal
connected to the front panel. To this end, a tenfold multiplied signal from
the 100 MHz Wenzel oscillator using a Wenzel IFM-2-100-10-13-13, a Rohde
& Schwarz SMB-B1H and a Mirny mw synthesizer from the Sinara family
are tested. The important range for our applications is 10 Hz to 100 kHz, as
explained later in Section 5.2. In this range, the tenfold multiplied signal
of the low-noise 100 MHz oscillator performs best. It is therefore chosen as
reference for the DDS module.
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Figure 5.2: Phase noise of clocking methods and Wenzel oscillator multiplications.
(a) Phase noise L( f ) of the DDS output at 165 MHz is measured for different clock
references of the Urukul module. Via internal multiplication in the Kasli and an
MMXC connection, a 125 MHz signal is obtained (light green). The front-panel
method is tested for 100 MHz from the Wenzel oscillator (blue) and 1 GHz from a
Mirny mw synthesizer (green), a Rohde & Schwarz SMB-B1H frequency generator
(pink) and multiplied 100 MHz (red). The raw data is smoothed for better visibility.
(b) The 100 MHz signal of the Wenzel oscillator (brown) is internally multiplied to
7 GHz (yellow) and externally multiplied to 1 GHz (orange). Raw data is shown
here as opaque curves. The transparent lines indicate fundamentally multiplied
signals of the 100 MHz signal, i.e., a multiplication by 10 (20 dB) and 70 (36.9 dB).

Figure 5.2 b) characterizes the phase noise of the main reference frequen-
cies obtained from the Wenzel oscillator. It shows the 100 MHz and 7 GHz
outputs of the oscillator, the signal multiplied to 1 GHz and the theoret-
ically achievable phase noise by fundamental multiplication of ×70 and
×10, respectively. The only major deviation of the measured signals from
theory occurs for frequencies above 1 kHz, i.e., in the region of white noise.
This seems reasonable as the multiplication steps also include amplification
stages that introduce additional noise [133]. The mean deviation between the-
oretically achievable and measured phase noise is 2.36 dB and 4.53 dB with
standard deviations of 0.80 dB and 1.38 dB for the 7 GHz and 1 GHz signal,
respectively. For the integrated phase noise, these deviations are negligible.

Two of the Urukul outputs operate a state-selective rf transfer that is
explained and analyzed in Section 5.3. The other two signals are fed into
an mw synthesis that generates two independent signals for dressing and
pulses. In the subsequent section, this synthesis is explained in detail.

5.2 microwave synthesis chain

For the application in mw atomic clocks, sources with very low phase noise
exist [135–138]. By design, however, they lack a fast dynamical adjustment. A
successful technique to generate versatile frequencies in the mw range is the
mixing of an mw signal close to the desired frequency with an adjustable rf
signal. The mixing produces sidebands, from which one of them presents
the desired signal. This process is implemented in many labs because it
is very simple and the dynamic features are directly inherited from the
rf source. Chen et al. [139] report on such a device using self-built filters,
resulting in low phase noise and updates within 24 to 32 µs. Faster updates
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of 4 µs are stated in Morgenstern et al. [140] using an FPGA, but no phase
noise characteristics is given. The device presented in this section combines
ultra-low noise of the Wenzel oscillator with excellent dynamical features
of the Urukul DDS module. Furthermore, the design is easy to reproduce
because it does not rely on self-built components.

The setup of the constructed mw synthesis chain is presented in Figure 5.3.
Two of the Urukul channels with frequencies of 165± 20 MHz are each mixed
with the 7 GHz output of the Wenzel oscillator, resulting in two sidebands
at 6 835± 20 MHz and 7 165± 20 MHz. This establishes two independently
controllable paths for pulses and dressing. The dressing path contains a
Mini Circuits ZMX-8GLH mixer and the pulse path a Marki Microwave SSB-
0618 single-sideband mixer. The latter causes additional suppression of the
upper sideband by 17 dB. The carrier at 7 GHz and the upper sideband
are subsequently filtered by a narrow bandpass filter Wainwright WBCQV3-
6585-6825-6845-7085-50TT with a passband of 20 MHz around 6835 MHz.
Particularly due to this filter and the DDS itself, the output power of the mw
generation varies with the adjusted frequency by ±0.2 dB for 6 835± 5 MHz
and ±0.6 dB for 6 835± 20 MHz. If necessary, this dependency can be cali-
brated in the ARTIQ software.

The final power amplifiers require an input power of 0 dB to give out
the maximum possible power. Because the signal is below that threshold in
front of the amplifier, pre-amplifiers Mini Circuits ZX60-83LN-S+ increase the
signals in advance. The final amplification stage is different in the two paths.
While the dressing path includes a Kuhne KU PA 640720-10 A amplifier with
maximum output of 10 W, the pulse path contains a Microwave Amps AM43
with 40 W for very short pulse durations. The Urukul DDS module already
incorporates a switch, such that the signal after the amplifier can be turned
off. This switch, however, just attenuates the signal by 70 dB. Therefore, ad-
ditional mw switches Mini Circuits ZFSWA2-63DR+ reduce this attenuation
further. Isolators prevent unwanted reflections from coupling back into com-
ponents after the 7 GHz output and the pre-amplifiers (Pasternack PE8402)
and after the power amplifiers (MCLI CS-5). A detailed component list is
provided online [141].

Power amplifiers are nonlinear components that amplify the input linearly
only in a certain power range. Frequency mixers show this characteristic as
well. For an input power at the so-called 1 dB compression point, the output
power after a nonlinear component is 1 dB lower than the expectation from a
linear slope. Using such powers, undesired higher orders occur, while the
fundamental signal is compressed. High output power is beneficial to reduce
pulse durations and therefore possible coupling to noise sources, but for
clean and continuous operation, it is relevant to stay in the linear regime.
To determine the linear range, the input power of the synthesis chain is
varied by the internal Urukul attenuation and the resulting output power is
measured. Because for maximum power of the Urukul the saturated range
already spans more than 15 dB, fixed attenuators of 10 dB are placed after
the Urukul outputs, i.e., in front of the mixers. Moreover, 3 dB attenuators
are employed in front of the power amplifiers to reduce the input power
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Figure 5.3: Setup for mw frequency synthesis. (a) Schematic overview of the mw
generation. Everything inside the large black square is included in a water-cooled
box and presented in (b). Inputs are on the left side of the square and outputs on the
right. The dressing path (dark blue) and the pulse path (light blue) are equal from
a schematic point of view. The Wenzel oscillator is depicted in gray and frequency
values at different stages are indicated in orange. (b) Picture of the constructed
device. Components are labelled with rectangles in white (common path), dark blue
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Figure 5.4: Nonlinearity in the output power. The nonlinear behavior of the synthesis
chain is shown with the internal Urukul attenuation D as the varied parameter and
the output power P after the amplifier as the measure. Graph (a) shows the behavior
of the dressing path and (b) presents the results for the pulse path. Note that the
Urukul power is already attenuated by a fixed attenuator of 10 dB in front of the
mixer and another 3 dB attenuator is placed in front of the power amplifiers. The
measured data (small blue dots) is fitted in the linear range (solid orange line). From
this fit, the 1 dB compression values D1dB are extracted. Large red dots indicate
maximum power values Pmax obtained in this measurement and large green dots
the power at the start of the linear range Plin at D = 8 dB. The output power
was obtained after directional couplers with −20 dB and −30 dB for the dressing
and pulse path, respectively, and a measured cable insertion loss of 1.83 dB is also
included in the scale.

coming from the pre-amplifiers. Figure 5.4 shows the remaining nonlinear
behavior of the mw generation. A high-power regime can be obtained by no
adjusted attenuation of the Urukul with output powers of 40.2 dBm (10.5 W)
and 45.7 dBm (37.2 W) for the dressing and pulse amplifier, respectively. At
an attenuation of 8 dB, the linear regime starts with powers of 38.5 dBm
(7.1 W) for the dressing and 43.4 dBm (21.9 W) for the pulse amplifier.

The spectrum for the high-power case is shown in Figure 5.5, where the
rf has been set to 165 MHz. In the graph with 500 MHz frequency span, the
local oscillator frequency at 7 GHz and the upper sideband are clearly visible,
but suppressed by 80 dB and 70 dB for the dressing path and 70 dB and 88 dB
for the pulse path, respectively. The different suppression can be attributed
to the different mixers in the two paths. The relevant region of 6 835± 5 MHz
(Figure 5.5 b) shows clear peaks of the desired frequency with a background
suppressed by at least 80 dB. Note that the linear regime is expected to have
even less background signals and that the high-power spectrum is an upper
estimate of the residual signals.

In atom interferometry experiments, a quantity is estimated by a phase
measurement. Therefore, phase noise of the mw signal is an important
parameter to consider [142]. The phase noise should be small within the
interferometric sequence, in our setup limited to durations of 100 ms. This
corresponds to a lower frequency bound of 10 Hz. Moreover, phase noise
faster than the duration of a single pulse (10 µs) is averaged out, i.e., with
frequencies greater than 100 kHz. These assumptions are only a rough es-
timate, but they define a region of interest for the phase noise. For certain
interferometry configurations, a transfer function can be designed to see
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Figure 5.5: Spectrum of the mw signal at 6.835 GHz for dressing and pulse path.
(a) The spectrum is measured with a center frequency of 7 GHz and 500 MHz
span. Maximum powers P at fmw = 6.835 GHz are 43.4 dBm and 38.5 dBm for the
pulse (light blue) and dressing path (dark blue), respectively. Both paths show
similar spectral features, in particular residual signals at 7 GHz and 7.165 GHz.
Those signals are, however, suppressed by more than 70 dB compared to the main
peak. (b) Detailed spectrum with a span of 10 MHz around to the carrier frequency.
Background signals are more than 80 dB lower than the carrier.

the actual effect of noise at certain frequencies [143]. To achieve maximum
possible phase resolution, the technical phase noise has to be below the fun-
damental Heisenberg limit, σφ < 2 π/N. We therefore require an integrated
phase noise of σφ ≈ 600 µrad for typical atom numbers of N = 104 in the
frequency range from 10 Hz up to 100 kHz. Figure 5.6 a) shows the phase
noise of the dressing path and important components. It can be directly
seen that the phase noise is limited by the Wenzel oscillator’s 7 GHz for all
offset frequencies expect for a small region around 16 kHz, where the DDS

noise dominates. The resulting integrated phase noise σφ =
√

2
∫
L( f ) d f

evaluates to σφ = 483 µrad for the dressing path. Phase noise of the pulse
path looks almost identical with an integrated phase noise of σφ = 498 µrad.
This low noise is only achievable because the DDS noise is very low due to
the direct clocking method at 1 GHz (Figure 5.2). For the front-panel method
with 100 MHz, e.g., the phase noise of the mw signal would be dominated
by the DDS for frequencies greater than 100 Hz and cause an increase of
the integrated phase noise of more than 80 µrad. The achieved phase noise
clearly facilitates interferometric measurements at the Heisenberg limit. In
addition, the presented measurements have been performed without the
10 MHz reference attached, which would further improve the results for
small offset frequencies.

Amplitude noise, on the other hand, is also relevant from shot to shot and
not only during the interferometric sequence. The lower frequency limit is
thus in principle only limited by the duration of the whole measurement
campaign, typically on the scale of one hour (278 µHz). The upper limit
is again given by the pulse duration as 100 kHz. For N = 104 atoms, the
coupling should ideally posses amplitude fluctuations σa < 1/N = 0.01 %
for state tomography. A stable mw dressing furthermore requires low energy
fluctuations on the order of 10 mHz for typical energy shifts of 72 Hz, i.e.,
intensity fluctuations σI < 10 mHz/72 Hz = 0.014 %. We therefore aim at
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Figure 5.6: Phase and amplitude noise of the mw source. (a) Phase noise L( f ) of
the dressing path (dark blue), the Urukul at 165 MHz (red) and the 7 GHz Wenzel
oscillator (yellow). The phase noise of the dressing signal is limited by the Wenzel os-
cillator for all frequencies expect for a small frequency range around 16 kHz, where
the Urukul dominates. Integrated phase noise of the signals (10 Hz to 100 kHz) is
483.1 µrad (dressing), 482.9 µrad (Wenzel 7 GHz) and 57.4 µrad (Urukul). (b) Frac-
tional amplitude noise Sa( f ) of the dressing path for a setting with 1 % resolution
bandwidth and cross-correlation factor of 10 (dark blue) and a setting with mini-
mum resolution setting of a single measurement per half-decade (transparent blue).
The gray area indicates the corresponding sensitivity limits, coinciding with the
measurement data.

fractional amplitude noise σa = σI/2 ≈ 0.01 % in the respective frequency
range. The measurement of amplitude noise is difficult because it requires
extraordinary long measurements for low offset frequencies. To this end, the
amplitude noise is only properly measured down to 1 mHz and obtained as
a rough estimate down to 10 µHz with low resolution settings (Figure 5.6 b).
For the intended offset frequencies from 278 µHz to 100 kHz, the integrated
amplitude noise evaluates to σa = 0.017 %. This presents only an upper limit
because the measurement device is operated at its sensitivity limits. It can
thus be assumed that the amplitude noise of the mw source does not hinder
the manipulation and tomography of fragile quantum states for the given
parameters.

5.3 state-selective radio frequency transfer

Transitions within the two hyperfine manifolds F = 1 and F = 2 are driven
by different polarization because the respective linear Zeeman shifts pB have
opposite signs. While σ+ enables transfer in F = 2, the F = 1 manifold
requires σ− polarization (Figure 5.7 a). A standard rf loop antenna, however,
emits linearly polarized signals. Because this linear polarization can be
decomposed into σ+ and σ−, it may drive transitions in both manifolds
simultaneously. Moreover, a resonant frequency for one manifold is only
slightly detuned for the other by the difference in |pB| of 2 kHz. Therefore,
large transfer is observed in F = 1 and F = 2 at the same time. This can
cause problems when atoms are stored in |2, 0〉, but an rf transfer should be
driven only between |1, 0〉 and |1,±1〉.

A solution for this problem is an rf source that emits only one of the
two polarizations at the same time. This section presents such a source that
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Figure 5.7: Schematic of state-selective rf transfer. (a) Schematic explanation of
state-selective rf transfer. The two hyperfine manifolds have linear Zeeman shifts
with opposite sign, but nearly equal absolute value. Absorption of a photon (light
blue) increases the energy, while emission (dark blue) decreases it. Moreover, σ+

polarized signals cause a change in the magnetic quantum number by ∆m = +1
(light orange), while σ− polarization results in ∆m = −1 (dark orange). Therefore,
σ+ polarization causes the absorption to ∆m = +1 and the emission to ∆m = −1
in F = 2, while it ideally has no effect on F = 1. For σ− photons, F = 1 is affected
and F = 2 not. (b) Two antennas are mounted orthogonally as close as possible to
the science glass cell. A relative phase shift φrf between the two signals changes the
polarization of the combined signal and facilitates state-selective transfer.

combines two linearly polarized rf signals to create circularly polarized and
therefore state-selective rf radiation. The general idea is that the magnetic
field of rf signals can be understood to oscillate back and forth perpendicular
to the loop antenna. Combining two such signals at an angle of 90◦, the
phase between the two linear oscillations defines the polarization direction.
This relative phase between the rf signals can be set directly using the Urukul
DDS module. The construction of rf loop antennas is quite different from
mw antennas because the diameter of the loop is far away from the resonant
wavelength of kilometers. Nevertheless, the antenna should be as large as
possible to increase the emitted amplitude. Moreover, multiple windings
can be used to further increase the signal strength. Three such antennas are
placed in three orthogonal directions to match every possible magnetic field
direction, as the antennas should be orthogonal to the quantization field
(Figure 5.7 b).

For the operation of state-selective transfer, the amplitudes of the two
signals have to be matched. This is done by individual Rabi measurements.
The resulting combined Rabi frequency

Ω2rf = 2 Ωrf

∣∣∣∣cos
(

φrf

2
∓ θ

2
± π

4

)∣∣∣∣ (5.1)

then only depends on the relative phase φrf = φrf1 − φrf2 between the rf
signals, the resonant Rabi frequency Ωrf and the deviation angle θ from
90◦ [77]. The upper sign corresponds to F = 1 and the lower to F = 2.

For a certain phase φrf between the two rf signals and ideal adjustment,
one of the two transitions should be entirely suppressed while the other
has its maximum transition rate. Figure 5.8 presents measurements of Rabi
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Figure 5.8: State-selective rf transfer. Rabi measurements are performed with
respective resonance frequencies frf = 632.428 kHz for F = 1 (orange) and
frf = 629.903 kHz for F = 2 (blue). Symbols correspond to measurement data
and solid lines to fits. (a) Rabi measurements for φrf = 0.6 π (plus symbols) and
φrf = 1.552 π (diamonds). The observable on the vertical axis is the z component of
the spin-2 system, nF=2

z = 2n+2 + n+1 − n−1 − 2n−2, and initially the |2, 2〉 state is
occupied by all atoms. (b) Rabi measurement in F = 1 with the relative side mode
population n+1 + n−1 plotted, starting with all atoms in |1, 0〉. The dashed line indi-
cates the π pulse duration τF=1

π = 20.17 µs and is extended to (a). (c) Dependency
of the Rabi frequencies in F = 2 (blue) and F = 1 (orange) on the relative rf phase
φrf. Measurements from (a) and (b) are indicated by corresponding symbols. The
transparent bars indicate the maximum in F = 1 and the minimum in F = 2 that are
shifted due to a deviation angle θ (solid lines). These values are obtained by extra
measurements around the turning points. Rabi frequencies in F = 2 are smaller by
a factor of 2 because of different definitions of a π pulse.1

frequencies in F = 1 and F = 2. For both cases, the respective resonance
frequencies are employed. At a relative phase of φrf = 1.552 π, the Rabi
frequency in F = 2 is suppressed to only 771 Hz. In F = 1, this phase value
is expected to still facilitate fast oscillations with ΩF=1

2rf ≈ 157 kHz. This is
not the maximum Rabi frequency for F = 1 because this maximum is shifted
with respect to the minimum of F = 2 due to a deviation angle that a fit
estimates to θ = 6.6◦. The state-selective rf transfer can also be set to work
for F = 2 by adjusting the relative phase to the minimum of F = 1 at about
φrf = π/2.

1 In F = 1, we define a π pulse to transfer all atoms from |0〉 into the symmetric superposition
|g〉. For F = 2, a π pulse is usually defined to transfer all atoms from the maximum spin
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In these measurements, both manifolds were driven with the correspond-
ing resonance frequencies that differ by about 2 kHz. Our main use case of
this technique, however, is a resonant transfer in F = 1 while some atoms
are stored in the F = 2 manifold. Therefore, the signal is detuned to F = 2,
which increases the Rabi frequency and reduces the suppression accordingly.
An independent measurement thus investigated remaining transfer in F = 2
for a resonant state-selective transfer in F = 1. To this end, atoms were
prepared in |2, 0〉 and in every other experimental cycle, a resonant transfer
pulse was applied in F = 1. The detected number of atoms in any other state
than |2, 0〉 could no be distinguished for both cycles and within the detection
noise these numbers are compatible with zero transfer.

In summary, this technique enables a high degree of control over the
coupling to individual hyperfine manifolds. In Section 7.1, it is described that
this control facilitates the implementation of an mw clock on a magnetically
insensitive transition with spin-squeezed states.

5.4 techniques for noise-robust pulses

5.4.1 Pulse shaping

An electromagnetic pulse of duration τ has a certain frequency spectrum
that can be obtained by Fourier transformation. The width of the frequency
peak depends inversely on the pulse duration, such that long pulses yield
narrow frequency signals. Moreover, the frequency response depends on the
temporal shape of the pulse [144–146]. A simple box pulse, e.g., results in
a sin( f )/ f shape in frequency that has many small side peaks. An optimal
frequency spectrum would have no side peaks at all to avoid driving off-
resonant transitions. Additionally, the main peak should have a flat top to be
insensitive to small experimental fluctuations of the detuning.

In the presented mw and rf system, different pulse shapes can be imple-
mented using 1024 bit random-access memory (RAM) of the AD9910 DDS
chips in the Urukul module. Definitions for nearly arbitrary shapes can be
predefined and retrieved from memory (Figure 5.9 a).

Theoretically, a sin(t)/t pulse in time would therefore be optimal, as it
corresponds to a box in Fourier space. However, such a pulse is techni-
cally impracticable. A promising and feasible pulse shape is a Blackman
shape [145] with amplitude

a(t) =
1− α

2
− 1

2
cos

(
2 π t

τ

)
+

α

2
cos

(
4 π t

τ

)
, (5.2)

coefficient α = 0.16 and pulse duration τ. The frequency response of this
shape shows no visible side peaks, in contrast to a standard box-like pulse
(Figure 5.9 b). It is therefore a preferred shape for our future experiments.

The pulse shaping technique could also be employed for laser pulses,
when a shaped rf pulse drives an acousto-optical modulator and therefore

projection |2, 2〉 to the minimum |2,−2〉. A similar definition in F = 1 yields twice the π

pulse duration and therefore half the Rabi frequency compared to our definition.
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Figure 5.9: Pulse shaping of amplitude and phase. (a) Using the RAM mode of the
Urukul, almost arbitrary amplitude-shaped pulses can be generated. This graph
shows different shapes of amplitude a (Blackman, linear with plateau, Blackman
and staircase), frequencies (50, 60, 70, 80 MHz) and durations (2, 3, 4, 5 µs). (b) Spec-
troscopy of the transition |1, 0〉 ↔ |2, 0〉 for a box-like and a Blackman pulse shape.
Plotted is the fraction of atoms in |2, 0〉 after a pulse with duration τπ and frequency
fmw = 6843.683 MHz + δ/(2π). The π pulse durations are 28.6 µs for the box and
69.3 µs for the Blackman pulse. The box-like shape clearly causes side peaks, while
the Blackman pulse results in the main peak only. (c) Pulse at 50 MHz frequency
with a polar shape, i.e., a shape in amplitude and phase. The phase of a pulse
with a Blackman shape in amplitude is altered by π after 0.5 µs. (d) Zoom into (c),
confirming the phase jump of π. Dots are measured data with the red line as a
guide to the eye. The gray line extrapolates the pulse without a phase jump.

varies the beam intensity. In addition to the beneficial frequency response,
smooth pulse shapes furthermore reduce high-frequency phase noise in
atom interferometers [147].

The potential of the RAM mode is not exhausted by amplitude-shaped
pulses. It enables precise sequences in amplitude, frequency, phase or ampli-
tude and phase simultaneously. Figure 5.9 c-d) present an amplitude-shaped
pulse with a phase jump in the middle of the pulse, implemented using the
RAM. This exemplary shows the high degree of control with this system.
Possible applications could be defined ramps for adiabatic passages through
quantum phase transitions [69, 92, 99, 100] or Landau-Zener sweeps [128,
148].

5.4.2 Composite pulses

The pulse shaping technique engineers the frequency response of a single
mw or rf pulse, in particular with respect to vanishing non-resonant transfer.
Experimental deviations in the detuning, phase, amplitude or duration,
however, still deteriorate the desired transfer. The duration and amplitude,
which are connected by the Rabi frequency, are for example affected by the
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5.4 techniques for noise-robust pulses

exact position of the corresponding antenna. If the antenna is moving, e.g.,
due to thermal effects, this can change the amplitude of the radiating field
and therefore the necessary pulse duration of a desired transfer. Magnetic
field fluctuations, on the other hand, induce fluctuations of the energy levels
and therefore change the resonance frequency of the atomic transitions.

One way to reduce these effects is to reduce the noise sources themselves,
as it was pursued by improving the mw source or the magnetic field stabil-
ity. Another possibility is to employ dedicated pulse sequences, so-called
composite pulses, that cancel the effect of the deviations [149]. For this tech-
nique, a series of pulses has to be emitted in quick succession and with an
adjustable phase. Luckily, the mw system enables fast updates on the order
of µs and excellent phase control due to the Urukul module.

A composite pulse sequence is defined by the duration (rotation angle)
and phase (rotation axis) of each individual pulse. The common notation
θφ indicates a rotation of θ about an axis that is shifted by φ, e.g., 180◦0◦ for
a standard π pulse. Some composite pulse schemes are better to suppress
the influence of amplitude fluctuations while other are known to reduce the
effect of frequency drifts. An example of a sequence that only suppresses
influence of amplitude fluctuations is the BB1 sequence [150],

180◦0◦ 360◦208.9◦ 180◦0◦ 180◦−104.5◦ , (5.3)

that is presented in Figure 5.10 a-b). Instead of a single π pulse only, three
additional pulses compensate an amplitude offset. In the Bloch sphere simula-
tion, a box pulse achieves 85.4 % transfer for a pulse duration of 0.75 τπ, while
the BB1 sequence reaches 99.6 %. The measurement data of a BB1 sequence
shows that transfer of more than 99 % can be reached for τ ∈ [0.7, 1.3] τπ.
Transfer of the box pulse has a minimum of 75 % in this range.

A so-called Knill sequence can be employed to reduce the effect of offsets
in frequency and amplitude at the same time [151]. It is defined by

180◦0◦ 180◦−30◦ 180◦60◦ 180◦−30◦ 180◦0◦ , (5.4)

i.e., five pulses that are each a π pulse with different phase. The depiction on
the Bloch sphere (Figure 5.10 c) directly shows that a single π pulse would
deviate a lot from the desired value, but the composite sequence would
not. Parameters of the Bloch sphere illustration are 90 % π-pulse duration
and a detuning of 0.5 Ωmw, resulting in 78 % transfer for the box and 98.8 %
transfer for the Knill pulse. In fact, the 2D simulation in Figure 5.10 d) yields
large transfer for a broad range of frequency and amplitude offsets. The
experimental data confirms this.

Such composite pulses that reduce detuning errors have the drawback
of larger non-resonant transfer, which makes it, e.g., unusable for Raman
transfer with a Doppler shift of a few kilohertz. If there are no other tran-
sitions in direct vicinity, those pulses, however, reduce the sensitivity to
offsets in many experimental parameters drastically. It should be said that
it is not always beneficial to employ long composite sequences instead of a
single short pulse because the fluctuations to reduce have to be slower than
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versatile and low-noise internal state manipulation
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Figure 5.10: Composite pulse sequences. (a) Bloch sphere representation of a BB1
sequence to cancel amplitude deviations. Rotation axes are indicated by black
lines, initial states of a pulse by light red and final states by dark red arrows. The
notation θφ corresponds to a pulse with rotation angle θ around an axis that is
shifted by φ. The duration of the pulse is only 75 % of the π pulse duration (left
sphere), resulting in diminished transfer. Three subsequent pulses with different
rotation axes compensate this error and achieve nearly perfect transfer. (b) Rabi
measurement for a box pulse (blue) and a composite BB1 pulse sequence (orange).
The π pulse duration τπ = 115.5 µs is extracted from a fit to the box pulse (solid blue
line) and indicated by a dashed blue line. The solid orange line corresponds to the
expectation from Bloch sphere rotations with the experimental π pulse duration. The
shaded orange area indicates transfer larger than 99 % of the BB1 with respect to the
maximum value. (c) A Knill pulse sequence robust to amplitude and detuning errors
is depicted on Bloch spheres. The π pulse duration is only 90 % and the presented
detuning is half the Rabi frequency Ωmw. (d) Comparison of a box pulse and a
composite Knill sequence for a π pulse. In theory, the Knill sequence is much more
robust against detuning and amplitude deviations than a box pulse. Experimental
data confirms the features of this pulse sequence. The pulse parameters are a Rabi
frequency of Ωmw = 27 kHz and a π pulse duration of τπ = 115 µs. Red lines
indicate transfer of 99, 95, 90, 75 and 50 %. This visualization is adapted from Baron
[128].

the duration of the pulse sequence. To this end, composite pulses are not
applicable to cancel high-frequency noise, they might even make it worse.
For long-term drifts, on the other hand, they present a useful tool, enabled
by the excellent phase control of the Urukul.

5.5 discussion

This chapter presented a novel mw and rf system for the manipulation
of spinor BECs. Instead of many individual devices, all required signals
are generated by a single system that relies in particular on an FPGA as a
control instance and a DDS module for versatile frequency generation. This
setup could even be extended by analog voltage signals (input and output)
using further components of the Sinara hardware ecosystem. In this way, an
entire experiment control architecture can be constructed, controlled by the
open-source software ARTIQ.
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5.5 discussion

A particular focus of the chapter was on a device for mw generation
with ultra-low noise and versatile features. The integrated phase noise for
an interferometrically relevant frequency range evaluates to σφ = 483 µrad
and therefore enables preparation and manipulation with phase resolution
at the Heisenberg limit. The amplitude noise of σa = 0.017 % is estimated
as an upper bound, but is nevertheless also close to the Heisenberg limit
for respective atom numbers and therefore facilitates low-noise operation.
Finally, the low amplitude noise ensures a stable mw dressing field.

The rf pulses also benefit from the low noise of the Urukul DDS module.
Moreover, state-selective transfer enables coupling of a single hyperfine mani-
fold. This enables transfer of spin-squeezed states to magnetically insensitive
states, which is further discussed in Section 7.1.

Additional techniques for pulse engineering were presented to reduce
the effect of technical issues like unwanted transfer or frequency drift. The
Blackman pulse shape, e.g., now presents the commonly used one in our
experiments. It is also possible to design a dedicated frequency response for
special scenarios, apply Fourier transformation and then directly employ
this temporal pulse shape. Composite pulses, on the other hand, might
come with some drawbacks. However, some sequences like the BB1 might be
beneficial for certain applications and the precise phase control now enables
this.

In summary, the novel mw and rf system possesses advantageous noise
properties, enables state-selective rf transfer and facilitates techniques for
technical noise suppression. It will be therefore a useful tool in future
experiments on atom interferometry and quantum many-body physics.

A possible improvement of the system could be the implementation of
state-selective mw transfer. For hyperfine transitions |1, 0〉 ↔ |2,±1〉, cross
transfer |2, 0〉 ↔ |1,±1〉 occurs because the mw frequencies do not resolve
the quadratic Zeeman shift and our antennas contain all three polarizations
with relative magnitudes defined by its positioning. A possible workaround
would be to work at magnetic fields where the detuning of the parasitic
transition results in a 2π pulse and thus does not transfer atomic population.
Experimentally, however, this is not very feasible because we want to work at
magnetic fields close to 1 G for low magnetic-field noise. A different approach
is to employ the polarization to discriminate the transitions, similar to the
state-selective rf transfer. Signals with defined circular polarization would
then only drive ∆m = +1 or ∆m = −1. A challenge for state-selective
mw transfer is the wavelength of this radiation that is only on the order
of centimetres and reflections that could contribute an undesired phase.
Boguslawski [87] describes possible antenna designs for this purpose, e.g., an
antenna that includes two emitters of mw radiation and therefore requires
two phase-controlled mw signals or a helical antenna that directly emits
circularly polarization from a single signal source. Such a tool would further
improve the precise manipulation of spin states in our experiments.
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6
A N E X C I T E D - S TAT E Q UA N T U M P H A S E D I A G R A M

This chapter presents the main experimental results of this thesis. It illustrates
the preparation of excited states in our spinor system and the resulting map-
ping of an excited-state quantum phase diagram. Moreover, it describes the
difficulties in measuring the interferometric phase and different approaches
to handle those. The main results are published in Meyer-Hoppe et al. [152].

6.1 preparation of excited-states

The excited-state quantum phase diagram spans all possible combinations
for the QZE q/|Ω| and the excitation energy η∗. This section describes how
any point in the phase diagram can be experimentally reached.

The excitation energy per particle is defined as (Equation 3.12)

η∗ =
1
8

(
q
|Ω| + 2

)2

− n0
q
|Ω| − 2 (1− n0) n0 cos2(ϕ) (6.1)

in the relevant region |q/Ω| ≤ 2. A preparation of a defined excited state
(q/|Ω|, η∗) in the phase diagram requires the precise adjustment of the QZE
q/|Ω|, the relative population n0 and the relative phase ϕ (Figure 6.1). In gen-
eral, we start with all atoms in |0〉, i.e., with a relative population n0(0) = 1,
and a relative phase ϕ(0) = −π/2. The initial QZE is the contribution by
the magnetic field, qB, that evaluates to qB/h ≈ 65 Hz for our magnetic fields
of 0.95 G. This initial state is a ground state in the P’ phase.

To prepare the horizontal position in the phase diagram, the QZE q/|Ω|
is adjusted by a quench of the mw dressing frequency, as described in
Section 4.4. However, because we start with all atoms in |0〉 (P’ phase)
and the ground state for q/|Ω| < 2 is not |0〉 any more, quenching to
smaller values than q/|Ω| = 2 already introduces an excitation energy
η∗ = 1

8 (q/|Ω| − 2)2. The point in the phase diagram after the quench will
thus be on the transition line between P’ and BA’ for q/|Ω| > 0 (blue line
in Figure 6.1) and on the highest energy line of the TF’ phase for q/|Ω| < 0.
In the Bloch sphere picture, this quench changes the topology of the sphere,
i.e., different possible trajectories depending on the excitation energy arise.

In a next step the excitation energy, i.e., the vertical axis in the phase dia-
gram is adjusted by an interplay of rf transfer and phase imprint (Section 4.3).
On the Bloch sphere, this corresponds to rotations about the y axis and the z
axis for rf transfer and phase imprint, respectively. In this way, a trajectory
on the Bloch sphere is chosen.

As already mentioned, we cannot experimentally prepare eigenstates
of the Hamiltonian. Those states would have a precisely defined energy,
therefore the phase would be undefined and the state would expand over
the entire trajectory on the Bloch sphere. Instead, we prepare coherent states,
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an excited-state quantum phase diagram
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Figure 6.1: Preparation of excited states. (a) In the background, the excited-state
phase diagram is shown with the QZE q/|Ω| on the horizontal and the excitation
energy η∗ on the vertical axis. The (not individually visible) lines correspond to
eigenenergies of the respective Hamiltonian for N = 70 000 atoms, where the
ground-state energy has been subtracted. The regions with high density of states
signalize phase transitions. Preparation of excited states is shown in the phase
diagram (a) and on the Bloch sphere (b). The effect of an initial quench of the QZE
q/|Ω| is shown in blue. In addition to a variation of q/|Ω| only, an excitation is
introduced. On the Bloch sphere, trajectories of different phases emerge. Subsequent
population transfer by rf (green) and/or phase imprint by mw (pink) adjust the
excitation energy η∗ (gold) to an arbitrary value of the diagram. This corresponds
to rotations around the y and z axis, respectively. The final state is indicated by an
orange dot.

i.e., states within a narrow energy window that correspond to a disk with a
radius proportional to

√
N. This first seems like a disadvantage. However, in

contrast to the eigenstates, the coherent state undergoes dynamics that we
can track and with which we will distinguish the different quantum phases.
For energy eigenstates, the phase diagram would nevertheless look exactly
the same.

For relative population and phase uncertainties connected to fundamental
fluctuations of 1/

√
N, we expect unavoidable energy uncertainties. In the

case of q/|Ω| = 1, ϕ = 0 and n0 = 0.5, e.g., the relative uncertainty in η

would be 1.5 % for N = 70 000 atoms. This does not take into account that
those parameters can possess experimental fluctuations. Nevertheless, this
shows that albeit not preparing energy eigenstates the coherent states are
prepared within a small energy window.

6.2 population oscillations

A straightforward quantity to look at when investigating the dynamics of
a quantum system is the oscillation and distribution between the different
atomic states. This observable has already served as an order parameter for
ground-state quantum phase transitions (Section 3.2). To measure the popula-
tion dynamics in the spin-1 system, we prepare an excited state as explained
above. After variable evolution times t, the population of the different spin
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6.2 population oscillations
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Figure 6.2: Population oscillations. At ϕ(0) = 0 and q/|Ω| = 1.25, different initial
populations n0(0) ∈ {0.05, 0.1, ..., 0.95} are prepared and the evolving population
is measured at times t. (a) Time evolution of the relative population n0(t). Colored
symbols indicate different initial populations. Lines are cosine fits to extract the
period T and oscillation amplitude a. The expected evolutions are depicted on
the Bloch sphere in the inset. (b) Extracted periods T for the oscillations in (a)
and additional measurements (gray circles). The blue line presents a theoretical
simulation and shading fluctuations of q/|Ω| by ±0.1. (c) From the extraction of
the oscillation amplitudes, the stationary point can be deducted. A hint for this
point can also be seen in (b), but a linear fit close to zero amplitude (blue) yields a
precise result for the relative population at the stationary point. The experimentally
determined stationary point is at n0 = 0.788(1), while it is theoretically expected at
0.8125.

states is measured. For our effective two-mode system consisting of |0〉 and
|g〉, we look at the fraction n0 = N0/N of atoms in |0〉 with respect to the
total atom number N.

Figure 6.2 a) presents a measurement of population oscillations with fixed
QZE and initial phase, but varied initial population n0(0). In the phase
diagram, the corresponding states form a vertical line at q/|Ω| = 1.25.
Clear oscillations are visible that resemble the trajectories on the Bloch
sphere (inset of the figure). Moreover, diverging oscillation periods already
indicate crossing of a phase transition [46, 106]. Deviations, especially for
the red trajectory close to the separatrix, might be explained by phase space
mixing [153].

Two quantities can be extracted from such an oscillation. On the one hand,
the population oscillation periods T can be extracted (Figure 6.2 b). This
parameter is required for the measurement of the proposed interferometric
order parameter (Section 3.3.3). To obtain the periods, the data is fitted to
a cosine function n0(t) = a cos(2 π t/T) + b. In principle, the oscillations
follow Equation 3.17, but a cosine fit directly gives the period and the
oscillation amplitude.

This oscillation amplitude a is the second interesting quantity to extract
because it indicates the stationary point. Note that these points always
occur at phase ϕ(0) = 0. It can directly be seen that the purple crosses in
Figure 6.2 a) do not oscillate and are thus close to the stationary point. For
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an excited-state quantum phase diagram

a thorough determination, the amplitude of the presented oscillations is
extracted and plotted against the initial population (Figure 6.2 c). From a
linear fit around zero amplitude, the point of no oscillation at n0 = 0.788(1)
can be acquired. This turning point of the oscillation amplitude marks the
stationary point.

Experimental findings fit the theoretical model well. In particular, the
phase transition can already be anticipated at the diverging population
oscillation period. Deviations from the model can be explained by imperfect
adjustment and drifts of q/|Ω|, as detailed in Section 4.4. For example, the
stationary point for the adjusted QZE q/|Ω| = 1.25 is in theory located
at n0 = 0.8125. The experimental value n0 = 0.788(1), on the other hand,
indicates q/|Ω| = 1.18, which is in agreement with the expected deviations
of the QZE.

Instead of varying the initial population for a defined q/|Ω| to obtain oscil-
lation periods, we also keep the initial relative population fixed at n0(0) = 0.5
and vary the QZE. This measurement is similar to Zhao et al. [106], where
spin oscillation periods are measured for an antiferromagnetic system. The
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Figure 6.3: Determination of half periods for a variation of q/|Ω|. At fixed
n0(0) = 0.5 and ϕ(0) = 0, different values for the QZE are adjusted to prepare
excited states. (a-b) Measurements of population oscillations n0(t) at q/|Ω| = −2 (a)
and q/|Ω| = 0.9 (b) in the vicinity of the half period T/2. Parabolic fits (green and
orange lines) of the measurement data (blue dots) are employed to determine the
half period T/2 and the population at this point in time (green and orange stars).
Black lines correspond to the theoretically expected full evolution. (c-d) Half periods
(c) and populations at the half period (d) are extracted from many oscillations as in
(a-b) and plotted as dots. The highlighted stars correspond to extracted results from
(a) and (b). A theoretical simulation is each depicted by a solid blue line and the
shading indicates fluctuations of ±0.1 in q/|Ω|.
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6.3 phase signal

phase is again set to ϕ(0) = 0. This then corresponds to a horizontal curve
in the phase diagram. As an alternative to measure full oscillations, we just
measure short evolutions close to the theoretically proposed values of the
half period T/2. We obtain the population n0(t) with small time steps and
fit the turning points by parabolic fits (Figure 6.3 a-b). This experimentally
determines the half periods T/2 which are going to be important later on.
We see that theory and experiment yield compatible results and that we can
in general rely on theoretical calculations for T and T/2 instead of measuring
it every time. Note that even larger deviations in the oscillation period T
would only change the measurement of the proposed interferometric order
parameter quantitatively in the sense of blurred phase transitions, but not
qualitatively.

6.3 phase signal

The measurement of the proposed interferometric order parameter requires
the determination of the spinor phase after evolution times on the order of
tens of milliseconds. During this evolution time, any additional phase signal
deteriorates the measurement. To this end, the proposed scheme imposes the
experimental challenge to reduce any disturbing phase noise source. Phase
noise of mw and rf signals are not relevant, even though the improved setup
presented in Chapter 5 is not used here. Instead, magnetic field fluctuations
seem to be the only relevant challenge [76].

In the proposed experimental sequence, a variable rf pulse initially pop-
ulates the |±1〉 modes and after an evolution time, a closing rf π/2 pulse
maps the phase onto the population distribution. However, magnetic field
fluctuations cause a varying linear Zeeman shift from shot to shot compared
to the resonant coupling of the rf signal. This, in turn, induces an additional
relative phase between |+1〉 and |−1〉 that depends on the evolution time,
but also on the strength of the magnetic field deviation. The superposition of
|+1〉 and |−1〉 therefore oscillates between symmetric (|g〉) and antisymmet-
ric (|h〉) from shot to shot. Finally, the closing rf pulse couples only to the
symmetric state, such that the measurement outcome fluctuates depending
on the detuning of the magnetic field.

A deviation in the magnetic field ∆B induces an extra phase ∆φ = bp Tev ∆B
(Equation 4.1). To observe the phase evolution for the presented full popula-
tion oscillations T, evolution times Tev ≈ 70 ms are required (Figure 6.2). For
a maximum phase variation of ±π/4 for different experimental realizations,
magnetic field deviations ∆B < 8 µG would be required, which is not feasible
in our setup. With our experimental apparatus, we achieve magnetic field
fluctuations of 50 µG from shot to shot. This allows for evolution times of
only Tev ≈ 11 ms. Therefore, not even the order parameter for the half period
T/2 (Section 3.3.3) could be employed, compared with typical evolution
times in Figure 6.3.

The result of a phase measurement with shot-to-shot magnetic field fluctu-
ations of 50 µG can be seen in Figure 6.4. In this measurement, we perform
a direct readout (projection along z axis, b), a readout after rf π/2 pulse
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an excited-state quantum phase diagram
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Figure 6.4: Phase signal. (a) Bloch sphere illustration of the trajectory to measure
(thick blue) with n0(0) = 0.5, ϕ(0) = 0 and q/|Ω| = 1.25 and additional exemplary
trajectories (thin lines). The starting point is depicted by a gray circle. Orange arrows
indicate the projection axis along which the measurements in (b-d) are performed. At
every time step, three individual measurements are performed for the measurement
axes. (b-d) Measurements along the z axis (b), y axis (c) and −x axis (d). Solid
orange lines indicate the expected trajectory, dashed lines the theoretical boundary
of the fluctuations and light blue bars multiples of the half oscillation period T/2.
Shading represents deviations of ±0.1 in q/|Ω|. While the population measurement
(b) is not affected by a varying magnetic field, the orthogonal measurements (c-d)
show large fluctuations.

(y axis, c) and a readout after mw π/2 phase shift and subsequent rf π/2
pulse (−x axis, d). While the measurement along the z axis is not affected
by the magnetic field, the two phase-sensitive measurements show large
fluctuations from shot to shot.

Nevertheless, the intended dynamics is visible and some interesting fea-
tures can be taken from this measurement. First of all, the initial data points
at evolution times up to a few milliseconds still follow the expected signal
of the trajectory. The observable evolution time without too much fluctua-
tions also fits very well to the prediction of 11 ms. This means that phase
measurements are at least still feasible for short evolution times of a few
milliseconds. Secondly, the fluctuations are not entirely random, they are
within the boundaries from theory expectations. For larger evolution times,
the individual realizations fluctuate between two extreme values, i.e., the
expected signal and a mirrored version. A descriptive explanation of this
mirrored signal stems from the oscillation between |g〉 and |h〉 due to mag-
netic field fluctuations. Whenever the atoms cycle from |g〉 to |h〉 and back,
this is attributed to a phase shift of π for the symmetric superposition and
therefore a measurement outcome mirrored at 0.5. Lastly, the magnetic field
deviations seem to be responsible for the large fluctuations. With a technique
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6.4 distinguishing excited-state quantum phases

that selects experimental runs with low deviation, one may therefore obtain
the trajectories and extract the desired order parameter. Those three features
result in ideas to still observe ESQPTs. The next three sections each cover
one of them.

6.4 distinguishing excited-state quantum phases

6.4.1 Iterative measurement

As it can be seen in Figure 6.4 c-d), the expected phase signal is still visible
up to a few milliseconds. One idea to still observe the phase oscillations is
therefore to look at successive small evolution steps of a few milliseconds
that are not deteriorated by fluctuations instead of a long evolution. Because
in every evolution step a coherent state is prepared, this method reflects the
mean-field approximation only. Quantum fluctuations, for example leading
to squeezing effects, are negligible in this case.

Such an iterative measurement is presented in Figure 6.5. The initial state
(n(0)

0 , ϕ(0)) is prepared at a certain QZE, in this case q/|Ω| = 0.5. After a short
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Figure 6.5: Iterative procedure to measure a phase evolution. (a) Schematic rep-
resentation of the iterative measurement procedure. The superscript number in
brackets indicates the iteration step. (b) Bloch sphere representation of the combined
population and phase measurement results for q/|Ω| = 0.5. The gray dot indicates
the starting value, filled dots measured data after evolution of 4 ms and transparent
dots prepared states for the subsequent initialization. (c-e) Measurements along the
z axis (b), y axis (c) and −x axis (d). Dots as in (b) and solid lines correspond to
theoretical expectations.
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an excited-state quantum phase diagram

evolution (4 ms), the resulting population n(1)
0 and phase ϕ(1) are determined

by independent measurements. In a next step, the state (n(1)
0 , ϕ(1)) is then

prepared, followed by another short evolution and a readout of n(2)
0 and ϕ(2).

This stepwise procedure can be repeated until the population oscillation
period T is reached. As it can be seen in Figure 6.5, clean oscillations are
visible that resemble the expected trajectory.

This method enables the extraction of the phase ϕ(T) after a population
oscillation period T. Depending on this phase, the trajectory and thus the
corresponding excited state (q/|Ω|, η∗) can be classified into the TF’, BA’ or
P’ phase. Figure 6.6 presents this iterative method for three different values
of q/|Ω|, but the same n0(0) and ϕ(0). The measurements along the x and y
axis are combined to retrieve ϕ(t).

As expected, the population oscillations follow the theoretical model
very well (Figure 6.6 d). The three trajectories reach the initial population
again after different oscillation periods T close to respective theoretical
turning points. At those times T, the phase ϕ(T) in Figure 6.6 e) yields the
assignment to the respective quantum phases. A clear phase signal is visible
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Figure 6.6: Extracting the order parameter by iterative measurements. (a-c) Bloch
sphere representations for q/|Ω| = {−1.5,−0.5, 1.25}. Investigated trajectories are
highlighted as thick lines. The starting point is represented by a gray circle and
the point after one population oscillation period by a gray cross. (d) Population
measurement for the trajectories presented in (a-c). Colored dots correspond to
iterative measurement data after the respective short evolution steps, solid thin lines
to theoretical expectations and shading to fluctuations of q/|Ω| by ±0.1. The popu-
lation oscillation periods are indicated by thick vertical lines with corresponding
color. (e) Phase measurement of the trajectories. The horizontal time axis is rescaled
by the population oscillation periods from (d). At time T, a color bar indicates the
respective assignment to the ESQPTs. Shading is again fluctuations in q/|Ω| by
±0.1.
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6.4 distinguishing excited-state quantum phases

that is bounded for the BA’ phase and running around the sphere for the P’
and TF’ trajectories. After the population oscillation period, the TF’, BA’ and
P’ trajectories have phase values of ϕ(T) = {−0.93, 0.03, 0.94}π, respectively.
Those values are close to the theoretical values of ϕ(T) = {−1, 0, 1}π and
therefore clearly determine the corresponding excited-state quantum phases.

As already mentioned, this method is always preparing coherent states,
which does not correspond to the real evolution as squeezing and shearing
effects in principle appear. This method therefore indeed maps the mean-
field trajectories, but does not follow the real evolution that the quantum
state would experience. Moreover, this method is experimentally very time
consuming. Despite the nice trajectory mapping and classification of phases,
it is therefore not perfectly suited for the measurement of phase transitions.
For such measurements, it would be desirable to only prepare an initial state
and look at the phase value after the time T.

6.4.2 Signal in the fluctuations

This section investigates features in the fluctuations of the measurement
data. As already seen in Figure 6.4 c-d), even the measurement data for long
evolution times is bounded by defined curves that arise due to magnetic
field fluctuations. The minimum and maximum values of the projection n0,y

due to deviations in the magnetic field are (Appendix A.2)

nmax
0,y (t) =

1
2
+
√

n0(t) (1− n0(t)) | sin (ϕ(t)) |,

nmin
0,y (t) =


1
2

n0(t) cos2 (ϕ(t)) if
n0(t) | sin (ϕ(t)) |

1− n0(t)
< 1,

1
2
−
√

n0(t) (1− n0(t)) | sin (ϕ(t)) | else .

(6.2)

At the half period, a trajectory in the BA’ phase evolves to ϕ(T/2) = 0.
Therefore, nmax

0,y (T/2)− nmin
0,y (T/2) = (1− n0(T/2))/2 and the boundaries

coincide at n0(T/2) = 1. Similar arguments hold for the P’ and TF’ phases.
The value of n0(T/2) = 1 is approached when an initial state is prepared
close to the separatrix, i.e., close to the phase transition. Vanishing fluctua-
tions therefore indicate the vicinity of an ESQPTs.

To investigate this experimentally, we look at the projection along the y
axis, i.e., the relative population n0,y after a π/2 rotation about the x axis (Fig-
ure 6.7). At q/|Ω| = 1.25 and ϕ(0) = 0, we measure the population n0,y(T/2)
after a half period for different initial populations n0(0). As expected, the
mean values do not give any useful information, but the fluctuations do. The
experimental realizations are indeed bounded by nmax and nmin. From the
measurement data, we can extract the standard deviation and plot it in Fig-
ure 6.7 d). The point of minimum fluctuations signalizes a phase transition
that is indeed close to the theory prediction. A similar measurement has also
been performed with a variation of q/|Ω| and fixed n0(0) (Appendix A.3).
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Figure 6.7: Signal of a phase transition in the fluctuations. (a) Bloch sphere for
q/|Ω| = 1.25. Trajectories with n0(0) = 0.5 and n0(0) = 0.7 are highlighted, each
with ϕ(0) = 0. Starting points are indicated by gray circles. The measurements
are performed as a projection onto the orange axis. (b) Theoretical simulation for
q/|Ω| = 1.25 and |Ω|/h = 11.5 Hz. The blue (larger) curves belong to n0(0) = 0.5
and the yellow (smaller) ones to n0(0) = 0.7. Solid lines indicate the signals without
magnetic field detuning, dashed lines and shading depict the boundaries including
magnetic field fluctuations. At the orange shaded bar, the half period is reached.
(c) At the calculated half period T/2, the population along the y axis is measured
for different initial populations n0(0) ∈ {0.1, 0.2, ..., 0.9}. Light orange dots indicate
individual measurements, dark orange dots mean values and orange error bars the
standard deviations. The blue and yellow shaded bars correspond to the curves
in (b) and the trajectories in (a). Orange lines indicate the boundaries nmin

0,y and
nmax

0,y . The dashed black line indicates the theoretically expected value for a phase
transition at n0(0) = 0.625. (d) Standard deviation of the measurement data in (c),
depicted as orange dots, plotted against the initial population n0(0). Vertical lines
as in (c). The vanishing fluctuations indicate the phase transition point.

This method in principle facilitates the observation of excited-state quan-
tum phase transitions. It is not restricted by magnetic field deviations, but
presumably works even better with larger fluctuations. To this end, it might
even be advantageous to measure the signal at 3 T/2 instead of T/2 because
of the larger fluctuations (compare Figure 6.4 c). However, it is very difficult
to assign a critical value of η∗, in this case defined by n0(0), to the phase tran-
sition because there is no sharp order parameter, but a continuous transition.
Moreover, we just find the transitions, but cannot distinguish the individual
quantum phases by this method.
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6.4 distinguishing excited-state quantum phases

6.4.3 Separation of the symmetric contribution

The measurements in the previous section show that we can indeed observe
signals of phase transitions. However, it is not easy to pinpoint the exact
location of a phase transition using this method. A method presented in
this section follows a different approach. It has become clear that shot-to-
shot magnetic field deviations are responsible for the fluctuations of the
measurement outcome. The idea is now to post-select experimental runs
with negligible magnetic field deviation. In this way, the magnetic field is
constant and a coupling to the symmetric superposition is possible in many
experimental realizations.

Magnetic field deviations cause a relative phase between |+1〉 and |−1〉,
so that the atoms are no longer in the symmetric superposition |g〉. If we,
however, only detect atoms in the symmetric superposition, we can deduct
that they experienced no detuning of the magnetic field. We therefore need a
scheme to separate atoms in the symmetric superposition from atoms with a
phase shift due to magnetic field fluctuations. Note that atoms in |g〉 cycling
once to |h〉 and back experience a phase shift of π and therefore a minus sign.
Those atoms cannot be excluded by this method, but occur as a mirrored
signal.

Such a scheme is presented in Figure 6.8. It particularly relies on the fact
that an rf pulse by default transfers only the symmetric component of |±1〉 to
|0〉 (Section 2.2.3). The excited state is prepared as usual using mw dressing,
rf transfer and mw phase imprint. This state is then described by a product
of single-particle states

|ψ〉 =
√

n0 e−i ϕ |1, 0〉+
√

1− n0 (cos (β) |g〉 − i sin (β) |h〉) (6.3)

with the mixing angle β due to magnetic field fluctuations. After an evolution
time of a half period T/2, the atoms in |1, 0〉 are transferred to |2, 0〉 by a
resonant mw pulse. A subsequent rf π pulse transfers only the atoms in the
symmetric superposition from |1,±1〉 to |1, 0〉. In this way, we separate the
symmetric superposition that is now in |1, 0〉 from the non-symmetric atoms
in |1,±1〉.

Because for this project the state-selective rf transfer (Section 5.3) was not
yet in operation, the rf pulse on F = 1 at the same time triggers a transfer
in F = 2 as the two hyperfine manifolds have similar linear Zeeman shifts.
The effect of this rf pulse, resonant to F = 1, on F = 2 is shown in Figure 6.9.
Calibration factors νi are later employed to estimate the total atom number
and the number of atoms in |2, 0〉 before the rf pulse.

The remaining atoms in |2, 0〉 are now coupled with |1, 0〉 by an mw
π/2 pulse to map the phase onto the population difference. Finally, the
non-symmetric atoms in |1,±1〉 are transferred to |2,±1〉 by two resonant
mw pulses. This step is necessary because our detection system does not
distinguish between F = 1 and F = 2. Since both hyperfine manifolds are
occupied in our scheme, we decide to only detect in F = 2. We thus have to
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Figure 6.8: Scheme for a measurement of the interferometric order parameter with
reduced fluctuations. The relative populations are indicated by the size of the spheres
and the relative phase by little clock hands. Blue color depicts the symmetric and
gray non-symmetric states. Solid arrows correspond to transfer, dashed arrows to a
π/2 pulse. In (f), the orange area indicates that only F = 2 is detected.

transfer all modes that contain useful information to F = 2. In the end, we
measure the population of five Zeeman states in F = 2 that are given by

N±2 =n0 ν±2 N, (6.4)

N±1 =
1− n0

2
sin2 (β) N, (6.5)

N0 =
1
2
(
ν0 n0 + (1− n0) cos2 (β)

)
N (6.6)

+
√

ν0 n0 (1− n0) cos (β) sin (ϕ) N (6.7)

with the calibration factors νi, the mixing angle β and the relative population
n0 after phase evolution for T/2. The value of n0 has to be measured by an
independent measurement.

The total atom number N can be estimated using Equation 6.4 as

N =
N+2 + N−2

n0 (ν+2 + ν−2)
. (6.8)

From the atoms in the non-symmetric superposition, stored in |2,±1〉, and
Equation 6.5 we retrieve the mixing angle β with

sin2 (β) =
N+1 + N−1

(1− n0) N
. (6.9)

Now combining these findings with Equation 6.7, an expression including
the relative phase ϕ can be obtained, which is

| sin (ϕ) | =
∣∣(N0 +

1
2 (N+1 + N−1)

)
/N + 1

2 ((1− ν0) n0 − 1)
∣∣√

ν0 n0 (1− n0 − (N+1 + N−1) /N)
. (6.10)
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Figure 6.9: Calibration of rf transfer in F = 2. (a) Illustration of the procedure. With
all atoms in |2, 0〉, an rf pulse resonant to F = 1 is applied. This results in transfer
to all modes in F = 2, indicated by the factors νi = Ni/N. (b-c) Dependency of the
atoms in |2, 0〉 (b) and the total atom number (c) on the number of atoms in |2,±2〉
after the rf pulse. Blue dots are measurement data, orange solid lines linear fits
and gray dashed lines theory predictions. Numbers indicate the slope of a linear fit.
(d-f) Histograms for the different modes after the rf pulse. Plotted is the occurrence
against the relative number of atoms in the corresponding modes |2, 0〉 (d), |2,±1〉
(e) and |2,±2〉 (f). Vertical orange lines depict mean values, orange shading two
standard deviations and gray dashed lines theory expectations. The theory values are
calculated by assuming a generalized Rabi frequency with detuning δ = 2 π · 2 kHz
due to different linear Zeeman shifts in F = 1 and F = 2.

This equation therefore defines an order parameter to distinguish ESQPTs at
a half period with | sin(ϕ = 0)| = 0 in the BA’ phase and | sin(ϕ = π/2)| = 1
in the P’ and TF’ phases. Note that we cannot access the sign of sin(ϕ). Due
to this phase ambiguity, the measurement outcome is therefore not only the
atoms in the symmetric superposition |g〉 with β = 0, but also those with a
phase shift of β = π. This is a reason why the measurements are performed
at T/2. At the period T, we would retrieve | sin(ϕ)| = 0 for all phases.

Figure 6.10 shows a measurement of n0(t), the relative population n0,y(t)
obtained by the above measurement scheme and an evaluation of Equa-
tion 6.10. Because the fraction of atoms in the non-symmetric state is ex-
tracted by our scheme, we can post-select on experimental realizations with
a certain minimum amount of atoms in the symmetric state. This collapses
the data onto the theoretical predictions. Residual noise contributions can be
attributed to drifts and fluctuations in the QZE and the total atom number.

The phase ambiguity results in the same order parameter of | sin(ϕ)| = 1
for the P’ and the TF’ phases This is, however, not a problem because those
two phases are not adjacent and always have the BA’ phase in between. If
necessary, one can nevertheless distinguish the phases by tracking the initial
evolution of the phase that goes into the positive direction for the one and
the negative direction for the other phase.
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Figure 6.10: Measurement of the interferometric order parameter with reduced
fluctuations. (a) Illustration of the trajectory to measure on the Bloch sphere (thick
blue line). Measurement directions are indicated by orange arrows. (b-d) Measure-
ments of the population oscillation (b), the projection along the y axis (c) and the
interferometric order parameter (d). Dots correspond to measurement data, solid
orange lines to expected signals and the light blue bar to the half period T/2. For
(c-d), dark blue dots indicate realizations with minimum fraction of 65 % of the
|±1〉 atoms in the symmetric state and gray dots with less. In (c), the dashed orange
line is the expected signal with a phase shift of π. Light blue crosses in (d) signalize
mean values of the dark blue dots only.

With this order parameter, we can now map the excited-state quantum
phase diagram. From every measurement as described above, we extract an
averaged value of | sin(ϕ)| at the half period T/2 for a certain excited state
(q/|Ω|, η∗). Depending on its value, ranging from 0 (BA’) to 1 (P’ and TF’),
we can classify the excited state into the corresponding quantum phase. To
systematically investigate the excited-state quantum phase diagram, we first
keep the initial population and phase fixed and only vary q/|Ω| (Figure 6.11).
The transition from TF’ over BA’ to P’ becomes clearly visible with phase
transitions close to the theoretical predictions of q/|Ω| = ±1. Because
the mixing angle is in principle already included in the order parameter
(Equation 6.10), a post-selection onto a maximum number of non-symmetric
atoms just slightly changes the measurement result, indicated by gray bars
in Figure 6.11 d). Those gray bars present the measurement outcome for
different post-selections on the minimum fraction of atoms in the symmetric
state in all |±1〉 atoms after the evolution. This fraction ranges from 0− 100 %
and the colored dots present Ng/N±1 > 65 %, i.e., all experimental runs with
more than 65 % of the |±1〉 atoms being in the symmetric superposition |g〉
after the evolution.

The variation of q/|Ω| already crosses ESQPTs. However, it is also possible
to keep the QZE control parameter constant and vary only the excitation
energy η∗ to drive such a transition. The first option to vary η∗ is the initial
population n0(0) (Figure 6.12 a,c). A clear transition between BA’ and TF’
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Figure 6.11: Order parameter measurement for a variation of the QZE. (a-c) Illus-
tration of three exemplary trajectories on the Bloch sphere. They correspond to
q/|Ω| = −2, q/|Ω| = −0.3 and q/|Ω| = 1.4. Gray circles indicate the starting point
and gray crosses the final point after one half period T/2. (d) For n0(0) = 0.5 and
ϕ(0) = 0 the order parameter | sin(ϕ)| is measured at T/2 for different values
of q/|Ω|. The color of every data point is associated with the value of | sin(ϕ)|
according to the color bar. Gray lines indicate different minimum fractions of atoms
in the symmetric superposition and the actual dots correspond to a minimum
fraction of 65 %. The three states from (a-c) are highlighted. (e) Phase diagram with
the measurement from (d) included. The gray lines are every 500th eigenvalue for
N = 70 000 atoms. Phase transitions are located at regions of high density of states.
Every data point from (d) corresponds to a circle in this diagram and the colored
line is a guide to the eye.

is visible in this case, where the change in initial population distribution
changes the evolution of the state drastically at some point. For the data
points with low initial n0(0), problems occur because the relative population
after the evolution is very small with n0(T/2) < 0.1. This results in unreliable
estimation of atom numbers in above equations and therefore data that
cannot be evaluated for the determination of excited-state quantum phases.
In the discussion of this chapter, a method is presented to circumvent this
problem. The instability can also be seen in the large gray bars for those
values that present the post-selection on different minimum fraction in the
symmetric superposition. We therefore exclude those data points in the
phase diagram as our measurement method is inconclusive there.

The excitation energy can also be changed by the initial phase ϕ(0). Our
order parameter, however, is not applicable in the presented form because
it relies on starting with a fixed ϕ(0) = 0. Just preparing a state with
fixed q/|Ω| and n0(0) and varying ϕ(0) could of course also end in a phase
transition, but we could not determine it with a phase measurement after half
an oscillation period. This does not alter the universality of our parameter, as
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Figure 6.12: Order parameter measurement for a variation of the excitation energy.
(a-b) Bloch spheres for q/|Ω| = −1.25 (a) and q/|Ω| = 1.25 (b). Trajectories that
are measured in (c-d) are highlighted as thick lines with initial (circles) and final
(crosses) points of the evolution. (c-d) Measurement of the interferometric order
parameter for a variation of η∗ in terms of n0(0) (c) and ϕ(0) (d). Gray lines are de-
viations of | sin(ϕ)| with respect to the minimum number of atoms in the symmetric
superposition |g〉. (e) Phase diagram with measurements (c-d) included as diamonds
and squares, respectively. Colored lines are a guide to the eye. Inconclusive data
points for η∗ < 0.05 in (c) are excluded from the phase diagram.

every trajectory and therefore any point in the phase diagram can be reached
with ϕ(0) = 0.

We can approximate the order parameter by a slightly different method
to be applicable for a variation of the phase ϕ(0) (Figure 6.12 b,d). For this
method, we need to vary the phase at a population n0(0) that corresponds to
the non-trivial stationary point of the sphere. Choosing this value for n0(0),
a variation of ϕ(0) occurs mostly orthogonal to the trajectories, at least close
to the phase transition. For a chosen value of ϕ(0), we then measure the final
phase ϕ(T/4) after one quarter of an oscillation period. After this evolution
time, all the states in the BA’ phase will end with a phase of ϕ(T/4) = 0, i.e.
| sin(ϕ)| = 0. States in the P’ and TF’ phases will, on the other hand, evolve
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to ϕ(T/4) = π/2 and therefore | sin(ϕ)| = 1. For trajectories further away
from the phase transition in the P’ and TF’ phases, the phase value ϕ(T/4)
will be larger than π/2 and therefore | sin(ϕ)| will decrease again at some
point. Nevertheless, the transition can be pinpointed by this approximated
order parameter. This method only gives conclusive results for a variation of
ϕ(0) across the separatrix where both trajectories run in the same direction,
i.e., in the positive phase direction for P’ and the negative direction for
TF’, respectively. One could also scan both directions and the point where
| sin(ϕ)| jumps from 0 to 1 gives the transition, including the information
whether it is the P’ or the TF’ phase.

Combining the variations of q/|Ω|, n0(0) and ϕ(0), we achieve the phase
diagram presented in Figure 6.13. In this diagram, we mapped seven different
paths. Five of those result from a variation of q/|Ω| (which is also an indirect
variation of η∗) and two from a direct variation of η∗, where one of them
varies n0(0) and one ϕ(0). We furthermore include obtained values from
the iterative measurements. The phase diagram clearly reflects the three
expected excited-state quantum phases with the TF’, BA’ and P’ phases
from left to right. Iterative measurements contribute clear phase mapping
at several chosen points in the diagram, while the determination of phase
transitions can be obtained from the measurements with separated symmetric
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Figure 6.13: Conclusive excited-state quantum phase diagram. In the background,
every 500th eigenvalue is plotted for N = 70 000 atoms. Symbols represent measure-
ment data and colored lines are meant for illustration purposes of the measurement
paths. Color corresponds to the value of an interferometric order parameter from
red (TF’) over yellow (BA’) to blue (P’). Large hexagons are extracted from iterative
measurements, as presented in Section 6.4.1. Variations of q/|Ω| (circles), n0(0)
(diamonds) and ϕ(0) (squares), as presented in this chapter, are indicated by smaller
symbols.
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contribution presented in this section. We observe phase transitions for every
measurement path, in particular also for those that vary the excitation energy
η∗ only.

Compared to the theoretical values for the phase transition lines, we ob-
serve small differences. Our experimentally determined transition points are
mainly shifted inwards. We assume two reasons responsible for this. First of
all, we do not measure the actual atom number N, but only estimate it. The
evaluation of | sin(ϕ)| can therefore fluctuate for different experimental real-
izations, also above 1, but never below 0. Taking the average thus preferably
increases the value of | sin(ϕ)| and therefore the BA’ phase seems smaller.

The second argument has a fundamental reason. We assume that the
atomic cloud can be entirely described within the single-mode approximation.
If we, however, assume the BEC to have a Thomas-Fermi profile, its density
is smaller at the borders. Because the spin dynamics interaction strength
Ω depends on the density via Ω ∝ N2/5 (Equation 4.5), it is not constant
over the spatial extent of the cloud, but at least decreases rapidly at the
borders. A vanishing |Ω| corresponds to |q/Ω| � 2, such that there is
a small contribution to the P’ or TF’ phase, even if the main part of the
cloud corresponds to BA’. A thorough analysis without assuming the single-
mode approximation indeed results in small inward shifts of the phase
boundaries [60].

The determination of | sin(ϕ)| was possible for a large range of QZE values.
Measurements for q/|Ω| > 0, however, seemed to give cleaner results than
for q/|Ω| < 0 (Figure 6.11 d). On the one hand, this can be attributed to an
imperfect calibration of the QZE. Considering the initial rf π pulse when
calibrating q/|Ω| = −1, magnetic field fluctuations or incomplete rf transfer
lead to remaining atoms in |0〉 that act as a seed for the dynamics. This makes
the Gaussian for q/|Ω| = −1 non-symmetric, leading to shifted values for
the correct detuning. Moreover, the preparation of excited states is done in
the same way for positive and negative QZE, i.e., starting with the state |0〉.
However, for q/|Ω| < 0 this results in highest excited states that are then
reduced in energy by the adjustment of η∗. In this case, a better option for
future investigations might be to start with all atoms in |g〉 using an initial
rf π pulse and then start the preparation with an adjustment of q/|Ω|. This
ensures that the state is initially close to the ground state.

6.5 discussion

In the previous chapter, we have thoroughly investigated excited-state quan-
tum phases. Using our preparation method, we can explore any point in
the phase diagram. While the population oscillations resemble the expected
trajectories very well, the phase signal shows fluctuations that are attributed
to shot-to-shot deviations of the magnetic field. Nevertheless, we presented
three methods to measure ESQPTs. An iterative method employs the signal
that is still visible for very short evolution times, thanks to our low mag-
netic field fluctuations and large spin dynamics interaction strength. The
second method utilizes the boundaries of the fluctuations to determine the
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Figure 6.14: Sequence to extract the order parameter using state-selective rf transfer.
Symbols and arrows as in Figure 6.8. Steps (d) and (f) differ from the original scheme
due to a state-selective rf transfer in both steps. In the last step, atoms in |1,±1〉 are
transferred to |2,±2〉 and then |1, 0〉 is transferred to |1,±1〉 by a state-selective rf
π pulse. Now both F = 1 and F = 2 are detected, because every |m| state is only
occupied in one of the manifolds.

phase transition, but is not in general capable of distinguishing excited-state
quantum phases. Finally, a scheme that separates the desired symmetric su-
perposition states from others facilitates a detailed investigation of quantum
phases and transitions of excited states.

Quantitative deviations of the mean-field phase diagram and our experi-
mental results can be explained by technical and fundamental arguments.
On the technical side, improvements to our experimental apparatus could
circumvent problems. One improvement is the state-selective rf transfer that
has now already been implemented (Section 5.3). This technique would make
the rf calibration (Figure 6.9) unnecessary because the intended rf π pulse
would only transfer the symmetric portion of |1,±1〉 to |1, 0〉 and leave atoms
in |2, 0〉 untouched. A proposed scheme is presented in Figure 6.14. After
the mw π/2 pulse in step (e), the atoms in |1,±1〉 could be transferred to
|2,±2〉 by resonant mw radiation and a state-selective rf pulse could transfer
|1, 0〉 to |1,±1〉. In this way, every state with quantum number ±m is only
occupied in either F = 2 or F = 1, such that both manifolds can be detected
simultaneously. An estimation of the total atom number N by an indepen-
dent measurement of n0(T/2) (Equation 6.4) would not be necessary then
because all occupied states are detected. This might improve the problem
due to very low n0(T/2) after the evolution because N would not rely on
this any more.

Another improvement could be an independent detection of F = 2 and
F = 1. This would reduce the number of required pulses because detection
could already happen after step (e). Such a detection requires to take another
camera picture. For a better detection noise, it might be beneficial to take
three additional pictures for individual determination of beam and back-
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ground counts. Although well suited for the presented experiments, this
technique probably causes more detection noise than a single imaging step.

Independent detection of the two hyperfine manifolds furthermore opens
up the possibility of simultaneously detecting conjugate observables [154].
For this technique, half of the atoms are transferred to F = 2 after the
evolution. States in F = 2 are then coupled by a π/2 rf pulse to read out
the phase ϕ(t) and states in F = 1 are just read out for the population value
n0(t). This would make the simultaneous detection of n0 and ϕ possible
in the same experimental realization. Of course, the selection of atoms in
the symmetric superposition is not possible with this technique because
population cannot be transferred any more between the hyperfine manifolds.
However, it might still be a helpful tool, e.g., for the iterative measurements.

Deviations in the phase diagram might also occur because of effects
beyond the single-mode approximation. This is very interesting because in
the ground state no such effects are expected [59]. Excited states might thus
be employed for investigations of effects beyond this approximation. Further
thoughts on this can be found in the following outlook of this thesis.
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7
O U T L O O K

Over the last years, research concerning quantum phase transitions in a
multitude of experimental systems has gained increasing interest. Phase
transitions of excited states have been investigated from a theoretical per-
spective [36, 47–51, 155] and they became apparent in some experimental
systems [38–41, 105]. However, a thorough mapping of an excited-state quan-
tum phase diagram by an appropriate order parameter was not achieved so
far.

In this work, we have investigated the quantum dynamics of excited states
in a spin-1 BEC. From theoretical predictions, three phases with different
dynamical features are expected. While population oscillations have been
clearly visible, the phase signal, however, was fluctuating due to a varying de-
tuning between magnetic field and rf signals from shot to shot. Nevertheless,
three experimental schemes were presented that enable the measurement of
excited state quantum phases and their transitions. Employing an interfer-
ometric order parameter in a scheme selective to vanishing magnetic field
fluctuations, ESQPTs were observed for a variation of two control parame-
ters, the QZE q/|Ω| and the excitation energy η∗. The crossing of a phase
transition by a variation of the energy only is a unique feature of ESQPTs that
was presented in this work for the first time. Finally, this method resulted in
the up to now elusive mapping of a conclusive excited-state quantum phase
diagram.

On a technical side, a new mw and rf system was presented. Besides very
low noise features that allow for Heisenberg-limited metrology, this system
facilitates advanced techniques to engineer pulses. Amplitude-shaped pulses
reduce transfer to off-resonant transitions and composite sequences might
cancel the effect of drifts in the detuning or amplitude. Finally, state-selective
rf transfer has been implemented that further enhances the control of the
atomic spin states.

Our findings are now extended into two directions. On the one hand, the
knowledge and technical improvements can be employed for the generation
of entangled states for quantum-enhanced metrology. To this end, it is de-
scribed how the generation of entanglement can be understood in the picture
of excited coherent states. It is furthermore presented how the technique
of state-selective rf transfer facilitates the creation of spin-squeezed states
in magnetically insensitive modes. On the fundamental side, fascinating
features have been explored in this work that deserve further investigation.
In particular, it might be interesting to leave the single-mode approximation
on purpose and look at spatial features of excited states. A rough idea is
presented to map the excited-state quantum phase diagram from internal
states into a spatial distribution.
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7.1 quantum dynamics utilized for metrology

An interesting non-classical feature that can be explored at ultra-low tem-
peratures is entanglement. BECs are for example studied for intriguing
many-body quantum effects like spatially separated entanglement [58, 156,
157], Einstein-Podolsky-Rosen steering [158, 159] or Bell correlations [160].
For a detailed description, consultation of Fadel [161] is recommended.

Entanglement also presents a valuable resource that has the potential to
enhance quantum metrology, e.g., mw and optical clocks or inertial sen-
sors [162]. In spin-1 BECs, entanglement can be generated by spin-changing
collisions. Starting with all atoms in |0〉, short evolution and adequate level
shifts result in the two-mode squeezed vacuum state [89, 158, 163, 164] that
has already been employed to improve an atomic mw clock [89]. Longer
evolution times lead to a large population in |±1〉 that can be understood as
a superposition of twin-Fock states [65]. The generation of twin-Fock states
is also possible via an adiabatic passage that transfers a large fraction of the
atoms into the |±1〉 states [99] and also for such states, metrological gain
was reported [100, 165].

These states are created by quantum dynamics that is beyond the mean-
field approximation. Nevertheless, it can be understood in the framework of
mean-field trajectories on the Bloch sphere that was introduced in this thesis.
Recently, Muñoz-Arias, Deutsch, and Poggi [166] proposed a framework
to predict the generation of metrologically useful quantum states using a
semiclassical phase space description similar to the one employed in this
thesis. In the following, the mean-field description on the Bloch sphere is
advertised as a tool to described the generation of entangled states.

As an example, the generation of a spin-squeezed state is presented in Fig-
ure 7.1. Non-classical dynamics occurs in particular at the phase transitions,
i.e., close to the separatrix in the Bloch sphere picture. An initial coherent
state in |0〉 is located on the north pole, i.e., directly on the separatrix for
q/|Ω| = 1. For short evolution times, the squeezing generation can be de-
picted on a plane orthogonal to the mean spin direction. The evolution of
the initial state is now described by quadrature squeezing with strength Ωt
and a squeezing angle of ϕ = π/4 for the symmetric quadrature [64]. This
dynamics results in a two-mode squeezed vacuum state with reduced fluc-
tuations in one direction at the cost of larger fluctuations in the orthogonal
direction. The squeezing is often characterized as the variance reduction
compared to a coherent spin state with var

(
SCSS

z
)
= N/4 [167, 168],

ξ2 =
4 var (Sz)

N
, (7.1)

that indicates a spin squeezed state for ξ2 < 1. Note that the symmetric
subspace is assumed here because we deal with indistinguishable bosons.
This means that all states have maximum spin and are therefore located on
the surface of the Bloch sphere.

The squeezing generation may leave the population in |0〉 nearly un-
touched and only transfers a small amount of less than 10 atoms to the
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Figure 7.1: Generation of squeezed states. The left side shows a Bloch sphere with
q/|Ω| = 1 and the right side a local approximation of the north pole as a plane
orthogonal to the z axis. An initial coherent state (light orange in the background)
is deformed by the action of the Hamiltonian, represented by arrows. During the
evolution time the state is squeezed, as indicated from light to dark orange color. The
area of the ellipses corresponds to the respective quantum fluctuations. Maximum
fluctuations occur along an angle of 3 π/4, such that a rotation about an axis with
this angle rotates the minimum fluctuations onto the equator.

side modes. For longer evolution times beyond the undepleted pump ap-
proximation, more atoms can nevertheless be transferred to ±1 along the
separatrix. Such a procedure is employed to generate twin-Fock states via
quench dynamics. This illustration also provides an intuitive understanding
why a small seed, i.e., some atoms initially in the |±1〉 states, leads to faster
dynamics [169]. At the separatrix (the phase transition), the dynamics is
slowest (Section 6.2). Being slightly off the separatrix using a small initial rf
transfer therefore reduces the necessary evolution time. However, this may
come at the cost of diminished variance reduction.

The generation of twin-Fock states by an adiabatic ramping through
quantum phase transitions starts in the polar ground state with n0 = 1.
Subsequently, the QZE q/|Ω| is carefully decreased, such that the state
always follows the stationary point on the Bloch sphere, which presents the
ground state of the system. It reaches the TF’ phase, where the ground state
is the highly entangled twin-Fock state. This directly resembles the order
parameter of ground-state quantum phases (Section 3.2).

Finally, also advanced schemes for entanglement generation, such as
stationary spin squeezing via a double-quench method [170, 171] can be
understood and reconstructed using this representation.

All those generated states, however, have the problem that they suffer from
sensitivity to magnetic field fluctuations because they are partially created in
modes |1,±1〉. For the application in quantum-enhanced metrology, it would
be desirable to generate entanglement in the clock states |1, 0〉 and |2, 0〉. Fig-
ure 7.2 presents a scheme that employs a state-selective rf transfer to create a
spin-squeezed state in magnetically insensitive states. The atoms are initially
prepared in |1, 0〉, where spin dynamics is activated for a short amount of
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Figure 7.2: Tomography of a spin-squeezed state. (a) Initial spin dynamics is applied
for 55 ms at q/|Ω| = 1. (b) The first transfer pulse brings the atoms from |1, 0〉 to
|2, 0〉 by resonant mw radiation. Secondly, a state-selective rf π pulse transfers the
two-mode squeezed state into |1, 0〉. (c) An mw π/2 pulse rotates the state onto
the equator. Depending on the adjusted phase φ, the state rotates about different
axes. In the end, another state-selective rf pulse is employed (not shown) to transfer
atoms from |1, 0〉 to the side modes because |1, 0〉 and |2, 0〉 cannot be distinguished
in the detection. (d) Representation of the final rotation on the Bloch sphere. For an
mw phase of φ = 0, the state rotates about the x axis (ϕ = 0). When the rotation axis
has an angle of φ = π/4 (pink), the state ends in upright position with maximum
fluctuations for a projection onto the z axis. For φ = 3 π/4 (green), the resulting state
has minimum fluctuations for a measurement of n0. (e) Measurement of reduced
fluctuations in the fraction n0 depending on the phase of the mw rotation pulse.
Dots indicate the measured squeezing parameter ξ2 and error bars are given as√

2/(k− 1) ξ2 with the number of samples k [164]. The blue line is a sinusoidal
fit for the minimum and the horizontal dashed black line the theoretical standard
quantum limit. The orange area indicates the region of spin-squeezed states. Vertical
dashed pink and green lines correspond to the rotation angles presented in (d).
For the x axis, a phase of 0.312 π has been subtracted because the state evolved for
2.4 ms at a detuning of 65 Hz (QZE) before the rotation pulse. Measurement results
were kindly provided by Christophe Cassens.

time by mw dressing set to resonance q = |Ω| (Section 2.1.3). Subsequently,
atoms from |1, 0〉 are transferred to |2, 0〉 by mw radiation. A state-selective
rf pulse then brings one mode of the two-mode squeezed state into the
|1, 0〉 mode. This can be understood by a basis change from |±1〉 (two-mode
squeezed state) to the symmetric and antisymmetric combinations that reflect
two single-mode squeezed states, from which the symmetric combination
is transferred by the rf pulse. So-called spin noise tomography [64] of this
state is done by applying an mw π/2 pulse resonant to the clock transition
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with variable phase φ. On the Bloch sphere, this corresponds to 90◦ rotations
about different axes depending on φ. Experimentally, a 4 dB reduction in
variance is obtained compared to a coherent spin state for φ = 0.77 π. The
generated entanglement in magnetically insensitive states can now be imple-
mented, e.g., in an atomic mw clock or even in inertial sensing using Raman
transitions to transfer momentum.

Zhou et al. [172] proposes a determination of ESQPTs using the quantum
Fisher information in form of a time-reversal protocol. Such protocols are
known from quantum enhanced sensing [173–175]. As this scheme is very
sensitive to variations in q/|Ω|, it could in principle also be employed
for sensing. However, for such experimental realizations, the remaining
parameters like the dressing frequency or the antenna position have to be
well-controlled. This scheme nevertheless further combines the realm of
ESQPTs and quantum sensing and in this way shows potential research
directions in this field.

7.2 spatial excited-state quantum phase transitions

A different research direction extends the concept of ESQPTs beyond a single
spatial mode. As we have seen, the assignment to a quantum phase depends
on the QZE q/|Ω| and the excitation energy η∗. In our work, the mapping
of a phase diagram was achieved in a single spatial mode with a single pair
of values (q/|Ω|, η∗) in every measurement. If we could, however, add a
dependency of q/|Ω| on the spatial position, the quantum phases would be
mapped into space.

To observe spatially varying dynamics, a large expansion of the BEC in
the camera plane would be necessary. There are several options to generate
elongated atomic clouds. Using a standard crossed-beam optical dipole
trap as in our setup, adjustment of beam powers and waists can result in
longitudinal extension of 100 µm [77]. When just a single trapping beam
traps the atoms, this can be further extended to 250 to 400 µm [77, 176]. An
advanced technique would be the implementation of time-averaged optical
potentials that can be created using acousto-optical modulators or deflectors
and enable the creation of user-defined trapping potentials. [177, 178]. To
create box potentials, there also exist experiments using blue detuned-laser
beams as light sheets that repel atoms in a waveguide [179, 180].

The experimental scheme for a measurement of spatial ESQPTs could
follow the one in Figure 6.14. After the preparation of an excited state by
adjusting q/|Ω|, n0(0) and ϕ(0), the state would evolve and finally, n0(t)
or ϕ(t) is detected. The only, but very important difference would be that
a variation of q/|Ω| over the extent of the cloud causes distinct dynamics
for different parts of the BEC. Detecting the state thus results in a spatially
dependent distribution of spin states.

For the single-mode case, the QZE was adjusted by the mw dressing field
and the spin dynamics interaction strength was kept constant. For a spatially
varying q/|Ω|, there are now two options. The first option is a dependency
of q on the position using a magnetic field gradient (Figure 7.3 a), e.g.,
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Figure 7.3: ESQPTs with spatial dependence.(a) Exploration of ESQPTs using a
magnetic field gradient. In addition to a static homogeneous field of B = 0.95 G, a
gradient dB/dx is applied that locally changes the magnetic field by Bgrad(x). This
results in a spatial variation of the magnetic-field contribution to the QZE qB and,
with a constant mw dressing qmw, to a dependency of q on the position. The graph
at the bottom shows expected quantum phases depending on the position (scaled
with the Thomas-Fermi radius R) for an initial relative population of n0(0) = 0.5.
(b) Spatial ESQPTs utilizing the position-dependency of the density. The density of
a BEC is smaller away from the center, in particular visible for elongated clouds.
Because Ω directly depends on the density, it also varies with the position in the
BEC. Expected phases are illustrated in the figure at the bottom for n0(0) = 0.5. The
density (green) resembles an inverted parabola with cloud radius R. Hence, q/|Ω|
follows a curve with 1/(R2 − x2). At the edges of the cloud, when |Ω(x)| becomes
smaller than q, the P’ phase is visible. By adjustment of q < 0, the transition from
TF’ to BA’ can also be observed.

generated by an additional pair of coils in anti-Helmholtz configuration.
Such a gradient field dB/dx shifts the Zeeman states according to the spatial
position and therefore changes qB. The adjustment of qmw could then shift
the center of the cloud to q = qB + qmw = 0 and therefore the left and right
side to q < 0 and q > 0, respectively. For 100 µm spatial extension of the
cloud, a magnetic field gradient of dB/dx = 40 G/cm would shift the energy
levels to q/|Ω| = −2.5 and q/|Ω| = +3 at the borders of the cloud. This
value for dB/dx seems experimentally feasible and can be relaxed for larger
clouds or if only one side of the phase diagram is explored.

Of course, this proposal has some challenges. First, the sensor-based
magnetic field stabilization cannot work when the gradient is applied. This
should not make this idea impossible because an independent stabilization
of the current through the coils can be employed. Such a stabilization is not
as good as the one using a magnetic field sensor, but should be sufficient.
This is in particular the case for the presented scheme that is post-selecting
realizations with negligible magnetic field fluctuations. A further solution
to this problem would be a magnetic field shielding [181], but this requires
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major work on the experiment. Another issue would be the linear Zeeman
effect that is now also spatially dependent. Hence, mw and rf pulses would
not be resonant on the entire cloud. When the gradient is just turned on for
the evolution time, however, this is also not necessary. After the evolution, a
scheme similar to Figure 6.14 could be applied.

A second option relies on the inhomogeneous density of the BEC due
to the harmonic confinement. Because Ω is density-dependent, the ratio
q/|Ω| varies in space for a large atomic cloud (Figure 7.3 b). For adequate
adjustment of q and n0(0), there exist regions in the BEC that belong to
different quantum phases due to the variation of Ω(x). In the center, there
will always be the largest density, therefore maximum Ω(x) and minimum
q/|Ω(x)|. When different phases are visible, the inner phase is thus always
BA’. The outer regions belong to the same phase because q does not change
sign over the extent of the cloud. The P’ and TF’ phases can anyhow both
be measured by adjusting q to positive and negative values, respectively.
Simulations still have to be done to find regimes where the regions at the
border of the cloud are not too small. The simulations would also reveal other
important information, e.g., how large the visibility will be at the border,
how sharp phase transitions will be and whether further effects beyond the
single-mode approximation are expected.

Nevertheless, this approach is very interesting. In contrast to the variation
of q/|Ω| by a magnetic field gradient, q would still be an adjustable control
parameter in this case. Moreover, it does also not require additional magnetic
fields that shift transition frequencies or prohibit the sensor stabilization.
A fascinating particularity is the fact that the varying density is a spatial
property of the many-body system itself, in contrast to an artificially applied
magnetic field gradient that changes single atomic states. This research direc-
tion would therefore explore intrinsic dynamical properties of BECs in terms
of excited-state quantum phases beyond the single-mode approximation.
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A
A P P E N D I X

a.1 calculation of the eigenenergies

ESQPTs can be defined by a diverging density of states, or in other words, by
a vanishing energy gap between neighboring excited states. To locate such
vanishing energy gaps, energy eigenvalues of the underlying Hamiltonian
are calculated as described in this section.

The Hamiltonian is given as in Equation 2.25 by

ĤSD =q
(

N̂1 + N̂−1
)

+
Ω
N

[
â†

0 â†
0 â1 â−1 + â†

1 â†
−1 â0 â0 +

(
N̂0 −

1
2

) (
N̂1 + N̂−1

)]
.

(A.1)

To calculate the eigenvalues, we describe the system in the effective two-
mode basis |k, N − 2k, k〉 = |k〉−1 ⊗ |N − 2k〉0 ⊗ |k〉1 which has dimensional-
ity N/2 + 1. This yields

N̂0 |k, N − 2k, k〉 = (N − 2 k) |k, N − 2k, k〉
N̂±1 |k, N − 2k, k〉 =k |k, N − 2k, k〉

â†
0 â†

0 â1 â−1 |k, N − 2k, k〉 =k
√
(N − 2 k + 1) (N − 2 k + 2)

|k− 1, N − 2 (k− 1) , k− 1〉

â†
1 â†
−1 â0 â0 |k, N − 2k, k〉 = (k + 1)

√
(N − 2 k) (N − 2 k− 1)

|k + 1, N − 2 (k + 1) , k + 1〉 .

(A.2)

We rewrite the Hamiltonian as an energy density and scale it by the spin
dynamics rate |Ω| to directly achieve values for the energy density η (Equa-
tion 3.6),

ĥ =
ĤSD

|Ω|N . (A.3)

This results in a tridiagonal matrix with elements hi,k given by

hi,k =
1

N2

[
δi,k 2 k

(
N

q
|Ω| −

(
N − 2 k− 1

2

))
− δi,k+1 (k + 1)

√
(N − 2 k) (N − 2 k− 1)

− δi,k−1 k
√
(N − 2 k + 1) (N − 2 k + 2)

]
.

(A.4)

Computationally, this can be solved in a fast way using the LAPACK
function ssterf (available in Python via scipy.linalg.lapack.ssterf ) that works for
symmetric tridiagonal matrices.
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a.2 derivation of the fluctuation boundaries

This section derives the boundaries for the measured fluctuations due to
deviations in the magnetic field as observed, e.g., in Figure 6.4 and Sec-
tion 6.4.2.

The ideal signal of such a measurement, i.e., a π/2 pulse after the evolution
and therefore a projection onto the y axis, is given by

n0,y(t) =
1
2
+
√

n0(t) (1− n0(t)) sin (ϕ(t)) . (A.5)

As described in Feldmann [76], a deviation of the magnetic field alters the
state before the closing π/2 pulse according to

|ψ〉 → e−i β D̂/h̄ |ψ〉 (A.6)

with the mixing angle β = −bp
∫ Tev

0 dt ∆B(t), linear Zeeman coefficient
bp = −702 kHz/G, evolution time Tev, magnetic field fluctuations ∆B(t) and
the magnetization D̂. This results in the affected signal

n0,y(t) =
1
2

cos2 (β)+
1
2

n0(t) sin2 (β)+
√

n0(t) (1− n0(t)) sin (ϕ(t)) cos (β) ,

(A.7)

for which the minimum and maximum values should be calculated. With
x = cos (β), one minimum is obtained for

x̃ = −

√
n0(t)

1− n0(t)
sin (ϕ(t)) (A.8)

with value

n0,y(t) =
1
2

n0(t) cos2 (ϕ(t)) . (A.9)

The value x̃ is mathematically not restricted to |x̃| < 1. Values at the borders
x = ±1 are

n0,y(t) =


1
2
+
√

n0(t) (1− n0(t)) sin (ϕ(t)) for x = 1,

1
2
−
√

n0(t) (1− n0(t)) sin (ϕ(t)) for x = −1.
(A.10)

The global maxima and minima for |x| ≤ 1 are therefore

nmax
0,y (t) =

1
2
+
√

n0(t) (1− n0(t)) | sin (ϕ(t)) |,

nmin
0,y (t) =


1
2

n0(t) cos2 (ϕ(t)) if |x̃| < 1,

1
2
−
√

n0(t) (1− n0(t)) | sin (ϕ(t)) | else ,

(A.11)

as presented in Equation 6.2.
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a.3 signal in the fluctuations for a variation of q/ |Ω |

In Section 6.4.2, the strong fluctuations in the phase signal have been utilized
to observe a phase transition between the BA’ and P’ phases. As presented,
this was done by a variation of the initial relative population n0(0) and in
this way of the excitation energy η∗.

It is also possible to drive a phase transition by a variation of the QZE
q/|Ω|. In Figure A.1, such a measurement is presented with an initial popu-
lation n0(0) = 0.4 and initial phase ϕ(0) = 0.

The expected phase transition at q/|Ω| = 0.8 is indeed observed in this
measurement by vanishing fluctuations. However, the transition is not very
exposed. It can be seen that the fluctuation for q/|Ω| ≥ 0.8 in (d) do not cover
the entire allowed range. This could be the case because the accumulated
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Figure A.1: Signal of a phase transition in the fluctuations for a variation of q/|Ω|.
(a-b) Bloch spheres for q/|Ω| = 0.55 (a) and q/|Ω| = 1.05 (b). Trajectories with
n0(0) = 0.4 are highlighted, each with ϕ(0) = 0. Starting points are indicated by
gray circles. The measurements are performed as a projection onto the orange axis.
(c) Theoretical simulations for n0(0) = 0.4 and |Ω|/h = 11.5 Hz. The blue (larger)
curves belong to q/|Ω| = 1.05 and the yellow (smaller) ones to q/|Ω| = 0.55. Solid
lines indicate the signal without magnetic field detuning, dashed lines and shading
depict the boundaries including deviations in the magnetic field. At the orange
shaded bar, the half period is reached. (d) At the calculated half period T/2, the
population along the y axis is measured for different values of the QZE q/|Ω|.
Light orange dots indicate individual measurements, dark orange dots mean values
and orange error bars the standard deviations. The blue and yellow shaded bars
correspond to the curves in (c) and the trajectories in (a-b). Orange lines indicate
the boundaries nmin and nmax. The dashed black line indicates the theoretically
expected value for a phase transition at q/|Ω| = 0.8. (e) Standard deviation of the
measurement data in (d), depicted as orange dots, plotted against the QZE. Vertical
lines as in (d).
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phase due to magnetic field deviations is not yet large enough at T/2.
It would therefore be a possibility to measure the fluctuations at 3 T/2,
where the phase could be accumulated for a longer time and therefore the
discrimination of the phases could be easier. This measurement shows the
difficulty to obtain the critical value of the phase transition because a sharp
discontinuity is not even expected in theory. Instead, a single point with zero
fluctuations is expected, which is experimentally impracticable to measure.
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[59] S. Yi, Ö. E. Müstecaplıoğlu, C. P. Sun, and L. You. “Single-Mode
Approximation in a Spinor-1 Atomic Condensate.” In: Phys. Rev. A
66.1 (July 2002), p. 011601. doi: 10.1103/PhysRevA.66.011601.

[60] Private communication: Calculations performed by Luis Santos.

[61] E. P. Gross. “Structure of a Quantized Vortex in Boson Systems.” In:
Nuovo Cim 20.3 (May 1961), pp. 454–477. doi: 10.1007/BF02731494.

[62] L. P. Pitaevskii. “Vortex Lines in an Imperfect Bose Gas.” In: J. Exptl.
Theoret. Phys. (U.S.S.R.) 13.2 (Aug. 1961), p. 451.

[63] L. P. Pitaevskii and S. Stringari. Bose-Einstein Condensation. Interna-
tional Series of Monographs on Physics. Oxford, New York, Apr. 2003.
isbn: 978-0-19-850719-2.

[64] L. Pezzè, A. Smerzi, M. K. Oberthaler, R. Schmied, and P. Treutlein.
“Quantum Metrology with Nonclassical States of Atomic Ensem-
bles.” In: Rev. Mod. Phys. 90.3 (Sept. 2018), p. 035005. doi: 10.1103/
RevModPhys.90.035005.

[65] B. Lücke, M. Scherer, J. Kruse, L. Pezzé, F. Deuretzbacher, P. Hyllus,
O. Topic, J. Peise, W. Ertmer, J. Arlt, L. Santos, A. Smerzi, and C.
Klempt. “Twin Matter Waves for Interferometry Beyond the Classical
Limit.” In: Science 334.6057 (Nov. 2011), pp. 773–776. doi: 10.1126/
science.1208798.

[66] C. Klempt, O. Topic, G. Gebreyesus, M. Scherer, T. Henninger, P.
Hyllus, W. Ertmer, L. Santos, and J. J. Arlt. “Parametric Amplification
of Vacuum Fluctuations in a Spinor Condensate.” In: Phys. Rev. Lett.
104.19 (May 2010), p. 195303. doi: 10.1103/PhysRevLett.104.195303.

[67] D. M. Stamper-Kurn and M. Ueda. “Spinor Bose Gases: Symmetries,
Magnetism, and Quantum Dynamics.” In: Rev. Mod. Phys. 85.3 (July
2013), pp. 1191–1244. doi: 10.1103/RevModPhys.85.1191.

[68] M.-S. Chang, C. D. Hamley, M. D. Barrett, J. A. Sauer, K. M. Fortier, W.
Zhang, L. You, and M. S. Chapman. “Observation of Spinor Dynamics
in Optically Trapped Rb-87 Bose-Einstein Condensates.” In: Phys. Rev.
Lett. 92.14 (Apr. 2004), p. 140403. doi: 10.1103/PhysRevLett.92.
140403.

[69] T. M. Hoang, H. M. Bharath, M. J. Boguslawski, M. Anquez, B. A.
Robbins, and M. S. Chapman. “Adiabatic Quenches and Character-
ization of Amplitude Excitations in a Continuous Quantum Phase
Transition.” In: Proceedings of the National Academy of Sciences 113.34

(Aug. 2016), pp. 9475–9479. doi: 10.1073/pnas.1600267113.

[70] C. Gerry and P. Knight. Introductory Quantum Optics. Cambridge, 2004.
isbn: 978-0-521-52735-4. doi: 10.1017/CBO9780511791239.

106

https://doi.org/10.1126/science.aao2035
https://doi.org/10.1103/PhysRevA.66.011601
https://doi.org/10.1007/BF02731494
https://doi.org/10.1103/RevModPhys.90.035005
https://doi.org/10.1103/RevModPhys.90.035005
https://doi.org/10.1126/science.1208798
https://doi.org/10.1126/science.1208798
https://doi.org/10.1103/PhysRevLett.104.195303
https://doi.org/10.1103/RevModPhys.85.1191
https://doi.org/10.1103/PhysRevLett.92.140403
https://doi.org/10.1103/PhysRevLett.92.140403
https://doi.org/10.1073/pnas.1600267113
https://doi.org/10.1017/CBO9780511791239


bibliography

[71] J. S. Schwinger. On Angular Momentum. Jan. 1952.

[72] R. H. Dicke. “Coherence in Spontaneous Radiation Processes.” In:
Phys. Rev. 93.1 (Jan. 1954), pp. 99–110. doi: 10.1103/PhysRev.93.99.

[73] F. T. Arecchi, E. Courtens, R. Gilmore, and H. Thomas. “Atomic
Coherent States in Quantum Optics.” In: Phys. Rev. A 6.6 (Dec. 1972),
pp. 2211–2237. doi: 10.1103/PhysRevA.6.2211.

[74] J. M. Radcliffe. “Some Properties of Coherent Spin States.” In: J. Phys.
A: Gen. Phys. 4.3 (May 1971), p. 313. doi: 10.1088/0305-4470/4/3/
009.

[75] H. Strobel. “Fisher Information and Entanglement of Non-Gaussian
Spin States.” PhD Thesis. Universität Heidelberg, 2016. doi: 10.11588/
heidok.00020251.

[76] P. Feldmann. “Generalized Quantum Phase Transitions for Quantum-
State Engineering in Spinor Bose-Einstein Condensates.” PhD Thesis.
Leibniz Universität Hannover, 2021. doi: 10.15488/10772.

[77] P. Kunkel. “Splitting a Bose-Einstein Condensate Enables EPR Steer-
ing and Simultaneous Readout of Noncommuting Observables.”
PhD Thesis. Universität Heidelberg, 2019. doi: 10.11588/heidok.
00027462.

[78] D. A. Steck. Rubidium 87 D Line Data. July 2021. url: https://steck.
us/alkalidata/.

[79] Y. B. Ovchinnikov, K. Szymaniec, and S. Edris. “Measurement of Ru-
bidium Ground-State Hyperfine Transition Frequency Using Atomic
Fountains.” In: Metrologia 52.4 (Aug. 2015), p. 595. doi: 10.1088/0026-
1394/52/4/595.

[80] G. Breit and I. I. Rabi. “Measurement of Nuclear Spin.” In: Phys. Rev.
38.11 (Dec. 1931), pp. 2082–2083. doi: 10.1103/PhysRev.38.2082.2.

[81] E. Arimondo, M. Inguscio, and P. Violino. “Experimental Determina-
tions of the Hyperfine Structure in the Alkali Atoms.” In: Rev. Mod.
Phys. 49.1 (Jan. 1977), pp. 31–75. doi: 10.1103/RevModPhys.49.31.

[82] J. Stark. “Beobachtungen über den Effekt des elektrischen Feldes
auf Spektrallinien. I. Quereffekt.” In: Annalen der Physik 348.7 (1914),
pp. 965–982. doi: 10.1002/andp.19143480702.

[83] P. Zeeman. “The Effect of Magnetisation on the Nature of Light
Emitted by a Substance.” In: Nature 55.1424 (Feb. 1897), pp. 347–347.
doi: 10.1038/055347a0.

[84] E. Tiesinga, P. J. Mohr, D. B. Newell, and B. N. Taylor. “CODATA Rec-
ommended Values of the Fundamental Physical Constants: 2018.” In:
Rev. Mod. Phys. 93.2 (June 2021), p. 025010. doi: 10.1103/RevModPhys.
93.025010.

[85] T. Mayer-Kuckuk. Atomphysik. Wiesbaden, 1994. isbn: 978-3-519-33042-
4 978-3-322-91793-5. doi: 10.1007/978-3-322-91793-5.

107

https://doi.org/10.1103/PhysRev.93.99
https://doi.org/10.1103/PhysRevA.6.2211
https://doi.org/10.1088/0305-4470/4/3/009
https://doi.org/10.1088/0305-4470/4/3/009
https://doi.org/10.11588/heidok.00020251
https://doi.org/10.11588/heidok.00020251
https://doi.org/10.15488/10772
https://doi.org/10.11588/heidok.00027462
https://doi.org/10.11588/heidok.00027462
https://steck.us/alkalidata/
https://steck.us/alkalidata/
https://doi.org/10.1088/0026-1394/52/4/595
https://doi.org/10.1088/0026-1394/52/4/595
https://doi.org/10.1103/PhysRev.38.2082.2
https://doi.org/10.1103/RevModPhys.49.31
https://doi.org/10.1002/andp.19143480702
https://doi.org/10.1038/055347a0
https://doi.org/10.1103/RevModPhys.93.025010
https://doi.org/10.1103/RevModPhys.93.025010
https://doi.org/10.1007/978-3-322-91793-5


bibliography

[86] I. I. Rabi, S. Millman, P. Kusch, and J. R. Zacharias. “The Molecular
Beam Resonance Method for Measuring Nuclear Magnetic Moments.
The Magnetic Moments of 3Li6, 3Li7 and 9F19.” In: Phys. Rev. 55.6
(Mar. 1939), pp. 526–535. doi: 10.1103/PhysRev.55.526.

[87] M. Boguslawski. “All-Microwave Control of Hyperfine States in Ultra-
cold Spin-1 Rubidium.” PhD Thesis. Georgia Institute of Technology,
Oct. 2019. url: http://hdl.handle.net/1853/62298.

[88] B. Meyer. “Versatile, Low-Phase-Noise Microwave Source for Cold
87Rb Experiments.” Master’s Thesis. Leibniz Universität Hannover,
2020.

[89] I. Kruse, K. Lange, J. Peise, B. Lücke, L. Pezzè, J. Arlt, W. Ertmer,
C. Lisdat, L. Santos, A. Smerzi, and C. Klempt. “Improvement of an
Atomic Clock Using Squeezed Vacuum.” In: Phys. Rev. Lett. 117.14

(Sept. 2016), p. 143004. doi: 10.1103/PhysRevLett.117.143004.

[90] R. J. Glauber. “Coherent and Incoherent States of the Radiation Field.”
In: Phys. Rev. 131.6 (Sept. 1963), pp. 2766–2788. doi: 10.1103/PhysRev.
131.2766.

[91] P. Ehrenfest. “Phasenumwandlungen im üblichen und erweiterten
Sinn, classifiziert nach den entsprechenden Singularitäten des ther-
modynamischen Potentiales.” In: Proceedings Koninklijke Akademie van
Wetenschappen 36 (1933), pp. 153–157.

[92] Z. Zhang and L.-M. Duan. “Generation of Massive Entanglement
through an Adiabatic Quantum Phase Transition in a Spinor Conden-
sate.” In: Phys. Rev. Lett. 111.18 (Oct. 2013), p. 180401. doi: 10.1103/
PhysRevLett.111.180401.

[93] S. Sachdev. Quantum Phase Transitions. 2nd ed. Cambridge, 2011. isbn:
978-0-521-51468-2. doi: 10.1017/CBO9780511973765.

[94] K. Murata, H. Saito, and M. Ueda. “Broken-Axisymmetry Phase of
a Spin-1 Ferromagnetic Bose-Einstein Condensate.” In: Phys. Rev. A
75.1 (Jan. 2007), p. 013607. doi: 10.1103/PhysRevA.75.013607.

[95] P. Feldmann, M. Gessner, M. Gabbrielli, C. Klempt, L. Santos, L.
Pezzè, and A. Smerzi. “Interferometric Sensitivity and Entanglement
by Scanning through Quantum Phase Transitions in Spinor Bose-
Einstein Condensates.” In: Phys. Rev. A 97.3 (Mar. 2018), p. 032339.
doi: 10.1103/PhysRevA.97.032339.

[96] L. Pezzè, M. Gessner, P. Feldmann, C. Klempt, L. Santos, and A.
Smerzi. “Heralded Generation of Macroscopic Superposition States
in a Spinor Bose-Einstein Condensate.” In: Phys. Rev. Lett. 123.26 (Dec.
2019), p. 260403. doi: 10.1103/PhysRevLett.123.260403.

[97] M. Born and V. Fock. “Beweis des Adiabatensatzes.” In: Z. Physik 51.3
(Mar. 1928), pp. 165–180. doi: 10.1007/BF01343193.

[98] D. J. Griffiths and D. F. Schroeter. Introduction to Quantum Mechanics.
Third edition. Cambridge ; New York, NY, 2018. isbn: 978-1-107-
18963-8.

108

https://doi.org/10.1103/PhysRev.55.526
http://hdl.handle.net/1853/62298
https://doi.org/10.1103/PhysRevLett.117.143004
https://doi.org/10.1103/PhysRev.131.2766
https://doi.org/10.1103/PhysRev.131.2766
https://doi.org/10.1103/PhysRevLett.111.180401
https://doi.org/10.1103/PhysRevLett.111.180401
https://doi.org/10.1017/CBO9780511973765
https://doi.org/10.1103/PhysRevA.75.013607
https://doi.org/10.1103/PhysRevA.97.032339
https://doi.org/10.1103/PhysRevLett.123.260403
https://doi.org/10.1007/BF01343193


bibliography

[99] X.-Y. Luo, Y.-Q. Zou, L.-N. Wu, Q. Liu, M.-F. Han, M. K. Tey, and L.
You. “Deterministic Entanglement Generation from Driving through
Quantum Phase Transitions.” In: Science 355.6325 (Feb. 2017), pp. 620–
623. doi: 10.1126/science.aag1106.

[100] F. Anders et al. “Momentum Entanglement for Atom Interferome-
try.” In: Phys. Rev. Lett. 127.14 (Sept. 2021), p. 140402. doi: 10.1103/
PhysRevLett.127.140402.

[101] L.-N. Wu and L. You. “Using the Ground State of an Antiferromag-
netic Spin-1 Atomic Condensate for Heisenberg-limited Metrology.”
In: Phys. Rev. A 93.3 (Mar. 2016), p. 033608. doi: 10.1103/PhysRevA.
93.033608.

[102] D. Kajtoch, K. Pawłowski, and E. Witkowska. “Metrologically Useful
States of Spin-1 Bose Condensates with Macroscopic Magnetization.”
In: Phys. Rev. A 97.2 (Feb. 2018), p. 023616. doi: 10.1103/PhysRevA.
97.023616.

[103] M. A. Caprio, P. Cejnar, and F. Iachello. “Excited State Quantum
Phase Transitions in Many-Body Systems.” In: Annals of Physics 323.5
(May 2008), pp. 1106–1135. doi: 10.1016/j.aop.2007.06.011.
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