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Abstract
The GRACE Follow-On (GRACE-FO) satellite mission was launched in May 2018. It
continues the time series of monthly estimates of the Earth’s gravity field, started by
its predecessor, the Gravity Recovery And Climate Experiment (GRACE). Scientists
all around the globe use these monthly snapshots to study hydrological processes and
the climate crisis. The GRACE-FO twin satellites orbit the Earth approximately every
90 minutes in a polar orbit, with an along-track distance of about 220 km. The Earth’s
gravity information is encoded in subtle distance variations between the two, which are
measured by the conventional Microwave Instrument (MWI), and in GRACE-FO also
by the novel Laser Ranging Interferometer (LRI). The LRI is an optical interferometer
split into two units, one on each spacecraft. Its sensitivity of 200 pm/

√
Hz at 5 Hz

surpasses the MWI by several orders of magnitude. Further, it has proven very reliable,
with very few instrument-related outages.

This dissertation is concerned with data analysis of the various telemetry channels of
the LRI to deepen the understanding of the instrument. It begins with explaining the
LRI instrument and its subunits. New formulas for converting the measured optical
phase to the inter-spacecraft range in meter are presented, considering the effect of
a time-varying laser frequency. Furthermore, the dominant error sources in the data
processing, namely the determination of the absolute value of the laser frequency and
a time-tag error of the measurements, are modeled.

Lasers form the heart of the LRI, and their reliability and stability are closely mon-
itored. The two LRI lasers show no sign of performance degradation after five years
in orbit, but a small bi-modal behavior of some laser telemetry channels was observed.
Further, short periods with increased laser frequency noise are investigated.

The absolute optical frequency of the LRI lasers acts as the conversion factor between
the measured phase variations and the desired ranging signal. It is not measured
directly on board and must be inferred in post-processing on ground. Therefore, a
large part of this work is taken by developing different models for the absolute optical
frequency of the LRI lasers, including the assessment of thermally induced tone errors.

The triple mirror assembly is a key component in the LRI, and the perpendicular
alignment of its three mirrors ensures the parallelity of the two laser beams traveling
between the spacecraft. Hence, their alignment is closely monitored in orbit by ana-
lyzing particular diagnostic scans. These scans can further be used to assess various
properties of the beam, like the Gaussian divergence angles, the heterodyne efficiency
variations, and the effects of a particular kind of tilt-to-length coupling.

In the end, single event upsets within the ranging data are investigated, which are
short-lived disturbances of the ranging measurement due to charged particles that in-
teract with the onboard electronics.

Keywords: Interferometer, GRACE Follow-On, Data Analysis, Laser Frequency De-
termination, Tone Errors
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Kurzzusammenfassung
Die Satellitenmission GRACE Follow-On (GRACE-FO) wurde im Mai 2018 gestartet.
Sie setzt die Zeitreihe monatlicher Schätzungen des Schwerefelds der Erde seines Vor-
gänger, dem Gravity Recovery And Climate Experiment (GRACE), fort. Wissenschaft-
ler rund um den Globus nutzen diese monatlichen Momentaufnahmen, um hydrologi-
sche Prozesse und die Klimakrise zu untersuchen. Die GRACE-FO Zwillingssatelliten
umkreisen die Erde etwa alle 90 Minuten auf einer polaren Umlaufbahn mit einem Ab-
stand von etwa 220 km. Die Informationen über die Schwerkraft der Erde sind in den
feinen Abstandsschwankungen zwischen den beiden kodiert, die mit dem herkömmli-
chen Microwave Instrument (MWI) und in GRACE-FO auch mit dem neuartigen Laser
Ranging Interferometer (LRI) gemessen werden. Das LRI ist ein optisches Interferome-
ter, das in zwei Einheiten aufgeteilt ist, eine auf jedem Satelliten. Seine Empfindlichkeit
von 200 pm/

√
Hz bei 5 Hz übertrifft die des MWI deutlich. Darüber hinaus hat es sich

als sehr zuverlässig erwiesen, mit wenigen gerätebedingten Ausfällen.
Diese Dissertation befasst sich mit der Datenanalyse der verschiedenen Telemetrie-

kanäle des LRI, um das Verständnis für das Instrument zu vertiefen. Sie beginnt mit
einer Erläuterung des LRI-Instruments und seinen Teileinheiten. Es werden neue For-
meln für die Umrechnung der gemessenen optischen Phase in die Entfernung zwischen
den Satelliten in Metern vorgestellt, wobei die Auswirkungen einer zeitlich veränderli-
chen Laserfrequenz berücksichtigt werden. Darüber hinaus werden die dominierenden
Fehlerquellen bei der Datenverarbeitung modelliert, nämlich die Bestimmung des Ab-
solutwerts der Laserfrequenz und ein Zeitstempelfehler der Messungen.

Laser bilden das Herzstück des LRI, und ihre Zuverlässigkeit und Stabilität werden
genau überwacht. Die beiden LRI-Laser zeigen nach fünf Jahren in der Umlaufbahn
keine Anzeichen einer Leistungsverschlechterung, aber es wurde ein geringfügiges bi-
modales Verhalten einiger Lasertelemetriekanäle beobachtet. Außerdem werden kurze
Perioden mit erhöhtem Laserfrequenzrauschen untersucht.

Die absolute optische Frequenz der LRI-Laser dient als Umrechnungsfaktor zwischen
den gemessenen Phasenschwankungen und dem gewünschten Entfernungssignal. Sie
wird nicht direkt an Bord gemessen, sondern muss in der Datenverarbeitung am Bo-
den abgeleitet werden. Daher besteht ein großer Teil dieser Arbeit in der Entwicklung
verschiedener Modelle für die absolute optische Frequenz der LRI-Laser, einschließlich
der Bewertung thermisch bedingter Tonfehler.

Die triple mirror assembly ist eine Schlüsselkomponente des LRI, und die recht-
winklige Ausrichtung seiner drei Spiegel gewährleistet die Parallelität der beiden La-
serstrahlen, die sich zwischen den Satelliten bewegen. Daher wird ihre Ausrichtung
durch die Analyse bestimmter Diagnose-Scans in der Umlaufbahn genau überwacht.
Anhand dieser Scans können verschiedene Eigenschaften des Strahls bewertet werden,
z. B. die Gaußschen Divergenzwinkel, die Schwankungen der Überlagerungseffizienz und
die Auswirkungen eines besonderen Typs der Rotation-zu-Weglängen Kopplung.

Schließlich werden single event upsets in den Entfernungsmessungsdaten untersucht,
bei denen es sich um kurzlebige Störungen der Entfernungsmessung aufgrund geladener
Teilchen handelt, die mit der Bordelektronik wechselwirken.

Schlagworte: Interferometer, GRACE Follow-On, Datenanalyse, Laserfrequenzbestim-
mung, Tonfehler
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Introduction 1
The world has changed.
I see it in the water.
I feel it in the Earth.
I smell it in the air.

“ ”
— J. R. R. Tolkien —

Author and Philologist

1.1. The Changing Earth

The sustainable management of planet Earth’s most vital resource, water, depends
on a comprehensive understanding of its distribution, availability, and utilization. In
this pursuit, monitoring global water storage is a central ambition that bridges environ-
mental science, societal well-being, and climate resilience. A multidimensional tapestry
interweaves the importance of global water storage monitoring, the significance of water
to society, and its intricate impact on the climate.

As humanity struggles to avert the accelerating climate crisis, water emerges as both
a protagonist and a sentinel. It is intimately tied to the hydrological cycle, playing a key
role in understanding Earth’s climatic rhythm. The insights of the latest assessment
report AR6 of the Intergovernmental Panel on Climate Change (IPCC) underscore
that changes in water availability contribute to a spectrum of climate impacts, rang-
ing from altered precipitation patterns to heightened risks of extreme weather events
(IPCC AR6, Ch. 4, 2022), as already observed worldwide in the past months and years.
The global ocean accentuates the interconnectedness of water and climate. IPCC’s
report also examines how melting ice and thermal expansion of seawater instigate sea
level rise, a central problem in the climate change narrative. The global mean sea level
rise, currently at a rate of 3.6 mm/year, keeps accelerating (IPCC AR6, Ch. 4, 2022).
This triggers cascading impacts on coastal regions, shaping ecosystems and human
settlements alike. Furthermore, water influences temperature regulation and energy
transfer, acting as a regulator in climate dynamics. Its role in modulating various cli-
matic processes, such as ocean currents and heat distribution, is key to understanding
and predicting climate patterns. (Jiménez Cisneros et al., 2014).

Geodetic satellite systems like Gravity Recovery And Climate Experiment (GRACE)
and its successor GRACE Follow-On (GRACE-FO) play a pivotal role in assessing the
current state and changes of Earth’s mass distribution (Jin et al., 2013; Wouters et al.,
2019). By observing water’s subtle and intricate movements across and below Earth’s
surface, GRACE-FO unveils the hidden dynamics that shape our world (Tapley et al.,
2019). Such valuable data sets are analyzed by scientists worldwide, e. g., to observe
groundwater basins, especially in remote regions and those grappling with water stress
(Frappart et al., 2018).
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By now, the two GRACE satellite missions sampled more than two decades of Earth
gravity and thus terrestrial water storage (TWS), one observable to describe the amount
of available water on and below the Earth’s surface, apart from the oceans. Within
this time frame, the global TWS decreased by 1 cm per year on average, causing severe
impacts on humanity (WMO, 2021). The scientific applications of the monthly gravity
fields are widely spread and range from monitoring of polar ice-mass loss (Velicogna
et al., 2020), glacier mass loss (Wouters et al., 2019) to earthquake studies (Han et al.,
2006), and many more. With its higher precision, the Laser Ranging Interferometer
(LRI) offers new analysis techniques in which direct time-domain along-track obser-
vations are used instead of a gravity map averaged over a long period. These new
techniques allow observations with high time resolution (Ghobadi-Far et al., 2020; Pie
et al., 2021).

This thesis is at the quantum frontier within the broad field of geodetic Earth obser-
vation technology. At its core, it delves into detailed data analysis of the LRI aboard the
GRACE-FO satellite mission. This technology demonstrator has proven the feasibility
of laser interferometers for long distance, high precision ranging measurements (Abich
et al., 2019). By investigating the LRI’s capabilities and performance, this research
presents novel observations and findings that will guide the design and refinement of
future space-borne laser-ranging instruments. In doing so, this work contributes to
advancing the technological frontier of Earth observation.

Moreover, this is my contribution to defeating the climate crisis.

1.2. Observing Gravity from Space
The history of space missions for quantifying the Earth’s gravity field reaches back
to the first artificial satellites, Sputnik-1 and Sputnik-2, launched in late 1957. For
the first time, the gravitational field was observed from space by precisely measuring
the rotation of the orbital plane, which allowed determining Earth’s oblateness with
unprecedented accuracy (Merson et al., 1958; Rummel, 2020). A first gravity field
with higher order contributions was derived from the LAser GEodynamics Satellites
(LAGEOS-I: 1976–now; LAGEOS-II: 1992–now; Yoder et al. (1983) and Gegout et
al. (1991)), whose medium Earth orbit nearly 6000 km above Earth’s surface is pre-
cisely determined using Earth-to-space satellite-laser-ranging techniques. Studying the
LAGEOS orbits already revealed time-variable effects in the gravity field, such as post-
glacial rebound (Rubincam, 1984). Gravity field estimates have become more and more
accurate with an increasing number of satellites and their observations, especially with
using the global navigation satellite system (GNSS) for precise orbit determination.

A new era of gravity field determination, with a timeline depicted in figure 1.1,
started with dedicated satellite gravimetry missions in the year 2000 when the German
CHAllenging Minisatellite Payload (CHAMP; 2000–2010; Reigber et al., 2003) was
launched. The satellite was in a low Earth orbit (LEO) at approximately 450 km above
sea level, and the whole spacecraft (SC) served as a test mass in the Earth’s gravity field.
Its orbit was determined using the global positioning system (GPS), called high-low
satellite-to-satellite tracking (hl-SST), and satellite laser ranging (SLR) observations.
As a unique feature, the non-gravitational accelerations like air drag and solar radiation
pressure were measured by an onboard electrostatic accelerometer (ACC).

The Earth’s gravitational potential is determined through a non-linear regression
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now

2000 2005 2010 2015 2020 2025 2030 2035 2040

2000 2005 2010 2015 2020 2025 2030 2035 2040

Earth Observation

Gravitational Wave Detection
and Fundamental Physics

NGGM

GOCE

GRACE

CHAMP

GRACE-FO
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ESA's MAGIC constellation

LPF LISA

Taiji-2

CGM

Taiji-1

TianQin-1 TianQin

Taiji-3

TianQin-2

Figure 1.1. Timeline of recent and future Earth-observing gravity missions and other laser
interferometers in space. LISA, Taiji, and TianQin are future gravitational wave observa-
tories in space. Their respective pathfinder missions include Earth gravity missions. The
CGM is a GRACE-like mission employing microwave ranging. Note that the duration of
operation of each satellite mission is inaccurately represented in this figure, and that the
launch dates of future missions are estimates and thus subject to change.

process, usually denoted as gravity field recovery (GFR), based on assessing the dis-
turbance of the SC trajectory from known and precise force models. Deviations of
the predicted orbits, and thus the expected satellite position, are attributed to previ-
ously unmodeled effects or deficiencies in the a-priori force models. The gravity field is
typically expressed through coefficients of spherical harmonics (Reigber, 1989; Tapley
et al., 2004).

The first geodetic space mission employing ranging measurements between two satel-
lites flying in a formation, so-called low-low satellite-to-satellite tracking (ll-SST), was
the US-German Gravity Recovery And Climate Experiment (GRACE; 2002–2017; Ta-
pley et al., 2003; Tapley et al., 2004). It featured two identical satellites, following
each other in a distance of about 220 ± 50 km in a polar LEO. The distance between
the two SC was measured by microwave interferometry with a noise level of approx-
imately 1 µm/

√
Hz at frequencies of 1 Hz. Gravitational and non-gravitational forces

mainly determine their orbits, and the differential line-of-sight acceleration is inferred
through that inter-satellite ranging measurement. An accelerometer on both SC again
measures non-gravitational accelerations for removal in post-processing to disentangle
gravitational and non-gravitational accelerations in the ranging measurement. Further-
more, precise position and a time reference are determined using GPS observations. The
GFR process is comparable to the CHAMP-case sketched above but with the additional
along-track ranging measurement from the ll-SST link. The polar orbit configuration
with low eccentricity allows the derivation of global gravity field models every month,
and the variations of these mainly reveal hydrological signals with annual and semi-
annual periods and long-term trends that arise from groundwater variations, ice sheet
mass loss, and similar effects. The GRACE mission has contributed significantly to
understanding climate change (Tapley et al., 2019).

The successor mission GRACE Follow-On (GRACE-FO; 2018–now; Flechtner et
al., 2015; Kornfeld et al., 2019; Landerer et al., 2020) was launched on 22nd of May
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2018, shortly after the deorbiting of GRACE in November 2017. The new mission
hosts an updated Microwave Instrument (MWI), alongside the novel LRI, a technology
demonstrator that uses a laser interferometer for the range measurement (Sheard et al.,
2012).

Like GRACE-FO was intended to provide continuity of the monthly GRACE gravity
maps, several studies have been performed or are ongoing to foster a new generation
of Earth gravity missions (Wiese et al., 2021; Massotti et al., 2021; Cesare et al.,
2022; Nicklaus et al., 2022; Carraz et al., 2023). A successor of GRACE-FO, called
GRACE-Continuity (GRACE-C) and again shared between US-German parties like
GRACE-FO, is planned to launch in 2028. A second satellite pair with the name
Next Generation Gravity Mission (NGGM) led by the European Space Agency (ESA)
is expected in the early 2030s. GRACE-C and NGGM form the Mass Change and
Geosciences International Constellation (MAGIC), a so-called Bender configuration
(Bender et al., 2008; Wiese, 2011) with GRACE-C in a polar- and NGGM in an inclined
orbit (Massotti et al., 2021).

A parallel development is currently ongoing in China. Their first GRACE-like mis-
sion using a microwave instrument, named CGM, was launched in late-2021 (Xiao et
al., 2023). Two more gravity missions, Taiji-2 and TianQin-2, that both use laser in-
terferometry, are currently being prepared for launch in the second half of this decade.
They are both part of independent developments towards space-based gravitational
wave observatories; see the next section.

A different concept of measuring Earth’s gravity field was pursued by the Gravity
field and steady-state Ocean Circulation Explorer (GOCE; 2009-2013; Rummel et al.,
2002; Johannessen et al., 2003). Its core technology was a 3-axis gradiometer with arm
lengths of 50 cm to directly measure the gravity gradients along this short baseline. It
flew at an even lower altitude, 250 km above Earth’s surface, to resolve the gravity field
with higher spatial resolution. Unlike GRACE, it was designed to precisely measure
the static gravity field, i. e., an average field over the mission duration for the benefit
of higher spatial resolution and not to resolve temporal variations.

The GRACE principle of ll-SST has also been adapted to measure the lunar grav-
ity with the so-called GRAvity recovery and Interior Laboratory (GRAIL; 2011–2012;
Zuber et al., 2013). Like GRACE, these twin satellites also employed a microwave
instrument for the ranging measurement. Recently, there has also been a proposal for
a GRACE-like gravity mission orbiting the planet Mars (Wörner et al., 2023).

1.3. Beyond Classical Gravity
The LRI onboard GRACE-FO proved the concept of laser interferometric inter-satellite
ranging measurements for the very first time. Hence, it is a successful demonstration for
the planned Laser Interferometer Space Antenna (LISA; Danzmann et al. (2003) and
Amaro-Seoane et al. (2017)), a space-borne gravitational wave detector. LISA consists
of three SC flying approximately 20◦ in front or behind the Earth on its heliocentric
orbit. Six laser interferometric links exist between the three SC, and the distance varia-
tions encode the variations in the curved spacetime, e. g., caused by gravitational waves.
Like LRI, the three SC are equally equipped and utilize similar techniques. Generally
speaking, both missions measure distance variations of test masses in a gravitational
potential, either caused by classical gravity or gravitational waves. However, the tech-
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nological challenges differ: higher beam powers and a beam telescope are needed in
LISA due to the huge path length of 2.5 · 106 km as opposed to 220 km on GRACE-FO,
and a reduced phase readout noise of the phasemeter at sub-mHz frequencies is neces-
sary, in LISA (Bachman et al., 2017). Furthermore, the total ranging signal between
two test masses on the distant SC is split into three parts in LISA: a so-called test
mass interferometer on both ends of the link determines the motion of the free-floating
test mass with respect to the SC body. The long-arm interferometer measures the rel-
ative motion of the two SC. While the LRI demonstrated parts of one LISA-arm, the
test mass interferometer has, among other technologies, been demonstrated in LISA
Pathfinder (2015–2017; Armano et al. (2015), Armano et al. (2017), and Armano et al.
(2022)), a single-satellite mission in deep space.

LISA Pathfinder orbited the Lagrange point L1 between the Earth and the Sun,
hosting the first laser interferometer in space, called the LISA technology package
(LTP), for testing the optical readout of all six angular and lateral degrees of freedom
of such free-floating test masses within the satellite. The LTP also has technological
similarities to the LRI, as it uses a similar laser source. Its core technology, the optical
test mass readout, has also been proposed for future gravity missions (Álvarez et al.,
2022). Besides the interferometer, LISA Pathfinder also demonstrated the test mass
housing and release mechanism, contactless discharging of the test mass, µN-thrusters,
and more.

Similar to the development of LISA, with LISA Pathfinder and the LRI testing critical
components of the gravitational wave detector, two Chinese projects are currently in
development. The design of Taiji-3 is similar to LISA: a triangular constellation with
a slightly increased arm length of 3 · 106 km in a heliocentric orbit, led by the Chinese
Academy of Sciences (Luo et al., 2020b). TianQin instead is orbiting Earth with an
arm length in the order of 100 · 103 km and led by the Sun-Yat Sen University (Luo
et al., 2016). Both projects face similar technological developments as LISA and have
already launched their single-satellite pilot missions, both in mid to late-2019 (Taiji-1:
Wu et al. (2021); TianQin-1: Luo et al. (2020a)). Their two-satellite demonstrations,
featuring an LRI-like interferometer, are expected to launch between 2025 and 2030,
and the entire gravitational wave constellations within the 2030s.

1.4. Thesis Structure and Objectives

The presented thesis is concerned with various aspects of analyzing the telemetry of
the LRI. Precise knowledge of the laser frequency, or the wavelength, is needed as it
represents the conversion factor from the measured phase to the desired inter-spacecraft
ranging signal, and new determination schemes are required without the option to
compare the range measurement of the LRI to the MWI. Therefore, a significant part
of the investigation is driven by the question: “How do laser frequency variations
influence the ranging measurements, and how can we determine the absolute value
of the laser frequency?”, an important research question for future gravity missions.
A second significant topic is the verification of the co-alignment of the retro-reflector
mirrors and, in connection with that, the thorough investigation of the DWS scans.
Lastly, some questions arose from the observation of non-nominal telemetry data and
the aim to explain those.

The theoretical basis for the analysis performed in this thesis is set in chapter 2
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by introducing the concept of interferometry. The working principle of the LRI and
the individual subunits are explained in section 3.1.1, before the GRACE-FO mission
is described in general, including a brief introduction to the other payloads and the
current mission status. Furthermore, section 3.2 presents the in-flight sensitivity of the
LRI and discusses previous studies regarding the LRI performance. Section 3.3 briefly
presents the noise sources of the LRI at high-frequencies. Afterward, the actual in-flight
measurement noise is modeled, as knowledge of the frequency-dependent noise shape
is needed for many kinds of parameter estimation, like the weighted least squares or
likelihood methods. Analytical functions for the noise power spectral density (PSD) and
the corresponding autocorrelation functions are derived for the LRI in the transponder
and reference roles, and also for a particular phase combination, which is needed for
analyzing effects in single phase channels.

Special attention is drawn to a relativistically correct formulation of the ranging
phase and, more importantly, to the relativistic shifts of the absolute frequency of the
laser light traveling between the two SC in chapter 4. The absolute laser frequency,
or similarly the laser wavelength, sets the ruler for converting the measured phase
variations of the interferometer to an equivalent range in units of meter (sections 4.1
and 4.2). The dominant processing error sources in the instantaneous biased range are
precise timing and the estimation of the laser frequency, and their effect is covered in
section 4.3. The laser frequency stability is a key performance driver of the LRI, not
only at high frequencies to mitigate laser frequency noise coupling in the ranging mea-
surement but also at low frequencies, where the long-term stability of the instrument
has to be ensured. These assessments conclude the theoretical part of this thesis.

The entire chapter 5 discusses different approaches to estimate the in-flight laser fre-
quency of the LRI lasers. In principle, there are three possibilities: comparing LRI and
K-Band Ranging (KBR) data and co-calibrate the LRI laser frequency (section 5.1);
using a newly derived model of the (time-variable) cavity resonance frequency (sec-
tion 5.2); model the optical laser frequency by deriving coupling factors for the teleme-
try of the laser, i. e., the setpoints of the frequency controllers (section 5.3). The latter
model was derived from on-ground calibrations and showed a drift w. r. t. flight data
that is not present in the other two models. It is potentially caused by the aging of the
non-planar ring oscillator (NPRO) crystal within the laser and was corrected using an
empirical model derived from in-flight data. Chapter 6 describes a laboratory experi-
ment in which the free-running frequency of a comparable laser unit is tracked over the
course of several months in order to observe such a drift on the ground as well. A com-
parison of the three models is performed in section 5.4. The residual differences between
KBR and LRI measurements are investigated in section 5.5, and two possible coupling
mechanisms of temperature variations into the measured range, also commonly known
as tone errors, are developed. Parameters for this thermal coupling are estimated, and
the tone error model performance, in terms of reduction of the KBR-LRI residuals, is
verified. It is shown that the thermal coupling not only reduces the residuals between
the two ranging instruments but is also capable of removing variations in the scale
factor and timing offsets estimates from the cross-calibration method, which did arise
on a seasonal period. This part is concluded by discussing alternative determination
schemes for the absolute laser frequency in the context of future gravity missions in
section 5.6.

The LRI features the possibility of diagnostic data capture. This mainly serves the
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purpose of characterizing the LRI itself but has also proven to be helpful for diagnostics
across different payloads onboard the satellites, e. g., to track the motion of the space-
craft’s center of mass (Wegener et al., 2020). A particular type of these scans, called
differential wavefront sensing (DWS) scans, is investigated in detail in chapter 7. Dur-
ing such DWS scans, extensively introduced in section 7.1, one of the LRI units adds
a slight pointing deviation to the outgoing beam, which implies less received optical
power at the distant SC and a degraded heterodyne efficiency locally. By modulating
the pointing angle, the beams’ intensity profile can be mapped (section 7.2), which
allows the determination of the Gaussian beam parameters, as well as the co-alignment
error of the triple mirror assembly (TMA). Further, the local heterodyne efficiency
variations under relative beam tip and tilt are investigated in section 7.3. Both effects
do not introduce path length noise into the measurement if there is no beam walk on
the photodiodes and if the phase fronts of the Gaussian beams propagating between
the two SC are perfectly spherical and centered at the reference point for the beam
rotation. However, if the phase front does not have the right phase front curvature,
any attitude jitter will cause an equivalent path length noise on the photodiode. Hence,
the shape of the beams’ phase front is recovered in section 7.4, and equivalent offsets
of the beam waist positions of the astigmatic Gaussian beam are derived.

The optical light sources of the LRI are the two reference laser units (RLUs). Their
frequency stability at frequencies above 1 mHz over the mission lifetime is investigated
in chapter 8.

Last but not least, chapter 9 investigates the occurrence of so-called single event
upsets (SEUs), which are disturbances in the digital processing chain within the laser
ranging processor (LRP), evoked by radiation and charged particles that interact with
the onboard electronics. The effect is simulated, detected, and removed from the LRI
phase data.

Ultimately, chapter 10 summarizes this thesis’ findings.
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Basics of Interferometry 2
Interferometry, like surfing, is a search for the perfect
wave. But physicists don’t have to paddle around and
wait.

“ ”
— Ken Goldberg —

Artist and Professor at UC Berkeley

2.1. Electromagnetic Waves in the Paraxial
Approximation

A (quasi-) monochromatic laser beam, commonly used in optical experiments, is an
electromagnetic wave confined in space. The complex-valued electric field vector can
generically describe the electric field of such a laser beam through

E⃗(r⃗, t) = E0(r⃗) · p⃗(r⃗) · exp(−i(k⃗ · r⃗ − 2πνt+ ϕ(r⃗))) , (2.1)

which depends on the spatial evaluation point r⃗ and the evaluation time t. The complex-
valued field amplitude is denoted as E0(r⃗) with the unit of V/m, and p⃗ is a complex
unit vector denoting the polarization of the wave. As it is not further needed in the
following, it will be neglected from now on. The optical frequency ν is related to the
wavelength λ = c/ν through the speed of light c in vacuum. In the simple form of
equation (2.1), the beams’ frequency ν is assumed to be constant over time. Cases of
a time-varying laser frequency ν(t) will be discussed later. The constant wave vector k⃗
defines the propagation direction as well as the frequency through its norm as

k = |k⃗| = 2πn/λ0 = 2πnν/c0 , (2.2)

with n being the refractive index of the propagation medium, e. g., n = 1 in vacuum.
An additional phase, which may contain contributions from a particular phase front
curvature, is denoted as ϕ(r⃗). In the case of a planar wave front (or phase front), this
phase term is ϕ(r⃗) ≡ const.. The amplitude E0(r⃗) of the electric field of equation (2.1)
is a solution of the scalar Helmholtz equation (Reider, 2016)

∇2E0(r⃗) + k2E0(r⃗) = 0 , (2.3)

which contains the Laplace operator ∇2 and assumes that the electric field amplitude
to vary slowly along the propagation axis such that |∂E0(r⃗)/∂z| ≪ 2π |E0(r⃗)| /λ. This
condition is similar to the assumption that the angle Θdiv between the wave vector k⃗
and the optical propagation axis z is Θdiv ≪ 1. This approximation allows neglecting
the second derivative in z and to obtain the paraxial Helmholtz equation

∇2
TE0(r⃗) − 2ik∂E0(r⃗)

∂z
= 0 , (2.4)
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Figure 2.1. Quantities used to describe a Gaussian beam propagating along z. The radial
component is r =

√︁
x2 + y2.

where ∇2
T denotes the 2-dimensional Laplace operator in the transverse directions x

and y. Equation (2.1) satisfies this equation under the additional assumption that the
polarization vector is orthogonal to the propagation axis. The instantaneous phase of
this field is defined as

Φ(r⃗, t) = arg
(︁⃓⃓
E⃗(r⃗, t)

⃓⃓)︁
= −2πνt− k⃗0 · r⃗ − φ(r⃗). (2.5)

The phase φ(r⃗) describes the shape of the wavefront, which can be regarded as constant
for plane waves or flat-top beams and parabolic in the case of a Gaussian beam.

Importantly, in the far field, where the distance between points of emission and
measurement is much larger than the beam’s transverse expansion, i. e., z ≫ r =√︁
x2 + y2, the phase

Φ(z → ∞, t) → −2πνt− 2πnν · z
c0

(2.6)

shows spherical symmetry (Carter, 1972).

2.2. Gaussian Beams
Without rigorous derivation, the electric field of a so-called Gaussian beam can be
expressed as (Reider, 2016)

E(r⃗) = E0(z)⏞ ⏟⏟ ⏞
amplitude

exp
[︄
− r2

w2(z)

]︄
⏞ ⏟⏟ ⏞

profile

exp
[︄
−ik r2

2R(z)

]︄
⏞ ⏟⏟ ⏞

phase curvature

exp(−i(k(z − z0) − ηg(z)))⏞ ⏟⏟ ⏞
carrier

, (2.7)

where r =
√︁
x2 + y2 denotes the radial component of the evaluation point r⃗.

A schematic picture of such a beam is shown in figure 2.1. The amplitude profile
resembles a Gaussian bell curve with the width

w2(z) = w2
0

(︄
1 +

(︂z − z0
zR

)︂2
)︄
, (2.8)
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by definition the transverse offset at which the absolute amplitude E0(r⃗) falls below
1/e2. The term z0 describes the position of the beam’s waist with respect to the
coordinate systems’ origin, w0 is the waist radius, and

zR = nπw2
0

λ
(2.9)

is the so-called Rayleigh range. The waist radius w0 furthermore defines the beam
divergence angle

Θdiv = λ

w0π
w0 = λ

Θdivπ
, (2.10)

which describes the asymptotic beam divergence in the far field. The parabolic phase
curvature term approximates the spherical phase front with curvature 1/R(z) for a
small lateral offset r =

√︁
x2 + y2 from the main propagation axis z. Here,

R(z) = (z − z0)
(︃

1 +
(︃

zR
z − z0

)︃2)︃
. (2.11)

The term k(z − z0) denotes the optical path length and

ηg(z) = arctan
(︃
z − z0
zR

)︃
(2.12)

is the so-called Gouy phase shift approaches ±π/2 in the far field and features a fast
zero-crossing at the waist position z = z0.

The optical intensity distribution, which is defined by the first two factors in equa-
tion (2.7), can be expressed as

I(r⃗) = |E(r⃗)|2 = E0(z)2 exp
(︃ −2r2

w(z)2

)︃
. (2.13)

The optical power in units of watts, sensed by a photodiode with radius rpd, can be
obtained by integrating equation (2.13) over the active area of the photodiode. It reads
(Kochkina, 2013)

P =
∫︂ ∞

0
I(r⃗) 2πr dr (2.14)

= π

2E
2
0w(z)2. (2.15)

Given the optical power of the impinging laser beam power, P = Ptx, as normalization
constant, and assuming the photodiode radius to be larger than the beam at the pho-
todiode position, rpd > w(zpd), the normalization constant of the electric field can be
expressed as

E0(z) = 1
w(z)

√︄
2Ptx
π

. (2.16)

The notation Ptx, with tx denoting the transmit beam, will become clear when the
actual Laser Ranging Interferometer (LRI) setup is described in chapter 3. In the fol-
lowing, the power received by a photodiode at a certain distance L, at which large parts
of the beam are clipped by a receiving aperture with a radius rrx,ap < w(L − zap→pd)

11



2. Basics of Interferometry

before reaching the detector, is computed by using the previous equations. The on-axis
distance zap→pd is written here for completeness but is usually much smaller than L
and can be neglected. A potential misalignment αrx,pd of the receiver’s photodiode
surface normal vector w. r. t. the beam propagation axis is introduced. It is sufficiently
described in one dimension here due to the radial symmetry of the Gaussian beam.
The effective area of the aperture is then given by

Aeff = πr2
rx,ap · cos(αrx,pd) ≈ πr2

rx,ap ·
(︄

1 −
α2

rx,pd
2

)︄
≈ πr2

rx,ap . (2.17)

However, the angle αrx,pd is typically small and only couples into the area quadratically.
It is thus neglected in the last approximation of equation (2.17). The power inside the
clipping aperture area is finally given by the product of equations (2.13) and (2.17) as

Prx,ap = Aeff · I(r⃗) (2.18)

≈ πr2
rx,ap

2Ptx
πw(L)2 exp

(︄
−2r2

rx,ap
w(L)2

)︄
(2.19)

Prx,ap(αtx) ≈
2Ptxr2

rx,ap
(Θdiv · L)2 exp

(︄
−2α2

tx
Θ2

div

)︄
, (2.20)

where an angular misalignment αtx was introduced in the last step to express the
radial component r =

√︁
x2 + y2 ≈ αtx · L of the evaluation point. In addition, the

approximation w(L) ≈ Θdiv · L for large L ≫ zR is used and I(r⃗) is regarded constant
over the small size of the clipping aperture, i. e., rrx,ap ≪ w(L).

The equations introduced above for a radially symmetric Gaussian beam can be
adapted for non-fundamental Gaussian beams such as, e. g., simple astigmatic or elliptic
Gaussian beams of the form

E(r⃗) = E0(z) exp
(︄

−ik(z − z0) −
2∑︂
i=1

(︄
ik r2

i

2Ri(z)
− iηg,i(z)

2 + r2
i

w2
i (z)

)︄)︄
, (2.21)

in which the beam propagates in z direction while the beam’s principal axes are ri =
[x, y]. The principal axes of the beam are aligned with x and y for simplicity. These
principal axes have their individual set of features, such as the waist position ri,0, waist
radius wi, and radius of curvature Ri. The Gouy phase shift of both principal axes
averages such that it still equals ±π/2 in the far field. The amplitude of such a simple
astigmatic Gaussian beam (SAGB) reads

ASAGB(r⃗, t) = E0(z) · exp
(︄

−
3∑︂
i=2

r2
i

w2
i (z)

)︄
(2.22)

= E0(z) · exp
(︄

−
3∑︂
i=2

z2α2
i

w2
i (z)

)︄
, (2.23)

wherein the second equation uses the small beam deflection angles αi, the evaluation
position along the propagation axis z as well as the approximation of small angles to
describe the two lateral dimensions. The angles αi can also be regarded as pointing
angles of the beam w. r. t. the evaluation point r⃗.

12



2.3. The Concepts of Interferometry

The phase of an astigmatic Gaussian beam reads

ΦSAGB(r⃗) = arg(E(r⃗, t)) = −k(z − z0) +
2∑︂
i=1

(︄
ηg,i(z)

2 − k · r2
i

2Ri(z)

)︄
. (2.24)

2.3. The Concepts of Interferometry
Interferometry describes the superposition (or vector addition) of two or more complex-
valued electrical fields as defined by equation (2.1), which will be called E⃗lo and E⃗rx
in the following. The notation “lo” for a local oscillator beam and “rx” for a received
beam will become more intuitive in the subsequent chapters when actual interferometer
designs are discussed. Given a recombination beam splitter with the reflectivity ηr

BS and
transmissivity ηt

BS = 1 − ηr
BS, the intensity I on a photodiode in the subsequent beam

path, or similarly the amplitude of the electric field superposition, can be expressed as
(Gerberding, 2014)

I(r⃗, t) = c0ε0n

4

⃓⃓⃓⃓
i
√︂
ηt

BSElo(r⃗, t) +
√︂
ηr

BSErx(r⃗, t)
⃓⃓⃓⃓2
. (2.25)

Here, ε0 = 8.85 · 10−12 F/m is the vacuum permittivity. The factor i arises from the
90◦ phase shift of the beam transmitted at the beam splitter. It can, w. l. o. g, also be
applied to E⃗rx, depending on the setup. The optical power that may be sensed by a
photodiode within an optical experiment is given by integrating I over the active area
of the photodiode, which is regarded to be large enough to sense the whole beam, and
reads

Ppd(t) =
∫︂ rrx,ap

0
I(r⃗, t) 2πr dr (2.26)

= c0ε0n

4

[︃
ηt

BSPlo + ηr
BSPrx,ap

+ 2
√︂
ηhet ηt

BSPlo ηr
BSPrx,ap cos(2πfhett+ φ(t))

]︃
(2.27)

= Ab(t)
R

, (2.28)

with the laser powers Plo of the local oscillator and Prx,ap at the receiver side and
the so-called heterodyne efficiency ηhet, which is a measure for the similarity of the
two interfering beams, see section 2.3.5. The last line defines the amplitude of the
oscillating signal, or the AC-photocurrent, Ab in units of ampere, and the responsivity
of the photodiode, R ≈ 0.6 A/W. In typical applications, the photocurrent is converted
to a voltage using a transimpedance amplifier (TIA). It is then split into AC and DC
parts in electronics to increase sensitivity to the small oscillations on top of a large
static signal (Barranco et al., 2017). The argument of the cosine in equation (2.27)
defines the heterodyne frequency fhet = νrx − νlo of the two interfering beams. If the
two beams have different optical frequencies, the superimposed beams’ measured power
Ppd(t) oscillates at that difference frequency. The phase term φ(t) represents the (time-
variable) path length difference of the two interfering beams, forming the quantity of
interest in precision interferometry.
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Optical

Digital
Analog

PIRPA

sin

cos

ADC

Figure 2.2. Schematic working principle of a DPLL. The incoming beat signal between the
two incoming beams is split into AC- and DC-parts. The AC-signal at radio frequencies
is digitized and multiplied with sine and cosine waves produced by an NCO. The error
signal ∆Φe from the Q branch is minimized by steering the NCO to the incoming signals’
frequency. Hence, the I branch approximates the beatnote signal amplitude Ab.

2.3.1. Phase Readout

The interferometric phase of equation (2.27),

∆Φ = 2πfhett+ φ(t) , (2.29)

is typically read using a so-called digital phase locked loop (DPLL). A DPLL, in prin-
ciple, is a circuit with one analog input, featuring a numerically controlled oscillator
(NCO)[1] and a corresponding digital circuit that aims to maintain the NCO frequency
at the same frequency as the incoming signal. A schematic drawing of such a circuit
is shown in figure 2.2. As mentioned in the previous section, the photodiode current
is split into AC and DC parts in analog domain. The AC part, containing the desired
phase information, can be written as

PAC(t) = g · Ab cos(∆Φ) , (2.30)

where the time-dependency of the beat phase ∆Φ is neglected for better readability.
The newly introduced coefficient g is a variable gain-setting for signal conditioning
in order to use the full bandwidth of the analog to digital converter (ADC). After
digitization, the AC signal is multiplied with a sine and cosine wave, typically created
from look-up tables (LUTs) within a field programmable gate array (FPGA), with a
phase ∆Φ′, that is close to the actual incoming phase ∆Φ. Within this description, it is
assumed that the phase of the incoming beam is roughly known while locking schemes
for DPLLs are beyond the scope of this thesis. After multiplication, the signals in the
so-called I- and Q-branch oscillate at

I − branch : cos(∆Φ) cos(∆Φ′) = 1
2(cos(∆Φ + ∆Φ′) + cos(∆Φ − ∆Φ′)) (2.31)

Q − branch : cos(∆Φ) sin(∆Φ′) = 1
2(sin(∆Φ + ∆Φ′) + sin(∆Φ − ∆Φ′)) . (2.32)

The oscillations at the sum frequency is removed by a low-pass filter in the individual
branches, resulting in two signals oscillating at the phase difference Φe = ∆Φ − ∆Φ′.

[1]NCOs are typically used in DPLLs. In contrast, analog PLLs use voltage controlled oscillators
(VCOs).
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The signal of the Q-branch after the low-pass filter reads

Q = g · Ab sin(Φe) (2.33)

and is typically small if the incoming and locally generated phases are similar, ∆Φ ≈
∆Φ′, and is used as an error signal in a controller. If needed, a frequency offset can
be added before the phase error is stored in the phase increment register (PIR). The
PIR contains a digital copy of the incoming signals’ frequency. It is fed to the NCO,
creating the phase from the frequency in an integrator called the phase accumulator
(PA). The I-branch can be expressed as

I = g · Ab cos(Φe) (2.34)

after the low-pass filter. The I- and Q-values, the frequency f , and most importantly,
the desired digital copy of the signal phase ∆Φ′ ≈ ∆Φ can be extracted from the
DPLL and stored after suitable antialias filtering and downsampling. The total signal
amplitude can be restored by computing

Ab =
√︁

I2 + Q2/g . (2.35)

2.3.2. Coherent and Incoherent Sum

In modern applications, quadrant photodiodes (QPDs) are typically used, in which
the active area of the photoreceiver is split into four segments (quadrants), which are
read out individually, each using one DPLL circuit. As defined in equation (2.27) for
a circular, single-element photodiode, the ranging phase is the phase average over the
four segments on the QPD. However, the sum of the four quadrants can be computed
in two fundamentally different ways from the output of the DPLL introduced in the
previous section. First, the incoherent sum reads

AICS =
4∑︂
i=1

√︂
I2
i + Q2

i /gi =
∑︂
i

Ab,i , (2.36)

where i numbers the four QPD segments. The coherent sum instead effectively repre-
sents the signal a circular photodiode would measure. It is obtained by forming the
sum of the quadrants’ phasors as

ACS =
4∑︂
i=1

Ab,i · ei∆Φi . (2.37)

The absolute value |ACS| of the complex-valued coherent sum is a measure for the beat
note amplitude on the QPD.

2.3.3. Differential Wavefront Sensing (DWS)

Using QPDs is furthermore beneficial, as the differential angles between the interfer-
ing beams can be inferred from linear combinations of the individual segments. This
method is called differential wavefront sensing (DWS) (Morrison et al., 1994; Heinzel
et al., 2020). Given the four segments A, B, C, and D as depicted in figure 2.3, the
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Figure 2.3. Sketch of a QPD and the differential wavefront sensing (DWS) principle. The
two beams have a relative tilt α in one dimension. Hence, the average phase on the lower
two segments, C and D, differs from that on segments A and B. Particular linear combi-
nations of the individual channels’ phase measurement and calibration provide an angular
measurement, the DWS-derived beam pointing angles. Planar phase fronts are assumed in
this simplified sketch.

horizontal and vertical DWS signals, which define the beams’ relative tilt and tip, are
defined as

DWSh = φA − φB + φC − φD
2 (2.38)

DWSv = φA + φB − φC − φD
2 (2.39)

A third linear combination without such a simple geometric interpretation is given by

DWSx = φA − φB − φC + φD
2 . (2.40)

The heterodyne frequency cancels out in these combinations, as it is common in all
segments. Only the phase difference on the upper two segments, due to the different
optical path length of the phase fronts of the tilted beam (blue in the sketch, angle α),
contributes to the phase difference of the DWS signals. These signals DWSh,v in units
of electrical phase radian can be converted to the differential beam pointing angles
ψdws and θdws in units of radian or degree through a linear calibration using the beam
radius at the limiting aperture rrx,ap = 4 mm and its wavelength λ ≈ 1064 nm through
(Sheard et al., 2012) (︄

ψdws
θdws

)︄
≈

√
216r

3λ

(︄
DWSh
DWSv

)︄
(2.41)

The exact conversion factors have been calibrated in the author’s master’s thesis and
yield (Misfeldt, 2019)(︄

ψdws,GF-1
θdws,GF-1

)︄
= (−1)R ·

(︄
30 562.49 rad/rad · DWSh,GF-1
31 112.70 rad/rad · DWSv,GF-1

)︄
(2.42)

for GF-1, and(︄
ψdws,GF-2
θdws,GF-2

)︄
= (−1)R ·

(︄
30 563.73 rad/rad · DWSh,GF-2
31 594.28 rad/rad · DWSv,GF-2

)︄
(2.43)

for GF-2. The factor (−1)R denotes a sign flip due to the beams’ frequency ordering.
Its value is determined by the frequency ordering, i. e., R = 1 if νrx > νlo, and R = 0

16



2.3. The Concepts of Interferometry

otherwise. Here, νrx and νlo denote the optical frequencies of the received and local
oscillator beams, respectively. These angles may be called yaw and pitch in some
particular reference frame. An imaging system placed in front of the photodiodes can
suppress potential beam walk on the photodiodes under beam rotation. If the imaging
system is well-designed, the optical path length is kept constant as a side-effect, cf.
section 3.1.5.

According to DWS, one can also define the normalized and unitless differential power
sensing (DPS) signals as

DPSh = Pleft − Pright
Ptotal

= PA − PB + PC − PD
PA + PB + PC + PD

(2.44)

DPSv = Ptop − Pbottom
Ptotal

= PA + PB − PC − PD
PA + PB + PC + PD

. (2.45)

They provide information about the position of the beam spot on the QPD and are
hence a measure for the beam walk.

2.3.4. Carrier-to-Noise Ratio (CNR)

One can define the carrier-to-noise ratio (CNR) as (Koch, 2020)

C/N0 = 10 · log10

(︃A2
b/2
Sn,cs

)︃
, (2.46)

wherein
Ab = 2R

√︂
ηhet ηt

BSPlo ηr
BSPrx (2.47)

is the beatnote peak amplitude of the oscillating term (or AC part), cf. equation (2.28),
in units of Ampere with the photodetector-specific responsivity R ≈ 0.6 A/W for In-
GaAs sensors at a wavelength of 1064 nm. Sn,cs is the single-sided power spectral
density (PSD) of the cumulated additive noise of the photoreceivers and phase readout
in units of A2/Hz, which contains contributions from photodiode shot noise, detector
input current noise, and relative intensity noise of the laser (Mahrdt, 2014). The de-
tector noise per quadrant of a QPD is denoted Spd,q, where the subscript q denotes the
segment or quadrant. The combination of the total readout noise in the ranging signal
is assessed afterward.

The PSD of shot noise is proportional to the optical power. Assuming that the power
in the received beam is small, Prx ≪ Plo, it can be expressed as

Ssn,q = 2qRPlo,q (2.48)

with the elementary charge q = 1.6 · 10−19 C. The per-quadrant local oscillator power
depends on the individual optical setup, i. e., on the total local oscillator power Plo and
the ratio of the beamsplitters in the optical path. Given that 10% of the local oscillator
power is used for local readout, and two hot-redundant QPDs with a 50:50 splitter are
used, then Plo,q = 0.1Plo/8.

The photodetector input current noise level is a property of any individual photode-
tector. It is in the order of Spd,q = (5 · 10−12)2A2/Hz for the flight photodiodes in the
LRI (Barranco et al., 2017).
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Table 2.1. Electronic readout noise Sn,cs and its contributors within the LRI setup.

Item Symbol Value Unit Note
Local laser power Plo 25 mW Sheard et al. (2012)

Photodiode Responsivity R 0.6 A/W Mahrdt (2014)
Laser RIN RIN (3 · 10−8)2 1/Hz Mahrdt (2014)

Electronic noise Spd,q (5 · 10−12)2 A2/Hz Barranco et al. (2017)
Shot noise Ssn,q 6.00 · 10−23 A2/Hz eq. (2.48)
RIN noise Srin,q 3.16 · 10−23 A2/Hz eq. (2.49)

Quadrant Noise Sn,q 1.17 · 10−22 A2/Hz eq. (2.50)
Coherent Sum Noise Sn,cs(n = 8) 2.71 · 10−21 A2/Hz eq. (2.51)

Table 2.2. Local beam parameters and maximum heterodyne efficiency

Item Symbol Value Unit
Local waist radius w0,lo 2.5 mm

Clipping aperture radius rrx,ap 4 mm
Beam divergence Θdiv 135 µrad

Maximum het. efficiency ηhet,0 0.669 –

The last noise source to be considered is relative intensity noise (RIN) of the laser,
which depends on the square of the local oscillator power. It is expressed as (Mahrdt,
2014)

Srin,q = (RPlo,q)2 · RIN . (2.49)

The total per-quadrant noise then reads

Sq = Spd,q + Ssn,q + Srin,q . (2.50)

Of the three noise sources introduced above, the electronic detector noise and shot noise
are uncorrelated among the quadrants. However, the RIN is correlated as it originates
from the same light source for all quadrants. This property must be considered when
computing the noise for a coherent sum of segments. Hence, the coherent sum for n
photodiode segments reads

Sn,cs = n(Spd,q + Ssn,q) + n2Srin,q . (2.51)

Although the working principle of the LRI is introduced later in section 3.1, table 2.1
lists realistic numerical values for the individual noise contributors.

2.3.5. Heterodyne Efficiency

The heterodyne efficiency ηhet was implicitly used in previous sections. It is a function
of the two interfering electric fields and is described by their overlap integral σ or phase
front similarity on the photodiode, which can be computed as (Müller, 2017)

σ = √
ηhet · eiφ =

∫︁
A E⃗rx(r⃗) · E⃗∗

lo(r⃗) dx dy√
Prx · Plo

, (2.52)
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i pi qi

0 0.9567 1.8663
1 1.0143 1.5448
2 −5.0297 −8.2989
3 10.1075 16.1162
4 −8.3148 −12.3148
5 3.1866 4.3253
6 −0.4688 −0.5788

Table 2.3. Polynomial coefficients for the heterodyne effi-
ciency approximation f in equation (2.55) for a circular pho-
todiode, fcpd =

∑︁
i pix

i, and a single segment of a QPD,
fseg =

∑︁
i qix

i.

in which A denotes the photodiode’s active area, and the star denotes the complex
conjugate. The phase φ can be measured with a phasemeter. The heterodyne efficiency

ηhet = |σ|2 (2.53)

takes values between zero and one and describes the real-valued overlap between the
two interfering electric fields. The maximum heterodyne efficiency ηhet,0 for one local
Gaussian and a received flat top or top hat beam is (Mahrdt, 2014)

ηhet,0 =
2w2

0,lo
r2

rx,ap
tanh

(︄
r2

rx,ap
2w2

0,lo

)︄
. (2.54)

Here, rrx,ap is the radius of the clipping aperture again, and w0,lo is the waist radius of
the local oscillator. Table 2.2 lists the parameters as present in the LRI. The heterodyne
efficiency remains constant under beam tip and tilt, common to both beams or phase
front changes among the two beams. However, it decreases with a growing relative
angle αtx between the two beams’ propagation axes. The drop-off can be regarded as
having a Gaussian shape and reads (Müller, 2017)

ηhet(αtx) = ηhet,0 · exp
(︂
−2α2

tx/(Θdiv · fcpd(w0,lo/rrx,ap))2
)︂
, (2.55)

wherein the angle αtx is the angular misalignment of the two interfering beams as
measured by the DWS. The unitless function fcpd(w0,lo/rrx,ap) is a polynomial approx-
imation of the heterodyne efficiency drop-off on a circular photodiode depending on the
local beams’ waist size, as derived by numerically solving the integral of equation (2.55)
in Müller (2017, sec. 2.6.11)[1]. The polynomial coefficients are given in table 2.3.

Note that equation (2.55) is valid for circular photodiodes only. However, the co-
herent sum over the four quadrants of a QPD approximates the behavior of such a
single-element photodiode. One can express the heterodyne efficiency on a single ele-
ment of a quadrant photodiode as well through equation (2.55), by replacing fcpd by
fseg, whose coefficients are also given in table 2.3.

[1]In the cited reference, the polynomial functions are called ψ and ψ2. As this Greek letter is
used for the yaw angle within this thesis, it was replaced by a more generic function symbol fcpd and
fseg. Further, eq. 2.349 in Müller (2017) contains a typographical error, which has been corrected in
equation (2.55).
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2.4. Interferometer
An interferometer refers to a device capable of converting a differential phase of two
beams into a measurable voltage change using the interferometry principle introduced
before. It typically consists of two or more light paths for the beams to travel, which
are then recombined to produce an interference pattern. This pattern is then sensed
by a photodiode with either a single element, four elements, or even with an entire
camera-like photodiode array. Usually, the interfering beams originate from the same
light source and thus have the same beam properties. One is regarded as the reference
beam, and the other is the measurement beam. The measurement beam undergoes
any physical process that changes its optical path length, such as a relative motion of
a mirror or path length shifts, e. g., due to gravitational waves. The resulting interfer-
ence pattern is detected using one of the photoreceivers as introduced earlier and then
analyzed to infer the properties of the involved light waves, such as their wavelength
λ, frequency ν, phase φ, or amplitude E⃗ and power E⃗2.

The following section explains the concept of inter-satellite laser ranging using inter-
ferometry, and the phase relations are defined. Although the LRI is used as an example,
the formulas are applicable more generally.
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The Laser Ranging Interferometer 3
Science is magic that works.“ ”

— Kurt Vonnegut —
Science-Fiction Author

3.1. Interferometric Intersatellite Laser Ranging

Intersatellite laser ranging with interferometers is relatively new. It started with de-
veloping the Laser Interferometer Space Antenna (LISA); first proposals date back to
the early 1990s (Amaro-Seoane et al., 2017). The first laser interferometer in space was
LISA Pathfinder (Antonucci et al., 2012). In contrast, the first laser interferometric
measurement between two spacecraft was achieved by the Laser Ranging Interferometer
(LRI) onboard GRACE Follow-On (GRACE-FO) (Sheard et al., 2012), which was built
in the 2010s, launched on 22nd of May 2018 and commissioned shortly after (Abich et
al., 2019). The LRI consortium is a US-German partnership between the National Aero-
nautics and Space Administration (NASA) and German Aerospace Center (Deutsches
Zentrum für Luft- und Raumfahrt) (DLR), including the Jet Propulsion Laboratory
(JPL), SpaceTech Immenstaad GmbH (STI) and the Albert-Einstein Institute (AEI),
among others.

This section serves as a foundational pillar and provides the essential principles of the
instrument for readers new to the field. It aims to establish a common framework and
terminology to facilitate understanding of subsequent chapters. However, for readers
already familiar with the LRI, this section will contain already-known information and
may be bypassed. Furthermore, this section makes some simplifying assumptions for
easier understanding, which are not mentioned explicitly. However, some of these are
addressed later in this thesis when in-depth instrument characterization is performed.

3.1.1. LRI Setup: An Overview

The LRI is a single instrument with equal units placed on the two spacecraft (SC),
commonly denoted as GF-1 and GF-2, sometimes GRACE-C and GRACE-D. The
setup has first been described in Sheard et al. (2012), and a schematic is shown in
figure 3.1.

At first, an intuitive description of the LRI working principle is given in terms of
the beams’ frequencies of different paths, which are sketched in figure 3.2. Afterward,
the individual subunits are explained in more detail. A reference laser unit (RLU)
provides Plo = 25 mW of laser light at an optical frequency of νR ≈ 281 THz. 10% of
which are used for frequency stabilization, and the remaining 90% are sent onto the
optical bench assembly (OBA). It is reflected at the fast steering mirror (FSM) and the
beamsplitter and traverses the triple mirror assembly (TMA) to be routed around the
cold-gas tanks (not shown) and the K-Band Ranging (KBR) antenna at the satellites’
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Figure 3.1. Sketch of the LRI hardware. TMA - Triple Mirror Assembly; FIA - Fiber Injector
Assembly; FSM - Fast Steering Mirror; RBS - Recombination Beamsplitter; CP - Compen-
sation Plate; Ap - Aperture; QPD - Quadrant Photodiode. Modified version of Abich et al.
(2019, Fig. 1).

front surface. After propagating through the TMA, the beam leaves the reference SC
and travels to the transponder SC. By traveling the distance of L ≈ 170 km to 270 km
between the two spacecraft, the optical power at the aperture of the receiving spacecraft
is clipped, according to equation (2.20). Inserting the parameters of the LRI setup into
that equation, i. e., the local oscillator power Ptx = 0.9 · Plo = 22.5 mW and a clipping
aperture radius rrx,ap = 4 mm, a received optical power of 0.5 nW to 1.4 nW is obtained
in the perfectly aligned case of αtx = 0 rad. In practice, there might be an angular
mispointing of the transmit beam, e. g., due to production tolerances of the TMA
mirror perpendicularity. In case of such a misalignment of αtx = 100 µrad, only 180 pW
of optical power arrives at the distant spacecraft in the worst case. Nonetheless, the
received beam interferes with the local oscillator and is sensed on the QPDs, which are
hot-redundant on both sides. They feature four quadrants to provide angular relative
beam tip and tilt information. The received beams’ optical frequency is shifted by a
Doppler shift fD due to the relative motion of the SC when detected at the transponder.
Other than on the reference side, where the local oscillator is locked to a reference cavity,
the transponder laser is frequency-offset locked to the frequency of the incoming beam
νR + fD with an additional foff = 10 MHz, which maintains the transponder lasers’
frequency at

νT = νR + fD + foff . (3.1)

The beam is again routed through a TMA and propagates back to the reference unit,
picking up a second Doppler shift. The beat frequency fR on the reference side is the
difference between the local oscillators’ and the incoming beams’ frequency, i. e.,

fR = (νT + fD) − νR = foff + 2fD . (3.2)
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Figure 3.2. Schematic of the light paths and frequencies in the LRI setup. LO: Local oscillator;
TX: transmit beam; RX: received beam. Optical frequencies are labeled with ν, while radio
frequencies are labeled with f .

The frequency ordering is chosen such that the transponder laser frequency is always
above the reference laser frequency. The scientific measurement of the inter-spacecraft
range variations is encoded in the Doppler shift

fD ≈ − ρ̇

λR
(3.3)

with ρ̇ being first time-derivative of the inter-satellite range and λR = c/νR ≈ 1064 nm
the wavelength of the reference oscillator (Sheard et al., 2012). Although the previous
description was given in terms of frequencies, the measurement takes place in the phase
domain, which is the integral of the frequency over time. Hence, the LRI measured
phase difference represents the roundtrip length 2L = ℓRT + ℓTR up to an initial and
constant bias, but not the orthogonal paths, since path length changes in these paths
aR, bR, aT, bT cancel out as both beams propagate these segments. The conversion of
the measured phase φ in units of cycles into a physical displacement or range ρ in units
of meter can be done using the absolute laser frequency νR of the reference laser (or
equivalently, its wavelength λR), as

ρ = λRφ = c

νR
φ . (3.4)

Therefore, its knowledge and stability, known to be the limiting noise source of the LRI
at high frequencies, are critical.

3.1.2. Reference Frames and Spacecraft Pointing

The different spatial reference frames onboard GRACE-FO are defined in Wen et al.
(2019), of which a small excerpt is summarized in the following. The spacecraft itself
provides the so-called satellite frame (SF) or science reference frame (SRF). Its origin
is the nominal spacecraft center of mass, with the positive x-axis pointing towards the
front surface at the position of the KBR horn, z pointing downwards, and y being
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perpendicular to the right side of the satellite. All scientific data in the Level 1B data
products is given in this particular reference frame. Typically, rotations in this frame
are called roll, pitch, and yaw. Within this thesis, yaw and pitch are denoted as ψ and
θ.

The accelerometer (ACC) has its own reference frame aligned with the SRF but with
different axes naming. In essence,

xacc = ysrf , yacc = zsrf , zacc = xsrf . (3.5)

This re-naming is a consequence of the fact that the x-axis in the ACC frame is the
least-sensitive one, which, for the scientific benefit, shall point in the SRF cross-track
direction. The design sensitivity levels are

ASD [xacc] (f) ≤ 10−9 m/s2/
√

Hz ·

⌜⃓⃓⃓
⎷(︄1 + f

0.5 Hz

)︄4

+ 0.1 Hz
f

(3.6)

ASD [yacc] (f) = PSD [zacc] (f)

≤ 10−10 m/s2/
√

Hz ·

⌜⃓⃓⃓
⎷(︄1 + f

0.5 Hz

)︄4

+ 0.005 Hz
f

, (3.7)

where both noise amplitude spectral densitys (ASDs) increase towards lower frequencies
(Kornfeld et al., 2019).

The most important reference frame in the scope of this thesis is the LRI optical
frame (LOF), as the pointing of the LRI beams is defined within this frame. It is
also defined per spacecraft, with the center co-aligned to the frames introduced before.
Ideally, the SRF and LOF are identical, and the transformation between them is given
as the unity matrix. Still, residual angular deviations might arise from integration
errors during spacecraft construction. These small residual angles were calibrated in-
flight during the commissioning of the LRI with the so-called initial acquisition scan, see
e. g. Abich et al. (2019). In this LOF, the xlof axis points parallel to the nominal beam
propagation axis that is defined through the line-of-sight between the two spacecraft,
more precisely between the two virtual intersection points of the TMAs. Rotations, or
pointing angles, around the zlof axis (yaw) are denoted with ψ, while rotations around
the ylof axis (pitch) are represented with θ throughout this thesis. They are measured
with the calibrated DWS signals, cf. section 2.3, where the horizontal and vertical
combinations are equivalent to yaw and pitch, ψ and θ, respectively.

The GRACE-FO spacecraft use an attitude and orbit control system (AOCS) for
maintaining the desired pointing (Kornfeld et al., 2019; Cossavella et al., 2022). In
nominal operations, the two spacecraft point towards each other, along the (estimated)
line-of-sight (LOS) within (Kornfeld et al., 2019)

ASD [θaocs] (f) = ASD [ψaocs] (f) < 0.5 mrad/
√

Hz (3.8)

by employing accelerations through either magnetic torque rods or cold-gas thrusters.

3.1.3. Laser and Cavity

The two reference laser unit (RLU) are the light sources, providing PRLU = 25 mW
optical power at an optical frequency of νR ≈ 281 THz. 90% of which are split internally
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Figure 3.3. Sketch of the RLU in-
terior. It hosts two laser
diode benches (LDBs) for re-
dundancy. The pump light at
808 nm is guided to the laser
head and the NPRO crystal,
which is resonant for a wave-
length of about 1064 nm. The
RLU features several TM/TC
data streams through the signal
interface; some are shown in the
sketch.

and guided through the principal optical fiber to a fiber coupler onto the OBA. A
secondary output fiber, carrying the remaining 10% laser power, is connected to the
optical reference cavity after an electro-optical modulator (EOM). The RLUs are similar
to the ones already flown on LISA Pathfinder and are also foreseen for future gravity
missions (Nicklaus et al., 2020) and are one option for the seed lasers for the space-based
gravitational wave detector LISA (Armano et al., 2017).

The RLU is based on the principle of a solid-state non-planar ring oscillator (NPRO)
laser, see e. g., Kane et al. (1985). It is controlled through the laser ranging processor
(LRP) (see below). It features several telecommand and telemetry (TM/TC) channels
for setting the desired output power by increasing the pump current and optical output
frequency by thermally or mechanically changing the optical properties of the NPRO
crystal. Furthermore, the temperature of the pump diode bench can be controlled. The
telemetry channels comprise internal temperature, current consumption, and optical
power measurements. The RLU provides partial redundancy through one of the two
cold-redundant laser diode benchs (LDBs) within the pump module head (PMH). A
schematic of the RLU interior is shown in figure 3.3. The RLU is controlled through
the signal interface, a two-way interface between the RLU and the LRP, where several
TM/TC channels are connected. Besides controlling the laser frequency and power,
selecting the active LDB, and turning the RLU on and off, the telemetry channels
comprise a readout of the PMH temperature and optical power, as well as the general
RLU temperature and current consumption of the unit. The light propagates freely
within the RLU but is coupled into a fiber before the optical interface at the output.
The RLU optical power is likely measured by splitting a small part of the light leaving
the NPRO and guiding it onto a photodiode.

A constant optical frequency is achieved by stabilizing the RLU to the optical refer-
ence cavity by employing the Pound-Drever-Hall (PDH) scheme (Drever et al., 1983).
The requirement on residual laser frequency fluctuations is δνR < 30 Hz/

√
Hz for

Fourier frequencies above 10 mHz, with a relaxation towards lower Fourier frequen-
cies. This relaxation accounts, e. g., for thermal noise (Thompson et al., 2011; Sheard
et al., 2012). The actual in-flight laser stability, expressed as an ASD, is better, namely

ASD [δνR] (f) ≈ 10−15 · νR√
f

≈ 0.3 Hz√
f

(3.9)

for Fourier frequencies above 200 mHz, where the laser frequency stability dominates
the measurement (Spero, 2021). Laser frequency variations couple directly into the
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(a) 1st of July 2018 (b) 1st of January 2022

Figure 3.4. ASD of laser frequency variations from the actuator signals using the nominal
frequency coupling coefficients. (a) GF-1 in transponder, GF-2 in reference role. (b) GF-1
in reference, GF-2 in transponder role.

ranging measurement ρ through

ASD [δρ] (f) = ∆L
νR

ASD [δνR] (f) , (3.10)

where ∆L ≈ L = 220 ± 50 km is the length difference of the two interferometer arms,
which in this case is approximately the absolute distance between the two spacecraft
(Sheard et al., 2012).

The tuning of the laser frequency, which is needed for the stabilization strategies,
is provided through the frequency tuning telecommands. These analog voltages are
connected to a thermal element for slow variations and a piezo-electric transducer
(PZT) for fast actuation. They induce thermal or mechanical stress on the NPRO,
slightly changing the crystalline structure. That structural change alters the refractive
index and thus also the resonance frequency of the optical light path in the NPRO. A
tuning of approximately ±5 GHz can be achieved in the case of the RLUs implemented
in the LRI. The cross-over Fourier frequency between the slower thermal and faster
PZT actuator is at about 100 mHz in the PDH setup (reference mode) and at 10 mHz
in the transponder mode. Typical ASDs of these signals are shown in figure 3.4 for
both spacecraft, either in the transponder or reference role. It is apparent that the
cross-over frequency between the two frequency actuators is at around 0.1 Hz for the
transponder phase lock and at 0.01 Hz for the PDH lock on the reference unit.

A laser frequency model can be formulated, with calibrated coupling coefficients
between the frequency actuator signals, as

νTM(t) =

⎛⎜⎜⎜⎜⎜⎝
cpztIL
cpztOOL
cthermIL
cthermOOL
clasTRP

⎞⎟⎟⎟⎟⎟⎠ ·

⎛⎜⎜⎜⎜⎜⎝
pztIL(t)
pztOOL(t)
thermIL(t)
thermOOL(t)

lasTRP(t− τ) − 26 ◦C

⎞⎟⎟⎟⎟⎟⎠+ ν0,Air + ∆νAirToVac . (3.11)

This simple, linear model relates the true laser frequency to the actuator signals and
RLU temperature, measured at the thermal reference point (TRP) and called lasTRP.
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(a) Tesat Laser (b) Cavity (c) Thermal shield

Figure 3.5. Photographs of the NPRO laser for GRACE-FO from Tesat-Spacecom GmbH
(image from Dubovitsky et al. (2018)) and the 77.5 mm optical cavity and its thermal
housing (images from Thompson et al. (2011)).

The TRP for these RLUs is located at one of their feet, which are the thermal interface
to their mounting plate, cf. figure 3.3. The static absolute offset ν0,Air is determined on-
ground in a laboratory, while the frequency deviation between a laboratory environment
and vacuum conditions, ∆νAirToVac, is provided by the manufacturer. The calibration
of these coupling factors is described in detail in section 5.3.

The lasers were manufactured by the German company Tesat Spacecom (Dubovit-
sky et al., 2018), while the cavity was produced by Ball Aerospace, a US company
(Thompson et al., 2011). Photographs of both are shown in figure 3.5.

3.1.4. Optical Bench Assembly and Electronics

The frequency-stabilized light from the laser and cavity system is injected into the OBA
by a fiber injector assembly (FIA). The optical bench functionalities are to launch the
laser beam to the distant SC, to superimpose the received and local oscillator beams
and convert that heterodyne beat signal to an electric signal, and to enable active beam
steering (Nicklaus et al., 2017).

The beam waist size w0 on the optical bench is approximately 2.5 mm, while the
clipping aperture for the incoming beam has a radius of 4 mm (Heinzel et al., 2012).
The divergence is in the order of Θ ≈ 135 µrad. A compensation plate is placed in the
transmit path to reduce tilt-to-length coupling (TTL), arising from the propagation
of the transmit beam in the recombination beam splitter, which has its high-reflective
coating on the side facing the incoming beam.

The OBA features a small imaging system between the recombination beam splitter
and the QPDs. The imaging system provides several valuable features: First, the
optical path length through that system of two lenses is invariant under different beam
incident angles before the first lens. That means no TTL arises after the beam splitter,
as it would without these lenses. Furthermore, the system’s pupil plane image is on
the surface of the QPD to reduce beam-walk Sheard et al. (2012).
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3.1.5. Fast Steering Mirror (FSM)

The beam pointing requirement of the LRI is determined by the properties of the
Gaussian beams and their amplitude profile. Given the beams’ divergence angle Θ ≈
135 µrad, the beams’ amplitude at the receiving spacecraft drops by 1/e2 ≈ −8.5 dB
for a beam mispointing of w(L) ≈ L · Θ ≈ 30 m at the receiving spacecraft, for L =
220 km, cf. equation (2.8). The electric field amplitude (or power) at the distant
spacecraft has to maintain specific requirements for successfully tracking the beatnote
signal within the LRP, which require smaller pointing offsets than the capabilities of
the AOCS of 0.5 mrad/

√
Hz, cf. equation (3.8). Hence, active beam steering is needed

for the LRI in order to firstly maximize the local heterodyne efficiency, and secondly
maximize the beam power at the receiving spacecraft. The beam steering is achieved
by the combination of the DWS technique (cf. section 2.3) to measure the angular
misalignment of the local and the received beam, and a two-axis steering mirror, the
FSM, which ultimately compensates for that misalignment (Sheard et al., 2012). The
FSM movement is induced through voice coils, while an internal position sensing system
using a Kaman-sensor is used for determining the actual mirror position (Langenbach
et al., 2005). By utilizing the FSM, the beam leaving the LRI is antiparallel to the
incoming beam, or in other words, the two roundtrip beams of the LRI travel along the
LOS, independently of the actual satellite attitude, under the assumption of a perfect
TMA, see the next section.

In a closed loop operation, the measured DWS-derived beam pointing angles, ψdws
and θdws, which represent the angle between the local and the incoming beam, are
zeroed by using the FSM as an actuator to align the local oscillator beam to the
incoming beam in both axes (Abich et al., 2019). Aligning the two beams does not only
maximize the heterodyne efficiency and signal strength on the QPDs, but it also ensures
that the outgoing beam is (anti-)parallel to the incoming one, under the assumption of
a perfect TMA. The active beam alignment concept is pictured in figure 3.6. The left
panel shows the nominal situation in which the local and received beams are perfectly
aligned after the beam splitter. Consequently, the wave fronts on the QPD are also
aligned. In the center panel, the incoming beam arrives at an angle α, either due to
local spacecraft rotation or because the distant spacecraft moved in the lateral direction.
As a result, the received beam takes a different path through the imaging system and
impinges the QPDs at an angle α/m with m = 1/8. This angle is measured using
the DWS technique. It is then used as a control signal to the FSM servo, which
consequently rotates the FSM, as depicted in the right panel. After rotation, the two
beams are co-aligned again, and the DWS signal is zero. The transmit beam towards
the TMA is parallel to the incoming RX beam. After propagating through the TMA,
it is perfectly antiparallel to the incoming beam and propagates in the direction of the
distant spacecraft.

3.1.6. Triple Mirror Assembly (TMA)

The TMA is needed to route the beams around the cold-gas tanks and the KBR an-
tenna, which occupy the direct route between the centers of mass of the two SC (Sheard
et al., 2012). It uses the principle of a corner cube, or a cat-eye, and consists of three
mirrors, all perpendicular to each other. By that, the TMA introduces a lateral and
vertical shifts of 600 mm and 48 mm, respectively, between the beams entering and exit-
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(a) Nominal Situation (b) Tilted RX beam (c) FSM rotated

Figure 3.6. Concept of the local beam alignment using the FSM. (a) Local and RX beams
are perfectly aligned, and their phase fronts are orthogonal to the QPD surface. (b) The
local spacecraft rotated; hence the incoming beam arrives at an angle α. The DWS signal
is non-zero. (c) The FSM is actuated to match the angle of the incoming beam. The DWS
signal is again zero. The local beam that was reflected at the beamsplitter is parallel to the
received beam.

Table 3.1. TMA Mirror positions w. r. t. the TMA vertex V = (0, 0, 0)T and their respective
normal vectors. Units in mm.

center normal vector
cx cy cz nx ny nz

M1 +300 +300 −24 +1/
√

2 +1/2 +1/2
M2 +300 −266 −24 −1/

√
2 +1/2 +1/2

M3 +333.9 −300 +24 0 +1/
√

2 −1/
√

2

ing the structure. The positions of the individual mirrors w. r. t. the virtual intersection
point are listed in table 3.1, alongside the normal vectors of the mirror surfaces. A
photograph of the TMA flight model is shown in figure 3.7. As the virtual intersec-
tion point of the three mirrors is actually outside the device, it can be mounted to the
ACC, which occupies the SC center of mass (COM), such that the intersection point
is co-located to the COM as well, which minimizes TTL (Sheard et al., 2012). The
design of the TMA structure clips the maximum beam incidence angle above ±3 mrad,
being the initial acquisition scan range (Abich et al., 2019). The TMA provides three
essential features:

1. The lateral beam separation of the incoming and outgoing beams is constant
(600 mm)

2. The outgoing beam is always antiparallel to the incoming beam
3. The path length of a beam propagating through the TMA is independent of the
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Figure 3.7. Photograph of the TMA flight model. Image Courtesy: SpaceTech GmbH.

beams’ incidence angle. It is constantly twice the distance between the vertex
and any arbitrary reference plane, that is perpendicular to the beams.

In addition to the active beam steering, the second property ensures that the outgoing
beam always points toward the distant spacecraft. However, in case of imperfect angular
alignment of the three mirrors, the transmitted beam is not antiparallel to the incoming
beam. This effect will be investigated in chapter 7.

3.1.7. Laser Ranging Processor (LRP)

The LRP is the instrument computer of the LRI, relying on fast and precise data acqui-
sition and handling using an FPGA. It was developed and built by the JPL (Bachman
et al., 2017). Its main tasks are running the control loops for laser stabilization and
the FSM steering, and tracking the interferometric path length signal. Furthermore, it
digitizes the incoming analog data and provides them to the onboard computer (OBC)
for being downlinked to Ground. The phase tracking of the MHz beat signal is based
on DPLLs. More information about electronic phase readout for interferometric ap-
plications can be found in Gerberding (2014), Schwarze (2018), and Bachman et al.
(2017).

The readout noise of the phasemeter is mainly driven by the CNR C/N0 (cf. equa-
tion (2.46)) and can be computed as

ASD [δφLRP] (f) ≈ λ

2π
√

10C/N0/10
≈ 50 pm/

√
Hz , (3.12)

where a C/N0 ≈ 70 dB–Hz was assumed to derive the numerical value, which is also the
LRP requirement for reliably tracking the phase. At a higher CNR of 90 dB–Hz, the
readout noise reduces to 5 pm/

√
Hz. The readout noise was also discussed in Müller

et al. (2022).
Within the LRP, the data acquisition is performed at a rate of approximately 40 MHz

and is subsequently converted to lower sampling rates. The final data rate of the
scientific data, i. e., the phase measurement of the four QPD channels, are downlinked
at a rate of roughly 10 Hz while housekeeping data packets have lower resolution.

The following paragraph focuses on data acquisition, filtering, and decimation, which
will be needed later in this thesis. A simplified sketch of the anticipated working of the
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Figure 3.8. Sketch of the phasemeter processing chain. The optical signal (red) is converted
to a voltage by the QPD and its electronics. The voltage is filtered in the analog domain
and digitized at a rate of 40 kHz before the phase is extracted in an all-digital phase-locked
loop and filtered.

decimation chain within the LRP principle is shown in figure 3.8. The optical signal
of the interfering light rays is sensed on the QPD, which allows retrieving the ranging
and beam tilt information from the four phase channels per spacecraft. Technically,
there is also a fifth channel, which directly contains the coherent sum of the four
quadrants and is used internally for the phase lock. However, this fifth channel is not
downlinked to the ground. The photocurrents are converted into voltages within the
optical bench electronics (OBE) through TIAs and digitized at a rate of approximately
40 MHz. The nominal clock rates are defined by the ultra-stable oscillator (USO) and
read 38.656 000 MHz and 38.656 792 MHz for GF-1 and GF-2, respectively. However,
the approximate value is used in the text for better readability. The phase information
is subsequently extracted by an all-digital phase-locked loop (ADPLL), that is based on
IQ-demodulation, a PIR and a PA (Ware et al., 2006; Wand et al., 2006; Gerberding,
2014), see section 2.3.1. The phase information is passed to the processor part, where a
two-stage decimation takes place: first to a rate of 100 Hz for internal intermediate data
streams and housekeeping, and second down to the 10 Hz output data rate. Low-pass
filters are used before the decimators to avoid aliasing (Ware et al., 2006) of higher
frequencies into the measurement band of 2 mHz to 100 mHz using two finite impulse
response (FIR) filters A and B of length lA and lB, with lA > lB. The decimation is by a
factor of 100 and 10 for filters A and B, respectively, giving a total decimation factor of
1000 to obtain the output data rate of 9.664 Hz (9.664 198 Hz on GF-2). The two filters
each consist of a few hundred filter coefficients cA/B and corresponding registers m.
The filter coefficients represent the impulse response of such a filter, while the registers
m are memory cells, like a computer random access memory (RAM). The whole phase
extraction and decimation are executed individually on the four phase channels and
the fifth sum channel. The three filters, in the FPGA and processor, have a combined
phase delay of exactly 28 802 038 clock ticks ≈ 0.745 s (Wen et al., 2019).

3.1.8. Other GRACE-FO Payloads

This section briefly introduces the payloads of the GRACE-FO mission apart from the
LRI. It is not intended to explain every detail thoroughly but provide an overview. The
information in this section is an excerpt of Kornfeld et al. (2019).

Microwave Instrument (MWI)

The Microwave Instrument (MWI) is the primary scientific instrument for measuring
ranging data. It is based on the heritage design of the original Gravity Recovery And
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Figure 3.9. Schematic view of the GRACE-FO satellite interior. The parts belonging to the
LRI are written in blue. Image based on Dubovitsky et al. (2018).

Climate Experiment (GRACE) mission. It is based on the principle of interfering
electromagnetic waves, but in contrast to the LRI, the frequency is in the K- and
Ka-bands of the microwave spectrum, at about 24.5 GHz and 32.7 GHz. These K/Ka-
frequencies are derived by upsampling an USO frequency. Dual frequencies are used
to remove delays due to ionospheric refraction effects. Although the exact delay is
unknown and depends on the density and electron content of the atmosphere, the ratio
of the delay between those frequencies is known precisely. The two measurements
at different frequencies are then combined into an ionosphere-free combination. The
measurement scheme is hence called Dual One-Way Ranging (DOWR). The KBR has
a large TTL, which is caused by the offset of the KBR phase center to the SC center of
mass of approximately 1.4 m. This antenna offset can be calibrated, and the erroneous
signal is corrected in post-processing.

Furthermore, the global positioning system (GPS) antenna and the corresponding
data processing is part of the MWI to provide the SC real-time position, velocity, and
time information.

Accelerometer (ACC)

The ACC is the second scientific instrument on board. It features a test mass within
an electrode housing. The test mass is freely floating within the housing but connected
to it with a thin platinum wire to keep it at a well-defined electrostatic potential. The
reference point of the ACC is the center of mass of the test mass, which is ideally
co-located to the SC center of mass. Hence, the test mass flies on a geodesic in Earth’s
gravitational potential. The electrodes control and measure the test mass position using
a capacitive readout scheme. If the SC encounters non-gravitational accelerations that
act on the spacecraft but not on the internal test mass, the electrode housing moves
w. r. t. the test mass, which is then recentered using the electrodes. The voltages applied
to the electrodes to keep the test mass in the center of the housing are converted to the
accelerations of the SC w. r. t. the test mass’ geodesic motion. Using differential readout
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per axis, linear and angular accelerations can be measured. The ACCs on GRACE-FO
were manufactured by Onera.

Star Camera Assembly (SCA) and Inertial Measurement Unit (IMU)

Star cameras are used for absolute attitude measurement in inertial space. Three
Camera Head Units (CHUs) on the top and side panels of the spacecraft hull record
images from the stars above the SC. These images are compared to an onboard star
catalog to determine the camera heads’ line of sight and thus the orientation of the SC
in inertial space. Three independent camera heads with different boresights are used
to minimize the off-time due to sun- or moon-blindings, which saturate the cameras.

The Inertial Measurement Unit (IMU) comprises four fiber-ring laser gyroscopes in
a tetrahedral arrangement. Each uses the Sagnac effect. Light is sent through the
fiber-optic ring in two directions. On rotation, the two counterpropagating light waves
travel different optical path lengths, causing a relative phase shift. The IMU does
not provide absolute rotation angles, but only rotation rates. Three of the four rings
are used simultaneously for redundancy, providing complete three-dimensional rotation
information. The absolute angular information of the Star Camera Assembly (SCA) is
merged with the more precise but biased IMU measurement in post-processing.

On Board Computer (OBC)

The OBC hosts the central command and data handling system. Based on the flight
heritage of, e. g., Swarm and GOCE, it is responsible for the AOCS, thermal control
systems, data packet timing and payload synchronization. It is internally redundant
and provides memory storage for the science- and housekeeping data and telecommand
modules for data up- and downlink at up to 3 Mbit/s.

3.1.9. Mission Phases

This section briefly overviews the mission phases, focusing on non-nominal events when
the LRI was not recording science data. After the GRACE-FO satellites were launched
on 22nd of May 2018, the launch and early operations (LEOP) phase started. That
phase ended on 26th of May, with successful communication established and both SC
reached a stable orbit. In the current configuration, GF-1 is leading the constellation
and is flying “backward”, i. e., rotated by 180◦ around the local z-axis (yaw). GF-2 is
trailing in a distance of 220 ± 50 km and the two front surfaces of the SC are facing
each other. That implies that the SC are not oriented along the orbit to minimize air
drag but towards each other to maximize the microwave and laser signal amplitudes at
the distant spacecraft. After the LEOP phase, the scientific instruments were turned
on and checked out within the in-orbit commissioning (IOC) phase, which included
the commissioning of the LRI. The LRI subsystems on each spacecraft were turned on
individually before the dual-SC checkout started, and the laser link was established for
the first time on 14th of June 2018 with GF-2 in reference role.

Shortly after the commissioning, the nominal MWI instrument processing unit (IPU)
on GF-2 autonomously shut down due to an undercurrent, which could not be recovered
(NASA/JPL, 2018; Webb et al., 2018). Since then, the redundant IPU has been
operating on GF-2. That IPU failure caused a long non-operational period of the LRI;
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it was reactivated on 12th of December 2018 with GF-1 in reference role. Smaller gaps
in the LRI operations in 2019 and 2020 were caused by other platform-related events,
like an OBC problem (Webb et al., 2019b) or a corrupted on-board clock due to single
event upsets (Webb et al., 2019a).

In mid-2021, several short periods started, in which the SC are in a so-called nadir
pointing mode. They typically lasted two days per week until the beginning of 2022.
In this nadir pointing mode, the spacecraft platforms do not face each other but are
oriented along the orbit. This offset of approximately 2◦ is beyond the FSM field-of-
regard, and hence, the LRI was switched off. The aim was to help the accelerometer
transplant product generation, as the ACC on GF-2 is malfunctioning. Other periods in
nadir pointing were July & August 2022 and January & February 2023. From 2023-Jul-
01 on, the LRI is commanded to a diagnostic mode for six months, while the AOCS of
both SC is in a wide range mode, with less strict requirements on the relative pointing.
Again, these wider angular variations are beyond the LRI field-of-regard.

In some figures within this thesis, the background coloring indicates such phases:
green denotes a science phase with GF-1 as the reference spacecraft, GF-2 was in
reference role for yellow colors, and the LRI was not in science mode for gray colors.

3.2. In-Flight Sensitivity and Previous Studies

Understanding the instrument noise is vital for developing future ranging interferom-
eters based on LRI heritage technology. However, the accurate assessment of the
instrument noise is challenging, as it is usually superimposed with noise sources or
measurements beyond the instrument-internal errors.

In general, the state of the LRI is good at the time of this writing, i. e., after more
than five years in orbit. The scientific outcome, i. e., the ranging signal, shows good
agreement with the microwave instrument but with significantly increased sensitivity,
and is furthermore well understood (Abich et al., 2019). Figure 3.10 shows amplitude
spectral densities of a four-day LRI ranging measurement in March 2023. The orbital
peak and higher harmonics stand out clearly, while the gravitational signals (static and
dynamic) roll off at a Fourier frequency of about 37 mHz. The LRI signal is dominated
by non-gravitational accelerations up to 200 mHz, e. g., from residual air drag or solar
radian pressure (Misfeldt, 2019). The highest frequencies are limited by the cavity
coating thermal noise. A projection of an on-ground assessment of that noise source
is shown in green. It matches well with the observation at the highest frequencies.
The second noise source expected to limit the sensitivity of the LRI is TTL. It has
been studied in detail by Wegener (2022), and a simple model of its magnitude is
shown in dashed pink. TTL can be calibrated and removed in post-processing. The
pink trace shows the effect before calibration. The cavity coating thermal noise and
the TTL noise are both well below the sensitivity requirement of the LRI, which is
80 nm/

√
Hz. The KBR sensitivity is at about 1 µm/

√
Hz, shown by the level of the

post-fit residuals of gravity field recovery (GFR) at frequencies f > 10−2 Hz (green).
The post-fit residuals of the GFR describe the residuals in the ranging data that the
newly estimated gravity potential could not explain. For the LRI, that post-fit residual
level (red) is well below the KBR residuals. The limiting effect in the post-fit residuals
at highest frequencies f > 30 mHz is deficiencies in the ACC measurement, which is
not resolving the non-linear accelerations well enough to correctly remove them from
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Figure 3.10. ASDs of the LRI measurement and its dominant noise sources. The big bulge
in the blue ranging signal is the actual gravitational signal, which rolls off at around
37 mHz (dashed black). The light blue (Cavity Coating Noise) and dashed pink (TTL
model) lines show the dominant noise sources of the measurement. The transponder
measurement (orange) represents the phase readout noise. The region between 37 mHz to
200 mHz is dominated by the non-gravitational signal that also limits the gravity fields
in this frequency region. KBR and LRI postfit residuals are shown in green and red.
The spectral densities show data from 2023-Mar-02 until including 2023-Mar-04. Postfit
residuals were calculated by Yihao Yan using the GSOFT software package (Wang et al.,
2015).

the LRI data (Misfeldt, 2019). The orange trace shows the raw phase measurement
of the transponder spacecraft, which mainly represents the LRP readout noise, cf.
equation (3.12).

Spurious and unphysical jumps or glitches were found in the LRI ranging data shortly
after the commissioning of the instrument, which are called phase jumps (PJs). They
have been studied and explained in Abich et al. (2019) and Misfeldt (2019). Large parts
of the phase jumps are removed by on-ground data processing through a template-based
deglitching algorithm, and an update of the LRP flight software was performed in early
September 2022 to mitigate this particular noise source. However, even before that
update, the GFR was not limited by the PJs due to the excellent removal algorithm.
Some sparse events look like phase jumps but have a magnitude of 106 cycles, which are
consequently called mega-phasejumps. They are still not understood but are regarded
as non-critical as they occur rarely and can be removed largely in post-processing.

The LRI has proven to discover new science. For example, deficiencies in the static
gravity background model were found by (Ghobadi-Far et al., 2020) for frequencies
between 20 mHz to 30 mHz. Furthermore, new data processing strategies using the LRI
ranging data in the time domain enable the discovery of localized and small gravity
changes with sub-monthly time resolution which are caused, e. g., by earthquakes or
local flooding events (Ghobadi-Far et al., 2020; Ghobadi-Far et al., 2022). These new
techniques can directly be related to the increased sensitivity of the LRI instrument.
In terms of monthly gravity field maps, Pie et al. (2021) concludes that the monthly
time-varying gravity field maps from the LRI can be retrieved at least as good as their
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KBR counterpart, but with increased sensitivity in high frequencies, which reveal new
gravitational attributes in the spectral and temporal domains. Furthermore, the LRI
has fewer instrument reboots compared to the KBR instrument.

3.3. Measurement Noise Modeling

Knowledge of the noise shape and its correlation is required to analyze short-lived,
high-frequency signals or disturbances like phase jumps in the LRI data. This section
first introduces the concept of parameter estimation using the least squares method
before the noise of the LRI at high Fourier frequencies is modeled.

3.3.1. Introduction to Least Squares Parameter Estimation

The simple least squares algorithm solves linear, algebraic problems of the form

A · c = b ⇒ ĉ =
(︂
ATA

)︂−1
ATb (3.13)

in a sense that the sum of squared residuals

χ2 =
∑︂
i

(bi −Ai · ĉj)2 (3.14)

is minimized, hence the name least squares. The solution on the right-hand side of
equation (3.13) is obtained by forming the gradient with respect to the parameter esti-
mates ĉ and setting it to zero. The summation in equation (3.14) regards the process’
independent variables, which are represented column-wise in the design matrix A, ĉ is
the estimator for the unknown parameters c and b is the observation or measurement.
Note that bold capital letters denote matrices, bold lowercase letters denote vectors,
and lowercase letters denote scalars. The previous expressions assume a white noise
distribution in the measurement b, but they can be generalized by applying weights to
the measured data. Let

b = Ac+ ε , (3.15)

with the noise term ε with an expectation value E[ε|X] = 0 and the variance-covariance
matrix (VCM) being defined through Σ = Cov[ε|X], which ideally is non-singular and
thus invertable. In case of uncorrelated noise, the VCM has diagonal form, diag(Σ) =
σ2
i , where σi is the standard deviation of the measurement at the data point i. The

algebraic solution to the newly formulated problem reads

⇒ ĉ =
(︂
ATΣ−1A

)︂−1
ATΣ−1b (3.16)

A more general method for non-white input data is the so-called likelihood method,
where the likelihood of the parameters c given the measured data b is computed as
(Koch, 1999)

L(b | c) = 1√︁
|2πΣ|

· exp
(︃

−1
2r(c)T · Σ−1 · r(c)

)︃
. (3.17)

In this expression, Σ denotes the variance-covariance matrix, which will be described
in section 3.3.2 and employs a particular noise model of the input data b. Those will
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be derived in section 3.3.3. Further, |Σ| denotes the determinant of Σ. The residuals
of the input data after subtracting a potential model is denoted as

r(c) = b−m(c) , (3.18)

with the model m(c). The best-fit model m(c) can be identified by the maximum
value of the likelihood function L over the parameter space. Equivalently, but compu-
tationally less expensive, is to compute the negative logarithm of L,

ℓ(b | c) = − ln L(b | c)

= 1
2 ln (|2πΣ|) + 1

2r(c)T · Σ−1 · r(c) , (3.19)

which saves the evaluation of the exponential function. Ultimately, the negative log-
likelihood ℓ is minimized by employing a generalized least squares, i. e., by computing
an estimator ĉ of the parameters c through

ĉ = argmin
c

r(c)T · Σ−1 · r(c) . (3.20)

Typically, modern computer-algebra systems use the so-called QR decomposition
instead of solving this matrix expression, which is computationally more efficient. The
art of noise modeling for physical processes now involves finding a suitable choice for
the VCM Σ.

3.3.2. Variance-Covariance Matrix and Autocorrelation Function

The VCM Σ can be derived from the expectation value E of the measurement noise n
as

Σij = E[ni · nj ] = R(ti − tj) , (3.21)

which in turn is defined through the autocorrelation function (ACF) R(τ) (Jenkins
et al., 1968).

The ACF R(τ) can be found from the actual measurement noise through the PSD
of actual data, as the autocorrelation and the PSD of a measurement form a Fourier-
transform pair according to the Wiener-Khinchin theorem (Chatfield, 1975; Jenkins
et al., 1968). The PSD S(f) is obtained from spectral analysis of the measured data,
which usually is the LRI phase data within this thesis. From a numerically computed
PSD Ŝ(f) using a simple Fast Fourier Transform (FFT) algorithm or an advanced PSD
with logarithmic frequency axis (LPSD, Heinzel et al., 2002), the shape of the PSD
can be modeled, e. g., using a polynomial or square-root law, yielding the PSD model
Sm(f). Usually, when working with real data which has a finite sampling frequency fs,
a rectangular cropping window in the frequency domain is needed to remove frequencies
above fs. Furthermore, a divisor two is needed to convert the double-sided PSD into
its single-sided equivalent. Thus,

S(f) = 1
2Sm(|f |) · rect

(︃
f

fs

)︃
. (3.22)
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After finding a suitable model Sm, the ACFR(τ) is obtained through the inverse unitary
Fourier transform F−1, where the following convention for the Fourier transform is used:

R(τ) =
∫︂ ∞

−∞
S(f) e−2πiτfdf (3.23)

= 1
2

∫︂ fs/2

−fs/2
Sm(|f |) e−2πiτfdf , (3.24)

where the edge frequencies of the rectangle window in equation (3.22) can be used as
integral limits.

A common mean for confirming that the analytical ACF R(τ) actually describes the
measurement can be achieved through computing the unbiased autocorrelation of the
(real-valued) data x through

xcorr(x) = R̂x(τ) =

⎧⎪⎪⎨⎪⎪⎩
1

N − τ

N−τ−1∑︂
i=0

xi+τxi , τ ≥ 0

R̂x(−τ) , τ < 0
(3.25)

and comparing both methods.
The following sections provide examples and solutions for the most common use cases

of PSD and ACFs for the LRI instrument. They are evaluated at the highest frequencies
of approximately f > 1 Hz, as this is the region where the noise is directly accessible
and not hidden below the gravitational and non-gravitational signals. The analytical
models and VCMs will be utilized in later sections, when the least squares formalism
is used to estimate parameters of physical models.

3.3.3. Derivation of LRI Noise Models at High Frequencies

Transponder Role

In principle, the measured phase signal on the LRI transponder unit yields a constant
phase ramp, cf. equation (4.12). After subtracting that ramp, it only comprises the
readout or phaselocker noise. Thus, information on the measurement noise can directly
be inferred from that data. Figure 3.11 shows a PSD of the transponder phaselocker
signal (blue) and a corresponding fourth-order polynomial fit (orange),

SmT (f) = p4 · f4 + p2 · f2 + p0 , (3.26)

in a log-log representation. The estimated model parameters are listed in table 3.2.
This model is valid for frequencies above 1 Hz, or equivalently, when analyzing events

Table 3.2. Parameters for the transponder PSD model Sm
T , cf. equation (3.26), and reference

PSD model Sm
R , cf. equation (3.29).

Parameter p0 p2 p4 AR

Unit [cycles2/Hz] [cycles2/Hz3] [cycles2/Hz5] [cycles2/Hz]
Value −3.505 · 10−11 7.836e-11 −0.184 · 10−11 7.155 · 10−13 · L
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Figure 3.11. PSD of the measured one-way phase on the reference and transponder unit of
the LRI, recorded on 2022-Sep-07 with GF-2 in reference role for frequencies above 0.1 Hz.
The modeled PSDs Sm

R/T (cf. equations (3.26) and (3.29)) are shown in orange and red,
respectively. Here, L = 176.20 km.

shorter than 1 s or 10 samples at the typical 10 Hz data rate. The ACF RT(τ) as
computed through equation (3.23) reads

RT(τ) = F−1
[︄
ST
m(f)
2 · rect

(︃
f

fs

)︃]︄
(τ) (3.27)

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
32π5τ5

[︂
4πτfs

(︂
π2τ2

(︂
p4f

2
s + 2p2

)︂
− 6p4

)︂
cos (πτfs)

+π4τ4
(︂
p4f

4
s + 4p2f

2
s + 16p0

)︂
sin (πτfs)

−
(︂
4π2τ2

(︂
3p4f

2
s + 2p2

)︂
− 24p4

)︂
sin (πτfs)

]︂
if τ ̸= 0

fs
480

(︂
240p0 + 20f2

s p2 + 3f4
s p4

)︂
if τ = 0 .

(3.28)

Its graphical representation is shown in orange in the left panel of figure 3.12, together
with the numerical autocorrelation R̂T(τ) of the measured phase data φT. By compar-
ing the model and the finitely sampled data, it is apparent that the decimation filter
is designed to align the sampling after decimation with the zero-crossings of the ACF.
Hence, the decimated sampling rate is at the nulls of the ACF, which minimizes aliasing
(Ware et al., 2006). The data is only self-correlated to the first neighboring samples,
and the computed covariance matrix (cf. equation (3.21)) is thus having non-zero
entries in the diagonal and the first minor diagonals, but is (almost) zero elsewhere.

Reference Role

The spectrum PSD[φR](f) for the one-way phase of reference role of the LRI is shown
in green in figure 3.12. Although Spero (2021) suggests a 1/

√
f -behavior (dashed red,

cf. figure 3.11) for the high-frequency cavity noise, a low-pass filter function (solid red)
is chosen for the model

SmR (f) = L ·AR

1 + f
fc

, (3.29)
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Figure 3.12. Analytical autocorrelation functions and their corresponding numerical estimate
from flight data. (a) Transponder role, RT(τ), cf. equation (3.28). (b) Reference role,
RR(τ), cf. equation (3.31).

as it is a better approximation to the data. The filter cutoff frequency is chosen to be
fc = 0.2 Hz and the numerical value for the fitted magnitude AR is shown in table 3.2.
The laser frequency noise from the cavity on the reference side scales with the absolute
spacecraft separation (cf. equation (3.10)), which was approximately L ≈ 176.2 km at
that particular day.

The solution to equation (3.23) using the model SmR (f) yields

RR(τ) = F−1
[︃
SmR (f)

2 · rect
(︃
f

fs

)︃]︃
(τ) (3.30)

= 2LARfc (cos (2πτfc) (cosint (πτ (2fc + fs)) − cosint (2πτfc))
+ sin (2πτfc) (sinint (πτ (2fc + fs)) − sinint (2πτfc))) . (3.31)

However, as the low-frequency gravitational and non-gravitational signal dominates
the measurement on the reference side, this analytical form of the ACF can not directly
be compared to a numerical estimate using real data. Hence, a high-pass filter (HPF)
employing a Kaiser window (β ≈ 0.021), also at fc = 0.2 Hz, is applied before computing
the numerical autocorrelation R̂, cf. equation (3.25). Furthermore, an average of
autocorrelation results over 10 000 short segments of 50 samples ≈ 5 s = 1/fc duration
is shown, with an outlier/peak detection and removal to prevent falsifying the shape.
This second filter must also be represented in the analytical ACF. It is covered by
splitting the integral into two parts and cutting the limits at fc, i. e.,

RHPF
R (τ) = F−1

[︃
SmR (f)

2 · rect
(︃
f

fs

)︃]︃
(τ)
⃓⃓⃓
|f |>fc

(3.32)

= 1
2

(︄∫︂ −fc

−fs/2
SmR (|f |)e−2πiτfdf +

∫︂ fs/2

fc

SmR (|f |)e−2πiτfdf
)︄

(3.33)

= 2LARfc
[︁
cos(2πτfc) (cosint(πτ(2fc + fs)) − cosint(4πτfc))

+ sin(2πτfc)(sinint(πτ(2fc + fs)) − sinint(4πτfc))
]︁
. (3.34)

As the sharp edge of the integral limit does not model the smooth roll-off of the actual
filter implementation, the numerical values for the amplitude AR and fc are replaced by
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an effective cutoff fc,eff = fc/2 and AR,eff = 2AR for compensating the total magnitude.
This effective cutoff simplifies the true transfer function of the additional HPF. One
should know that filtering, in general, has non-negligible effects on the ACF.

The two variants of the ACFs, RR and RHPF
R , are shown in figure 3.12. It is observed

that omitting the HPF would cause a slight difference in the ACFs, originating from
the factor four instead of two in the argument of the sine- and cosine-integral functions
in equations (3.31) and (3.34). The ACF considering the HPF matches well with the
numerical autocorrelation R̂R(τ) of the high-pass filtered phase data of the reference
spacecraft, despite the simplified representation of the HPF.

Single Channel Phase Combination

Sometimes, individual channels of the QPD are analyzed. In this case, there are, in
principle, two possibilities: First, process the phase data “as is” and use the transpon-
der/reference ACF as defined in the previous two sections. Secondly, suppose there
is a specific event in one channel. In that case, the common gravitational and non-
gravitational signals over all four channels can be removed by subtracting the mean
over the three unaffected channels. This phase channel combination is called κ(ti) or
κi in the following, with ti being the discrete-time samples. Exemplarily, for some kind
of event in channel A, the phase combination reads

κA(ti) = φA(ti) − 1
3 (φB(ti) + φC(ti) + φD(ti)) , (3.35)

with φA...D denoting the measured phase of the individual QPD channels. This expres-
sion rejects the ranging signal (on the reference side) and common-mode noise sources
like laser frequency noise.

Following the previous sections, exemplary numerically computed PSDs of one single
channel phase combination, PSD[κA], on both SC as defined in equation (3.35) are
computed and shown in figure 3.13. A combination of high- and lowpass transfer
functions

Smκ (f) = A

1 +
(︂
f
fc1

)︂4 + B

1 +
(︂
fc2
f

)︂2 · 1

1 +
(︂
f
fc2

)︂4 (3.36)

is fitted in the spectral domain for frequencies f > 5 · 10−2 Hz. The level of the DC
value, i. e., the numerical value of A in equation (3.36), is spread between 1 · 10−10 to
3 · 10−10 for the two spacecraft in different roles and at different times. Similarly, the
first cutoff frequency fc1 varies slightly. The value spread is larger in GF-1 than on
GF-2. However, the more critical numerical values for B ≈ 2.65·10−10 and fc2 ≈ 4.5 Hz,
which define the high-frequency bump above 1 Hz, are consistent between both SC in
both roles and over time. The corresponding correlation function Rκ is again defined by
inserting the PSD model (equation (3.36)) into the definition of equation (3.23). The
inverse Fourier transform was solved using the computer algebra software Mathemat-
ica. For reducing complexity, the inverse Fourier transform was computed individually
for the two summands of equation (3.36) and then added afterward. The overall ana-
lytical formula for the ACF Rκ(τ) is not explicitly written out here, as it is a rather
lengthy expression, but it is shown in figure 3.14 for both spacecraft (differing in their
magnitude A; orange: GF-1; cyan: GF-2) alongside their numerical correspondent
R̂κ(τ). Obviously, the analytical solution is not stable for values of τ > 5, however, it
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Figure 3.13. High-frequency part of the PSD
of a single channel phase combination κD

of both SC, cf. equation (3.35) together
with the PSD fit model Sm

κ (f), cf. equa-
tion (3.36). The data was measured on
2022-Sep-07 with GF-2 and on 2022-Sep-
18 with GF-1 in reference role.
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Figure 3.14. Analytical and numerical auto-
correlation functions of the single chan-
nel combinations κ. The parameter es-
timation and numerical autocorrelation
use measurement data from 2022-Sep-07.
The inverse Fourier transform is not sta-
ble for evaluation times |τ | > 5 samples,
but safely be set to zero outside this in-
terval.

can safely be set to zero outside this interval. Again, a large number of 20 000 auto-
correlations of consecutive data stretches with N = 100 samples ≈ 10 s was computed
and averaged. The red and blue lines overlay well with the analytical solution. Using
phase data from other days, where the A parameter is slightly different, the resulting
patterns are similar in their shape but with a small bias in the magnitude for τ ≈ 0.
Further mismatches between the two methods could arise from mis-modeling of Smκ (f)
in the spectral domain, for example, in the knee at approximately 1.5 Hz in figure 3.13.
Still, the derived ACF matches well with the observed numerical autocorrelation from
in-flight data and can be used in parameter estimations

3.4. Summary
Chapter 3 gave an introduction to the architecture of the LRI, its subunits and working
principles, and, more briefly, the other GRACE-FO payloads. First measurements
were presented. The ASD of the ranging signal was presented in figure 3.10, and
the different noise contributions of the LRI have been explained based on previous
studies. Section 3.3 gave a more thorough introduction to the measurement noise at
high frequencies, including the derivation of noise models and autocorrelation functions
for the LRI units in reference and transponder role, as well as for a particular linear
combination of the four individual QPD channels. Later sections will use these models
for parameter estimations in a least squares sense.
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The Interferometric Phase Observable 4
Time is relative. Its only worth depends upon what we
do as it is passing.“ ”

— Albert Einstein —
Theoretical physicist who revolutionized the
understanding of our universe

4.1. Relativistic Description of the Phase Observable
The previous section provided an intuitive picture of the LRI working principle through
the beams’ frequencies. However, the LRI actually measures the phase of the inter-
ference pattern, being the frequency integral. To describe the phase observables in a
relativistic framework, the approach by Yan et al. (2021) is followed closely to assess
potential relativistic effects on the conversion factor between the measured phase and
the range. This description in terms of phase is preferred since it is invariant in the
context of general relativity, i. e., independent of the coordinate system, in contrast to
the frequency.

In GRACE-FO data analysis, four coordinate systems are of relevance: the local
Lorentz frames of reference and transponder satellites, which have their proper time τR
and τT and the origin at the satellite center-of-mass, respectively, and the geocentric
non-rotating coordinate system with coordinate time t usually realized through GPS
time. This quasi-inertial geocentric celestial reference frame (GCRF) is usually used in
satellite gravimetry to perform orbit integration. In contrast, the co-rotating terrestrial
reference frame is used to perform the gravity field recovery. Following the description
in Ashby et al. (1986), the coordinate time t of the GCRF is assumed to be realized
by clocks on the geoid, in contrast to the geocentric coordinate time (TCG) where the
clocks are far away from Earth.

The roundtrip ranging scheme of the LRI in its ideal case without measurement noise
is depicted in a Minkowski diagram in figure 4.1. It will be explained in detail in the
following. The phase of the reference laser (RLAS) (cf. equation (2.6)) in the frame of
the reference satellite can also be written as

ΦR(τ ′′
R,RLAS) :=

∫︂ τ ′′
R

0
νR(τR) dτR + const., (4.1)

where the arguments (τR,RLAS) specify a four-dimensional space-time event in general
relativity with the time τR and the local laser position RLAS, νR is the instantaneous
laser frequency and τ ′′

R indicates the measurement epoch. The absolute value of the
phase is neither accessible nor relevant here, which is emphasized by the constant term.

The phase value of a particular event E = (τR(E),RLAS), when light with the
phase ΦR(E) is produced and emitted at the reference laser, will propagate towards
the transponder satellite. In the local Lorentz frame of the transponder satellite, the
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4. The Interferometric Phase Observable

Figure 4.1. Minkowski-Diagram of the LRI
roundtrip measurement. The light is
emitted from the reference unit at the
event E, at the position of the refer-
ence laser (RLAS). It is then received
and re-emitted at E′ at the transponder
photoreceiver position (TPR). The non-
instantaneous roundtrip phase is mea-
sured at E′′, again at the RLAS position,
but a few milliseconds later. For reference,
the instantaneous biased range is depicted
as well. x denotes the spatial coordinates.

event E′ = (τT(E′),TPR) is defined as the reception at the transponder photoreceiver
(TPR). The phase of the beatnote at the TPR is given as the phase difference of both
interfering light fields, i. e.

φT(E′) = ΦT(E′) − ΦR(E′) = fT
offτ

USO
T (E′) + δT(E′). (4.2)

That measurement is used as feedback in the transponders’ laser frequency control loop
(cf. section 3.1), which means that φ̇T (τUSO

T ) is kept at fT
off . The phase derivative φ̇T

is defined w. r. t. the local time of the USO τUSO
T , which is an electrical realization of

the proper time τT that may exhibit noise and errors. As these errors are correctable
in post-processing (using the CLK1B data product), the proper time realizations τUSO

R
and τUSO

T are regarded as error-free in the following. Imperfections in the control loop,
e. g., due to the limited gain or bandwidth, may result in phase deviations δT. Due to
the frame invariance of the phase and the way the events E and E′ were defined, one
can use that the phase ΦR(E′) at the transponder detector at the reception event is
equal to the phase on the reference laser at the emission event, i. e.,

ΦR(E′) = ΦR(τR(E),RLAS) = ΦR(E). (4.3)

Note that equations (4.1) and (4.2) can be used to derive the phase (and frequency) of
the transponder laser, which is a function of the reference laser.

The phase value of the transponder laser ΦT(E′) at the instance of detection was
also split at the beamsplitter and will propagate back to the reference satellite. E′′ =
(τR(E′′),RPR) labels the event when this phase is impinging on the reference photore-
ceiver (RPR) and the corresponding phase of the beatnote on the reference photore-
ceiver reads

φR(E′′) = ΦT(E′′) − ΦR(E′′). (4.4)

The phase of the local oscillator field ΦR(E′′) was emitted at the reference laser a short
time before that, the exact delay is given by the light propagation time ∆τ [aR′′ +bR′′ ]

R
for the optical path lengths aR and bR in the reference frame (cf. figure 3.2). The two
primes indicate that these quantities refer to the time when the measurement occurs
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on the reference side. Thus,

ΦR(E′′) = ΦR(τR(E′′) − ∆τ [aR′′ +bR′′ ]
R ,RLAS) . (4.5)

The received light on the transponder satellite can be rewritten in terms of the reference
laser phase plus a contribution from the transponder frequency-locked loop, i. e.

ΦT(E′′) = ΦR(τR(E),RLAS)
+ fT

off τT(E′) + δT(E′) (4.6)

The relation between the light reception time τR(E′′), i. e., the measurement time on
reference, and light emission time τR(E) in terms of the light paths a, b and ℓ in
figure 3.2 is

τR(E′′) − τR(E) (4.7)
=
(︁
τR(E′′) − τR(E′)

)︁
+
(︁
τR(E′) − τR(E)

)︁
(4.8)

= ∆τ [−bT′ +ℓT′R′′ +bR′′ ]
R + ∆τ [aR+ℓRT′ +bT′ ]

R (4.9)

= ∆τ [ℓRT′ +ℓT′R′′ ]
R + ∆τ [aR+bR′′ ]

R . (4.10)

The round-trip propagation time for light on the racetrack ∆τ [ℓRT′ +ℓT′R′′ ]
R as apparent

in the local Lorentz frame of the reference satellite contains the ranging information
and will be written in a short form as ∆τ [rt]

R later on. Again, the primes indicate
roughly when light paths or satellite states are evaluated, e. g., double prime means the
measurement time, one prime means approx. 220 km/c0 ≈ 0.73 ms earlier and no prime
means 1.46 ms earlier than the measurement epoch. Finally, by using equation (4.5)
and equation (4.6) in equation (4.4) and employing the definition for the laser phase
(cf. equation (4.1)), one obtains with the help of equation (4.10)

φR(τ ′′
R) = −

∫︂ τ ′′
R−∆τ [aR′′ +bR′′ ]

R

τ ′′
R−∆τ [rt]

R −∆τ [aR+bR′′ ]
R

νR(τR) dτR

+ fT
offτT(E′) + δT(E′) + const. (4.11)

where the short form τ ′′
R = τR(E′′) was used. The first line of equation (4.11) illus-

trates that the phase of the beatnote on the reference satellite φR contains the elapsed
phase between start and end time given by the lower and upper bound of the integral,
respectively. This result is consistent with the expression given in Sheard et al. (2012),
though a constant laser frequency was assumed there.

The light propagation time ∆τ [bR′′ ]
R for path length bR appears in both integral bounds

with two primes, i. e., at the same epoch. This means that variations in that path be-
tween beamsplitter and photodiode do not cause phase variations due to common-mode
rejection because that segment is traversed by both beams. The bR-terms appear be-
cause the phase measurement at the photoreceiver is actually defined at the beamsplit-
ter. However, there is a negligible delay until the information arrives at the detector.
Delays appear with larger magnitude also in later stages of data processing, e. g., filter
delays, and need to be accounted for in data processing (see Müller (2017) for more
details).
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4. The Interferometric Phase Observable

The terms related to path length aR in equation (4.11) are evaluated at different
instances of time, which are separated by the round-trip delay of approx. 1.46 ms. The
phase variations on this path delivering light to the beamsplitter over such short time
scales can be safely omitted (Sheard et al., 2012).

The transponder phase measurement is mainly a trivial phase ramp:

φT (τT(t)) = fT
off τT(t) + δT(τT(t)) . (4.12)

The average phase over all four QPD channels on the reference and transponder
satellites, φR and φT, are reported as so-called piston phase in the GRACE-FO LRI
Level-1A data product (LRI1A) (Wen et al., 2019). The phase measurements exhibit
sporadic phase jumps (or glitches) when some attitude control thrusters are activated
(Abich et al., 2019; Misfeldt, 2019). Most of the jumps or steps appear simultaneously
up to the light travel time on both satellites and have been accounted for in the math-
ematical description by the δT-term. By fitting a model to the individual phase jump
in the transponder phase data, one can subtract the same model amplitudes from ref-
erence and transponder phase, but with different delay due to light travel time (Abich
et al., 2019). Other effects that are removed from the phase, such as single event up-
sets (SEUs) will be discussed later in chapter 9. We denote these deglitched phase time
series as φDGL

T and φDGL
R and compute the LRI ranging phase (also sometimes denoted

as piston phase) as

φLRI(τR(t)) = φDGL
T (τT(t− ∆t[ℓT′R′′ ]

estim )) − φDGL
R (τR(t)) (4.13)

⇒ φLRI(t) = φDGL
T (tR − ∆t[ℓT′R′′ ]

estim ) − φDGL
R (tR) . (4.14)

To form the phase difference described in equation (4.13), one has to bring the phase
values from LRI1A to the same time-grid by means of interpolation. We recommend
to first convert the time tags of the reference τR and transponder τT into coordinate
time (tR and tT) by using LLK1B, the datation reports from LHK1A, adding the
constant phase delay of the downsampling filter (Wen et al., 2019), and then interpolate
the transponder phase onto the time-grid of the reference, because the transponder
measurement exhibits less variations. Further, the (approximate) light travel time
from transponder to reference ∆t[ℓT′R′′ ]

estim is used, which can be computed from the GPS
positions of the satellites. Note that by converting the local LRI time τR into GPS
time tR, they are no longer regularly sampled and the resulting phase φLRI needs to
be interpolated once more to derive the regularly sampled reference time-tags t in
coordinate time for the final LRI1B data product. Equation (4.14) can directly be used
in data processing using the LRI1A data product.

However, in order to understand the physical content of the computed ranging phase
φLRI(t), equation (4.14) is rewritten using the definitions of equations (4.11) and (4.12)

φLRI(t) =
∫︂ tR

tR−∆t[rt]
R

νG
R (t′R) dt′R + qR , (4.15)

where qR denotes an arbitrary and unknown phase bias. Note that the absolute laser
frequency νG

R in the coordinate frame is used here. The relation between the frequency
of the laser source νR and the apparent frequency in the Earth-centered GCRF system
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νG
R is

νG
R = νR · dτR

dt , (4.16)

though the distinction between those is rather of academic interest, since they deviate
just at the parts-per-billion level, as discussed in the following. The dominant DC
and 1/rev errors are evaluated by assuming νG

R = νR and considering v = 7.7 km/s,
GM = 3.986 · 1014 m3/s2 and r = (6378 + 490) km for the GRACE-FO orbit. The
fractional clock error at DC frequency is given by (Müller, 2017, eq. 2.14)

dτ
dt − 1 ≈ − v2

2 c2
0

− GM

r c2
0

≈ −1 · 10−9 . (4.17)

This numerical value translates in a DC frequency difference of

νG
R
νR

= dτ
dt ⇒ νG

R − νR ≈ 300 kHz . (4.18)

From GNI1B orbit data and equation (4.17), one can furthermore infer that the varia-
tions of dτ/dt are below 10−11 at the orbital frequency (Müller et al., 2022), giving a
1/rev error of approximately

νG
R − νR ≈ 3 kHz cos(2πforb · t) , (4.19)

which is again well below the accuracy goal of 10−7 or better.
The derivative of equation (4.15), which is the phase rate, is given by (Müller et al.,

2022)

dφLRI(t)
dt = d

dt

(︄∫︂ t

t−∆t[rt](t)
νG

R (t′) dt′ + qR

)︄
(4.20)

= d∆t[rt]
dt · νG

R (t− ∆t[rt](t)) + νG
R (t) − νG

R (t− ∆t[rt](t)) . (4.21)

From this expression, the physical contributors to the ranging phase can be seen. The
first term contains the desired ranging information, i. e., the round-trip propagation
time ∆t[rt] multiplied by the laser frequency νG

R at the emission event. The latter
two terms can be regarded as a phase error due to laser frequency changes between
the emission and reception time of the photon. A handy approximation for a slowly
varying laser frequency ν(t + ∆t[rt]) ≈ ν(t) in both, coordinate time and proper time,
is given by

φLRI(t) ≈ ∆t[rt](t) νG
R (t) + qR = ∆τ [rt]

R (t) νR(t) + qR . (4.22)

The equivalence of proper time quantities and coordinate time quantities in equa-
tion (4.22) follows from the phase-invariance under coordinate transformation in general
relativity (Shiozawa, 2004).
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4.2. Relation between the Measured Phase and Biased
Range

Gravity field recovery for GRACE-like missions, i. e., the conversion of range, accelerom-
eter and orbit observations into gravity field coefficients, is usually based on the biased
instantaneous inter-satellite range

ρinst(t) = |r⃗A(t) − r⃗B(t)| + const. (4.23)

that is obtained using LRI or KBR measurements. However, due to the finite speed
of light and the motion of the satellites during the light travel time, these range mea-
surements yield a non-instantaneous biased range, in the LRI case proportional to the
round-trip light travel time in the GCRF ∆t[rt] or in the reference S/C timeframe ∆τ [rt]

R .
The conversion between LRI-derived raw biased range ρraw

LRI and instantaneous biased
range is in general given by the light time correction (LTC), i. e.,

ρinst
LRI(t) = ρraw

LRI(t) + ρLTC
LRI (t) (4.24)

= c0∆t[rt](t)
2 + c0T G

TWR(t) (4.25)

= c0∆τ [rt]
R (t)
2 + c0TTWR(t), (4.26)

where c0T G
TWR is the common light time correction for the LRI, which is derived from

orbit information (GNI1B) and for the GCRF (Yan et al., 2021). However, a similar
correction c0TTWR could be derived from orbit information also for the local Lorentz
frame of the reference satellite. Here we assume the conventional approach, where
the light time correction is based on a range from ∆t[rt]. We further need to rescale
the ranging phase φLRI (cf. equation (4.15)) in units of cycles with the estimated
wavelength λG

est = c0/νG
R,est as apparent in the GCRF in order to obtain the raw LRI

range in meter as (Müller et al., 2022)

ρraw
LRI(t) = c0

2

∫︂ t

0

dφLRI(t′)
dt′

1
νG

R (t′ − ∆t[rt](t′))
−
(︄

νG
R (t′)

νG
R (t′ − ∆t[rt](t′))

− 1
)︄

dt′ (4.27)

= c0
2
(︂
∆t[rt](t) − ∆t[rt](0)

)︂
+ errors . (4.28)

Equation (4.27) provides the recipe to compute the raw and biased range as a function of
the coordinate time t, which is available after precise orbit determination. The formula
follows directly from the definition of the phase derivative (cf. equation (4.21)). The
first term in the integral resembles the well-known relation

ρ(t) = c0
ν
φ(t) , (4.29)

and the second term accounts for the effect of a varying frequency νG
R (t). Equa-

tion (4.28) in turn provides the physical meaning of ρraw
LRI as a time-of-flight measure-

ment, whereby the errors include TTL (Wegener et al., 2020), laser frequency noise
(Abich et al., 2019) and others.

48



4.3. Scale and Timing Errors in the Instantaneous Biased Range

A handy approximation of equation (4.27) is given as

ρraw
LRI,approx(t) = c0

2

∫︂ t

0

dφLRI(t′)/dt′
νR(t′) −

(︄
1 − d∆t[rt]GPS(t′)

dt′

)︄
· ν̇R(t′)
νR(t′) ∆t[rt]GPS(t′) dt′ , (4.30)

where the frequency νR is expressed in the local frame of the reference satellite, and all
quantities are evaluated at the same time t. The subscript GPS indicates that the light
travel time can be obtained from orbit information. The accuracy of this approximation
has been analyzed in Müller et al. (2022).

4.3. Scale and Timing Errors in the Instantaneous Biased
Range

Up to now, the representation neglects some error sources, namely a mismodeling of
the laser frequency, which is expressed as a scale factor, and, secondly, clock errors. It
was shown in equation (4.27), that the biased range can be computed from the phase
measurements if the conversion factor, more precisely the absolute frequency νG

R (t) or
wavelength λ(t) = c0/νG

R (t), is known. However, knowledge errors of this conversion
factor can be expressed through the difference of the estimated and the true value,
which is called the scale factor

εSCF(t) =
νG

R,est(t) − νG
R (t)

νG
R (t)

⇔ νG
R (t) =

νG
R,est(t)

1 + εSCF(t) . (4.31)

By replacing νG
R in equation (4.27) with the definition of equation (4.31), an expression

for the estimated range ρraw,est
LRI is obtained. The error of this estimated range is

ρraw,est
LRI (t) − ρraw

LRI(t) ≈ εSCF(t) · L(t) , (4.32)

of which the full derivation is published in Misfeldt et al. (2023b, eq. 9ff) and is thus
not repeated here.

The second potential error contributor is a timeshift ζ of the measured data, which
may arise from an unmodeled internal delay between the time tagging of the ranging
data and the true time reference frame given by the GPS. In the case of the LRI, the
time offset between GPS and LRI can be up to 1.5 s due to initialization of the LRP
time (Wen et al., 2019). So-called datation reports are taken regularly to measure
this initialization time offset. However, even after correcting for this offset, a small
deviation ζ may remain, and the effect is linearized through

ρinst
LRI(t+ ζ) ≈ ρinst

LRI(t) + ζ · ρ̇(t) . (4.33)

By combining the two effects, the total error of the LRI measured signal w. r. t. the
truth is

ρinst
LRI(t) − ρinst

true(t) ≈ εSCF(t) · L(t) + ζ · ρ̇(t) . (4.34)

For the LRI, typical values of the scale factor εSCF are on the order of 10−6 whereas
the timeshift ζ ≈ 50 µs. The corresponding errors are shown for a given amplitude
spectral density of ranging data in figure 4.2. Both error sources are close to the LRI
noise requirement between 0.6. . . 3 mHz, which sets a requirement for the knowledge of
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Figure 4.2. Typical ASD of the LRI ranging signal (black) and effective errors arising from
a static scale factor error εSCF = 10−6 (green) and timeshift ζ = 50 µs (red, cf. equa-
tion (4.33)). Also shown is the noise requirement of the LRI (blue line), which is strictly
applicable only for frequencies above 2 mHz, but it was extrapolated towards lower frequen-
cies (blue dashed segment). The dots denote a 1 µmpeak tone amplitude, being the tone error
requirement for KBR and LRI at specific frequencies (2/rev for KBR, 10/rev. . . 200/rev for
LRI). The ranging measurement is dominated by laser frequency noise at the highest fre-
quencies (above 30 mHz) and by the differential gravitational and non-gravitational forces
below.

both, scale factor (e. g. at the level of 10−7 to 10−8) and timeshift (a few microseconds
or better).

At Fourier frequencies below 0.6 mHz, the spectrum is dominated by sinusoidal errors
at integer multiples of the orbital frequency forb ≈ 0.18 mHz. For these peaks, the
tone error requirement of 1 µmpeak holds (Kornfeld et al., 2019) at 2/rev for the MWI
(purple dot) and at n/rev with 10 ≤ n ≤ 200 frequencies for the LRI (blue dots). Here,
the LRI tone error requirement is not specified below 10/rev, as the instrument is
only a technology demonstrator. However, future instruments might inherit the 2/rev
requirement from the MWI and thus it is shown here. For correct representation, the
tone requirement is rescaled to a level of 1 µmpeak/

√
2ENBW ≈ 154 µm/

√
Hz (Heinzel

et al., 2002) by using the equivalent noise bandwidth (ENBW) of ≈ 21 µHz that was
used to compute the spectral density traces. The displayed errors (red and green) are
close to the tone requirement at 2/rev frequencies.
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Laser Frequency Determination
for the GRACE-FO LRI 5

The heart of science is the measurement.“ ”
— Erik Brynjolfsson —

Author and Professor at Stanford University

Some parts of this section were published by the author of this thesis in Misfeldt et al.
(2023b), but the content is rewritten and extended to cover the full year 2022. This
allows also to determine in-flight models for GF-2, which was in reference role only for
four weeks in 2018 before, but for more than half a year in 2022.

For two reasons, precise interferometric ranging measurements need knowledge of the
absolute laser frequency. First, as it is directly apparent from equation (3.10), any laser
frequency variations in the measurement band (above 2 mHz) will couple linearly with
the absolute spacecraft separation L. These variations are suppressed by implementing
an optical reference cavity and the PDH scheme to lock the laser frequency to this ref-
erence. The stability of the cavity in the LRI has already been discussed in section 3.1.
Secondly, not only these in-band variations are essential, but also knowledge of the
absolute frequency is needed to relate the phase measurement to a (biased) range, cf.
equation (4.27).

In this chapter, several ways to determine the absolute laser frequency of the LRI
lasers are discussed and compared, namely the cross-calibration method (section 5.1),
the cavity model (section 5.2) and the telemetry-based model (section 5.3). The per-
formance of those models is compared through the range error; the direct difference
of KBR-LRI range measurements gives just that. Furthermore, section 5.5 provides a
model for a possible thermal coupling to correct tone errors in the measurement.

5.1. Cross-Calibration using the MWI
For the success of GRACE-FO, knowledge of the absolute laser frequency of the LRI was
of minor importance, as it can be calibrated against the primary ranging instrument,
the MWI, which also measures the biased inter-spacecraft range simultaneously. The
instantaneous KBR range is defined as

ρinst
KBR(t) = ρraw

KBR(t) + ρLTC
KBR(t) + ρAOC

KBR(t) , (5.1)

where ρraw
KBR denotes the ionosphere-free K/Ka-band range, and the other two terms

are error corrections for the light time correction (LTC) and antenna offset correction
(AOC). All of them are given in the KBR1B data product (Wen et al., 2019). It is safe
to assume that the KBR frequency is well known, as it is derived from the USO, whose
frequency is in turn derived during precise orbit determination and referenced to the
GPS. The fractional USO frequency variations due to relativity are at a level of 10−11,
mainly at 1/rev (Müller et al., 2022). However, they are irrelevant here, as this section
only concerns variations at lower frequencies.
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5. Laser Frequency Determination for the GRACE-FO LRI

For calibrating the LRI frequency, the residuals of daily arcs of LRI phase measure-
ment and the KBR range are minimized, i. e.,⃓⃓⃓⃓⃓⃓

ρinst
KBR(t) − ⟨λSDS

est ⟩ · (φLRI(t) + ζ · φ̇LRI(t)) − ρLTC
LRI

⃓⃓⃓⃓⃓⃓
→ 0 . (5.2)

A linearized form of the time shift was employed, cf. equation (4.33). Further, a
modified form of equation (4.31) is employed to describe the wavelength, i. e.,

⟨λSDS
est ⟩(tdaily) = (1 + ⟨εSDS

SCF⟩(tdaily)) · λSDS
0 , (5.3)

where λSDS
0 = c0/νSDS is a ground-measured value given through the nominal laser

frequencies (Wen et al., 2019)

νSDS
1 = 281 616 393 MHz and νSDS

2 = 281 615 684 MHz (5.4)

for GF-1 and GF-2, respectively. However, as these values were determined pre-flight,
they do not represent the best knowledge of the actual laser frequency and are sort of
arbitrary. Equation (5.2) assumes a daily constant laser wavelength, which essentially
decomposes the scale factor εSCF into a static and a time-variable part as

εSCF(t) = ⟨εSCF⟩(tdaily) + δεSCF(t) (5.5)

of which only the static part ⟨εSCF⟩ is determined daily with discontinuities at the day
boundaries. The time-variable part δεSCF(t) remains unknown.

With the approach of equation (5.2) and the simplification of a constant daily wave-
length, the conversion from phase to range, cf. equation (4.27), simplifies to

ρSDS
LRI (t) = c0

2
1 + ⟨εSDS

SCF⟩(tdaily)
ν0

· φLRI(t) . (5.6)

This cross-calibration is performed by the science data system (SDS) to derive the
nominal LRI1B data product in version v04 (Wen et al., 2019). The value of the scale
factor ⟨εSCF⟩ is reported in the iono_corr column of the data product, whereas the
time shift ζ is applied through the time-correction product LLK1B.

Figure 5.1 shows the scale factor ⟨εSDS
SCF⟩ as given in the LRI1B-v04 data product

(blue) alongside an in-house recomputation and validation of the v04 product, internally
called LRI1B-v50 (orange). The top panel shows the segments with GF-1 in reference
role and the bottom panel for GF-2. The two subplots cover the period from launch
until the end of 2022. Often, GF-1 acts as the LRI reference (green background). For
the times with a yellow background, GF-2 was in the reference role. The data gaps
are due to spacecraft-related outages or operational modes in which the LRI cannot
maintain the laser link (gray). The recomputation of the scale factor matches well
with the SDS results but shows fewer outliers, especially before 27 June 2020. After
that date, the phase jump removal algorithm was adjusted by the SDS (Wen, 2020).
Both traces show a slow drift that seems to converge, and peaks and dips occurring
roughly every three months, indicating an apparent change of the scale factor with a
magnitude of ±10−7 or ±20 MHz in terms of the laser frequency. These variations are
likely susceptibilities of the scale factor estimate to temperature-related tone errors,
as discussed later in section 5.5. Notably, one can not distinguish which instrument
contributes to those periodic variations, as usually only the difference between KBR
and LRI is analyzed. However, the variations and their potential cause will be covered
later in section 5.5.
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Figure 5.1. Scale Factor εSCF from cross-calibration (blue: official SDS LRI1B-v04 data; or-
ange: in-house recomputation) and exponential fit model εCav (green) for (a): GF-1 and
(b): GF-2. The scale εSCF refers the nominal frequency ν0 to the actually measured fre-
quency, cf. right y-axis.

5.2. Cavity Frequency Decay

The slow drift found in the cross-calibration result of figure 5.1 was fitted as exponential
decay of the form

εCav(t) = εCav
∞ − εCav

0 exp(−λCav · t) (5.7)

and is shown as the dashed curves in figure 5.1. The time t is GPS seconds past 22
May 2018, 00:00:00 UTC, and the fit parameters are listed in table 5.1. The standard
error estimates of the parameters for GF-1 are smaller than for GF-2, as there is more
data with GF-1 in the reference role. This kind of change in the estimated scale factor
suggests that the length of the cavity spacer material is slowly changing over time. Such
exponential shrinkage (or: increasing frequency), as apparent here, has already been
observed in similar cavity systems made from ultra-low expansion (ULE) materials,
see e. g. Fox et al. (2004) and Sanjuan et al. (2019), and the suspected cause is aging
of the spacer material (Alnis et al., 2008). This effect is a physical property of the
cavity, which is sometimes also called the cavity creep. Of course, equation (5.7) can
be converted into an equivalent frequency model νCav through equation (4.31). The
corresponding frequency rates, computed from the first derivative, are in the order of
900 mHz/s and 300 mHz/s at t = 0 for GF-1 and GF-2, respectively, and decrease
to approximately 45 mHz/s and 33 mHz/s after three years and below 10 mHz/s after
five years for both cavities. This exponential decaying model for the cavity resonance
frequency was used to derive another LRI1B-equivalent data product called LRI1B-v52.

53



5. Laser Frequency Determination for the GRACE-FO LRI

Table 5.1. Estimated exponential cavity model εCav parameters and their uncertainties.

SC εCav
∞ εCav

0 λCav [1/s]

GF-1 2.218 · 10−6 −1.039 · 10−7 3.217 · 10−8

±2.522 · 10−9 ±1.262 · 10−8 ±5.170 · 10−9

GF-2 7.326 · 10−8 −4.596 · 10−8 2.299 · 10−8

±1.648 · 10−8 ±1.106 · 10−8 ±4.852 · 10−8

The difference to the previously mentioned LRI1B-v50 is that this newly derived cavity
frequency estimate replaces the scale factor from the cross-calibration method.

5.3. Laser-Telemetry Frequency Model
Another way to determine the absolute laser frequency is the telemetry-based model
νTM, which has already been introduced in section 3.1.3. Its idea is to use the frequency
actuator voltages and the overall RLU temperature as a proxy for the actual laser
frequency variations. In this section, the format of the telemetry and the on-ground
calibrations are explained in detail.

5.3.1. Laser Telemetry Description

The telemetry of the laser actuator signals is downlinked and published in the LHK1A
and LHK1B data products (Wen et al., 2019). With the LRI in science or diagnostic
mode, these data streams have a rate of 1 Hz and a resolution of 32 bit. Otherwise, the
actuator signals are reported only once every 120 s and with a resolution of 16 bit. In
any case, the unsigned values x can be decoded to a signed value and normalized to
the value range (−1/2, 1/2] using the two’s complement

u2i(x,N) =
{︄
x/2N − 1 , if x ≥ 2N−1

x/2N , if x < 2N−1 (5.8)

with N denoting the bit depth (16 or 32).
Two variables are attributed to each frequency actuator that will be denoted as

thermIL, thermOOL, pztIL, and pztOOL in the following. The notations in-loop (IL)
and out-of-loop (OOL) are somewhat misleading here, as they do not refer to different
sensors as in conventional feedback control circuits but are two parts of the same signal
which are summed up to form the final setpoint value. The OOL channel is used
for manual control in an open-loop configuration, e. g., to drive a frequency ramp for
locking to the cavity or during link acquisition. On transitioning from manual control to
automatic control, e. g., on a successful acquisition scan, the OOL signal is fixed at the
current value, and the IL channel then represents the evolution of the actuator value in
closed-loop operation. The notation is used here to remain conformal with the official
data products. The actuator range of the OOL channels is ±9 V, whereas the IL channel
is limited to ±1 V, which adds up to a full actuator control signal range of ±10 V. The
nominal frequency coupling coefficients are 500 MHz/V for the thermal element and
5 MHz/V for the PZT. This yields total scan ranges of ±10 V · 500 MHz/V = ±5 GHz
for the thermal element and equivalently ±50 MHz for the PZT element.
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Figure 5.2. Daily Mean/Min/Max values for the lasTRP thermistor on GF-1 and GF-2. The
background coloring shows times of GF-1 as reference (green), GF-2 as reference (yellow),
and LRI unlocked (gray).

The output frequency of the laser further depends on the temperature of the RLU,
measured at the TRP at one of the feet of the housing (cf. figure 3.5). The nomi-
nal operating temperature of the laser is 26 ◦C with a nominal frequency coupling of
−12 MHz/K. Since the TRP of the RLU is on the outside of the housing, a time delay
τ = 520 s is applied to the temperature measurements to account for the propagation
time of outer temperature changes to the NPRO crystal. This numerical value was pro-
vided by the laser manufacturer Tesat Spacecom. By the time of writing, the RLU TRP
temperature data is not publicly available in version 04 of the Level-1 data products
by the SDS, but might at some point, to the authors’ knowledge, be released within
the HRT1B product. Figure 5.2 shows the time series of daily averaged/min/max val-
ues of the lasTRP data. Over the whole mission time, the RLU temperature on both
spacecraft is very stable, except for some periods in early 2019 and early 2020 where
one or both LRI units were turned off completely. On GF-1, the average tempera-
ture (excluding the outliers) is at 28.33 ◦C as opposed to 28.28 ◦C on GF-2. On both
spacecraft, variations of up to ±0.25 K can be observed, related to orbital temperature
variations. According to the nominal coupling of −12 MHz/K, the equivalent RLU
frequency variations are on the order of ∓3 MHz, or a fractional frequency variation of
εSCF ≈ δν/ν0 ≈ 1 · 10−8, if the laser was free-running and not locked to the reference
cavity.

As this analysis mainly concerns the very low frequencies at 1/day and below, a
symmetric moving-mean filter with the length of eight times the orbital period 8/forb ≈
12 h is used to remove higher frequency components in the actuator signals.

5.3.2. Ground-Calibration Measurement Campaigns

During ground testing before launch, a laboratory setup was developed to verify and
refine the frequency coupling coefficients of equation (3.11) by recording the laser’s ab-
solute frequency and the actuator setpoints while modulating the laser frequency. The
absolute laser frequency was measured with a wavemeter, which is based on Fizeau in-
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5. Laser Frequency Determination for the GRACE-FO LRI

Figure 5.3. Laboratory setup for the LRI flight laser frequency calibration. Blue: Optical
fibers; Red: laser beams in free space; Black: electric signals.

terferometry[1]. Members of the LRI teams at JPL/NASA and AEI Hanover performed
the measurements at the spacecraft level in 2017 and 2018. The author of this thesis
was not involved in the experimental activities but re-analyzed the data later.

Wavemeter Calibration

Three wavemeters were used throughout the experimental activities. Two of them,
a WS6-600 and a WS7-60, are manufactured by HighFinesse/Angstrom. The third
one was a WA1500 by Burleigh. The latter was used directly before launch at the
Vandenberg Air-Force Base (VAFB), and only very few data points were taken. It has
an absolute accuracy of 600 MHz, just like the WS6-600. The accuracy of the WS7-60
is better by one order of magnitude, i. e., 60 MHz. The two HighFinesse devices feature
a built-in neon lamp for calibration purposes.

At first, the wavemeter accuracy after the internal calibration was verified against
an iodine standard. Further, the frequency of the reference laser and its frequency
actuator coupling was characterized. These measurements are explained in more detail
in appendix A for brevity. In summary, it was found that the data of the WS6-600
wavemeter is off by approximately −60 MHz on average and shows periodic features of
15 MHz (peak-to-peak) at a period of 300 s.

RLU Calibration Measurements

After verification of the wavemeter accuracy and the reference laser’s frequency actu-
ator, the RLU was characterized. Figure 5.3 sketches the experimental setup of the
RLU characterization measurement, which consisted of the LRI flight laser, the LRP,
a frequency-controlled reference laser and a wavemeter. The LRI was in transponder
mode, which means that it locks the local laser phase to the incoming beam and adds
an 10 MHz offset. The incoming beam was generated from the reference laser, which
belonged to the ground support equipment (GSE), and the wavemeter was connected

[1]The working principle of a Fizeau wavelength meter is as follows: The beam under test propagates
through two glass plates, which are under a small wedge angle, creating parallel and equidistant inter-
ference patterns on a camera chip. Fizeau interferometry does not need movable parts, which makes
it suitable for portable devices, and it has a linear relationship between the beams’ wavelength and
the distance between the lines of the interference pattern. For more information, see e. g. Demtröder
(2014) and Dobosz et al. (2017).
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5.3. Laser-Telemetry Frequency Model

Table 5.2. Measurement campaigns of the RLU frequency calibration. The Identifier (ID) of
the campaigns is used throughout the main text.

SC ID Date Device Note
GF-1 (i) Nov 2017 WS6-600 DWS test procedure
GF-1 (ii) Jan 2018 Burleigh WA1500 single data points only
GF-2 (1) Jul 2017 WS7-60 discrete frequency steps
GF-2 (2) Jul 2017 WS7-60 continuous frequency sweep
GF-2 (3) Nov 2017 WS6-600 DWS test procedure
GF-2 (4) Jan 2018 Burleigh WA1500 single data points only
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Figure 5.4. Regression results for the GF-1 laser of measurement (i), cf. table 5.2. The gaps
originate from lost-lock events of the LRI unit in transponder mode, when the reference
laser (νref in (a)) changed its frequency too fast. The raw telemetry recorded in parallel is
shown in appendix B.

to this GSE laser. Due to the fixed 10 MHz offset of the LRI in transponder mode, its
frequency is thus also known.

Multiple calibration sessions at the spacecraft level have been performed on both
RLUs between July 2017 and January 2018. The GF-1 laser was calibrated twice,
while the GF-2 laser was calibrated four times. A brief overview of the measurement
and their date is shown in table 5.2. Experiments (i) and (3) were DWS tests, in which
the frequency was recorded as an auxiliary channel. Furthermore, the setpoint of the
reference laser was changed from time to time, causing the LRI unit to lose lock and
switch into reacquisition mode, which explains some data gaps. A WS6-600 wavemeter
by HighFinesse with an absolute accuracy of 600 MHz was used for these tests. Since
experiments (ii) and (4) used a Burleigh WA1500, which had no digital output but
only a display, not many data points were recorded in these tests. The GF-1 telemetry
model was derived using experiment (i) solely. On GF-2, the laser was tested more
often and used a WS7-60 wavemeter with higher accuracy (60 MHz).

Using these measurements, the coupling factors of equation (3.11) are determined
through a least squares minimization, providing the models νTM

1/2 for the two lasers.
The regression results are shown in figure 5.4 for GF-1 and in figure 5.5 for GF-2. The
subfigures (a) show the measured reference frequency νref and the model νTM, which
was obtained by estimating the parameters of equation (3.11) in a least-squares sense.
The parameters of this estimation are shown in table 5.3 and deviate only slightly from
the manufacturer’s design values. The residuals after minimization are shown in panels
(b) of figures 5.4 and 5.5. All parts where the WS6-600 wavemeter was used show
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Figure 5.5. Regression results for the GF-2 laser. The numbering on top of the individual
panels of each subfigure corresponds to the measurement campaigns, cf. table 5.2. Note
the offset in the residuals in subfigure (b) when the less precise wavemeter WS6-600 was
used in campaign no. (3). The average bias here is 50.056 ± 0.061 MHz. Other than in the
previous figure, times where the LRI was unlocked from the reference laser are not shown
here. The raw telemetry recorded in parallel is shown in appendix B.

higher noise and small oscillations in the residuals. While estimating the parameters
for GF-2, a higher weight of 5:1 is applied to the data of the WS7-60, as it has a
higher absolute accuracy. An offset of approximately 50 MHz was observed, which is
consistent with the calibration of the wavemeters described in appendix A. For brevity,
the measured actuator signals and RLU temperature are not shown here but can be
found in appendix B.

5.3.3. Empirical Refinement with Flight Data

Figure 5.6 shows the afore described laser telemetry models νTM
1/2 (dark blue and green)

alongside the v50 frequency estimate from cross-calibration against the microwave νAEI
SCF

(light blue). The subscripts 1/2 refer to GF-1 or GF-2, respectively. The curves were
shifted down by 10 MHz whenever the particular spacecraft was in transponder role to
remove the intended offset frequency in the plot. A frequency offset can be observed be-
tween the times with GF-1 and GF-2 in the reference role, indicated by the background
coloring. The cavity resonance frequency of the GF-2 cavity is approximately 110 MHz
below the one of GF-1, simply because of the manufacturing tolerances. Furthermore,
the cavity frequency models νCav

1/2 are shown once more (black).
By design, the frequency difference of GF-1 and GF-2 is νT − νR = foff + fD(t) ≈

10 MHz ± 2.35 MHz, with the transponder laser frequency νT being above the reference
laser νR. However, the telemetry models differ by approximately ±25 MHz at maxi-
mum, which is within the accuracy of the better wavemeter WS7-60, defining the model
accuracy. A drift of roughly 40 MHz/year ≈ 1 Hz/s between the telemetry models νTM

1/2
and the reference given by the cross-calibration ⟨νAEI

SCF⟩ (light blue) can be observed.
There are some gaps in the data (indicated by gray background coloring) caused

by, e. g., regular nadir-pointing periods (June 2021 to September 2022), in which the
LRI was not generating science data. The steep slopes and the dip in February and
March 2020 in νTM

1/2 originate from spacecraft-related non-science phases of the LRI,
after which the units had to heat up to reach their nominal temperatures and thermal
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Table 5.3. Frequency coupling factors for the two LRI laser flight units. The design values from
the laser specifications and fit results derived from on-ground measurements are shown. PZT
and TRP coupling factors were not refined because the measurements were unsuitable for
deriving these couplings. The manufacturer provided the static value ∆νAirToVac representing
the frequency change from air to vacuum environment. The shown uncertainties are the
standard error of the variance-covariance matrix.

Coupling Unit Design Value GF-1 (Fit) GF-2 (Fit)
cpztIL [MHz] 10 - -
cpztOOL [MHz] 90 - -
cthermIL [MHz] 1000 1096 ± 0.226 1099 ± 0.348
cthermOOL [MHz] 9000 9007 ± 4.389 8862 ± 6.945
clasTRP [MHz/K] −12 - -

ν0,air [MHz] 281 614 803 (GF-1)
281 614 780 (GF-2)

281 614 716.494
±0.225

281 614 632.551
±0.276

∆νAirToVac [MHz] 37 (GF-1)
27 (GF-2) - -

equilibrium, which enters the telemetry-model through the laser’s TRP. It was found
that the LRI acquired the laser link before thermal equilibrium was reached and that
there are temperature transients observable at the lasers’ TRP (cf. figure 5.2). It seems
that such large transients in the laser temperature are causing the simple model to fail
and thus lead to steps in the νTM

1/2 models, eventually through non-linear temperature
dependencies. However, these steps are not physical as they would otherwise be visible
in the cross-calibration estimate as well. Figure 5.7 shows the equivalent contributions
from the thermal setpoints multiplied by their corresponding coupling factors, cf. ta-
ble 5.3. The black dashed vertical lines indicate the time of the apparent steps, where
the thermIL shows unusually high values and the thermOOL corresponding low values
on acquisition.

The drift and steps are accounted for by an empirical correction term, whose param-
eters are again determined through a least-squares minimization of the deviations of
the telemetry model and the current best estimate of the true cavity frequency, i. e.,
νTM

1/2 − νCav
R against the modeled steps and drift. Here, the subscript R denotes the

spacecraft in the reference role. The model reads

νemp(t) = a · (t− t0) + ∆ν + νstep(t) , (5.9)

where a is the drift in Hz/s, ∆ν a static offset, that accounts for errors in ν0,air of the
telemetry model (cf. equation (3.11)) and νstep(t) is defined as

νstep(t) = νstep
i if tstep

i ≤ t < tstep
i+1 . (5.10)

The estimated parameters are shown in tables 5.4a and 5.4b. The two lasers’ drift, more
precisely the drift of the setpoints, is in the order of 1 Hz/s or equivalently 40 MHz/year.
The steps are below 10 MHz each. In total, the empirically refined telemetry model (cf.
equation (3.11)) reads

νTME
1/2 (t) = νTM

1/2 (t) − νemp
1/2 (t) (5.11)

and is also shown in figure 5.6 in orange and red for GF-1 and GF-2, respectively.
They now agree well with the cross-calibration method within 10 MHz. The need for
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Figure 5.6. Laser frequency models νTM, νTME, νCav and cross-calibration result over time
for both SC. The background coloring shows times of GF-1 as reference (green), GF-2 as
reference (yellow), and LRI unlocked (gray). The difference in the two cavity frequencies is
approximately 110 MHz.

this empirical model makes the telemetry model still dependent on the microwave for
the in-flight calibration. Further, νTME does neither show nor explain the seasonal
variations in the cross-calibration estimate ⟨νAEI

SCF⟩. The LRI ranging data product
using this frequency model νTME

1/2 to convert the measured phase to a range is called
LRI1B-v51 in the following sections.

The hypothesis, raised in Misfeldt et al. (2023b) that this drift is an aging effect
of the NPRO crystal of the RLUs was tested in a laboratory experiment, as there is
little literature on aging-induced frequency changes of NPRO lasers. This experiment
is described later in chapter 6. It is noteworthy that this drift is not represented in the
actual cavity and laser frequency after stabilization but only in the PZT and thermal
setpoints of the telemetry model since the laser is still locked to the reference cavity,
which shows a much smaller drift (black solid and dashed lines in figure 5.6). Note
that the telemetry model represents the setpoints changes that are needed to maintain
the RLU output frequency at the cavity resonance. In contrast, the actual RLU laser
frequency change from this aging effect is represented by −νemp

1/2 .

5.4. Comparison of the Models

In the next step, the three laser frequency models derived in the previous sections are
compared at the level of LRI1B-equivalent data products. As a reminder, the official
version by the SDS is called LRI1B-v04, while the in-house re-processing, also using
the cross-calibration method of section 5.1, is called LRI1B-v50. However, as it intro-
duces two empirical parameters each day and can not be derived independently from
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Figure 5.7. Daily averaged thermal frequency actuations. (a): GF-1, (b): GF-2. Both show
a trend over time. The background coloring shows times of GF-1 as reference (green), GF-2
as reference (yellow), and LRI unlocked (gray).

the KBR, it will not be considered further in the following comparison. LRI1B-v51
instead uses the laser telemetry model νTME (cf. equation (5.11)), which only needs
initial calibration w. r. t. KBR and is independent thereafter. The exponential cavity
model νCav (cf. equation (5.7)) is used for LRI1B-v52. Last but not least, LRI1B-v53
uses the constant, predetermined values νSDS

0 without any time-dependency (cf. equa-
tion (5.4)). Further differences between LRI1B-v04 and all LRI1B-v5X data products
are the improved deglitching algorithm (Müller, 2021) and the LTC implementation
according to Yan et al. (2021). More information about the LRI1B-v5X data products
can be found in Müller (2021), Müller et al. (2022), and Misfeldt et al. (2023b) and on
www.aei.mpg.de/grace-fo-ranging-datasets. The v5X data products were derived for the
time span from June 2018 until the 1st of January 2023 for the following analysis.

5.4.1. The Range Error

The prefit range error ρpre
err,v5X is defined as the difference of the instantaneous ranges

of LRI (in version v5X) and KBR as

ρpre
err,v5X(t) = ρinst

LRI,v5X(t) − ρinst
KBR(t) − ρFV

KBR(t) , (5.12)

where a correction term ρFV
KBR arising from carrier frequency variations of the KBR is

considered (Müller et al., 2022). This correction mainly contains signal at 1/rev and
2/rev and improves the consistency between SDS-derived KBR and AEI-derived LRI
data products. The AEI-derived LRI ranging data products include such a correction
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Table 5.4. Empirical parameters for the telemetry model, cf. equation (5.10). Time tags refer
to midnight.

(a) Drift Parameters

Coupling Unit Value
GF-1 GF-2

a [Hz/s] 1.189 1.061
∆ν [MHz] 16.573 −9.626

(b) Steps in the Model

i tstep
i νstep

i [MHz]
GF-1 GF-2

1 22.05.2018 00:00:00 0 0
2 24.01.2020 14:28:00 0 5.762
3 14.02.2020 02:02:35 −0.224 5.762
4 04.03.2020 14:14:26 −0.916 5.762
5 01.01.2023 00:00:00 undefined
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Figure 5.8. TC fit for both SC. The direct difference between KBR and LRI is shown in blue
(ρ̃pre

err ), whereas the first stage of post-fit results, ρ̃post
err , is shown in orange (GF-1) and red

(GF-2). After estimating and subtracting the thermal coupling (TC), one obtains ρ̃post−TC
err ,

shown as the yellow and cyan curves for GF-1 and GF-2, respectively. The distinction
between the two SC is based on their role as reference or transponder. The results for v51
and v53 are shown in figure C.6 in appendix C.

already. However, the magnitude of this effect is small, and the results barely change
when the correction is omitted.

The prefit range error, in general, exhibits long-term drifts in the order of a few
10 µm/day, which are removed through a high-pass FIR filter with a cutoff frequency
of 0.08 mHz ≈ forb/2. The reason for this drift remains unknown and may be addressed
in future studies. The filter does not affect the 1/rev, 2/rev, and higher frequencies,
which the scale factor is most sensitive to. Half a day of data is cropped at the start and
end of each continuous segment, i. e., at every loss of the interferometric link of either
KBR or LRI, to remove the initialization period of the filter. Hence, even very short
interruptions seem longer when represented graphically. The range error is decimated to
a sampling rate of 3.3 mHz after another FIR anti-aliasing filter to save computational
costs. In the following, filtered quantities are denoted with a tilde, e. g.,

ρ̃pre
err,v5X = HPF(ρpre

err,v5X, 0.08 mHz) . (5.13)

The filtered pre-fit range errors for the LRI1B-v52 data products using νCav are shown
as blue traces in figure 5.8. The background coloring again indicates which SC is in
reference role (green for GF-1, yellow for GF-2). The pre-fit residuals mainly oscillate
at 1/rev and 2/rev frequencies, varying amplitude over the months. Aiming for small
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5.4. Comparison of the Models

Table 5.5. Pre- and postfit rms of the range error and global parameter scale and timeshift
estimates. The actual timeseries of LRI1B-v52, based on νCav

1/2 is shown in figure 5.8, v51
(based on νTME

1/2 ) and v53 (based on the constant νSDS
1/2 ) in figure C.6 of appendix C. The

very last column references the tables listing the exact TC coupling coefficients. Different
versions of the TC model exist for v52, which are described in more detail in the section 5.5.

v5X SC prefit postfit postfit incl. TC

ρ̃pre
err ρ̃post

err ε
glo
SCF ζglo ρ̃post−TC

err ε
glo
SCF ζglo Table

[µm rms] [µm rms] [µs] [µm rms] [µs]

v51 GF-1 25.068 6.807 5.23·10−9 71.24 3.730 −1.21·10−8 68.23 C.1a
GF-2 29.206 6.847 −4.56·10−8 70.77 1.774 −2.08·10−7 69.86 C.1b

v52

GF-1 24.584 5.272 −3.38·10−10 71.18 1.188 −1.10·10−9 67.66 5.6a
GF-1 – – – – 1.203 3.01·10−8 67.90 5.7a
GF-2 25.306 5.177 −3.87·10−9 70.85 0.930 1.24·10−7 68.44 5.6b
GF-2 – – – – 1.104 1.77·10−7 68.63 5.7b
GF-2 – – – – 1.359 1.39·10−9 68.09 5.8

v53 GF-1 657.515 6.587 2.23·10−6 71.17 2.812 2.46·10−6 67.98 C.2a
GF-2 36.383 7.015 8.06·10−8 71.51 1.362 4.60·10−7 68.81 C.2b

differences between KBR and LRI, the rms of the range error is used as a metric.
Table 5.5 lists those prefit residuals in units of µm rms for the three v5X releases. The
residuals are 25 . . . 30 µm rms in the cases of v51 and v52, respectively. v53 for GF-1
has a large pre-fit rms of 657 µm rms, since the initial laser frequency estimate νSDS

0
of GF-1 is roughly 650 MHz from the in-flight truth, and thus the conversion from
phase to range is unprecise. The on-ground frequency estimate for GF-2 is close to the
truth, and thus the pre-fit rms is also at a smaller level of 36 µm rms in v53. Since v52
shows the best results here, the following analysis will focus on this particular dataset.
However, additional numbers, figures, and tables can be found in appendix C and will
be mentioned at the appropriate places in the main text.

5.4.2. Global Scale and Timeshift Estimation

As a residual timeshift ζ ≈ 70 µs between KBR and LRI is known (Müller et al., 2022),
a first refinement of the range error ρ̃pre

err is performed by estimating a global static scale
εglo

SCF and also a global timeshift ζglo. This procedure is similar to the cross-calibration
scheme (cf. section 5.1), but instead of estimating two parameters each day, only two
global parameters for the complete period are determined here. With these estimates,
the postfit range error reads

ρ̃post
err,v5X(t) =

(︂
1 + εglo

SCF

)︂
· ρ̃inst

LRI,v5X(t+ ζglo) − ρ̃inst
KBR − ρ̃FV

KBR . (5.14)

This estimation of only two parameters removes the unintended time delay and poten-
tial biases in the laser frequency models. The effect can again be linearized such that
the correction term reads

δρ̃glo
TC = εglo

SCF · ρ̃inst
LRI,v5X(t) + ζgloρ̇̃

inst
LRI,v5X(t) . (5.15)

The numerical values for these two global parameters are shown in columns 5 and 6
of table 5.5. Here, TC stands for thermal coupling and will be discussed in detail in
the next section. The newly derived postfit range error is shown in figure 5.8 in orange
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5. Laser Frequency Determination for the GRACE-FO LRI

and red for GF-1 and GF-2, respectively. It already significantly lowers the rms error
below 7 µm rms for all three v5X versions and both spacecraft; see the 4th column. The
numerical value of the global scale parameter εglo

SCF provides a metric of how close the
respective model is to the KBR. Accordingly, the exponential cavity drift model εCav

SCF
of v52 (cf. equation (5.7)) is accurate up to −3.38 · 10−10 for GF-1 and −3.87 · 10−9 for
GF-2, while the other models need larger scale factor corrections.

It is expected that the KBR noise level is limiting the postfit range error. However,
assuming a 10 µm/

√
Hz white noise in the KBR at low Fourier frequencies and a 3.3 mHz

sampling rate, one obtains

10 µm/
√

Hz ·
√︂

3.3 mHz/2 ≈ 0.4 µm rms , (5.16)

which is the theoretical KBR noise limit expressed as an ASD. However, the range error
of none of the three v5X datasets is reaching this theoretical limit. Therefore, potential
ranging errors from thermal effects are investigated in the next section to reduce the
KBR-LRI differences further.

5.5. Thermal Coupling in KBR-LRI Residuals

The thermal environment of the whole spacecraft and the individual units inside con-
stantly change, with the largest variations appearing at 1/rev and 2/rev frequencies.
These thermal variations might couple into the measured range of either KBR or LRI
or both, commonly denoted as tone errors (Kornfeld et al., 2019). Two possible cou-
pling mechanisms have been identified: First, the coupling could be in the (laser)
frequency regime, like temperature changes of the cavity or USO, which acts as an
additional scale factor term. Secondly, such errors might occur in the phase (or path
length) regime, e. g., due to temperature-dependent alignment of optical components
or temperature-driven effects in the electronics. In this section, linear coupling factors
for the temperature sensors on both SC are estimated to reduce the KBR-LRI differ-
ences further, i. e., minimize ρ̃post

err . The coupling factors have the units of 1/K for the
(fractional) frequency regime and m/K for the phase regime. The TC term is denoted
as ρ̃TC. The postfit range error, including that TC, is defined as

ρ̃post−TC
err,v5X (t) = ρ̃post

err,v5X(t) − ρ̃TC(t) , (5.17)

with the TC being
ρ̃TC(t) =

∑︂
i

δρ̃freq
TC,i(t) +

∑︂
i

δρ̃phase
TC,i (t) . (5.18)

Each summand represents one of the two coupling mechanisms, and the i denotes
contributions from different temperature sensors Ti(t).

The temperature data Ti is retrieved from so-called OFFRED telemetry and is dec-
imated to 3.3 mHz as the range error. In total, there are 161 thermistors on each SC,
which are decomposed into Ti(t) = TAC

i (t)+TDC
i (t) by high- and low-pass filtering at a

cutoff frequency of 0.08 mHz again. With this frequency split, the DC part mainly con-
tains static offsets and variations at periods of days and slower, while 1/rev variations
and their higher harmonics dominate the AC part.
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5.5. Thermal Coupling in KBR-LRI Residuals

5.5.1. Coupling Mechanisms: Frequency and Phase Domain

The frequency-domain coupling is defined as

δρ̃freq
TC,i(t) = HPF

(︂
L(t) ·

(︂
c1,i · TAC/DC

i (t) + c2,i · ṪAC/DC
i (t)

)︂
, 0.08 mHz

)︂
, (5.19)

which is a modification of equation (4.34) where it was shown that scale errors (with
c1,i · Ti ≈ εSCF) couple with the absolute distance L ≈ 220 km of the two spacecraft
into the measured range. Again, the HPF is used to remove the long-term drifts
in accordance and for the same reasoning as in the definition of the range error in
equation (5.13). As a reminder, the filter removes long-term drifts but, importantly,
maintains the 1/rev frequency, which has high relevance for the scale factor. The precise
orbits from GPS (GNI1B-v04) are used to determine L. The cm-precision of GPS was
found to be sufficient in comparison to the current rms residuals of ρ̃post

err in the order of
a few µm, since the coupling coefficients are below 10−5, yielding a precision of 0.1 µm
or better. Following from the definition, the coefficients have the units [c1,i] = 1/K and
[c2,i] = 1 s/K. They can easily be converted to approximate equivalent laser frequency
couplings in units of Hz/K by multiplying with νSDS

0 ≈ 281 THz. Equation (5.19) again
uses a linearization of a potential timeshift due to the potential propagation time of
given temperature variations into the measurement. This timeshift can be computed
through ζTi = c2,i/c1,i with [ζTi ] = 1 s. It should be noted that a positive sign of this
timeshift is not violating causality, as it can always be regarded as a modulus w. r. t. the
orbital frequency.

In contrast, the definition of the phase-domain TC simply reads

δρ̃phase
TC,i = HPF

(︂
c1,i · TAC/DC

i (t) + c2,i · ṪAC/DC
i (t), 0.08 mHz

)︂
, (5.20)

where the coefficients directly convert temperature variations into range variations with
the units [c1,i] = 1 m/K and [c2,i] = 1 s m/K. Once more, a potential timeshift is
linearized, and the complete term is high-pass filtered.

The DC-part of the thermistor data contains a large bias and long-term variations
and is thus expected to couple in the frequency regime because it produces prominent
tones at 1/rev and 2/rev through its coupling with the distance L. If such a bias would
couple in the phase regime, it would only cause a constant and hence irrelevant bias,
which is suppressed by the filter in ρ̃phase

TC,i .

5.5.2. Unconstrained Parameter Estimation

Using an iterative approach, an algorithm searches for the sensors TAC/DC
i , that min-

imize the rms of the postfit range error ρ̃post−TC
err the most. In every iteration, the

two global parameters εglo
SCF and ζglo are co-estimated together with the coupling coef-

ficients c1,i and c2,i for each sensor TAC/DC
i on both SC and for both possible coupling

mechanisms individually. In essence, in every iteration, 161 (sensors) × 2 (AC/DC) ×
2 (phase/frequency mechanism) × 2 (spacecraft) = 1228 linear equations are solved.
Their respective rms residuals of ρ̃post−TC

err are computed. Ultimately, the sensor i whose
solution showed the smallest residual is chosen, meaning it reduced the difference be-
tween KBR and LRI the most. In the next iteration, the parameters of all previously
added sensors will again be co-estimated, such that two columns extend the design ma-
trix of the least squares estimation in every iteration. In this unconstrained estimation,
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5. Laser Frequency Determination for the GRACE-FO LRI

Table 5.6. Thermal coupling parameters for v52 using the exponential cavity frequency decay
model νCav

R as laser frequency model. The index i denotes the order of importance, i.e., the
gain in reducing the rms residuals. The δρ̃ type denotes the coupling in phase or frequency
regime. Thus, the unit of c1 is m/K if the phase-domain coupling was used, and 1/K if the
frequency-domain coupling was used. The coefficient c2 has units s m/K (AC) or s/K (DC).
The last column ζT = c2/c1 describes the timeshift of the temperature data in seconds.

(a) TC-v52 coefficients for GF-1 in reference role.

i SC Sensor ID Freq. type c1 c2 ζT [s]

1 GF-1 SaMzPx THT10013 AC phase −8.356 · 10−8 6.324 · 10−6 −75.7
2 GF-2 BatTrp THT10133 AC freq −4.448·10−11 −1.822·10−10 4.1
3 GF-1 Oct11 THT10143 AC freq 1.771 · 10−11 2.100 · 10−9 118.6
4 GF-2 LriLas THT10113 AC phase −1.359 · 10−5 2.169 · 10−3 −159.6
5 GF-2 Oct22 THT10157 AC phase 2.236 · 10−6 3.026 · 10−4 135.3

(b) TC-v52 coefficients for GF-2 in reference role.

i SC Sensor ID Freq. type c1 c2 ζT [s]

1 GF-1 Act24 THT10128 AC phase −1.117 · 10−6 −6.626 · 10−3 5932.2
2 GF-1 RadRear THT10029 AC freq 5.053 · 10−13 3.960 · 10−10 783.5
3 GF-1 AccTrp THT10043 DC freq −6.099 · 10−9 1.199 · 10−6 −196.6
4 GF-2 ImuIcu THT10119 AC phase −8.484 · 10−7 −1.264 · 10−2 14 898.6
5 GF-2 Act12 THT10108 AC phase −2.833 · 10−6 4.018 · 10−3 −1418.4

all sensors can couple in frequency and phase regimes, as defined by equations (5.19)
and (5.20). Later on, other configurations will be tested.

The algorithm stops after adding five thermistors, giving 12 coefficients in total:
the two global scale and timeshift parameters and two coefficients for each selected
temperature sensor. Two independent TC models are derived: one for GF-1 in reference
role, and another for GF-2 in reference role. This distinction may account for different
behavior when the cavity is used on the satellites. However, the differences in the
models between GF-1 and GF-2 may arise because there is less data available for GF-2
in the reference role.

After subtracting the full TC model, the KBR-LRI residuals ρ̃post−TC
err were reduced

from 5 . . . 7 µm rms to 1 . . . 4 µm rms, and are shown in figure 5.8 for v52 (yellow for
GF-1, cyan for GF-2). The best results could be achieved using LRI1B-v52 with
1.188 µm rms for GF-1 and 0.930 µm rms for GF-2. All resulting residual rms and global
parameters are shown in the last four columns of table 5.5. As the approach of v52
shows the smallest residuals, only those thermistor coupling coefficients are shown in
table 5.6, for brevity. The TC coefficients for v51 and v53 are shown in the appendix C.

As the OFFRED thermistor data is not publicly available, a range thermal coupling
(RTC) data product is provided by the AEI at www.aei.mpg.de/grace-fo-ranging-datasets
for the period from launch until 2022-Dez-31. Within that data product, the time se-
ries of the individual contributions of frequency-domain and phase-domain coupling
(δρ̃freq

TC and δρ̃phase
TC , cf. equations (5.19) and (5.20)) alongside a correction term arising

from the global scale and time shift parameters δρ̃glo, cf. equation (5.18). The sum
of the three contributions provides the full correction term to minimize the residuals
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Figure 5.9. Thermal correction time
series for 2022-Jan-01. This plot
represents the RTC1B-v52 data
product, which is also available at
www.aei.mpg.de/grace-fo-ranging-datasets.
The blue trace is the sum of the individual
contributors in the phase and frequency
domain, derived using the coupling factors
the unconstrained fit, cf. table 5.6a.

between LRI and KBR. The data of that RTC1B data product is shown in figure 5.9
for 2022-Jan-01, with the total correction in blue and the two individual contributors in
orange and green. The correction term δρ̃glo arising from the global scale εglo

SCF and time
shift ζglo is omitted in the plot. The correction term and, thus, the tone errors have a
magnitude of ±10 µm at 1/rev frequencies and some contributions at higher harmonics.
That magnitude varies between 5 µm to 15 µm over time and is highly correlated with
the β angle (not shown in figure 5.9).

Interestingly, neither the GF-1 nor GF-2 models use a sensor attached to the LRI
directly. As the first sensor, having most relevance on reducing the residuals, both
show a thermistor closely tied to the outer shell of the spacecraft, i. e., SaMzPx on
GF-1, which is connected to the zenith-pointing solar array, and Act24 on GF-2, which
is attached to one of the minus pitch attitude control thrusters (ACTs) and also points
towards zenith direction, as well as Act12 (5th sensor on GF-2, plus pitch). It is
expected that the underlying spacecraft interior’s thermal environment highly correlates
to these sensors, as the SC top panels are directly heated by the sun and thus exhibit
large temperature variations. The third thermistor in the GF-1 model is Oct11, at the
rear side of the SC. As the rear is mainly illuminated (and thus heated) at β-angles
close to zero, when the sun incidence vector is within the orbital plane of the SC, this
coupling might strongly reduce the seasonal variations in the scale factor since the β-
angle has a similar period of roughly 160 days. Notably, the first thermistor for all three
v5X products on GF-1 is attached to the solar array (SaMz**), but none of the GF-2
models uses these. On GF-2 instead, more sensors connected to the accelerometer and
the ACTs can be found. Only the model of v51 for GF-2 uses a thermistor attached to
one of the LRI subunits, namely LriCavInt.

Comparing the values of table 5.6a for GF-1 to the ones published in Misfeldt et al.
(2023b), for which the year 2022 was not included in the analysis, the two dominant
sensors remain the same, and also Oct11 was already used there (as 5th sensor). As
stated in the publication, it seems easy to find another set of sensors that performs sim-
ilarly in terms of postfit rms because many thermistors are highly correlated. It should
be noted that the iterative approach does not necessarily yield the absolute minimum
of the postfit rms, which can only be found by computing the coupling coefficients for
all possible combinations of five thermistors. However, that would require to solve(︄

1228
5

)︄
≈ 23 · 1012 (5.21)

systems of linear equations, which is impractical, and the iterative approach was thus
chosen.
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5. Laser Frequency Determination for the GRACE-FO LRI

Table 5.7. Thermal coupling parameters for v52 using the exponential cavity frequency decay
model νCav

R as laser frequency model and enforcing the usage of the cavity internal thermistor.

(a) TC-v52 coefficients for GF-1 in reference role.

i SC Sensor ID Freq. type c1 c2 ζT [s]

1 GF-1 LriCavInt THT10019 TF freq −2.463 · 10−9 −3.212 · 10−4 130 420.1
2 GF-1 SaMzPx THT10013 AC phase −1.036 · 10−7 −9.988 · 10−6 96.4
3 GF-2 BatTrp THT10133 AC freq −2.821·10−11 −2.254 · 10−8 798.9
4 GF-1 Oct11 THT10143 AC freq 2.419 · 10−11 −3.631 · 10−9 −150.1
5 GF-1 MepMidPy THT10153 AC freq −1.383·10−11 1.677 · 10−8 −1212.1

(b) TC-v52 coefficients for GF-2 in reference role.

i SC Sensor ID Freq. type c1 c2 ζT [s]

1 GF-2 LriCavInt THT10019 TF freq −4.761 · 10−9 −9.103 · 10−4 191 192.1
2 GF-1 SaMzPx THT10013 AC freq −4.790·10−13 2.257 · 10−11 −47.1
3 GF-2 RadRear THT10029 AC phase −3.409 · 10−7 1.740 · 10−4 −510.4
4 GF-1 AccTrp THT10043 DC freq −5.728 · 10−9 −2.231 · 10−6 389.6
5 GF-2 FgmB THT10093 AC freq −1.130·10−11 1.765 · 10−8 −1561.6

5.5.3. Enforcing a Coupling of the Cavity

In the previous unconstrained estimation, all sensors were considered without any prior
knowledge. In this second approach, the very first iteration of the algorithm is forced
to use the cavity internal temperature (THT10019) with a frequency-type coupling,
cf. equation (5.19). The cavity thermal noise is expected to be the limiting noise
source at low frequencies (1 mHz) for the LRI. The specialty of this sensor is that the
transmissivity transfer function TF of temperature variations at the sensor location
into the cavity thermal shield (cf. figure 3.5) is known from the design of the shielding
to be proportional to f3, written

TF(f) = 1

1 +
(︂
f
fc

)︂3 , (5.22)

with fc ≈ 5 µHz. After applying this transfer function in Fourier space, the filtered
time series of the cavity temperature is then plugged into equation (5.19) for the first
iteration of the algorithm. The resulting thermal coupling coefficients are shown in
table 5.7. Remarkably, the timeshift ζT for the cavity thermistor is in the order of 1.5 to
2 days for both GF-1 and GF-2, which the long propagation delay through the thermal
shields can explain. Further, the global scale estimate εglo

SCF is now 3 ·10−8 for GF-1 and
−1.7 · 10−7 for GF-2, much larger than before, indicating that the coupling with the
cavity thermistor, as is has a significant DC bias, introduces a scale that is subsequently
absorbed by the empirical global parameter. Further, the coupling factor for the cavity
sensor in the order of 10−9/K is much larger than the expected cavity coefficient of
thermal expansion of 10−11/K from pre-flight analysis and measurements. The actual
effect of a varying cavity length seems to be masked by other more prominent tone error
sources. Hence it is concluded that the cavities’ temperature stability is not dominantly
driving the difference between KBR and LRI and thus also not the TC, and that the
actual tone errors introduced by the cavity can not be determined from flight data. The
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Table 5.8. Thermal coupling parameters for GF-2-v52 using the exponential cavity frequency
decay model νCav

R as laser frequency model. Only TAC is used in the fit.

i SC Sensor ID Freq. type c1 c2 ζT [s]

1 GF-1 Act24 THT10128 AC phase −4.049 · 10−6 −3.093 · 10−3 763.9
2 GF-1 RadRear THT10029 AC freq −2.548·10−13 7.782 · 10−10 −3054.7
3 GF-1 LriCavInt THT10019 AC phase 2.255 · 10−6 −4.375 · 10−3 −1940.1
4 GF-1 ObcTrp THT10076 AC freq −1.978·10−10 1.100 · 10−7 −556.4
5 GF-1 MwiIpuB THT10073 AC freq 9.258 · 10−11 −3.906 · 10−8 −421.9

other sensors found by the algorithm are similar to the ones found in the unconstrained
approach. The new coupling parameter sets show a slightly increased level of postfit
residuals for both spacecraft, 1.203 µm rms and 1.104 µm rms, respectively, compared
to the unconstrained fit (cf. table 5.5).

5.5.4. Enforcing AC Temperature Components (GF-2 only)

The TC models on GF-2, either in the unconstrained estimation or with the cavity
thermistor, use the DC-part of AccTrp, that couples in the frequency domain. All other
sensors are coupled with their AC components only. This sensor’s contribution, which
has a non-zero average value that couples with the total SC distance L, introduces
large 1/rev variations. These are absorbed by an increase in the global scale factor
εglo

SCF from approximately −3.9 · 10−9 (postfit) to 1.2 · 10−7 or 1.77 · 10−7 (postfit inkl.
TC), cf. table 5.5. However, this increase in the global scale correction parameter
εglo

SCF indicates an error in the laser frequency model that is smaller according to the
estimation of that parameter without the TC. Therefore, this section derives another
TC model, in which the usage of the TAC frequency components only is enforced. The
new coefficients are shown in table 5.8. In this case, the scale factor εglo

SCF ≈ 1.393 ·10−9

remains small, and the global timeshift ζglo = 68.09 µs stays almost the same as before,
cf. table 5.5. The postfit residuals are at a level of 1.359 µm rms, slightly higher than in
the unconstrained case. However, the benefit is that the global scale factor refinement
no longer anticorrelates with the tone errors.

5.5.5. Variations of the Tone Error Amplitudes

The total tone error amplitude can be assessed by computing the daily 1/rev and 2/rev
amplitudes over the mission period. The tone error models are the unconstrained
case on GF-1 (cf. table 5.6a) and the model with AC-components only on GF-2 (cf.
table 5.8). Those parameter sets are also used for deriving the RTC1B data product.

Figure 5.10 shows the variability of the tone error contributions δρ̃freq and δρ̃freq at
1/rev and 2/rev frequencies. For this visualization, a fit of a sum of two sine waves
with arbitrary amplitudes (c1 and c2) and phases (φ1 and φ2) at these frequencies. i. e.,

ρ̃TC(t) = c1 sin(2πforbt+ φ2) + c2 sin(4πforbt+ φ4) (5.23)

is performed on daily arcs. The orbital frequency is approximately forb ≈ 0.176 mHz.
The resulting time series’ of c1 and c2 are shown in the figure, in blue for the 1/rev
frequency and pink for the 2/rev frequency. The tone error models have similar mag-
nitudes, independently of the SC in the reference role. The 1/rev tone error magni-
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Figure 5.10. Daily estimates of the 1/rev and 2/rev tone error amplitudes c1 and c2 (cf.
equation (5.23)) of the TC model, derived from the RTC1B data product.

tude varies between 0 µm to 8 µm, while the 2/rev tone error is below 5 µm. These
magnitudes are dominated by thermistors at the outer shell of the satellites, e. g.,
SaMzPx in the unconstrained models is attached to the solar arrays. These show large
sinusoidal amplitudes at 1/rev, e. g., 80 K, that results in sinusoidal tone errors of
80 K · 10−7 m/K = 8 µm at 1/rev frequencies.

As expected, the tone error magnitudes show strong seasonal variations, which are
again related to the β angle between the orbital plane and the sun vector. The nominal
requirement of tone errors within the KBR instrument is 2 µm at 2/rev frequencies
(Kornfeld et al., 2019), which these models exceed. However, it shall be noted that
these assessments performed in this thesis are not solely related to the KBR instrument
and that they might overestimate the actual tone error magnitudes by absorbing other
unmodeled effects.

5.5.6. Variations of Scale Factor and Timeshift

Besides minimizing the residuals of the KBR-LRI difference ρpost−TC
err , a secondary goal

of this analysis is to reduce or explain the seasonal variations in the estimated scale
factor ⟨εSCF⟩(tdaily), as apparent in figure 5.1 on page 53. Therefore, the scale and
timeshift are estimated once more daily, but now these values are not meant to be
used as a correction but only as a metric for the goodness of the frequency and TC
models. The results are shown in figure 5.11, scale factor ⟨εSCF⟩ on the left and ζ on
the right. The blue and cyan curves denote the residual scale factor εSCF using the
range of LRI1B-v52 for GF-1 and GF-2, respectively, while the orange and pink curves
include the thermal coupling correction. The corresponding figures for v51 and v53
can be found in appendix C. None of the frequency models (v51, v52, v53) can reduce
the seasonal variations directly, but after applying the TC estimate, the variations are
reduced by approximately one order of magnitude. This shows that the scale εSCF and
timeshift ζ in LRI1B-v50 (and also in v04 by the SDS) partly absorb the effects of
other measurement errors like the tone errors from the thermal coupling.

5.6. Discussion of Alternative Approaches for Future
Gravity Missions

For future missions relying on an evolved LRI instrument, a different approach for
determination of the scale factor or absolute laser frequency than the cross-calibration
w. r. t. the MWI is needed. Those could be post-processing-based schemes, like the
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GF-2 ones are shown in cyan and pink. The seasonal variations are lowered significantly
on both SC when applying the TC. Figures for v51 and v53 are shown in appendix C.

telemetry-based model νTME(t) shown in the previous sections (cf. section 5.3), or
even include new units of the LRI system that directly measure the lasers’ frequency.
Table 5.9 briefly lists the current most promising alternatives and their benefits and
costs.

The telemetry models νTME
1/2 , including the empirical correction νemp

1/2 from in-flight
measurements, reach an accuracy of approximately 60 MHz ≈ 200 ppb. Since the laser
is thermally coupled to the satellite platform, temperature variations of the surround-
ing units couple into the setpoint-based model but not into the true frequency defined
by the cavity within its thermal shield. For the LRI as a technology demonstrator,
calibration of the laser frequency on-ground only had a moderate priority. However,
an accuracy of 200 ppb should also be achievable through thorough on-ground calibra-
tion in future missions, especially regarding the −1 Hz/s drift of the laser setpoints.
Characterizing the cavity frequency exponential νCav pre-flight provides a second laser
frequency estimate. Note that this cavity drift converged towards a static value ap-
proximately after one year in flight for the GRACE-FO LRI. Eventually, it might be
beneficial not to use a newly manufactured cavity or at least to consider the drift.

An alternative to the telemetry and cavity models is to co-estimate the true laser
frequency during GFR, as it is usually done for the accelerometer scales and biases
(Helleputte et al., 2009; Klinger et al., 2016). But as the LRI scale uncertainty mainly
influences the 1/rev and 2/rev frequencies, the co-estimated scale might be correlated
to empirical parameters often introduced by the GFR processing strategies (Klinger
et al., 2016).

Despite modeling or estimating the frequency, it can also be measured in flight
with additional hardware. A broadly used technique is iodine spectroscopy, where
the frequency-doubled laser is locked to a hyperfine transition line of molecular iodine,
which has prominent hyperfine transition lines around 532 nm wavelength (Arie et al.,
1992). This technology has also been used for calibration of the wavemeters for the RLU
calibration (cf. appendices A and B). Laboratory experiments have shown absolute fre-
quency repeatability levels below 1 kHz ≈ 3 · 10−3 ppb (Döringshoff et al., 2017). This
method is probably the most accurate mean to determine the scale factor. Further,
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Table 5.9. Comparison table of the methods to determine the absolute laser frequency νR or
scale factor εSCF.

Method Accuracy Pros (+) / Cons (–)

Cross-Correlation – Not feasible without MWI
to MWI (v50) – Estimated frequency susceptible to ranging tone errors in GRACE-FO MWI and

LRI
Telemetry Model 60 MHz + No changes of flight hardware required
(v51) (200 ppb) – Thorough calibration of laser and cavity required

– Low accuracy, may serve as backup option

Exponential Cavity 20 MHz + No changes of flight hardware required
Model (v52) (67 ppb) – Precise long-term calibration required

Estimation + No changes of flight hardware required
during GFR[1] – Laser frequency highly correlated to C2,0 gravity coefficient

– Susceptible to instrument tone errors and to errors from GFR (e. g., temporal
aliasing, gravity background model errors)

– May have correlations to other empirical parameters (e. g., for accelerometer)

Iodine Cell[2] 1 kHz + Highest accuracy, well established standard
(3 · 10−3 ppb) + High TRL, already flown in sounding rocket

– High mass and (optical) power demands due to frequency doubling

Novel unknown + Possible molecule candidates: 133Cs2 or C2HD[3].
Spectroscopy No frequency doubling required, existing transition near 1064 nm
Unit – Low TRL

FSR Readout[4] 3 MHz + Sufficient accuracy
(10 ppb) + Minor changes of existing optoelectronics, additional RF electronics to generate

modulations for EOM required

[1]See Flechtner et al. (2023) (project internal document)
[2]See Schuldt et al. (2017), Döringshoff et al. (2017), and Döringshoff et al. (2019)
[3]See Jeng et al. (1998), Ye et al. (1996), and Ma et al. (1999)
[4]See Rees et al. (2021) and Rees et al. (2022)

activities are ongoing to qualify such setups for the space environment (Döringshoff
et al., 2017). However, saturated Doppler-free spectroscopy is likely incompatible with
the available optical power from Tesat RLUs used in the LRI so far and anticipated for
future instruments. Hence, optical amplifiers would be needed, drastically increasing
the complexity and electric power consumption.

There is the possibility for a hybrid lock by using both a conventional spectroscopic
locking to an iodine reference and an offset PDH lock to an optical cavity, acting
within different frequency bands. This hybrid lock combines the stability of the cavity
at high Fourier frequencies and the absolute laser frequency knowledge through the
molecular reference (Sanjuan et al., 2021), but is also likely incompatible w. r. t. the
power demands in a space-borne interferometer.

There exist molecules with transitions near 1064 nm like 133Cs2 (Jeng et al., 1998) or
C2HD (Ye et al., 1996; Ma et al., 1999), which can be used for laser stabilization using
frequency-modulation spectroscopy. The benefit of these molecules is that no frequency
doubling would be needed as in the case of 127I2. However, to the authors’ knowledge,
there are currently no efforts to implement these techniques into flight hardware.

The last approach presented here is based on an extension of the conventional and
well-established PDH lock (Rees et al., 2021). A subcarrier with sidebands at approxi-
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mately one free spectral range (FSR) is modulated onto the local oscillator light. This
subcarrier resonates with the cavity at one FSR above and below the carrier frequency,
and the sidebands generate a PDH-like error signal, additionally to the conventional
PDH readout signal. As the frequency of the subcarrier is coherently derived from
an USO frequency, which in turn is accurately retrieved by precise orbit determination
(POD), this technique can provide an estimate for the FSR frequency of the cavity. The
FSR of a cavity obeys the following linear relation to the cavity resonance frequency:

νres = (nmode + noffset) · fFSR . (5.24)

Here, nmode is an integer mode number, fFSR is in the order of 1 GHz to 3 GHz and de-
pends on the cavity, and νres is the absolute cavity resonance frequency. The fractional
offset 0 ≤ noffset < 1 must be calibrated on ground (Rees et al., 2022). It is currently
an open research question if this offset is constant in time and on which environmental
parameters it depends. The principle has been demonstrated in laboratory experiments
with an accuracy of roughly 3 MHz ≈ 10 ppb. However, the knowledge and stability of
the fractional offset noffset is one driver for the precision and must be calibrated thor-
oughly. The advantage of this technique is that only minor changes to existing flight
hardware are needed, e. g., the use of GHz EOMs instead of MHz. However, additional
RF electronics to generate the EOM modulation signals are required. The FSR readout
is currently the most probable solution for upcoming gravity missions.

5.7. Summary
This section discussed different ways to determine the absolute laser frequency of the
GRACE-FO LRI. Besides assuming just a static pre-flight value of the laser frequency,
three options have been introduced: A cross-calibration using the MWI as the reference,
an exponential decay model of the cavity resonance frequency, and a telemetry-based
model using on-ground calibrations. In principle, when the latter two are thoroughly
characterized on ground, the models should be sufficient to derive the LRI laser fre-
quency within 60 MHz in-flight and without the MWI. However, in GRACE-FO, none
of these three methods is entirely independent of the MWI. However, the latter two
options only had to be calibrated once in orbit and can be used stand-alone afterward.
For the telemetry model, a previously unknown drift in the order of −1 Hz/s was found,
which might arise from potential aging effects of the NPRO crystal or the electronics.
However, it is assumed that proper ground calibration for future missions can over-
come an in-flight parameter estimation. A possible difficulty not investigated within
this thesis is the potential thermal susceptibility of the set points, which are currently
assumed to remain static.

The three laser frequency models have been compared, firstly utilizing the range error
ρ̃pre

err of the LRI range w. r. t. the microwave and secondly by the variability of the residual
scale ⟨εSCF⟩ and timeshift ζ. It was found that introducing global parameters,i. e.,
parameters that are estimated only once for the complete available timespan, for the
scale εglo

SCF and timeshift ζglo reduced the range error to a similar degree for all three
models and also for both SC in reference role, to about 6 µm rms, with a slight advantage
for v52 employing the exponential cavity model, cf. table 5.5. The residual scale
and timeshift variations from daily cross-correlation w. r. t. the microwave still show
prominent seasonal variations.
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Sinusoidal errors, called tone errors and e. g. arising from thermal coupling into the
measurement at mainly 1/rev and 2/rev frequencies, alter the scale factor estimation
and thus may introduce such seasonal features. Hence, a model for a tone error cor-
rection was defined that consists of two possible coupling mechanisms: One of which
couples in the frequency domain (like the scale factor) with the coefficients having units
of 1/K or equivalently MHz/K. The second possibility couples directly in the range
domain with units m/K. In an iterative approach, a set of five thermistors, distributed
among the two spacecraft, was determined separately for each LRI unit in reference
role. Ultimately, the residuals of KBR-LRI using this correction ρ̃TC could be reduced
to a level of 1 µm rms in the case of v52 and a bit higher for v51 and v53. Different ver-
sions of this TC model have been derived. The unconstrained fit, in which the AC and
DC frequency parts of the temperature measurements could couple in both, frequency
and phase regime, yielded the best results in minimizing the KBR-LRI residuals. No
dominant coupling of the LRI cavity thermistor was found, concluding that the cavity
resonance frequency is stable at the orbital frequency to not cause dominant tone errors.
A modification was made to the model of GF-2, where a contribution of the AccTrp
DC temperatures caused unphysically large 1/rev variations that were absorbed by an
increase in the global scale estimate εglo

SCF subsequently. Therefore, the DC parts of the
thermistors were excluded from the fit to derive a new model using only the AC parts
of the thermistors. With this modification, the 1/rev and 2/rev amplitudes of the tone
errors are below 8 µm and 5 µm, respectively. Furthermore, the seasonal variations in
the residual scale and timeshift errors vanished in principle, cf. figure 5.11.

Since no dominant coupling of the LRI cavity frequency (through the cavity tem-
perature) was observed, it is arguable that the TC can be predominantly attributed
to the KBR instrument, e. g., through thermally induced KBR phase center variations.
In that case, the most precise inter-satellite ranging dataset is given by LRI1B-v52
with an additional global scale factor and timeshift estimations of the unconstrained
fit (GF-1) and the AC-only fit (GF-2). The values are (cf. table 5.5)

εglo
SCF =

{︄
−1.10 · 10−9 for GF-1

1.39 · 10−9 for GF-2 ζglo =
{︄

67.66 µs for GF-1
68.09 µs for GF-2 , (5.25)

where the residuals to the KBR instrument are 1.188 µm rms and 1.359 µm rms, re-
spectively. This global scale factor correction is a static and minor correction to the
cavity frequency model νCav in the order of 0.3 MHz (GF-1) and 30 MHz (GF-2). The
timeshift ζglo represents the timing offset of the LRI w. r. t. the KBR instrument. It
should be noted that there is not much data with GF-2 in the reference role, and there-
fore the models are not as well determined as for GF-1. The TC correction is provided
in the RTC1B-v52 data product available at www.aei.mpg.de/grace-fo-ranging-datasets.

Finally, the estimated accuracy of the cavity exponential and telemetry models is
compared to other possible determination schemes for future gravity missions, conclud-
ing that such models might be a backup solution.
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Experimental Verification of the RLU
Frequency Drift 6

Scientists have become the bearers of the torch of
discovery in our quest for knowledge.“ ”

— Stephen W. Hawking —
The World’s Most Famous Astrophysicist

This section describes a laboratory experiment to measure a linear frequency drift of
a Tesat reference laser units (RLUs). Such a drift was observed in LRI flight data in
section 5.3.3 by comparing the laser frequency model νTM, that uses the downlinked
telemetry to compute the laser frequency, with the frequency estimate from correlating
the LRI and KBR range measurements. The telemetry model for both laser units
drifted at a rate of −1 Hz/s over a period of more than four years. The idea of the
experiment in a laboratory of the AEI was to observe the beatnote frequency between
an available RLU and an iodine-locked laser as the absolute frequency reference over a
long period for a constant thermal setting.

6.1. RLU-EM Description and EGSE Construction
An RLU engineering model (EM) of the LISA Pathfinder mission, delivered to the AEI
in 2006, was recommissioned and used as a device under test. This RLU-EM is an
earlier version of the ones built into the LRI with reduced optical power and stability
requirements, a narrower frequency control range, and no PMH temperature telecom-
mand. Its optical output power is 14 mW ± 30 % and the nominal optical frequency at
24 ◦C is 281 604.64 GHz, compliant to the iodine 1104 line (Windisch et al., 2007). The
frequency can be controlled by up to ±2.5 GHz by employing a thermal actuator at the
NPRO crystal and by another ±24 MHz range via a piezoelectric transducer.

As there was no controller and power supply for this particular RLU available, an
electronic ground support equipment (EGSE) was designed and built for this exper-
iment to implement the TM/TC interface of the laser. The telemetry of the RLU
contains two analog channels: the current consumption of the pump diode (CUR-
RENT_BENCH), the optical output power (LASER_POWER), as well two digital
channels, where RLU_ON_OK indicates if the RLU is ready to receive the RLU_ON
telecommand and RLU_FREQ_OK shows the status of the NPRO crystal tempera-
ture control loop. If the latter is active, the optical frequency of the light output fulfills
the specified stability. On the other hand, the telecommands are comprised of one dig-
ital channel, the RLU_ON master switch for activating the optical output, and three
analog channels: frequency tuning through FAST_FREQ and SLOW_FREQ, which
act on the PZT and thermal elements internally (cf. section 5.3.1) and a SLOW_-
POWER control that adjusts the optical output power, i. e., the pump power of the
LDB.

The EGSE was designed to enable control via the telecommand channels and data
recording of the laser’s telemetry on a connected computer. The connection between
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the computer and the EGSE was established through a serial USB interface of an ESP32
microcontroller, which also monitors the total runtime of the laser diode.

The circuit diagram and PCB place plans were created in EAGLE, a CAD soft-
ware for electronics design. Commercial components were used for digital-to-analog
conversion and vice versa: ADS1115 and MCP4728, programmable through an I2C in-
terface and feature multiple channels at a high data rate. The analog TM/TC channels
were amplified using operational amplifiers of type OP07L and corresponding resistors
to match the required input voltage ranges of the RLU signal interface. The digital
TM/TC channels rely on the RS422, a differential two-wire protocol. Space-qualified
drivers and receivers are commercially available, of which the AM26C31M (driver) and
AM26C32M (receiver) by Texas Instruments are non-space-qualified equivalents used
in the EGSE.

The software of the microcontroller was written in the Arduino language, which
is based on C++. All logic for fail-safe operation of the RLU, i. e., checking the user
input for validity, is implemented within the microcontroller and is thus independent
of the computer connection. For controlling the EGSE and recording the telemetry,
a graphical user interface (GUI) was implemented in Python – all telecommands can
be set, except for the SLOW_FREQ and FAST_FREQ channels, which need higher
data rates than the microcontroller can provide. They are thus passed through to a
LEMO connector to enable frequency using a function generator. For the SLOW_-
POWER signal, there is an internal jumper that can be configured to either set the
setpoint through the GUI and the EGSE or by an external voltage source through a
LEMO connector as well. A power-stabilizing control loop using an external photodiode
voltage as a reference is planned for the future.

The GUI furthermore has an integration for a temperature board commonly used
in the laboratories at the AEI. It features eight channels that can be read out at a
rate of approximately 3 Hz. The data retrieved from this board is also shown in the
GUI and, as a safety feature, one of the sensors can be used as thermal reference for
the RLU. An individual operatational temperature range can be defined and the GUI
can automatically deactivate the laser, if the reference point temperature exceeds this
range.

By now, this EGSE has proven to be reliable after more than two years of use in the
laboratory. A potential extension of the EGSE, already included in the circuit design,
is to use it as a pass-through box for testing a new phasemeter in development. The
EGSE may validate the signals the phasemeter sets and only pass them to the RLU
if they are within the requirements. A second EGSE box was shipped and success-
fully commissioned at an industrial partner to operate a new RLU in the context of
developing the LRIs for future missions.

Images of the EGSE during construction, the RLU in the laboratory as well as a
screenshot of the GUI, are shown in figures 6.1 to 6.3.

6.2. Experimental Setup

The experimental setup shown in figure 6.4 employs an iodine-locked laser[1] as a fre-
quency reference. The stabilization to a transition of the 127I2 molecule is achieved

[1]Laser: Prometheus P20NE; Iodine Cell: I2 MTS V2.0, both by InnoLight GmbH
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Figure 6.1. Photograph of the RLU EGSE
during construction. The two front panel
connectors on the left-hand side are the
power- and signal interfaces between the
EGSE and the RLU. The four LEMO con-
nectors on the right-hand side are signal in-
puts for the frequency and power control.

Figure 6.2. Photograph of the RLU-EM
mounted on the Peltier cooled baseplate.
Right of the RLU is a fiber reel. Several
thermistors are attached to the RLU, the
baseplate, and the heat sink. Fans provide
additional cooling of the heat sink.

Figure 6.3. Screenshot of the RLU EGSE GUI running in the laboratory at AEI Hannover.
Prior to this shot, the RLU was turned on for a few seconds. The graphs in the upper panel
show the current consumption and optical output power over time. In the lower graphs
panel, the RLU_FREQ_OK (which was called XTAL_TEMP_OK earlier) indicates that
the frequency of the optical output has already stabilized only a few seconds after the
activation.

77



6. Experimental Verification of the RLU Frequency Drift

through Doppler-free modulation transfer spectroscopy (MTS) (Shirley, 1982; Hall et
al., 1999). A fraction of the iodine-locked laser light at 1064 nm is frequency doubled
for the locking since the iodine transitions are near 532 nm. The beatnote frequency
between the RLU and the iodine laser is in the range of 10 GHz due to the nom-
inal frequency of the RLU and the limited frequency range of the iodine laser. The
frequency is measured using a high-speed InGaAs photodiode[1] and tracked gby a spec-
trum analyzer[2]. Additionally, the absolute frequency of the RLU was measured using
a wavelength meter[3]. During the experiment, the optical output power was kept at
the nominal level of 14 mW and the PZT and thermal setpoints of the RLU were held
at 0 V by connecting 50 Ω terminators to the respective differential TM/TC channels
at the EGSE. The absolute laser frequency during the experiment is determined in two
ways:

1. Direct wavemeter measurement of νRLU
WM with an absolute accuracy of 60 MHz

2. Subsequent measurement of:
• the iodine frequency νI

WM with the wavemeter, i. e., determination of the
iodine transition, and

• measuring the relative beat frequency fb of the iodine and the RLU with the
spectrum analyzer.

This scheme provides the RLU frequency as

νRLU
b = νI

WM − fb . (6.1)

The two-fold measurement scheme was chosen to avoid device-dependent errors of either
the wavemeter or the spectrum analyzer. The wavemeter measurement of the iodine
frequency νI

WM provides an estimate within ±60 MHz. By comparing the measurement
to a look-up table of known iodine transitions (BIPM, 2007), the true iodine transition
and its frequency can be deduced under the assumption of a stable iodine frequency lock.
Throughout the measurement campaigns, the iodine was locked to the a1 transition of
line number 1107 most of the time, but also to the a10 and a15 transitions as well as
a1 of line number 1108. They all are within a few hundred MHz of each other. Their
exact frequencies are listed in table 6.1.

In May 2023, the whole setup was rebuilt as a fully fiber-integrated setup, employ-
ing commercial polarizing fiber beam splitters, attenuators, and a fiber-coupled photo
detector[4], which simplifies the setup as no beam alignment on the mirrors and pho-
todetector is needed.

The baseplate of the RLU was initially mounted on four 25x25 mm Peltier elements
for temperature control to maintain a stable RLU TRP temperature, which mainly
needs cooling for dissipating the internally generated heat. A commercial Peltier con-
troller with a manual setpoint setting was employed. The Peltier elements are mounted
on a heatsink with fans for increased airflow. The temperatures of the RLU TRP, top,
and side surfaces, the heatsink, the laboratory air, as well as the custom-built EGSE

[1]Model 1437 by New Focus Inc.; 25 GHz bandwidth
[2]Model FSL18 by Rohde & Schwarz GmbH & Co. KG; 18 GHz bandwidth
[3]Model WS7-60 by HighFinesse; A similar one was used for the LRI ground calibration, cf. sec-

tion 5.3.2.
[4]Model 1414 by Newport Inc.; 25 GHz bandwidth
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Table 6.1. Frequencies of some selected 127I2 transitions (BIPM, 2007). The last column refers
to the equivalent transition frequency at 1064 nm. Line 1104 is closest to the nominal RLU
frequency, but is beyond the frequency range of the available iodine laser. Lines 1107 and
1108 were thus chosen, producing a approximately 10 GHz beatnote with the RLU. Line 1110
was used for calibration for the wavemeter, cf. appendix A.

Line No Transition Component ν [kHz] ν/2 [kHz]
1104 R(57) 32-0 a1 563 209 276 628 281 604 638 314

1107 R(86) 33-0
a1 563 228 033 107 281 614 016 553.5
a10 563 228 605 369 281 614 302 684.5
a15 563 228 890 490 281 614 445 245.0

1108 R(106) 34-0 a1 563 229 788 749.6 281 614 894 374.8

1110 R(56) 32-0 a1 563 259 651 971 281 629 825 985.5
a10 563 260 223 513 281 630 111 756.5

laser controller were monitored and recorded using an eight-channel temperature board
developed in-house. An incident in mid-2023, in which the Peltier controlled had a mal-
function, led to another modification of the setup with a thermoelectric liquid chiller[1]

and the RLU mounted to a water-cooled breadboard. The liquid chiller does not allow
as fast temperature gradients as the Peltier elements. Still, it features an analog input
port to manipulate the temperature setpoint continuously, e. g., through a connected
frequency generator.

6.3. RLU-EM Calibration

6.3.1. Optical Power to Frequency Coupling

There is a cross-coupling between the optical output power and the frequency, calibrated
via the measurement shown in figure 6.5. The SLOW_POWER setpoint (dashed light
blue) was changed systematically during calibration, while the laser frequency (νWM

RLU;
dashed green) and beam power (PWM; not shown) were measured using the waveme-
ter (WM). Firstly, the measured optical beam power at the wavemeter was calibrated
using linear regression to the optical power setpoints, resulting in the calibrated power
(PRLU(PWM); blue). This calibration is needed, as the total optical power is not present
at the wavemeter due to the beam splitters, coupling efficiencies, and an additional fiber
attenuator placed before it (not shown in figure 6.4). The calibrated beam power was
subsequently used to derive the frequency coupling, using linear regression w. r. t. the
measured laser frequency νWM

RLU, which results in a model of the laser frequency in depen-
dence of the laser power (νRLU(PRLU); solid blue). As the wavemeter measurements,
especially the power measurement, are quite noisy, a moving-mean filter with a length
of 10 samples was applied to the data before the fit. The retrieved coupling coefficient is
−310.537 MHz/mW or equivalently −130.425 MHz/V at the SLOW_POWER telecom-
mand of the RLU interface (Windisch et al., 2007). The tuning range is −10 V to 10 V
with a nominal power coupling of 3% · Pnom/V = 3% · 14 mW/V = 0.42 mW/V. The
retrieved coupling coefficient compares well to a calibration measurement from 2007,
in which a value of −120 MHz/V was measured.

[1]LK220 by Thorlabs
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Figure 6.4. Experimental setup for the RLU
frequency stability experiment. The pho-
todiode and a spectrum analyzer measure
the beat frequency between both lasers.
The absolute RLU frequency is tracked in
parallel with the wavemeter.
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Figure 6.5. Calibration measurement of the
RLU-EM: Optical frequency vs. optical
power. The wavemeter (WM) measure-
ments were smoothed with a 10-sample
moving mean filter.

6.3.2. Temperature to Frequency Coupling

The dependence of the optical frequency on the RLU TRP temperature was character-
ized in mid-2023 after the liquid chiller was installed. Two calibration measurements are
performed, both stimulate the RLU TRP temperature setpoint with a sine wave with
a period of 3 hours and 8 h, respectively. The temperature setpoint varied from 23 ◦C
to 27 ◦C, and the wavemeter and the spectrum analyzer recorded the laser frequency,
as shown in figure 6.6. The two columns of the figure denote the two calibration
measurements: on the left-hand side with the shorter oscillation period and on the
right-hand side with the longer period. The bottom row shows the temperature data of
the out-of-loop thermistor at the TRP. Small oscillations on short timescales originate
from imperfect PID controller settings of the liquid chiller, which were adjusted during
the second measurement. They have been adapted during the measurement to reduce
those oscillations. The top row shows the frequency measurement from the beat with
the iodine (blue), biased by the RLU design frequency of νRLU

0 = 281 604.64 GHz. The
orange trace is computed as a linear fit through a least squares adjustment and obeys
the equation

νmodel = cTRP · TTRP(t) + τ · ṪTRP + const. , (6.2)
where the second term is a linearization of a potential time shift that accounts for a
propagation delay of TRP temperature variations into the frequency. Its numerical
value is found to be small, around τ = −6.8 s. The short notation

T ′
TRP(t) = TTRP(t− τ) − 24 ◦C (6.3)

is used in the legend of figure 6.6, where 24 ◦C is the nominal operating temperature
of the RLU. The temperature-to-frequency coupling of this particular RLU was found
to be

cTRP = −235.916 ± 0.138 MHz/K , (6.4)
which is significantly higher than the −12 MHz/K, which are the specification for the
two RLUs built into the GRACE-FO LRI. However, the RLU-EM is not operated in
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Figure 6.6. Temperature calibration measurement of the RLU-EM. T ′
TRP = TTRP(t − τ) −

24 ◦C denotes the biased and time-shifted temperature at the TRP. The top row shows the
measured frequency (blue), the thermal coupling model (orange), and the model residu-
als(green). The second row shows the variations of the RLU TRP. The sinusoidal temper-
ature modulation has a period of 3 hours in the left column and 8 hours in the right. The
short time-scale temperature variations originate from non-ideal PID controller settings of
the liquid chiller.

a vacuum. Therefore, temperature fluctuations of the environment couple not only
through the thermal interface, which is the contact area of the housing’s feet with the
base plate, but also through the air surrounding the device. A possible adaption of the
experiment is to move the RLU-EM into a vacuum chamber to have better thermal
stability. The corrected frequency, including the thermal coupling model, is shown in
green. There are visible steps at all temperature levels with magnitudes up to a few
100 MHz. These frequency steps or hops are almost instantaneous and have already
been observed in previous tests for this particular RLU-EM (Tröbs et al., 2007).

6.4. Measurement Campaigns

The RLU-EM frequency was measured several times between the end of 2021 and mid-
2023. For every measurement campaign, which usually lasts for a few hours to days,
the absolute frequency from the wavemeter νRLU

WM and beatnote measurement νRLU
b are

recorded with the wavemeter and the spectrum analyzer, respectively. The iodine fre-
quency νI is also measured with the wavemeter directly before each measurement, and
the corresponding transition line is determined from the list of known transition fre-
quencies, cf. table 6.1. This allows converting the beatnote frequency into an absolute
frequency in accordance with equation (6.1).

An exemplary measurement, taken in February 2022, is shown in figure 6.7. This
measurement’s duration is more than four days. The top panel shows the two frequency
measurements: the direct wavemeter measurement in blue and the indirect but more
accurate beatnote measurement in orange. Obviously, the wavemeter data is less accu-
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6. Experimental Verification of the RLU Frequency Drift

(a) Absolute frequency measurements over several days.

(b) Corresponding temperature data.

Figure 6.7. Example of an RLU-EM frequency calibration measurement, taken in February
2022. (a) Absolute frequency measurement νRLU

WM of the RLU-EM frequency using the
WS7-60 wavemeter (blue) alongside the beatnote measurement νWM

b = νI − fb between
the RLU-EM and the iodine laser. (b) Temperatures of the laboratory and the RLU-EM
during that time. The small boxes on the right-hand side show a zoom into the region
encircled in black. Here, the RLU-EM frequency shows repeated steps of approx. 10 MHz.

rate than the relative beatnote measurement, as it shows higher high-frequency noise, in
the order of a few MHz, and its long-term variations are much larger, around ±50 MHz
from peak to peak, and those slow variations do not correlate with the beatnote mea-
surement. It can be safely assumed that these variations are not common-mode in both
lasers, the RLU and the iodine-locked reference laser, and thus are measurement errors
of the wavemeter. Such variations, likely correlated to the environmental temperature,
humidity, or air pressure, have been previously observed for that particular device. The
standard deviation of the wavemeter measurement is approximately ±30 MHz, whereas
the standard deviation of the beatnote measurement is ±5 MHz.

The smaller panels in figure 6.7 show a zoom into the measurement, showing one
hour of data on 2022-Feb-13. In this period, the laser frequency again shows repeated
steps up and down by approximately 10 MHz. Although not shown in the zoom, those
steps are also visible in the wavemeter data and can thus be attributed to the RLU-
EM. The temperature at the TRP was stabilized within 0.05 K around the setpoint
of 24.6 ◦C during that period. Such bi-modal behavior has been observed repeatedly
for this laser, and the amplitude of the steps reaches up to 100 MHz. These features
complicate the data analysis of each measurement, as they seem to be uncorrelated to
the TRP temperature and other environmental metrics like the humidity level.

To assess if a long-term drift is present in the optical frequency of this RLU-EM, the
average frequency over the individual measurement campaigns is calculated, yielding
⟨νRLU

WM ⟩ = 281 604 629.472 MHz for the absolute wavemeter measurement and ⟨νRLU
b ⟩ =

281 604 719.286 MHz for the beat measurement for the above example, during which
the iodine laser was locked to the a1 component of the R(106) 34-0 transition (line no
1108, cf. table 6.1) at νI = 281 614 894.3748 MHz. The angled brackets, ⟨·⟩, denote the
average over the measurement time.
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Table 6.2. Long-term measurement results of the RLU-EM optical frequency. The temper-
ature and frequency values denote the average over the whole measurement dataset. The
corresponding locked iodine line of the reference laser is provided as a reference. The data
is shown in figure 6.8a

Date ⟨TTRP⟩ ⟨νRLU
WM ⟩ ⟨νRLU

b ⟩ Line
[degC] [MHz] [MHz]

2021-Dec-08 24.73 ± 0.20 281604768.604 ± 57.418 281604803.175 ± 55.816 1108, a1
2021-Dec-13 25.10 ± 0.02 281604692.981 ± 11.582 281604728.955 ± 2.314 1108, a1
2021-Dec-20 25.03 ± 0.11 281604679.343 ± 15.502 281604733.959 ± 20.082 1108, a1
2022-Jan-10 25.44 ± 0.03 281604577.020 ± 33.282 281604670.166 ± 7.679 1108, a1
2022-Feb-10 24.78 ± 0.06 281604629.472 ± 29.849 281604719.286 ± 4.593 1107, a1
2023-Mar-20 23.91 ± 0.13 281604907.138 ± 11.936 281604953.646 ± 16.505 1107, a10
2023-Apr-18 24.64 ± 0.03 281604878.870 ± 5.807 281604920.460 ± 10.490 1107, a1
2023-May-02 24.01 ± 0.24 281604926.725 ± 31.859 281604958.582 ± 38.759 1107, a1
2023-May-08 23.88 ± 0.25 281604936.220 ± 53.317 281604959.574 ± 52.817 1107, a1

Table 6.2 lists the averaged frequencies of the different campaigns. They are fur-
thermore shown in the top panel of figure 6.8a. A linear drift is fitted to both, the
wavemeter and the beatnote measurements, and drawn as dashed lines. The reciprocal
squared standard deviations, as given in table 6.2, are used as weighting parameters
in the least squares estimation for the linear drift. As observed before, the wavemeter
data is a few dozen MHz lower, which is caused by the limited absolute accuracy of the
device. Furthermore, a linear drift of approximately +5 Hz/s can be observed.

It was found in section 6.3.2 that the RLU-EM optical frequency is susceptible to
its thermal environment, specifically with a coupling factor of cTRP ≈ −236 MHz/K.
However, the individual measurements have not been recorded at the same temperature
each. Therefore, the raw frequency data has to be corrected by a temperature correction
term given by

νTRP = cTRP · T ′
TRP(t) . (6.5)

The frequency estimates after that correction are shown in figure 6.8b and exhibit a drift
of approximately +0.5±1.1 Hz/s when using the more accurate beatnote measurements.
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(a) Measured frequencies νRLU
WM (blue) and νRLU

b (orange). The wavemeter measurement is
slightly lower than the beatnote with reference to the iodine standard. Both show an apparent
drift of approximately +5 Hz/s.

Jan 2022 Apr 2022 Jul 2022 Oct 2022 Jan 2023 Apr 2023

0

200

400

8
!
8
R
L
U

0
[M
H
z]

8RLU0 = 281604640MHz

h8RLUWM (t)i
h8RLUb (t)i

Drift: 4:97 ' 0:52 Hz/s
Drift: 4:74 ' 0:86 Hz/s

Jan 2022 Apr 2022 Jul 2022 Oct 2022 Jan 2023 Apr 2023

0

200

400

8
!
8
R
L
U

0
[M
H
z]

8RLU0 = 281604640MHz

h8RLUWM (t)! cTRP " T
0
TRP(t)i

h8RLUb (t)i! cTRP " T
0
TRP(t)i

Drift: 1:38 ' 0:99 Hz/s
Drift: 0:50 ' 1:11 Hz/s

Jan 2022 Apr 2022 Jul 2022 Oct 2022 Jan 2023 Apr 2023

24

25

26

27

T
[d
eg
C
]

hTRLU sidei hTTRPi

(b) Frequencies corrected with the measured temperature data, using the calibrated tempera-
ture coupling cTRP. After the correction, the drift is less prominent, at about +0.50±1.11 Hz/s
for the beatnote measurement (red) and +1.38 ± 0.99 Hz/s for the wavemeter measurement
(green).
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(c) Temperatures and their standard deviation during the respective frequency measurements.
On average, the temperature was lower at the measurements in 2023. The pink data shows the
RLU-EM TRP. The dashed gray line indicates the nominal RLU-EM temperature of 24 ◦C.

Figure 6.8. Frequency drift results after 1.5 years of measurements for the RLU-EM. (a) shows
the raw measurements, indicating a +5 Hz/s drift. (b) includes the temperature coupling
correction, as derived in section 6.3.2. The overall drift over the whole period reduces to
about 0.5±1.1 Hz/s. (c) shows the average temperature during the individual measurements
at the RLU-EM TRP and on its side surface.
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6.5. Discussion and Summary
The laser telemetry-based frequency models of the two RLUs within the GRACE-
FO LRI show a frequency drift in the order of 1 Hz/s to 1.2 Hz/s, or equivalently
approximately 40 MHz/year, over the course of almost five years, cf. table 5.4a in
section 5.3.3. Since the RLU lasers are frequency-locked to a reference (cavity or
frequency-offset lock, depending on their role), it is reasonable to assume that the free-
running laser at a fixed thermal and PZT setting would show a −1.2 Hz/s to −1 Hz/s
drift. Hence, a companion experiment was conducted in a laboratory to see if such a
drift could be observed with an older RLU engineering model from a previous space
mission. The susceptibility of the RLU-EM optical frequency to temperature variations
at the TRP was calibrated and found to be −235.916 MHz/K. Similarly, the coupling
of the optical power setpoint into the frequency was calibrated, yielding a coupling
coefficient of −310.5 MHz/mW, which is in accordance with previous calibrations.

Within 18 months, the free-running frequency of this RLU-EM showed an increase of
approximately 250 MHz, yielding a drift rate of approximately +5 Hz/s, which is much
larger and with a different sign than observed in-flight. However, this drift almost
vanished after considering a temperature coupling effect with a remaining frequency
drift rate of 0.5 ± 1.1 Hz/s. The analysis of this experiment is complicated by frequent
steps in the frequency that reach magnitudes up to several hundred MHz.

With this experiment, a drift in the RLU-EM could neither be confirmed nor ex-
cluded. Hence, it is still unclear if the drift observed in the GRACE-FO LRI telemetry
is an actual frequency change of the RLU, e. g., caused by aging of the NPRO crystal.
Another hypothesis would be purely electronic effect in the RLU or LRP electronics.
However, if the drift is entirely attributed to the SLOW_FREQ telemetry channel, which
has a nominal frequency coupling of 500 MHz/V for the GRACE-FO RLUs (cf. sec-
tion 5.3.1), that would yield a drift of 40 MHz/year · 1/500 V/MHz ≈ 80 mV/year or
0.8 %/year of the full control range. That drift would only exceed the overall frequency
control range in some tens of years, however, the magnitude sounds unreasonably high
for a drift in the frequency controller electronics.

Repeating the experiment in a thermal vacuum chamber may be helpful for even
better temperature stability. Additionally, the TRP of the RLU-EM provides a better
estimate for the overall RLU-EM temperature in a vacuum environment, as the laser
unit is not dissipating heat through the surrounding air but only through the contact
points with the heat sink. It is further anticipated that a potential drift is detectable
after a shorter observation time than a year due to better thermal control. However, it is
unclear if the frequency hops remain even under more stable environmental conditions.

For future space missions, a qualification of this potential frequency drift with the
particular laser flight models in a vacuum environment is needed, should a telemetry-
based laser frequency model be used to determine the LRI scale factor or as a backup
for a dedicated technical solution like the FSR locking scheme, which has been briefly
introduced in section 5.6.
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Analysis of DWS Scans 7
Measure what is measurable, and make measurable what
is not so.“ ”

— Galileo Galilei —
Astronomer and Physicist

The triple mirror assembly (TMA), as introduced in section 3.1.6, is a critical part of
the LRI instrument. It is routing the beam coming from the optical bench towards
the distant spacecraft while enabling a lateral offset of 600 mm to circumpass the cold-
gas tanks (Sheard et al., 2012). The manufacturing and integration accuracy is a
performance driver of the whole LRI instrument, as any misalignment of the mirrors
degrades the received optical power at the distant spacecraft, and any offset of the
virtual mirror intersection point from the SC center of rotation contributes to TTL
errors (Wegener et al., 2020). Parts of this section are currently being prepared for
publication in (Misfeldt et al., 2023c).

During the mission, several so-called DWS scans have been performed. These are
usually octagon-shaped patterns in the two pointing angles, pitch θdws and yaw ψdws,
which are added as offsets onto the DWS control loop setpoints on one of the SC. In
normal operations, these offsets are zero. However, when these offsets are non-zero, the
outgoing beam is not anti-parallel to the incoming one but has an angular deviation.
Hence, the distant spacecraft does not receive the central part of the beams’ amplitude
profile but maps the far-field beam intensity distribution throughout the scan, which
implies a drop in the received beam power and thus the CNR, cf. equation (2.46) at the
remote SC. These scans are particularly designed and used to assess the co-alignment
of the TMA mirrors. If the TMA has non-zero co-alignment errors, θtma and ψtma, the
beatnote amplitude on the receiving spacecraft is not maximized at (θdws, ψdws) = (0, 0),
but at (θdws, ψdws) = (−θtma,−ψtma). However, many more aspects of the LRI, like
heterodyne efficiency variations and a particular form of tilt-to-length coupling, can be
analyzed from the scans. The following sections will at first present different types of
DWS scans before the TMA co-alignment and other aspects are discussed.

7.1. DWS Scan Types
The first results of these measurements have been analyzed by the LRI team at AEI and
first been published in Misfeldt (2019). However, more DWS scans have been performed
regularly since. There are six different types of DWS scans in total, whose properties
are listed in table 7.1. The corresponding DWS setpoint angles as time series and the
spatial field of regard are shown in appendix D for all of these types. They mainly
differ in pattern, number of setpoints, and the maximum DWS excursion angle. The
first type is a pattern of concentric, equidistant octagons and consists of 168 setpoints
and was designed for determination of the TMA co-alignment errors, see section 7.2.
The pattern is rastered from the inside to the outside, with a maximum excursion of
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Table 7.1. Description of the different DWS scan types. N defines the number of setpoints,
γmax

dws is the maximum deflection angle, thold is the hold-time per setpoint. Notes: (*) 300 µrad
was the design amplitude, however due to DWS setpoint wrapping in the LRP, the maximum
value is at about 200 µrad. See appendix E for the exact spatial scan patterns.

Type N γmax
dws thold Shape Description

[µrad] [s]
1 168 100 30 Octagon Initial design of the DWS scan
2 25 100 30 Octagon Reduced Octagon pattern
3 1000 100 2 Random Random pattern for phase front analysis
4 100 300* 120 Spokes Low-CNR Pre-Test: Four Spokes in ±ψ and ±θ

directions
5 60 180 390 Circle Low-CNR Test: Five concentric circles at

γdws = [60, 125, 150, 170, 180] µrad
6 15 100 10 Steps Radial spokes every 45◦; γdws = 100 µrad per

step

γmax
dws =

√︂
(ψmax

dws )2 + (θmax
dws )2 = 100 µrad, which is equivalent to a beam pointing offset

of 100 µrad ·200 km ≈ 20 m w. r. t. to the LOS at the longitudinal position of the distant
SC. The second type is a reduced version of the first pattern with 25 setpoints only,
but also with γmax

dws = 100 µrad. The third type consists of 1000 randomly distributed
setpoints within a circle of γmax

dws = 100 µrad and is used for phase front derivation,
which is discussed later in section 7.4. The same is true for type six, which consists of
eight steps of 100 µrad in 45◦ angles from the center and back. The fourth and fifth
types are designed to test the low-CNR tracking capabilities of the LRP, which this
thesis does not discuss further.

7.2. Far-Field Beam Properties and TMA Co-Alignment
Errors

The beatnote amplitude Ab on the receiving side is determined from the coherent
sum of the amplitudes and phases in the four DPLLs as introduced in equation (2.37)
and section 2.3.1. With the set of DWS setpoint angles of the transmitting SC and the
beatnote amplitude Ab of the receiving SC, one can model the far-field beam intensity
profile and gain information about the beam properties and the TMA co-alignment.

During ground testing before launch, the measured TMA co-alignment error γtma ex-
ceeded the requirement of 50 µrad (LRI OPLB v19.0) on both TMAs. The co-alignment
error of the TMA is typically expressed through the half-cone angle

γtma =
√︂
ψ2

tma + θ2
tma . (7.1)

The latest ground measurement result before launch was performed in March 2018
and is shown in figure 7.3. It was found that moisture accumulated within the gluing
pockets after assembly. The glue was used to support the optical bonding of the
mirror substrates. However, the LRI functionality was still guaranteed in nominal
conditions. Furthermore, the co-alignment was expected to improve after launch while
slowly outgassing moisture.
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7.2.1. Elliptical Gaussian Beam Model

In a simple approach, the beam intensity profile can be regarded as an elliptical or
astigmatic Gaussian beam. Its normalized beam intensity ASAGB can be expressed in
accordance to equation (2.23) as

ASAGB(ψ′, θ′) = exp

⎧⎨⎩−
(︄
ψ′

Θ1

)︄2

−
(︄
θ′

Θ2

)︄2⎫⎬⎭ . (7.2)

The angles (θ′, ψ′)T are defined as(︄
ψ′

θ′

)︄
=
(︄

cosϑ sinϑ
− sinϑ cosϑ

)︄
·
(︄
ψdws−ψ0
θdws−θ0

)︄
(7.3)

that represent the DWS-derived beam pointing angles yaw ψdws and pitch θdws as
defined in the LRI optical frame through equation (2.43), and converted into the beams’
principal axes frame through a rotation by the angle ϑ. Consequently, ψ0 and θ0 are
the offset values at which the received power in the distant spacecraft is the highest,
which are equivalent to the negative TMA co-alignment errors of the scanning SC. Θi

are the divergence angles of the beam within that rotated frame, which are directly
related to the waist sizes of the Gaussian beam through equation (2.10).

The Gaussian beam model is defined by its parameters {A0, θ0, ψ0,Θ1,Θ2, ϑ}, where
A0 is a scaling factor, that is proportional to the received beam power. These free
parameters are ultimately estimated by minimizing

χ2 =
∑︂
i

(︂
A0 · ASAGB(ψ′(ti), θ′(ti)) − Ab(ti)

)︂2
(7.4)

with ti denoting the sample of the measured time series.

7.2.2. Amplitude Profile Estimation and Discussion of Results

The far-field beam parameters can be determined from all the DWS scans that have
been performed in principle. However, types 1 and 5 are most suited for this purpose,
as their setpoints’ spatial distribution covers the intensity profile most regularly and
with many sample points, as seen in figure 7.2. Type 2 is also suited but has fewer
sample points (N = 25), while types 4 and 6 only measure 4 or 8 spokes over the
entire Gaussian profile. Type 3 has a very short hold time of thold = 2 s per setpoint,
which is non-ideal for this analysis, as the I and Q values of the DPLLs are only
stored at a rate of 0.1 Hz and errors are introduced by the interpolation. Therefore,
the beam parameters were determined for all scans of types 1, 2, and 5 by minimizing
equation (7.4) with a nonlinear minimizer[1]. The results are shown in table 7.2.

An exemplary fit result for scan no. 1 is shown in figure 7.1 in the time domain and
in figure 7.2 as a 3-dimensional representation of the beam intensity. This particular
scan was executed in June 2018 on GF-1. The shown beam pointing angles are derived
from the DWS signals and are measured on GF-1, while the amplitude is measured on
the receiving spacecraft, GF-2, using the coherent sum of the four phasemeter channels

[1]The Matlab function fminunc uses a quasi-Newton method (Mathworks, Inc., 2023).
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7.2. Far-Field Beam Properties and TMA Co-Alignment Errors
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Figure 7.1. DWS Scan on GF-1 in June 2018
(Scan No. 1) in time-domain. Top: The
measured beatnote amplitude on GF-2 and
the estimated model, cf. equation (7.2).
Bottom: The residuals, normalized to the
maximum value of the measurement, are
below 5%.

Figure 7.2. Amplitude profile of GF-1 in
June 2018 (Scan No. 1). The amplitude is
measured on GF-2 by means of the normal-
ized DPLL I values, cf. equation (2.37).
The angles are obtained from the DWS sig-
nals on GF-1. The model is estimated fol-
lowing equation (7.2).
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Figure 7.3. Variations of the TMA coalign-
ment angles (θ: Pitch; ψ: Yaw) from the
last on-ground verification in 2018 until
December 2022. Top: TMA of GF-1.
Center: TMA of GF-2. Bottom: γtma
for both TMAs, cf. equation (7.1). The
gray area marks the period before launch.
Josep Sanjuan kindly provided the ground
measurements.

Ab = |Acs|, cf. equation (2.37). The blue dots and gray connecting lines denote the
measured data. The colored surface results from the parameter estimation show the
Gaussian profile, cf. equation (7.2). The model matches the data well, with small
residuals. The maximum amplitude is located at (ψdws, θdws) = (1.3, 47.4) µrad, which
could be attributed to a TMA co-alignment error of (ψtma, θtma) = (−1.3,−47.4) µrad.
Other potential but minor contributors to a non-centered location of the beam inten-
sity maximum could be higher-order mode contents, uncalibrated offsets in the DWS
controller, and residual beam-pointing from imperfectly wedged optical components.
The dashed lines in the xy-plane denote the principal axes of the Gaussian beam, and
the two axes have a divergence of 146 µrad and 124 µrad, respectively. The estimated
beam parameters for this and all other in-flight DWS scans are shown in table 7.2.
Furthermore, the progression of the TMA co-alignment errors over time, starting with
the last on-ground measurement, is shown in figure 7.3. The top and middle panels
show the individual TMA angles of the two flight units, while the third panel shows the
combined co-alignment error γtma and the 50 µrad requirement. After the co-alignment
angles have been above the requirement in the ground tests on both TMA, they quickly
recovered in orbit, likely due to outgassing of the accumulated moisture. The first in-
orbit measurement, conducted in July 2018, showed a reduced γtma ≈ 50 µrad for both

91



7. Analysis of DWS Scans

Jun 12 Jun 13 Jun 14 Jun 15 Jun 16
2019   

14

16

18

20

22
T

M
A

 T
R

P
 [d

eg
C

]

GF-1 GF-2
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Figure 7.5. Beam pointing offsets ψtma and
θtma of both SC over time. The solid
lines and crosses show the individual scan
results, and the dashed lines and circles
show linear regression results regarding
the varying TMA temperature, cf. equa-
tion (7.7) and table 7.3.

spacecraft, see figure 7.3. After June 2019, all measurements, which were approximately
repeated twice a year, resulted in a co-alignment error of γtma ≈ 10 µrad on both SC,
well below the requirement. Both beams show slight ellipticity with divergence angles
in the order of 120 µrad to 150 µrad. The absolute beatnote amplitude parameter A0
scales with the spacecraft separation L through the received optical beam power, cf.
equation (2.47).

7.2.3. Temperature Stability of the TMA Co-Alignment

On 2019-Jun-14 a thermal cycling of the accelerometer was performed. Since the TMA
is rigidly mounted to the ACC housing, its temperature followed the excitations. The
measured temperature at the TMA TRP on GF-1, delivered in the OFFRED data as
sensor THT10063, first shows a raise from roughly 14.6 ◦C to 20 ◦C and then a sinusoidal
modulation of ±0.5 ◦C, as shown in figure 7.4. Within these variations, two short DWS
scans (type 2), one at a high temperature and the other at a low temperature, separated
by approximately 1 h, have been recorded. The average TMA temperatures throughout
the scans were 20.19 ◦C and 19.34 ◦C, respectively. This allows computing the TMA
temperature coupling as

cψtma,1 = −0.29 µrad/K and cθtma,1 = −0.22 µrad/K . (7.5)

It should be noted that these coupling factors likely have large uncertainties due to
the fast temperature variations and the fact that the TMA structure might not reach
a thermal equilibrium state. Two scans were executed in GF-2 as well, but the TMA
temperature did not change. Yet, a similar assessment can also be done on GF-2 for the
two scans in September and October 2019, two weeks apart, as the TMA temperature
was raised from approximately 14.6 ◦C to 17.3 ◦C. Here, the temperature coefficients
are

cψtma,2 = 1.69 µrad/K and cθtma,2 = −1.20 µrad/K . (7.6)

Unfortunately, there was no DWS scan on GF-1 in September 2019; hence, a direct
comparison between the two SC is not possible. However, estimating the coupling
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Table 7.3. Parameter estimates for the temperature coupling of the TMA. The fit model is
shown in equation (7.7). The index of the angle denotes the SC, while ψ and θ denote the
yaw and pitch axes, respectively. The color coding refers to the time-domain representation
of these results shown in figure 7.5.

Angle α0 cα cdrift
[µrad] [µrad/K] [nrad/day]

ψ1 23.812 ± 53.219 −1.964 ± 2.692 15.944 ± 5.944
θ1 2.478 ± 8.350 −0.301 ± 0.422 −5.463 ± 0.933
ψ2 20.380 ± 9.360 −2.316 ± 0.643 19.211 ± 1.742
θ2 −12.847 ± 2.010 1.128 ± 0.138 −9.025 ± 0.374

factors through a weighted linear regression between the measured co-alignment errors
and the corresponding temperature for the in-flight scans listed table 7.2 is possible.
The regression function combines a static offset with a temperature coupling and a
linear drift as

α = α0 + cα · Ttma + cdrift · (t− t0) , (7.7)

where α denotes the measured beam pointing angles ψtma and θtma from the DWS
scans as shown in table 7.2. The time refers to t0 = 2018-May-22 at midnight. The
parameters α0, cα, and cdrift are determined independently for all four angles. An offset
temperature T0, that biases the measurement as T −T0, is not estimated, meaning that
the α0 parameter refers to a hypothetical co-alignment error at a TMA temperature of
0 ◦C. The results of this regression are shown in figure 7.5 and table 7.3. The weighting
in the least squares estimation is chosen as the inverse squared standard deviations of
the angle estimates, cf. table 7.2, and of course, the first measurement on both SC
was excluded, as it dominantly shows the co-alignment error due to the accumulated
moisture. Not all assessments on both TMAs meet the temperature requirement of
1 µrad/K (Fleddermann et al., 2014). However, it should be noted that the data points
used for this estimation have been collected with large temporal gaps in between and
might be corrupted by various other effects. Further, as already mentioned earlier, the
estimated pointing offsets of the intensity profiles’ maximum are entirely attributed to
the TMA co-alignment in this analysis; however, they might also be caused by other
effects like non-gaussianity of the beams or offsets in the DWS readout. Also, the TMA
temperature axis is neither sampled densely nor evenly, and the temperature stimulus
is only 3 K at maximum.

7.3. Local Heterodyne Efficiency

This section describes the dependency of the heterodyne efficiency ηhet on the relative
angle αtx between the two interfering beams. According to equation (2.47), the beatnote
amplitude Ab linearly depends on the square-root of the heterodyne efficiency √

ηhet.
Consequently, the CNR, as it is proportional to A2

b, is linearly dependent on ηhet. The
heterodyne efficiency itself depends on the relative angle of the two interfering beams, as
introduced in section 2.3.5. The CNR thus directly measures the heterodyne efficiency
variations if the relative beam angle changes and all other quantities, i. e., the local and
received beam power, remain constant. Luckily, this is the exact case on the scanning
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(a) Gaussian fit model on GF-1 (b) Gaussian fit model on GF-2

Figure 7.6. Spatial distribution of the heterodyne efficiency on GF-1 and GF-2. Shown are
fits no. 1 and 7 recorded on 2018-Jul-18 of type 1 (cf. table 7.1). The y-axes are in units
of the maximum heterodyne efficiency ηhet,0.

SC during a DWS scan. Therefore, the DWS scans can not only be used to assess
the beam amplitude profile in the far field but also to investigate the local heterodyne
efficiency. In the case of amplitude profile determination, the DWS controller deflects
the local beam, and the amplitude profile is sensed through the CNR at the distant
spacecraft. Now, for determining the heterodyne efficiency, the angles and CNR are
both recorded on the local spacecraft, where the DWS offsets are commanded.

The radially symmetric definition for the angular dependency of the heterodyne
efficiency, cf. equation (2.55), can simply be expanded to a 2-dimensional description
in terms of the beam pointing angles yaw and pitch, ψ′

dws and θ′
dws, cf. equation (2.43).

They are again transformed from the LRI optical frame into the principal beam axis
frame through equation (7.3), as indicated by the primes. The heterodyne efficiency
model thus reads

ηhet(ψ′
dws, θ

′
dws) = ηhet,0 exp

⎧⎪⎪⎪⎪⎩− 2 (ψ′
dws − ψ′

0)2

(Θψfcpd(w0(Θψ)/rrx,ap))2

− 2 (θ′
dws − θ′

0)2

(Θθfcpd(w0(Θθ)/rrx,ap))2

⎫⎪⎪⎪⎪⎭ . (7.8)

Again, rrx,ap = 4 mm is the radius of the receiving aperture and Θ[ψ,θ] are the local
beams’ divergence angles. The local beams’ waist radius, where the intensity drops to
the ≈ 13.5 % level, is defined as w0(Θ) ≈ 2.5 mm through the beam divergence Θ, cf.
equation (2.10). The polynomial function fcpd(w0(Θ)/rrx,ap) takes a value of approx-
imately approximately 1.1 for the LRI parameters, cf. equation (2.55). Furthermore,
potential offsets in the DWS controller are introduced through ψ′

0 and θ′
0.

This section verifies the analytical model of the heterodyne efficiency drop, cf. equa-
tion (7.8), with in-flight data from the DWS scans no. 1, 4, 7, 10, and 11, cf. table 7.2.
These scans are of type 1, featuring the octagon pattern with a maximum relative
pointing angle of 100 µrad and 168 setpoints. Each spacecraft conducted one of the
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7. Analysis of DWS Scans

(a) Post-fit residuals in the
time domain (GF-1)

(b) Spatial distribution of
the post-fit residuals (Gaus-
sian only)

(c) Spatial distribution of the
post-fit residuals (including non-
Gaussian model)

(d) Post-fit residuals in the
time domain (GF-2)

(e) Spatial distribution of
the post-fit residuals (Gaus-
sian only)

(f) Spatial distribution of the
post-fit residuals (including non-
Gaussian model)

Figure 7.7. Post-fit residuals of the heterodyne efficiency on GF-1 and GF-2. Scans 1 and
7 of type 1 are shown, recorded on 2018-Jul-18 (cf. tables 7.1 and 7.2). Top row: GF-1;
Bottom row: GF-2. Left column: postfit residuals in the time domain; Center column:
Spatial distribution of the residuals after the purely Gaussian fit; Right column: Spatial
distribution of the residuals including the non-gaussian fit.

scans in July 2018, and the others were recorded in October 2019.
All parameters of the heterodyne efficiency model are again determined through a

nonlinear optimizer[1]. In total, five parameters are estimated: the beam divergences
Θψ and Θθ, the DWS angle offsets ψ′

0 and θ′
0, and the rotation of the beams’ principal

axis w. r. t. the DWS axes. The total amplitude is not estimated, as the model is fitted
against the normalized beatnote amplitude Ā2

b, and hence ηhet,0 = 1.
The estimated parameters are shown in table 7.4. The DWS controller offsets, ψ′

0
and θ′

0, are small, i. e., below 5 µrad. Their exact value might be an artifact of a non-
optimal model, as their expected value would be zero. The divergence angles of the
astigmatic Gaussian beam are in the order of 125 µrad to 140 µrad, with the divergence
in yaw being larger than in pitch direction, Θψ > Θθ, as already observed in the

[1]Again, the Matlab function fminunc was used.
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Figure 7.8. Unit-less function for the non-
gaussianity of the heterodyne efficiency, cf.
equation (7.9). The parameter αmax varies
the position of the maximum, whose ampli-
tude is given by bmax. The function equals
one at αdws = 0 and αdws = Θdiv.

previous section for the amplitude profile determination. The rotation of the beams’
principal axes w. r. t. the DWS axis is small as well, below 0.08 rad in all measurements.
The post-fit residuals rms, i. e., the rms of the difference between the actual data and
the model, is larger for GF-1 than for GF-2, approximately by a factor of two. The
standard error estimates are high for all parameters, indicating a non-optimal model.

The two subplots of figure 7.6 show the (normalized) beatnote amplitude, or the
heterodyne efficiency drop, of the scanning spacecraft (GF-1 in (a), GF-2 in (b)) over
the two DWS-derived beam pointing angles ψdws and θdws. The blue dots and gray
lines show the measured data, while the colored surface shows the parameter estimation
result. The model matches better on GF-2 than on GF-1, which is also visible from the
post-fit residuals, which are shown in blue in subfigures (a) and (d) of figure 7.7. On
GF-1, the post-fit residuals are at a level of 1.55 % rms of the total amplitude, while
it is only 0.69 % rms on GF-2. Subfigures (b) and (e) show the post-fit residuals over
the beam pointing angles in a spatial plot. On GF-1, figure 7.7b, the model clearly
underestimates the heterodyne efficiency loss at beam pointing angles around 50 µrad
(red colors), while it overestimates at larger angles (blue colors). Such model errors are
expected as the beams are not perfectly Gaussian. To also estimate this non-gaussian
fraction, an empirical model is introduced. Along one direction αdws, it reads

ηng
het(αdws) = 1 + c1 |αdws| + c2 α

2
dws + c3 α

4
dws (7.9)

with

c1 = 2αmaxbmax(Θ2
div − 2α2

max)/c4 (7.10)
c2 = bmax(4α3

max − Θ3
div)/c4 (7.11)

c3 = bmax(Θdiv − 2αmax)/c4 (7.12)
c4 = α2

max(αmax − Θdiv)2(2αmax + Θdiv) . (7.13)

The function is exemplarily shown in figure 7.8. It is designed such that ηnl
het(0) =

ηnl
het(Θdiv) = 1, and ηnl

het(αmax) = 1 + bmax. Furthermore, it shall have an extremum at
αmax, i. e., ∂ηng

het(α)/∂α|αmax = 0. The model parameter bmax is estimated individually
for both beam principal axes, while the angular excursion of this maximum value is
fixed at αmax = 50 µrad. Hence, the full heterodyne efficiency model reads

ηfull
het = ηhet(ψ′

dws, θ
′
dws) · ηng

het(ψ
′
dws) · ηng

het(θ
′
dws) . (7.14)

The post-fit residuals on GF-1, as shown in orange in figure 7.7a, are reduced from
1.55 % rms to 0.83 % rms by estimating the additional parameter. These non-Gaussian
parameter has a magnitude of 2 % · ηhet,0 on GF-1. On GF-2 instead, the effect is
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much smaller, and the empirical model does not reduce the residuals significantly; see
figure 7.7d. All estimated parameters are also shown in the second line for each scan
in table 7.4.

The non-gaussian model ηfull
het allows quantifying the heterodyne efficiency between

the local oscillator beam and the received flat-top beam on the optical bench of the LRI.
The Gaussian model has an accuracy within ±3 % for angular offsets below 100 µrad
between the two phase fronts. These deviations are partly modeled with the empirical
refinement ηng

het. Further, the beam divergence angles estimated within this approach
are consistent with the ones in the far-field from the previous section. These analytical
and empirically refined models, ηhet and ηfull

het , can be useful for the design of future
LRI-like instruments, e. g., to derive an accurate optical link budget.

7.4. Phase Variations during DWS Scans

This section investigates variations in the ranging phase during the DWS scans. These
scans modulate the pointing of the beams, which might cause optical path length
changes, while the geometric path length is preserved. There is an inherent difference
to tilt-to-length coupling, which refers to rotations of the whole spacecraft, not only of
the beam. The effect described in the following is not measurable in normal operations,
as the DWS control loop always ensures the alignment of the beams w. r. t. the line of
sight. However, as the beam pointing varies during DWS scans, and this effect becomes,
in principle, measurable.

7.4.1. Beam Pointing-to-Pathlength Coupling: Linear and Quadratic

Three scans specialized for determination of this coupling have been performed on both
spacecraft. One of them is scan type 3 (cf. table 7.1), with 1000 setpoints randomly
sampled in Cartesian space with an average step magnitude of 90 µrad, as proposed in
Misfeldt (2019) and executed in 2019; the exact scan design is shown in appendix D.
Its total duration is 2000 s. Two more scans of type 6 have been performed in 2021 and
2022. These scans only have eight setpoints, and their execution duration is 160 s. It
should be noted that the raw ranging phase, i. e., without phase jump removal, is used,
as some observed phase steps are wrongly interpreted as phase jumps and removed.
The few phase jumps at thruster events during the scans are manually chopped off.
Furthermore, the round-trip range is taken instead of the half-roundtrip range, as the
beam pointing-to-pathlength effect occurs only in one of the two paths and would be
divided by two otherwise.

The DWS signals and, thus, the calibrated beam pointing angles ψdws and θdws in yaw
and pitch, respectively, can be retrieved from the phase measurements of the scanning
spacecraft independent of the reference/transponder role, while the ranging phase is
always taken from the SC in the reference role. Only the ranging phase at a 10 Hz data
rate is needed for this analysis, and thus, the hold time of the individual setpoints was
decreased significantly to 2 s for scan type 3 compared to the DWS scans of type 1 and
2.

The phase variations under rotation are modeled as a second-order polynomial in
both angles, ψdws and θdws, to account for the spherical shape of the phase under small
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(a) Scan type 3 on GF-1.
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(b) Scan type 3 on GF-2.

Figure 7.9. Small section of the DWS scans for phase front determination in the time domain.
The top panels show the high-pass filtered ranging signal HPF [ρLRI, fc] (blue) and the fit
model ℓ (orange), cf. equation (7.15). The high-pass filtered pointing angles ψdws and θdws,
yaw and pitch, are shown on the bottom. (a) GF-1 scanning, (b) GF-2 scanning.

beam-pointing angles. The model ℓ reads

ℓ(ψdws, θdws) = c0 + cl,ψψdws + cl,θθdws + cq,ψψ
2
dws + cq,θθ

2
dws + const. . (7.15)

The linear and quadratic coupling factors of equation (7.15) are estimated through
a linear least squares fit that aims to minimize the difference of that model to the
measured range ρLRI for data recorded during execution of the particular scans.

A highpass filter at fc = 0.35 Hz is applied to ranging signal ρLRI and also to the beam
pointing angles, ψdws and θdws, respectively. This filter removes the gravitational signal
in the ranging data and renders the static offset c0 in equation (7.15) unnecessary. The
frequency of the low-pass filter cutoff fc was determined through a parameter study
to minimize the post-fit residuals of rms(ℓ − HPF [ρLRI, fc]). No weighting is applied
in the parameter estimation, as the LRI ranging noise from the cavity lock at high
frequencies is sufficiently white, cf. figure 3.10.

A short segment of scan type 3, executed in June 2019, is shown in figure 7.9 for both
SC. Although the DWS setpoints (red and green, lower subplots) are commanded in
discrete steps, they appear as peaks in figure 7.9 due to the high-pass filter. The ranging
data ρLRI (blue, upper subplot) during the scan clearly shows excitations whenever the
DWS setpoints are changed, and the estimated model ℓ (orange) follows the blue trace
well. It is already apparent from the magnitude of the steps in the ranging data, which
are in the order of 5 nm on GF-1 and 10 nm on GF-2, that the phase front on GF-2 has
a stronger pointing-to-pathlength coupling or higher parasitic beam walk than GF-1.

The estimated parameters, shown in table 7.5, are in the order of cl ≈ 20...35 µm/rad
on GF-1 and cl ≈ 25...110 µm/rad on GF-2 under non-zero beam pointing angles of up
to 100 µrad. The quadratic coupling reaches values in the order of |cq| < 0.5 m/rad2 on
GF-1 and cq < 2 m/rad2 on GF-2. The uncertainties are calculated through Gaussian
error propagation from the standard error of the variance-covariance matrix of the least
squares minimization. The first scan on both spacecraft has the highest confidence, as
more setpoints were commanded compared to the later scans. An additional parameter,
which corresponds to a rotation of the DWS axes yaw and pitch w. r. t. the beams’
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Table 7.5. Beam pointing-to-pathlength coupling factors for the scans of type 3 and 6 (cf.
table 7.1). R denotes the spacecraft in reference role, TX the spacecraft where the scan
pattern is commanded. The error estimates are the standard error of the variance-covariance
matrix.

Type R TX cl,ψ cq,ψ cl,θ cq,θ
[µm/rad] [m/rad2] [µm/rad] [m/rad2]

3 GF-1 GF-1 22.74 ± 0.41 0.37 ± 0.01 25.84 ± 0.42 −0.23 ± 0.01
6 GF-1 GF-1 23.94 ± 3.68 0.57 ± 0.04 32.12 ± 3.73 −0.15 ± 0.05
6 GF-1 GF-1 25.59 ± 3.04 0.46 ± 0.04 35.53 ± 3.10 −0.24 ± 0.04
3 GF-1 GF-2 24.12 ± 0.62 1.08 ± 0.01 107.72 ± 0.66 1.15 ± 0.01
6 GF-1 GF-2 46.56 ± 4.32 1.47 ± 0.06 38.05 ± 4.48 1.69 ± 0.06
6 GF-1 GF-2 50.72 ± 3.74 1.84 ± 0.05 63.65 ± 7.45 1.55 ± 0.10

principal axes coordinate system, can be implemented through equation (7.3). However,
that results in non-linearity of equation (7.15) in the angles. Both variants have been
implemented in software, but no advantage of the non-linear model was found. Hence,
only the results of the linear method without the additional rotation are shown in
table 7.5.

In regular operations, the FSM control loop ensures small DWS signals and thus
small beam pointing angles, and also, the angular jitter of the FSM is small, with
white noise in the order of 1 µrad/

√
Hz. Hence, this potential noise source of the LRI

is at the picometer level and, thus, not decreasing the instruments’ performance.

7.4.2. Beam Pointing-to-Pathlength Coupling: Beam Waist Offsets

To first order, the beams propagating between the two spacecraft can be regarded as
Gaussian beams. Hence, they have a spherical phase-front in the far-field, i. e., when
the propagation distance is much larger than the Rayleigh range z ≫ zR ≈ 18.5 m, cf.
section 2.2. Therefore, their electric field’s phase at the distant spacecraft’s receiving
aperture does not change under small rotations or pointing variations. However, this
only holds if the center of the spherical phase fronts is co-located with the rotation’s
pivot point, meaning the beams’ waist is co-located at the reflective surface of the FSM,
or in other words, that the radius of the phase front’s curvature equals the geometric
path length from the FSM to the distant receiving aperture. Any offset of the beam
waist will induce phase changes on pointing variations as theoretically investigated in
(Wanner et al., 2014; Schuster et al., 2015). This section attempts to derive such waist
offset parameters given the observed phase variations of the previous section, assuming
that other effects like additional phase variations due to the local beam deflection (e. g.
beam walk), and heterodyne efficiency changes on the scanning spacecraft are zero.
This is obviously not true; thus, the provided numbers can be regarded as an upper
limit for this particular effect.

First assessments of the waist offsets have been published in (Misfeldt, 2019), but
there have been more scans since, and also the theoretical derivation of the effect was
revised. In the old analysis, the phase of a simulated beam with a non-zero waist offset
was compared to a beam without this offset. The relative phase information was gained
by subtracting the estimated phase of these two theoretical beams. However, a different
approach is chosen for the scope of this re-analysis.
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A spherical and a parabolic model for the beam’s phase at the distant spacecraft are
compared in the following. Afterwards, the effect of a non-zero waist offset is studied
in the case of a spherical phase front.

Gaussian and Spherical Wave Models

This section calculates the difference of the paraxial approximation of the Guassian
beam’s phase, equation (2.24), with respect to spherical phase fronts. Both models
are, close to the propagation axis, reasonable choices for the phase of the beams of
the LRI, although the truth is likely somewhere in between. The following equations
are w. l. o. g. given for radially symmetric beams but can, in principle, be extended
for elliptical beams as well. The phase fronts in the two pictures are defined as (cf.
equation (2.24))

Φp(r⃗) = k ·
(︃
z + x2 + y2

2R(z)

)︃
+ const. (7.16)

Φs(r⃗) = k ·
√︂
x2 + y2 + z2 + const. (7.17)

with the subscript p denoting the parabolic approximation and s the spherical form,
and using the definition of the beam radius R(z) of equation (2.11). The Gouy phase
of the parabolic approximation is not explicitely written in equation (7.16). It yields a
static contribution of ηg(L)/k ≈ λ/4, cf. equation (2.12), which is, however, attributed
to the constant offset.

The absolute beam pointing angle γ′ consists of a quantity that is proportional to the
DWS set point, and unknown offsets, e. g., due to TMA co-alignment errors or higher
order mode contents of the Gaussian beams, and is abbreviated as

γ′ =
√︂

(ψdws + ψoff)2 + (θdws + θoff)2 (7.18)

for a two-dimensional description, where ψ represents angles in the yaw, and θ in pitch
axis. With this definition, the evaluation point r⃗ ′

ap, i. e., the position of the distant
spacecrafts’ receiving aperture w. r. t. the beam waist position r⃗waist, expressed in the
beams coordinate system, reads

r⃗ ′
ap = R̂γ′ · r⃗ap − r⃗waist (7.19)

=
(︄

cos(γ′) sin(γ′)
− sin(γ′) cos(γ′)

)︄
·
(︄

0
L

)︄
−
(︄

0
∆z

)︄
(7.20)

=
(︄

L sin(γ′)
L cos(γ′) − ∆z

)︄
, (7.21)

where the second dimension denotes the propagation axis and the first dimension de-
notes one of the two orthogonal axes. Again, this symmetric description can easily
be extended. Further, ∆z denotes the waist position along the propagation axis. The
definitions are sketched in figure 7.10. In the ideal case of ∆z = 0 (blue phase fronts
in the figure), the center of phase front curvature is co-located with the center of the
beams’ rotation, or in other words, the waist of the beam is located at the surface of
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Figure 7.10. Two spherical phase fronts, one with a
waist offset |r⃗waist| = ∆z along the propagation
axis. The lines of equal phase (light red and blue)
have different curvature at the receiving aperture
in the distance L, which is measurable under vary-
ing beam pointing. R̂γ′·r⃗ap is the aperture position
w. r. t. the center of the nominal beam (blue), and
r⃗ ′

ap (cf. equation (7.19)) denotes the aperture po-
sition w. r. t. the beam with the offset.

the FSM. Obviously,

Φs(r⃗ ′
ap) = k

√︂
∆z2 + L2 − 2∆zL cos(γ′) + const. (7.22)

⇒ Φs(r⃗ ′
ap)
⃓⃓⃓
∆z=0

= k · |L| + const. ∀ γ′ (7.23)

resembles the expected result of spherical symmetry for any beam pointing offset. The
parabolic phase front approximation instead reads as

Φp(r⃗ ′
ap) = k ·

(︄
(L cos(γ′) − ∆z) + L sin2(γ′)

2R(L cos(γ′) − ∆z)

)︄
+ const. , (7.24)

which does not yield an easily interpretable form. Therefore, to assess the differences
between the spherical and parabolic case for a non-zero ∆z ̸= 0, a Taylor series T of
equations (7.22) and (7.24) in the two angles γdws ≈ 0 and γoff ≈ 0 is computed. Note
that the angles are treated individually in the series expansion, not in their short-hand
notation γ′. The constant offset L − ∆z is subtracted, as it is not of interest, and
the limit of L → ∞ is considered for all other terms. These simplifications yield the
variations of the (spherical) phase upon beam pointing variations as

ℓs(γdws) = lim
L→∞

T [Φs(r⃗ ′
ap)/k − (L− ∆z)]

⃓⃓⃓
γdws≈0 , γoff≈0

(7.25)

≈ ∆z
2 γ2

off + γdwsγoff∆z + γ2
dws

(︃∆z
2 − ∆z

4 γ2
off

)︃
+ const. (7.26)

= c0 + cl,γγdws + cq,γγ
2
dws + const. . (7.27)

A similar expression can be obtained by expanding the parabolic expression Φp, al-
though more assumptions have to be made, i. e., that ∆z/L ≈ 0 and zR/L ≈ 0.
However, those are given for the LRI, where L is in the order of 200 km. This parabolic
equation reads

ℓp(γdws) = T [Φp(r⃗ ′
ap)/k − (L− ∆z)]

⃓⃓⃓
γdws≈0 , γoff≈0,∆z/L≈0 , zR/L≈0

(7.28)

≈ ∆z
2 γ2

off + γdwsγoff∆z + γ2
dws

(︃∆z
2 −

(︃
2∆z + 3

4L
)︃
γ2

off

)︃
+ const. . (7.29)

This expression, however, diverges in the limit of L → ∞ due to the additional last
term. The difference between the spherical and the parabolic model is

ℓs − ℓp = 3
4γ

2
dwsγ

2
off(3∆z + L) + const. . (7.30)
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The contribution of the Gouy phase to the parabolic model under such a beam
rotation can be calculated as[︂

ηg
(︂
L
)︂

− ηg
(︂
L cos(γ′) − ∆z

)︂]︂
/k ≈ 3 · 10−10 nm (7.31)

for a choice of L = 220 km, γ′ = 250 µrad and ∆z = zR, which is neglibibly small and
therefore neglected further.

Estimating the Beam Waist Offset from DWS Scans

For the remainder of this section 7.4, the spherical model ℓs, i. e., equation (7.26) is
used further, as it requires fewer assumptions in the derivation than for the parabolic
model ℓp (equation (7.29)).

The first term of equation (7.26) is constant, while the other two terms denote a
linear and quadratic coupling in γdws. It is consequently simplified in equation (7.27),
using generic coupling coefficients cl and cq, where l, q denote the linear and quadratic
couplings, respectively. Despite these linear and quadratic coupling terms in γdws, there
is the very last term, which is quadratic in both, the beam pointing angle γdws and
unknown offset angle γoff , but linear in the waist offset ∆z. It has a similar form as
found for two tilted interfering Gaussian beams, see e. g., Wanner et al. (2014) and
Schuster et al. (2015). In the cited references, the term is regarded as small. However,
it will be preserved in the following.

It is easy to see that this form of pointing-to-pathlength coupling only arises, if
∆z ̸= 0; otherwise, the measured path length is simply ℓs|∆z=0 = L for all arbitrary
γdws and γoff

[1]. A generalized expression of equation (7.27) for an astigmatic beam,
using the DWS-derived beam pointing angles yaw ψdws and pitch θdws instead of a
one-dimensional description using γdws, was already given in the previous section, cf.
equation (7.15), and the linear and quadratic coupling factors cl,[ψ,θ] have already been
determined, see table 7.5. The beam parameters of interest, namely the beam pointing
offsets ψoff , θoff and the beam waist offset ∆z[ψ,θ], can therefore be obtained by com-
bining equations (7.26) and (7.27) and solving the quadratic equations in γdws for the
waist offset ∆z and the offset angle γoff

[ψoff , θoff ] = 1
cl,[ψ,θ]

(2cq,[ψ,θ] ±
√︂

2c2
l,[ψ,θ] + 4c2

q,[ψ,θ]) (7.32)

∆z[ψ,θ] = −cq,[ψ,θ] ±

√︄
c2
l,[ψ,θ]

2 + c2
q,[ψ,θ] , (7.33)

where the symmetric description in terms of γ was not expanded into the two beams’
principal axes ψ and θ, which have independent parameter sets. Only one solution
yields a physical result, depending on the signs of the estimated coefficients.

The resulting parameters are given in table 7.6. The given error estimates are derived
through error propagation of the standard error of the variance-covariance matrix. The
exact error propagation formulas, as they are of minor importance and easily derived,
are given in appendix F. The offset ∆z of the waist position w. r. t. the center of rotations
is on GF-1 is approximately −1 m in the yaw-axis, and 0.4 m in the pitch-axis. On GF-2

[1]Note that the parabolic expression ℓp also features the non-zero term 3/4Lγ2
dwsγ

2
off , that does not

vanish at ∆z = 0.
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Table 7.6. Beam waist offset parameters from DWS scans for the scans of type 3 and 6 (cf.
table 7.1). R denotes the spacecraft in reference role, TX the spacecraft where DWS setpoints
ψdws and θdws, i. e., the scan pattern, are commanded. The beam properties are determined
through equations (7.32) and (7.33) using the fit parameters of table 7.5. The error estimates
are determined through error propagation of the standard error of the variance-covariance
matrix.

Type R TX ψtma ∆zψ θtma ∆zθ
[µrad] [m] [µrad] [m]

3 GF-1 GF-1 −30.695 ± 1.045 −0.741 ± 0.015 55.444 ± 2.303 0.466 ± 0.016
6 GF-1 GF-1 −21.122 ± 5.121 −1.133 ± 0.086 104.110 ± 36.432 0.309 ± 0.094
6 GF-1 GF-1 −27.888 ± 5.535 −0.917 ± 0.080 75.327 ± 16.093 0.472 ± 0.080
3 GF-1 GF-2 −11.206 ± 0.447 −2.153 ± 0.022 −46.631 ± 0.648 −2.310 ± 0.024
6 GF-1 GF-2 −15.802 ± 2.280 −2.946 ± 0.111 −11.227 ± 2.019 −3.389 ± 0.117
6 GF-1 GF-2 −13.792 ± 1.568 −3.677 ± 0.095 −20.496 ± 3.834 −3.106 ± 0.201

instead, they are in the order −3 m in both axes. This offset ultimately causes the
coupling of pointing deviations into the path length signal. This result is in accordance
with pre-flight assessments, as it is assumed that the waist position can be determined
well below one Rayleigh range, which is in the order of zR ≈ 18.5 m for the LRI beam
parameters. The beam pointing offsets, being a secondary output of this analysis, shows
a larger value than estimated previously in section 7.2. In comparison, the dedicated
scan for the far-field amplitude profile provided TMA co-alignment values in the order
of 5 µrad to 10 µrad in June 2019 (cf. table 7.2). The results of this section using the
phase change are in the order of up to 100 µrad. However, the two methods, using the
amplitude profile or the phase information, are not expected to yield the same result
since the phase typically contains more information like parasitic phase changes from
beam-walk on the QPDs, local phase changes, and higher order mode contents, for
example. The analysis neglected these, and hence, the provided values for the beams’
waist and pointing offsets can only be regarded as an upper bound.

7.5. Summary

The TMA within the LRI is a critical component with performance-driving require-
ments. The integration within the spacecraft, i. e., the co-location of the virtual vertex
point of the three mirrors with the SC center of mass, as well as the co-alignment of the
three mirror planes, define the performance in two ways: The co-location is the driver
for TTL coupling, while the co-alignment is responsible for the pointing and thus the
received beam power and CNR at the distant spacecraft. The first of these two effects
was analyzed in Wegener et al. (2020), and the latter one within this chapter.

Before launch, a critical co-alignment error of the TMA mirrors that exceeded the
requirement of γtma < 50 µrad was found, caused by accumulated moisture in the glue
pockets. However, the in-orbit measurements of the TMA co-alignment error showed a
recovery within a few months after launch, cf. table 7.2 and figure 7.3. After that, the
TMA co-alignment errors are close to zero, well below the requirement. An attempt
to verify the temperature coupling of the mirror alignment was performed. In the pre-
sented estimation, the temperature coupling of the co-alignment is below ±2.5 µrad/K
in all axes, exceeding the requirement of ±1 µm/K. However, the temperature stimulus
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of the TMA is small over the mission duration, and the estimates thus have large error
bars.

Despite the TMA characterization and verification, the DWS scans have proven to
be a valuable method for determining various properties of the laser beams, like their
divergence angles and the corresponding amplitude profile in the far field. Furthermore,
the local heterodyne efficiency is investigated, and a non-Gaussian contribution to the
heterodyne efficiency under beam pointing variations is quantified to be smaller than
2.5 % of the total beam power on GF-1 and 0.5 % on GF-2, see table 7.4.

The last investigation concerned the phase front in the far field. It was shown that
beam pointing variations during the DWS scans couple linearly and quadratically into
the measured ranging phase, and this effect was named beam pointing-to-pathlength
coupling. The magnitude of this pointing-to-pathlength coupling is up to 110 µm/rad,
with a quadratic contribution of up to 1.9 m/rad2, as shown in table 7.5. This coupling
might have many origins, of which a particular one was studied further: An offset
of the beams’ waist position w. r. t. the FSM might lead to phase variations in the
measurement. An upper bound for the waist offset is determined to be within 1 m of
the FSM rotation point for both beam axes on GF-1, and on the order of −3 m on
both axes on GF-2. As the pointing is usually maintained below 1 µrad/

√
Hz by the

DWS-FSM control loop, this coupling is below 1 nm/
√

Hz in nominal operations. It
should be noted that this kind of pointing-to-pathlength coupling is inherently different
from TTL, which is caused by geometric path length changes due to satellite rotations,
as e. g. investigated by Wegener et al. (2020), instead of optical path length changes
due to beam pointing variations.
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RLU In-Flight Behavior 8
A laser is a solution seeking a problem.“ ”

— Theodore Maiman —
American Physicist and Inventor of the Laser

The reliability and stability of the reference laser units (RLUs), in terms of laser fre-
quency and optical power, is vital for operating the LRI. Both spacecraft carry one
RLU and an optical reference cavity, as introduced in section 3.1.3. The absolute laser
frequency and very-low-frequency variations, which occur on the time scales of months
and years, have already been investigated in chapter 5. This chapter investigates the
RLU telemetry apart from its optical long-term frequency stability.

8.1. Time-Variability of the RLU Telemetry Channels

The laser telemetry is important to assess the general LRI status and performance.
Moreover, it may indicate signs of degradation of the laser unit. The laser telemetry
channels have been briefly introduced in section 3.1.3 and will be discussed in more
detail now. The RLUs feature a telecommand and telemetry (TM/TC) interface with
digital and analog channels. The analog telecommands (TCA) are used for setting the
optical output power (RLU_LASER_POWER) and the frequency through the thermal and
piezo actuators (RLU_SLOW_FREQ and RLU_FAST_FREQ). Furthermore, the temperature
of the pump module head (PMH), which consists of two cold-redundant laser diode
benchs (LDBs), can be controlled through the RLU_PMH_TEMP channel. The optical
output power, the PMH temperature, and the RLU internal temperature (RLU_TEMP)
can be read through analog telemetry channels. The digital part of the interface is
used to enable the optical output of the RLU (RLU_ON) and to set the active LDB
(RLU_BENCH_SELECT). Until now, both RLUs still operate on the nominal LDB, and no
switch to the redundant one has been performed.

Figures 8.1a and 8.1b show the progression of those RLU telemetry channels over the
mission lifetime for GF-1 and GF-2, respectively. The RLU telemetry data originates
from the so-called ADCSamples packet of the housekeeping telemetry and are recorded
once every 120 s. The data product in which the data is published is called LHK1A or
LHK1B (Wen et al., 2019). The analog telemetry is read out using an 8-channel 12-bit
ADC, and the conversion from ADC counts to engineering units has been performed
on the ground using the calibration table, determined before launch (JPL LRI Team,
2018).

The top panel shows the DC values of the summed QPD channels. Remember that
the photocurrents generated by the photodiode quadrants are split into an AC and
DC part, cf. section 2.3. These DC signals vary slightly over time, presumably due to
temperature variations of the QPD. Furthermore, sharp peaks can be observed roughly
every six months when the orbital plane of the SC is such that the sunlight directly
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(a) RLU telemetry and QPD DC values on GF-1

(b) RLU telemetry and QPD DC values on GF-2

Figure 8.1. QPD DC Power and RLU telemetry over five years for (a) GF-1 and (b) GF-2.
The red vertical lines denote the times of PMH scans (4 per spacecraft), the black lines
denote PMH temperature setpoint changes (1 per spacecraft; see section 8.3). The back-
ground coloring denotes which SC was in reference role (green: GF-1, yellow: GF-2) or if
the LRI tracking was suspended (gray).
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enters the LRI baffles and impinges on the QPD. These are commonly denoted as sun-
blinding periods where β ≈ 0◦, with β being the angle between the sun vector and the
orbital plane. Each spacecraft is blinded for about 30 s per orbit for three days. The
blinding occurs with a 180◦ orbital phase shift between the two SC, as they are oriented
differently in the orbital plane, with GF-1 being rotated around the yaw angle by 180◦,
cf. section 3.1.9.

The second panel shows the RLU laser power Plo, which is measured within the RLU.
The blue trace shows the raw signal, whereas the orange curve is low-pass filtered with
a moving-mean filter. The average optical power remains constant over the time of five
years. Hence, no sign of degradation is apparent here, and both RLU deliver about
23.25 mW optical power according to the RLU-internal photodiode. The laser power on
GF-2 shows higher fluctuations between 2019 and mid-2020. None of the other channels
show such an envelope, and the variations decreased again in mid-2020. Within the
low-pass filtered signals, two plateau values are visible on both SC, and the laser power
seems to toggle between these two values several times. This effect, which occurs in
the subsequent panels, will be discussed later.

The third panel features the current consumption of the PMH. It is presumably
measured as the voltage drop over a small resistor in the power supply of the PMH. On
GF-1, the PMH draw 1.52 A at the beginning of the mission, which increased to 1.54 A
within the first year. Such an increase can be expected through possible aging effects
of the RLU and the pump diodes, and an increase in the current monitor is a sign of
degradation of the pump diode (Windisch et al., 2007). The PMH current on GF-2
also showed a slight increase in the early mission phase, but the values slightly dropped
afterward to an average of roughly 1.5 A. At the very end, there is a step downwards
at the black vertical line, which marks the time of a change in the PMH temperature
setting.

The PMH temperature is then shown in the fourth panel, where a similar step is
apparent. The PMH seems to draw less current at that new temperature. A similar
but smaller effect is visible on GF-1 in July 2019. The influence of the PMH temperature
is explained in more detail in section 8.3 below.

In the last panel, the overall RLU temperature measured via a 10 kΩ NTC thermistor
inside the RLU housing is shown. On GF-1, prominent variations seem anti-correlated
to the β-angle between the orbital plane and the sun vector (shown in green, refer to
the right axis). On GF-2, the correlation is positive. This can again be explained with
the different orientation of the two SC in orbit and the laser being located closer to
one side within the SC, cf. figure 3.9 on page 32. The peak amplitude of these low-
frequency variations is in the order of ±0.25 K. A bi-modal behavior is apparent in the
telemetry, where the values toggle between a lower and higher value.

In the following, the bi-modal behavior of the RLU telemetry is investigated further.
The top panel of figure 8.2 again shows the optical laser power as measured by the
RLU on GF-2, but limited to the period between 2021-Dec-18 and 2022-Feb-25. The
raw signal and a low-pass filtered version are shown again as well. During this period,
regular nadir-pointing periods were performed for two consecutive days per week where
the LRI is not in science mode, as indicated by the gray background coloring. During
the nadir pointing, the LRI is typically commanded into the diagnostic mode, in which
the FSM moves to its zero position and does not perform reacquisition scans. There
is an apparent increase in the number of plateau changes reported in the laser optical
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Figure 8.2. QPD DC, DPS, FSM, and RLU power supply signals on GF-2 during the nadir
pointing mode periods in 2022. The green background indicates the phases in science mode,
while the out-of-science phases are gray. The vertical black dashed lines denote reboots of
the LRP.

power (orange trace in the first panel of figure 8.1b), which have a magnitude of ap-
proximately 0.05 mW ≈ 0.2 % · Plo. They occur instantaneously, although the orange
trace in figure 8.2 (first panel) shows the plateau value changes with a slope due to
the low-pass filter. The black vertical lines denote reboot times of the LRP, which is
ultimately responsible for controlling the laser. It should be noted that the RLU turns
off and on again if the LRP reboots. Remarkably, the plateaus often change at LRP
and hence RLU reboots, and when the LRI transitions into science mode. In some in-
stances, none of these two events triggered a plateau change, e. g., at the nadir-pointing
period at the beginning of February 2022.

The second panel shows the DC power averaged over the four QPD channels on GF-2
once more. Whether or not the laser output power actually varies can be confirmed
or disproved by comparing the mean QPD DC power over all channels, which is an
independent measure of the optical power, to the RLU-internal optical power monitor
from the laser telemetry. Small DC level changes of approximately 5 counts ≈ 0.2 % ·
2300 counts can be observed, which always align with the nadir-pointing periods, in
difference to the plateaus in the laser power signal above. Although the optical power
variations in both measures have a similar magnitude of 0.2 %, they do not seem to
have the same cause. The plateaus within the QPD signal do correlate with steps in
the DPS signals (third panel, cf. equations (2.44) and (2.45)) and significant steps
of the FSM angles ψfsm (yaw) and θfsm (pitch; fourth panel). Every time the LRI is
commanded out of science mode (gray background), the DPS signals show a step of
approximately 5 %, and also the FSM angles (fourth panel) show significant steps. In
regular operation, the FSM has a static offset from its mechanical zero position that
arises from integration tolerances of the LRI OBA into the spacecraft. This initial
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pointing offset in two dimensions per SC was determined in space during the initial
acquisition (Abich et al., 2019; Misfeldt, 2019). Whenever the LRI is commanded
into diagnostic or idle modes, the FSM moves to its zero position. While rotating the
mirror by large angles in the order of 1 mrad, it is likely that the QPD DC mean signal
is influenced by residual beam walk on the QPD, which may not be suppressed entirely
by the imaging system. From the DPS measurements, it is apparent that the beam
spot moved such that 5 % of the total optical power impinges at another half of the
QPDs. Although the average optical beam power should be constant under beam walk
on the circular photodiode, since the QPD diameter is larger than the beam spot size,
there is a 45 µm slit between the QPD segments. These slits form a cross on the circular
segmented photodiode. Therefore, the DC power measurements are incomplete due to
a small portion of the total light power not impinging on the segments but in the slits,
as the amount of light each photodiode segment receives, and hence the DPS signals,
depends on the position of the beam spot.

In one instance, the LRI was not commanded into diagnostic mode but performed
a reacquisition scan between 2022-Jan-08 and 2022-Jan-22, see the FSM angles in the
bottom panel of figure 8.2. The reacquisition scan is centered around the initial pointing
offsets, hence the angular step, and thus, the beam walk is smaller than for the other
events. No steps in the mean QPD DC signal were observed but in the RLU telemetry
channels like the laser power. This renders actual RLU optical power changes unlikely.

Additionally, no plateaus are visible in the non-RLU data streams digitized at the
same eight-channel ADC. Two of these data streams are the cavity reflection and trans-
mission power levels, another direct measure of the laser power. Hence, a variation in
the ADC reference voltage, and thus a common value change in all ADC channels, can
also be excluded as an explanation.

The RLU power supply voltage at ±15 V is also monitored and shown in the last panel
of figure 8.2. Although the conversion factor from ADC counts to a voltage is unknown
to the author, relative changes can be observed: a drop of 1 count at transitions into the
diagnostic mode. However, that change also occurs reliably at every mode transition
from science into diagnostic mode and does not correlate with the plateau changes in
the RLU laser power telemetry.

All of this leads to the conclusion that the value changes between two levels in the
RLU telemetry do not affect the laser power but are artifacts of the RLU electronics,
although the exact cause can not be named.

8.2. RLU Frequency Variations at High Frequencies
A low-pass filter is usually applied to suppress the high-frequency variations while de-
riving the laser frequency model from telemetry, that relates the telemetry values of
the frequency servos to the absolute laser frequency, in chapter 5. In contrast, this
section focuses on the high-frequency variability of the RLU laser frequency instead.
It is, however, more of scientific and engineering interest, as the laser frequency is ei-
ther stabilized to the reference cavity resonance (in reference role) or frequency-offset
phase-locked to the incoming beam (in transponder role), cf. section 3.1. After that
stabilization, the laser frequency fluctuations of the outgoing beam of the reference
unit are suppressed to a level well below 30 Hz/

√
Hz · NSF(f). However, the control

signals of the frequency stabilization servos, a thermal element and a PZT, represent
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(b) Frequency Domain

Figure 8.3. RLU free-running laser frequency noise estimate based on the telemetry model
νTM

IL . (a) time-domain representation of the PZT actuator voltage times the coupling factor
(GF-1 in blue, GF-2 in orange). The signal magnitude on GF-2 (transponder role) starts
to increase on 2019-Jun-14. (b) ASDs of the in-loop contributers of the laser frequency
νTM

IL . The GF-2 signal of 2019-Jun-22 (red) shows higher signal magnitudes above 0.5 mHz
up to 20 mHz than on 2019-Oct-03 (green), before the increase. The spectra for GF-1 on
both dates (blue, orange) do not differ. Equivalent Doppler frequency variations, calculated
from the LRI ranging signal, are shown in light blue. A LISA Pathfinder frequency noise
estimate ΨF of a free-running RLU is shown in gray. The data was kindly provided by
Sarah Paczkowski.

the frequency variations needed to keep the RLU at that stable frequency. Therefore,
the actuator signals directly represent the frequency difference between the cavities’
resonance and the RLU free-running laser frequency on the reference spacecraft. The
free-running frequency noise of the RLUs is orders of magnitude larger than the cavity
frequency noise, and hence, the actuator signals solely represent the free-running RLU
frequency noise. On the transponder spacecraft, the laser is locked to the incoming,
cavity-stabilized beam from the reference spacecraft, which underwent a Doppler fre-
quency shift due to the relative spacecraft motion, i. e., it contains the ranging signal
of interest shown as ASD in figure 3.10.

This investigation started with the observation that the maximal magnitude of the
pztIL control signal varies in time, exemplarily shown in figure 8.3a for June 2019.
The frequency variations are computed from the PZT and thermal actuator signals as
explained in section 3.1.3, using the refined coupling factors from table 5.3. The graph
shows the sole effect of the pztIL signal, as it contains the high-frequency variations of
interest; the blue trace is for GF-1, which also held the reference role, while the orange
trace is for GF-2. The data spread of the signal on GF-2 suddenly increased from
roughly ±100 kHz to a range between −750 kHz to 1750 kHz, although only nominal
operations were performed on the SC at that time. Figure 8.3b shows ASDs of the
telemetry-based laser frequency νTM(t), cf. equation (3.11), or more precisely, the
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8.2. RLU Frequency Variations at High Frequencies

estimate of RLU free-running frequency variations from the in-loop actuator, i. e.,

νTM
IL = cpztIL · pztIL(t) + cthermIL · thermIL(t) . (8.1)

The spectra for the full days of 2019-Jun-12 (blue and green; before the increase) and
2019-Jun-22 (orange and red; after the increase) are shown. The free-running RLU
noise in this assessment is at a level of 106 Hz/

√
Hz at 1 mHz and 104 Hz/

√
Hz at

0.5 Hz. An ASD of the phase rate φ̇LRI, that represents the frequency variations due
to the Doppler shifts, is shown in light blue for reference. It is clearly visible that the
ranging phase signal is only recoverable due to the cavity lock since the free-running
RLU laser frequency variations are orders of magnitude larger than the signal of interest
for Fourier frequencies above 1 mHz. Therefore, the laser frequency actuator signals
dominantly represent the free-running local oscillator noise, and the ranging signal of
interest can be regarded as negligibly small.

A similar assessment of the free-running laser frequency noise has been performed
for the RLU flown aboard LISA Pathfinder (Paczkowski, 2021), which is assumed to be
very similar to the RLUs implemented within the LRI. On that mission, a dedicated
interferometer measures the laser frequency noise. The results for the free-running laser
frequency noise estimate ΨF of the LISA Pathfinder RLU by Paczkowski (2021) are
shown as gray trace in figure 8.3b. They are approximately a factor of two higher than
the LRI RLU laser frequency variations at high Fourier frequencies.

The amplitudes in the spectral densities for GF-2 on the two different days differ
significantly above 1 mHz. This observation is used in the following, where equivalent
rms frequency fluctuations δνrms in the frequency band between Fourier frequencies of
1 mHz < f < fs/2 ≈ 500 mHz are used as a proxy for the high-frequency free-running
laser frequency noise. This newly introduced observable is computed as

δνrms(t′) =
(︄∫︂ 500 mHz

1 mHz
PSD

[︂
νTM

IL (t)
]︂

(f) df
)︄1/2

, (8.2)

where each PSD is computed over data chunks of six hours. For each evaluation time
t′, t is a vector reaching from t′ to t′ + 6 h. Consecutive segments overlap by 50 %,
hence the resulting δνrms(t′) time series is sampled once per three hours. Only chunks
with 100 % data availability are used in this analysis, performed over the full mission
lifetime. The resulting time series of equivalent RLU frequency fluctuations is shown
in figure 8.4, blue for GF-1 and orange for GF-2.

The average free-running laser frequency noise, exemplarily computed for the year
2021, is at a level of 73 kHz rms for GF-1 and 78 kHz rms for GF-2. The standard devi-
ation around the average, computed for the same period, is 5 kHz rms for both RLUs.
The noise level of the RLU in reference mode is slightly below the transponder laser,
i. e., the blue trace is slightly lower whenever GF-1 is in reference role (green back-
ground) and vice versa for with GF-2 in reference role (yellow background). This small
difference between GF-1 and GF-2 can be attributed to multiple effects: Firstly, the
transponder spacecraft copies the cavity-locked signal from the reference and addition-
ally adds the frequency noise of the local phase lock, which is uncorrelated. Secondly,
the differences between the roles can also originate from imperfect coupling factors
cpztIL, cthermIL and the different cross-over frequency between the two actuators, cf.
figure 3.4. The effect of the Doppler shift in the transponder frequency estimate is
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Figure 8.4. Equivalent rms RLU frequency fluctuations for GF-1 (blue) and GF-2 (orange).
Some periods show elevated plateaus in the noise estimate. As before, the background
coloring denotes which SC is in the reference role.

again much smaller in this frequency band, below 1 kHz rms. However, the 5 kHz rms
difference between GF-1 and GF-2, that corresponds to 7 %, is marginal.

Three regions with increased RLU frequency noise can be identified per spacecraft:
July 2018, December 2018, and October 2019 on GF-1 and June/July 2019, Octo-
ber/November 2020, and May 2023 on GF-2. While the non-nominal plateaus on GF-1
all have similar values at about 125 kHz rms to 150 kHz rms, the noise on GF-2 increases
to almost 1 MHz rms in July 2019 (which led to the discovery, cf. figure 8.3a) and about
1.5 MHz rms in May 2023. Note that such high values are not shown on the axis of
figure 8.4, but the increase in the orange curve is visible.

The free-running laser frequency noise of the LISA Pathfinder RLU is approximately
a factor of two higher, at about 145 kHz rms in the same frequency band between 1 mHz
to 500 mHz. This value was calculated from the trace shown in figure 8.3b. Just as the
RLUs within LRI, it features short periods with increased free-running laser frequency
noise that could not be explained so far (Paczkowski, 2021).

Generally, the intrinsic free-running laser frequency noise can vary for many reasons,
such as temperature variations and non-ideal setpoints of the PMH temperature. This
particular effect is investigated in the following section. However, in nominal opera-
tions, the free-running laser frequency noise is highly suppressed by the active laser
stabilization on both SC and does not affect the ranging measurement’s noise.

8.3. Pump Module Head (PMH) Frequency Noise

The stability of the RLU optical frequency strongly depends on the pump light going
into the NPRO crystal. Typically, that pump light has a wavelength of approximately
808 nm, and it is provided by one of the two cold-redundant LDBs within the PMH.
The PMH further includes heater modules and a thermistor.

Previous studies have shown that the NPRO laser frequency noise of an NPRO laser
can be reduced by active stabilization of the pump current, i. e., the pump diode’s
optical output power (Willke et al., 2000). It turns out that the temperature of the
pump diode has a similar effect in the RLU, likely through RIN caused by temperature-
driven conversion efficiency variations of the semiconductor pump diode. The frequency
stability of the RLU can thus be improved by choosing a PMH temperature setpoint
with lower RIN. As the temperature dependency of the LDBs RIN may vary over time,
e. g., from aging processes of the pump diodes, it is helpful to review the choice of the
temperature setpoint regularly.
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(a) Scans on GF-1.

(b) Scans on GF-2.

Figure 8.5. PMH scan results. The temperature of the RLU PMH is linearly increased. Lower
values of the error signal indicate less laser frequency noise. Loss of the PDH lock is
represented by gaps. The bottom axes denote the telecommanded RLU_PMH_TEMP, i. e.,
the heater voltage, whereas the top axes denotes the measured telemetry of an attached
thermistor. The small panels show the surroundings of the commanded PMH setpoints
(black, dashed, vertical lines) before and after the changes, respectively.

A specialized scan was executed several times on both SC to assess that high-
frequency laser frequency noise. During this scan, the PMH temperature setpoint,
denoted as TCA_RLU_PMH_TEMP and representing the voltage at the heating module, is
slowly increased from 2000 counts to 3600 counts, which approximately translates to a
change from 40 ◦C to 50 ◦C, although the absolute temperature is not of importance
here. The RLU remains locked to the optical reference cavity during the scan. Note
that the PMH temperature in principal only influences the LDB and should not alter
the RLU output frequency, which is kept at the cavities’ resonance. Several telemetry
channels are collected while increasing the PMH temperature. One of them is the PDH
error signal, or more precisely, the maximum value of the PDH error signal over the
sampling rate during the PMH scans. The PDH error signal is a proxy for the noise
in the PDH lock and thus of the laser frequency noise. Slow variations of the RLU are
counteracted by the PDH lock and therefore suppressed. In contrast, laser frequency
variations above the PDH lock’s unity gain frequency appear in the PDH error signal.
The other data channels comprise the RLU_PMH_CURRENT, RLU_LASER_POWER, the RLU
thermal reference point temperature, and the power of light reflected by the cavity.

Figure 8.5 shows the PDH error signal as a function of the PMH temperature setpoint
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TCA_RLU_PMH_TEMP (bottom axes) in the leftmost panel. The measured PMH temper-
ature TMA_RLU_PMH_TEMP is also given for reference on the top axes. They differ, as
the former is a measure of the voltage applied to the heater circuit, whereas the latter
describes the resistance of an attached thermistor. Four scans have been taken on both
SC: The first during the commissioning on 2018-Jun-11 and 2018-Jun-13, respectively
(blue). Two more scans have been performed within a short time frame, between June
and August 2021 (orange and red). The last one was completed on 2023-May-17 (gray).
All scans show a distinct frequency noise floor, some peaks, and gaps. The goal of the
scans is to find a broad region with a low PDH error signal in post-processing. The
gaps originate from losing the PDH lock, and the peaks indicate a higher frequency
noise.

On GF-1, the number of peaks is higher, with smaller quiet regions in between, which
have a noise floor at roughly 200 counts. On GF-2, the noise floor increased significantly
from approx. 300 counts to 600 counts after the first PMH scan, but there are fewer
peaks and broader noise-free regions.

The right panels zoom in on the regions surrounding the dashed black lines, which
indicate the commanded PMH temperature setpoints during nominal operation. On
GF-1, it was set to roughly 2740 counts during the instruments’ commissioning in June
2018, shown in the center panel in the top row of figure 8.5a. A noisy region is close to
that temperature setting, as apparent from the blue peak at the vertical line labeled
“2018-Jun-11”. The setpoint was thus increased to approximately 2945 counts, where a
broader noise-free region was at that time. The PDH error signal has changed by now,
and the frequency noise again increased close to that new setpoint (cf. orange and gray
in the upper right panel).

The set point at launch on GF-2 was at approximately 2665 counts, as shown in
figure 8.5b in the overview and the center panel. That setpoint was at a noise-free
region even after the overall noise increase between 2018 and 2021 (cf. blue curve vs.
the others). In 2023, higher ranging noise was observed, and therefore, new PMH scans
were recorded (gray). It turned out that two peaks appeared close to the PMH setpoint
on GF-2 (black, dashed line in the center panel), and it was decided to lower the setting
to 2615 counts. As apparent from the lower-right panel, the curves of all four scans are
flat in that region. The phase noise in the ranging measurement lowered again as a
consequence.

Monitoring the data in the future and eventually adjusting the setpoint again is
recommended to avoid an operational state with high RLU laser frequency noise, which
probably led to the effect described in the previous section 8.2.

8.4. Summary
A good understanding of the light source is essential in optical interferometric mea-
surements. Therefore, this section covered several effects connected to the RLUs, apart
from the determination of the absolute laser frequency of chapter 5.

At first, the telemetry provided by the RLU was investigated for the full mission
period in section 8.1. The optical power and current draw do not show signs of degra-
dation on both SC. However, there are small steps between two distinct modes in the
measurements, which are revealed by low-pass filtering of the data streams. The tog-
gling between the modes is mostly triggered by mode transitions into or out of the
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science mode, but they do not occur at every mode transition. Several possible reasons
for these steps have been investigated, but no correlation to other data streams was
found, and thus, no explanation for that bi-modal behavior. For example, variations of
the DC optical power levels at the QPD segments can be attributed to beam walk by
analyzing the DPS signals and the FSM positions and not to optical power variations.

Section 8.2 concerned the observation that the frequency actuator signal pztIL some-
times shows higher variability, first discovered in June 2019. During these periods, the
spectral density amplitudes of the telemetry-based laser frequency estimate are elevated
for Fourier frequencies above 1 mHz, compared to the usual level. The integral over the
amplitude spectral density from 1 mHz to 500 mHz is used as a proxy to describe the
high-frequency laser frequency noise. The typical laser frequency noise level from this
assessment is at about 75 kHz rms for both RLUs. When the non-nominal PZT signal
was found in the beginning, the noise level was 1 MHz rms, much higher than usual.
The changes between the two noise levels are instantaneous. Such a bi-modal laser fre-
quency noise behavior was also observed for the RLU integrated on LISA Pathfinder,
which has similar characteristics.

It should be noted that the frequency noise described here is canceled by the PDH
lock to the cavity to below 30 Hz/

√
Hz and typically does not disturb the ranging

measurements. The effects observed are estimates from the actuator signals to keep the
RLU locked to the cavity, or in other words, the negative free-running laser frequency
noise.

This chapter’s last section 8.3 discussed the PMH temperature setpoint. That tem-
perature setpoint influences the relative intensity noise of the RLU’s pump diode and,
thus, the frequency noise at the optical output. An optimal setpoint, by means of low
laser frequency noise, can be determined using so-called PMH scans, in which the PMH
temperature is scanned over a large range. The maximum error signal of the cavity
lock over a fixed period is used as a proxy for the laser frequency noise.

Both SC executed four such scans, one during the commissioning of the LRI instru-
ment, two in 2021, and one in 2023. It was found that the average frequency noise level
on GF-2 increased by a factor of two between 2018 and 2021, while the noise floor on
GF-1 remained constant. Furthermore, the PMH temperature setpoint was changed
once on both spacecraft when the scan indicated that the current temperature setting
was close to a noisy region. Continuous monitoring is recommended as the temperature
dependency of the pump diode’s laser frequency noise varies over time.
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Disturbances from Radiation: Single
Event Upsets 9

Outer space, once a region of spirited international
competition, is also a region of international cooperation.“ ”

— James Alfred Van Allen —
American Physicist

Parts of this section have already been published in Misfeldt et al. (2023a), but were
now revised, updated, and extended for this thesis. Most importantly, the numerical
autocorrelation functions in the theoretical framework were replaced with the analytical
ones derived in section 3.3. Further, newly found events were added.

9.1. Radiation Environment in a Low-Earth Orbit
The LRI onboard the GRACE-FO satellites is naturally exposed to the charged particles
from ionizing radiation originating solar or cosmic radiation. Some particles are trapped
within the Earth’s magnetic field. As GRACE-FO orbits Earth within an altitude of
approximately 500 km, the trapped particles in the Van Allen belts are most critical
(Van Allen, 1959). These particle belts around the Earth were first discovered in
1958 using the NASA mission called Explorer 1. They extend 1000 km to 60 000 km
above Earth’s surface (Bakhtiyarov, 2015), but these numbers vary depending on the
solar activity. Their shape is supported by Earth’s magnetic field, which redirects the
incoming high-speed ions from the sun and cosmic rays into these belts that encompass
the Earth, effectively protecting hazardous radiation at Earth’s surface and enabling life
as we know it. The belts are categorized into outer and inner belts. The former mainly
contains energetic electrons, whereas protons and electrons dominate the latter. The
particle energy in the inner belt can get larger than 100 MeV, and the belt can expand to
about 200 km above Earth’s surface during strong solar activity (Bakhtiyarov, 2015).
There is an offset between Earth’s geometric center and the belts’ center, causing
the so-called south-atlantic anomaly (SAA), where the inner belt approaches Earth’s
surface more closely than on average (Daly, 1994). Further, the interplay between the
energetic particles trapped in the belts and the atmosphere causes the aurora at the
poles (Alfvén, 1958).

As modern electronics are getting smaller and smaller, e. g., down to the size of a few
atoms per magnetic data storage unit in laboratory experiments (Loth et al., 2012),
interactions with single particles already have a localized loading effect, known as single
event effects (SEE) (Medina, 2015). On the one hand, SEE can be hard errors, meaning
that an electric device, like an integrated circuit, is permanently damaged. On the other
hand, non-destructive SEE are called soft errors. They can be further distinguished as
SEU (e. g. a memory cell changing its information, also known as bit flip), single event
functional interrupt (SEFI) (e. g. a state machine jumping to an unexpected state),
and single event transient (SET) (e. g. a transient current in an integrated circuit,
that may alter the output of DC/DC converters or ADCs). Those effects are not only
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generated by the direct impact of charged particles onto the electronic, as it is also
possible that heavier nuclei are partially converted into secondary neutrons by collision
with the spacecraft structure and that these numerous secondary neutrons cause SEEs
(Maurer et al., 2008). Also, as the fabrication size of memory cells decreases, the
sensitive circuit nodes are closer together, and their tolerable charge collected within
the region of an ion strike gets smaller. Both effects can result in multiple upsets from
a single ion (Maurer et al., 2008).

In the context of GRACE and GRACE-FO, SEEs are known to have caused frequent
reboots (Webb et al., 2019b), GPS errors and, in the GRACE mission, a hard error
SEE possibly caused a failure of one of the instrument control units (ICUs) through
a broken DC/DC converter (Pritchard et al., 2002). This section investigates possible
SEU from bitflips within the ranging phase of the LRI.

The LRI and, in particular, the LRP were built following spaceflight-typical risk
assessment standards, like the guidelines of the European Cooperation for Space Stan-
dardization (ECSS, 2012). Regarding the risk of radiation-induced SEUs, the two FIR
filters A and B are identified as the most probable source for radiation-induced SEUs,
cf. figure 3.8 in section 3.1.7. These two filters are likely implemented within the pro-
cessor of the LRP (Ware et al., 2006). The FIR filter within the FPGA is excluded
from this analysis because the FPGA is expected to be less susceptible to radiation
than the RAM of the processor (Samwel et al., 2019). Further, current space-qualified
FPGAs even feature error detection and correction (EDAC) implemented in hardware,
see e. g., the RTG4 FPGA series (Microchip Technology Inc., 2022).

9.2. Recent and Future Solar Activity

The sun and its activity are significant in Earth’s radiation environment. The solar
activity undergoes a natural 11 year cycle, which was discovered in the 19th century
already (Schwabe et al., 1844). The solar activity is measured by optically observing
and counting the number of sunspots. The measurements are taken on multiple stations
on Earth daily, and figure 9.1 shows these measurements and a monthly mean since
1975 (green and black). Further, the prediction and its uncertainty (blue) represent the
expected cycle 25 at the beginning of 2020. This prediction is a consensus estimate from
several studies. However, the measured solar activity does not follow this prediction.
Recent investigations by McIntosh et al. (2023) provide an updated model that foresees
an earlier and higher maximum activity in 2024.

The GRACE-FO satellites were launched in the minimum between cycles 24 and
25, and the solar activity started to increase in early 2020. Not only the radiation
environment is influenced by solar activity, but also the air drag in low Earth orbit
(LEO), as the atmosphere expands due to higher temperatures (NOAA SWPC, 2023).
Given the higher solar activity, an increase in the number of SEUs detected within
GRACE-FO can be expected, particularly in the LRI.

9.3. Simulation of SEUs in the LRI Phase Data

The phase measurement and subsequent decimation within the LRP have been in-
troduced in section 3.1.7. In this section, the output of the 2-step FIR filtering and
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GRACE
Launch

GRACE
EOL

GRACE-FO
Launch

Figure 9.1. Daily and monthly sunspot numbers since 1975 (green and black) and predictions:
Consensus prediction (blue) and updated model (red, McIntosh et al. (2023)). The verti-
cal dashed lines roughly denote the dates of the GRACE launch and deorbiting, and the
GRACE-FO launch. The smooth green curve shows the mean solar cycle since 1750. Image
(modified) courtesy of the Australian Space Weather Office (2023).

Figure 9.2. Block diagram of the two FIR filter stages as implemented for the simulation.
Green denotes clock signals, orange denotes the phase data, and blue denotes memory
cells. The FIR filter coefficients ci

A/B are multiplied with the data points in the registers
M j

A/B , and the filtered result FA/B is the sum of all multiplications. The dashed gray boxes
implement equation (9.1).

decimation chain from 10 kHz down to 10 Hz is computed in a time-domain simulation,
according to the block diagram in figure 9.2. The filter response at a given discrete time
step ti of the phase φ(t) of either filter A or B is given by the sum over all products of
the filter coefficients cj with the value contained in the j-th register M j , i. e.,

FA/B[φ(ti)] =
l−1∑︂
j=0

cjA/B · val(M j
A/B) =

l∑︂
j=0

cjA/B · φ(ti−j) (9.1)

In this equation, l is the length of the filter or the number of the filter coefficients, lA
or lB. The value of the j-th register M j is the input data φ at j time steps before the
measurement epoch ti, i. e., val(M j

A/B) = φ(ti−j).
The simulation is performed with a trivial filter input of φ ≡ 0, i. e., without any

ranging signal, to obtain just the disturbance from a bitflip. This disturbance would
add linearly to the regularly filtered ranging signal due to the linearity of FIR filters.
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9. Disturbances from Radiation: Single Event Upsets

Figure 9.2 depicts the simulated computation chain in a block diagram. The input data
at 10 kHz is denoted as φ. It passes the first filter A with the outcome FA, which is
decimated by a factor of 100 to form D100. That decimated signal is fed through filter
B, whose outcome FB is decimated by a factor of ten. The final result of the simulation
is D10, which represents the phase data transmitted to the ground.

Upon an artificial bitflip, the j-th register of either filter A or B is set from 0 to 1
during the execution of the simulation. The inverse bitflip from 1 to 0 can be obtained
by inverting the simulation results, i. e., the D10 time series. An SEU in filter A will
propagate through the subsequent filter and decimation stages. Manipulation of M0

A

in filter A is equivalent to setting a single data point of the input phase φ to one.
However, manipulation of higher registers, meaning a change of a register during filter
execution, can not be replaced by an equivalent input data φ.

The free parameters of a simulation that computes the phases upon a bitflip are:

• The filter (A or B) affected by the SEU

• The occurrence time of the SEU, expressed as a sample or tick number kA/B
at the filter’s clock rate. Due to the fixed decimation rates from FA or FB to
the 10 Hz output data rate, the filter output repeats after a fixed number of
subsample time stamps, that corresponds to the decimation rates of each filter,
i. e., 1000 = 100 · 10 or 10 for filters A and B, respectively. Thus, if the SEU
occurs in filter A, kA ∈ [0, 1000) ⊂ N0 is used and kB ∈ [0, 10) ⊂ N0 for filter B.

• The affected register number jA ∈ [0, lA) ⊂ N0 or jB ∈ [0, lB) ⊂ N0. This number
is usually provided in fractions of the full filter length lA/B within this thesis.
The numerical value for the total number of registers lA/B and other details like
the exact filter coefficients can not be disclosed here.

• The bit number b ∈ [0, 64) ⊂ N0 of the bitflip within the presumed 64-bit register
(i. e., the 2b magnitude of the flipped bit). For simulation, b = 0 is usually
used. This parameter is a linear scale factor, and it is estimated later through
a least squares algorithm, where the simulation result is rescaled to match the
observations.

An exemplary simulation result is shown in figure 9.3, for an SEU in the first register
jA = 0 of filter A at time kA = 250. The simulation of an SEU in the first register,
with jA = 0 and indicated in gray, effectively results in the impulse response of the
filter FA (orange, left panel). The green curve is the first decimation D100, fed into
filter B, whose output FB is shown in red in the right panel. It appears delayed by
about 0.7 s due to the filters’ group delay. The final output D10 is shown in cyan and
represents the phase as it would be downlinked from the spacecraft. A different injection
sample kA ̸= 250 would cause another delay of FA w. r. t. the finite, decimated sample
points, and thus a slightly different shape and amplitude in D100 and all subsequent
data streams. There are 1000 unique patterns in the 10 Hz output data stream for a
possible SEU in filter A and ten patterns for filter B, according to the sampling rate
decimation factors. The ten patterns of filter B, which ultimately dominate the shape
of the output D10, are approximately a subset of the 1000 patterns of filter A. Note
that figures 9.3 and 9.4 do not show the exact filter coefficients employed in-flight, as
they can not be disclosed. However, the following analysis of LRI flight data uses the
actual coefficients.
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Figure 9.3. Simulated data throughout the
filtering chain for an SEU in filter A with
subsample time kA = 250 and register
number MA = 0 and a magnitude of b = 0.
The output of the first filter FA (orange)
is sampled at 10 kHz, the first decimation
D100 (green) and the output of the second
filter FB (red) at 100 Hz, and the final out-
put D10 (cyan) is sampled at 10 Hz. Left
and right time-axes are in units of seconds,
but note the different scales. The delay
arises from the filters’ phase delay. This
example shows artificial filter coefficients,
as the exact coefficients employed in flight
can unfortunately not be disclosed here.
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Figure 9.4. Simulated data showing the ef-
fect of an SEU in a higher register num-
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for jB = 0), while the dashed lines show
the response for an SEU that affects the
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ure 9.3, because this SEU was simulated
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ter. Also, the traces appear to have shifted
in time because of the differing subsample
time kB . FA and D100 are zero and thus
not shown here.

Given an SEU in filter A, the data D100 after that filter only has a few non-zero
samples, and a single peak can approximately describe that. Therefore, the result
after filter B approximates the filter’s impulse response with minor deviations, as seen
in figure 9.3. However, the results may vary if the SEU occurs within filter B. Two
simulations of an SEU in filter B are shown in figure 9.4, one at jB = 0 (solid lines) and
one at jB = 50% (dash-dotted). In the latter case, only parts of the impulse response
are represented in the output, which looks cropped. The cropping effect in D10 does
not occur for filter A due to the second filtering.

Two LUTs were created from the simulations for events either in filter A or B, where
the injection sample number kA/B and the affected register jA/B of the SEU occurrence
were varied over the parameter space listed above. A 15 sample ≈ 1.5 s segment of the
output D10 after the second decimation is stored in the 3D-LUTs, which have the
dimensions 1000× lA×15 and 10× lB ×15, respectively. The first dimension represents
the injection sample number kA/B, and the second represents the register number jA/B.
The third dimension contains the simulation result D10. The individual rows of the
LUTs are denoted as LUTk, j

A/B, where the subscript A/B is usually omitted in the
following when both filters are meant.

9.4. Detection of SEUs in the LRI Phase Data

The SEU detection algorithm is part of the so-called LriToolbox, an in-house collection
of MATLAB scripts at the AEI. The toolbox automatically processes and analyzes
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9. Disturbances from Radiation: Single Event Upsets

LRI data in near-realtime and has been part of the author’s master’s project (Misfeldt,
2019). It features an extensive phase jump removal algorithm, which was necessary due
to laser frequency noise induced by micro shocks caused by attitude control thruster
activation (Abich et al., 2019). This algorithm was now extended to also include SEU
detection and removal. In the first step of the existing implementation, all single-
channel phase data of both SC are searched for outliers by detecting peaks larger than
±30 mHz on the detrended phase rate, or peaks larger than 2 ·10−4 cycles/s on the first
derivative of the DWS combinations (cf. section 2.3.3). All these events are marked as
phase disturbances before the second step’s modeling and subtraction are performed.
Other than actual phase jump events in the averaged ranging phase, SEUs only occur
in a single channel, making them easily distinguishable. Further, an SEU produces a
short-lived peak in the phase, whereas phase jumps have persistent steps caused by a
non-zero integral of fast laser frequency variations at a finite sampling rate, cf. Misfeldt
(2019). Short segments of N ≤ 30 samples are extracted from the measured phase data
stream once an SEU candidate is identified in a single channel and the single-channel
phase combination κ(t) as introduced in section 3.3.3 is computed.

The SEU model can be expressed through

ηk, ji (a) = ηk, j(a, ti) = a · LUTk, j(ti) , (9.2)

which essentially is one entry of the LUT scaled by an amplitude a = 2b. Further, the
residuals are defined as

rk, ji (ϑ) = r
(︂
(a, c2, c1, c0)T, ti

)︂
= κi − ηk, ji (a) − c2 · t2i − c1 · ti − c0 , (9.3)

where a second-order polynomial is subtracted to remove residual ranging signal or
similar effects. Equation (9.3) defines the regression coefficients ϑ = (a, c2, c1, c0)T.

For modeling the measured SEU event in the extracted phase combination κ, the
best-fitting template of the LUT entries is determined with the framework of maximum
likelihood estimation introduced in section 3.3.1. In this case, the residuals are defined
by equation (9.3). As they are dependent on the parameters k and j, the minimum
negative log-likelihood ℓk, j(κ|ϑ̂) and the corresponding optimal parameter estimates
ϑ̂ are estimated for all values of k and j. The best estimate for the SEU model is
determined by finding the minimum of ℓk, j(κ | ϑ̂) in the two-dimensional k × j-sized
grid. The fitting of the measured data κ to the templates η is done individually for
both LUTs (LUTk, j

A and LUTk, j
B ) and the minimum values of the log-likelihood over

the LUTs is identified to retrieve the most likely parameter set.
The amplitude, i. e., the significance or bit number of the flipped bit, and the flip

direction (0 → 1 if positive, or 1 → 0 if negative) can directly be obtained from the
parameter a of the fit. The bit number b is given by

b = log2
(︂
10 · 224 · a

)︂
, (9.4)

with 1/(10 · 224) being the least significant bit in units of phase cycles in the LRI phase
measurement (Wen et al., 2019). Ideally, b yields an integer number that directly
represents the affected bit; however, as stated in section 9.1, multiple bits can be
affected at once and yield a fractional number.
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9.5. Discussion of the SEU Events

The analyzed phase data spans from the beginning of the mission in June 2018 until the
end of June 2023. Over that period, 32 SEU events were identified, whose estimated
parameters are shown in table 9.1. Sixteen events were recorded on each spacecraft,
GF-1 and GF-2. As the reference and transponder role is interchangeable, 19 events
were recorded on the transponder unit and 13 on the reference unit. The four phase
channels are almost uniformly affected (A: 8 events, B: 6, C: 9, D: 9), and filter A
shows more events than filter B (22 vs. 10), which is expected, because filter A has
more registers, lA ≈ 3.6 · lB, i. e., features a physically larger area in the electronics that
can be hit by radiation. With a total time in science mode of the LRI of 75% and 32
detected events, roughly ten events can be expected per year. It should be noted that
not every SEU event can be identified, as their magnitude might be below the detection
threshold, hidden within the phase readout noise (on the transponder unit) or the laser
frequency noise (on the reference unit). The smallest event identified is event #16 with
a magnitude of only 3 · 10−3 cycles, where the 29th bit flipped up, while the 22nd bit
flipped down in a register at jA ≈ 16% · lA of filter A. The phase readout noise is in the
order of 10−5 cycles at high frequencies (cf. equation (3.12)). The higher noise levels of
the reference unit from the cavities’ coating Brownian noise, cf. section 3.3, might also
explain the higher detection count on the transponder unit. Figure 9.5 shows the SEU
of event #1 (measurement κD, blue) and the corresponding, best-fitting simulation in
orange. The scale a of the signal w. r. t. the normalized LUT template is 6.87 · 109,
which can be converted into the bit significance through equation (9.4), yielding the
but number b = 60, that was altered in register jB ≈ 67% · lB of filter B. As explained
earlier, it produced a cropped filter impulse response for SEUs in higher registers of
the second filter, cf. figure 9.4. Further, the residuals after subtraction of the model
are shown (green, right y-axis) and are in the order of 10−5 cycles, as expected. On the
other hand, events #3 and #9, which are marked gray in the table, have large residuals
after subtraction of the model. The shape of the residuals, shown in figure 9.6, suggests
that there is a second SEU event, which happened approximately one sample later in
time, which can be caused by secondary neutrons, as described in section 9.1. From
the linearity of the FIR filter, two timewise separated events are a linear superposition
of the individual events. However, a simple second iteration of the described algorithm
over the residuals does not succeed, as the first iteration does not distinguish the events
but only minimizes the residuals. Hence, it removes parts of both events, and the shape
fed into the second iteration does not match the templates of the LUTs anymore. A
simultaneous fitting of two SEU events with arbitrary time-delay in between would be
necessary to handle these events. However, this largely increases the number of possible
templates and the computational cost, and a different approach than template-based
estimation would be needed. However, figure 9.7 shows a simulation with two SEU
events in filter A at jA,1 = 30% (pink) and jA,2 = 40% (gray), separated by only one
sample kA at a rate of 10 kHz, and with different magnitudes a1 = 1 · 104 cycles and
a2 = −1·105 cycles. After the first iteration of the SEU removal algorithm, the residuals
of this simulated dataset have a similar shape compared to the example of event #3
shown in figure 9.6, but ten times smaller residuals.

Some results, marked yellow and green in table 9.1, have bit numbers b with a non-
integer part larger than the 95% confidence interval. These events are likely created
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9. Disturbances from Radiation: Single Event Upsets

Table 9.1. SEU parameters as detected in the LRI phase data. Ch: affected phase channel;
a: magnitude in the phase data; k: sub-sample timing of the event; j: affected register
(normalized); b: bit number; Dir: denotes the direction of the bitflip (↑: 0 → 1 or ↓: 1 → 0).
CI: A 95% confidence interval for the bit number b. The colored bit position cells are encoded
as follows: Green: Fractional number can be well explained with two bitflips simultaneously.
Yellow: Fractional number can be explained with more than two bitflips simultaneously.
Gray: High residuals observed (see main text). The horizontal lines separate different years.
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9.5. Discussion of the SEU Events
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Figure 9.5. Example of an SEU fit with
low residuals for event #1. The residuals
(green) are in the order of 10−5 cycles.
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Figure 9.6. Example of an SEU fit with high
residuals for event #3. The residuals are
shaped like a second SEU.
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Figure 9.8. World map showing the location
of the GRACE-FO spacecraft at occur-
rence of SEUs (diamonds). The colors rep-
resent the magnetic field strength in µT at
490 km above Earth’s surface derived from
the CHAOS-7 model.

by a particle with a trajectory inside the plane of the memory cell array, thus altering
more than one bit. Such an effect would increase or decrease the bit number by specific
fractional bit numbers, which can be computed by

O±(n) = log2(2b ± 2b−n) − log2(2b) . (9.5)

Here, b denotes the bit number of the most significant flipping bit, and n is the second
flipped bit’s position relative to the first one. The sign of the term depends if the two
bits flip in the same or different directions. If more than two bits are affected, the
fractional part is a superposition of the values of O, shown in table 9.2.

Furthermore, the spacecraft location at the SEU events is shown in a world map
in figure 9.8. The background coloring indicates the Earth’s magnetic field strength
at an altitude of 490 km above Earth’s surface and was computed for the reference
epoch January 2021 from the time-variable CHAOS-7 model (Finlay et al., 2020). This
model is named after CHAMP, Ørsted, and SAC-C, all of which are or were magnetic
observatories in space (Olsen et al., 2006). The most recent version 7, also includes data
of the SWARM mission and ground data (Finlay et al., 2020). The detected SEU events
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9. Disturbances from Radiation: Single Event Upsets

n O+(n) O−(n)
1 0.58496 −1
2 0.32193 −0.41504
3 0.16993 −0.19265
4 0.08746 −0.09311
5 0.04439 −0.04580
6 0.02237 −0.02272
7 0.01123 −0.01131
8 0.00562 −0.00565
9 0.00282 −0.00282
10 0.00141 −0.00141
11 0.00070 −0.00070
12 0.00035 −0.00035

Table 9.2. Fractional bit numbers for two bitflips si-
multaneously as a function of the separation between
bit numbers. The number n denotes position b − n
of the second bit, relative to the one at position b,
b > n.

clearly cluster within the SAA, where the charged particles, dominantly protons, and
electrons, dive deepest into the atmosphere. Furthermore, many events were captured
in polar regions, where the Earth’s magnetic field lines and, thus, also the Van Allen
radiation belts arc downward towards Earth, providing less natural shielding (Samwel
et al., 2019).

9.6. Summary
This section focused on radiation-induced disturbances in the electronics within the
LRI processor, specifically on single event upsets within the buffers of the two anti-
aliasing filters before decimating the measured phase data. The LRP architecture was
introduced, and based on that, a simulation of SEU events was performed. The results
from the simulation provided templates, which were then saved as a look-up table and
used for identifying SEU events in actual phase data of the LRI, and the parameters
were determined using the method of maximum likelihood estimation. In total, 32
events were identified in approximately four years of the mission, with an approximate
time in science mode of the LRI instrument of 75%. The frequency of these events
may ramp up with increasing solar cycle 25 in the coming years. The detected events
cluster near the SAA and the poles, and some events did not only cause one bit to flip
but multiple bits simultaneously.

SEU events in the phase data are short-lived (in the order of 1 s) and rare (roughly
ten occasions per year), and thus, they are expected to have little influence on the
gravity fields for now. Likely, most data processing centers identify these short segments
containing the disturbance as outliers. However, this study shows the possibility of
identifying and removing this particular source of measurement disturbances in post-
processing. At the same time, future instruments might even overcome it by either
implementing radiation-hardened memory, using error correction algorithms onboard,
or using an algorithm similar to the one presented here in the processing centers on the
ground.

The AEI has derived independent, LRI1B-equivalent data sets publicly available
at https://www.aei.mpg.de/grace-fo-ranging-datasets. These data sets include the SEU
removal algorithm presented within this section, among other algorithmic optimations
w. r. t. the official v04 releases by the SDS.

128

https://www.aei.mpg.de/grace-fo-ranging-datasets


Summary and Outlook 10
We are running out of time and we must have a planetary
solution to a planetary crisis.“ ”

— Albert “Al” Gore Jr. —
Environmentalist and 45th US vice president

This thesis presented comprehensive insights into data analysis of the Laser Ranging
Interferometer aboard the GRACE Follow-On mission and attempted to deepen the in-
strument’s understanding. The LRI precisely measures the distance variations between
two spacecraft with a noise level below 200 pm/

√
Hz at Fourier frequencies of 5 Hz,

over a baseline of 220 ± 50 km. The LRI’s racetrack configuration consists of one unit
on each spacecraft, with one denoted as the reference, where the ranging measurement
takes place, and the other denoted as the active transponder. The transponder acts
like an amplifying retroreflector that recreates the incoming light’s phase and adds a
static frequency offset while the reference frequency is locked to an optical reference
cavity employing the Pound-Drever-Hall method.

The theory part of this thesis presented ranging noise models at high Fourier fre-
quencies above 1 Hz based on in-flight data and their power spectral densities and
autocorrelation functions for the reference role, whose power spectral density is domi-
nated by the cavity thermal noise and follows a 1/f shape and the transponder, which
is limited by the phase readout noise that is described by a fourth-order polynomial
here. Furthermore, a specific phase combination of the four quadrant photodiode phase
channels, e. g., κA = φA − (φB +φC +φD)/3, is introduced that describes the uncorre-
lated noise of a single phase channel. A combination of a lowpass and a bandpass filter
can be used to model the noise in this combination. These noise models were used later
to weight the observations in least squares parameter estimations.

New formulas for a relativistic description of the phase observable in inter-satellite in-
terferometers were presented, and the conversion of the measured interferometric phase
to a range is discussed for an error-free case. Particular attention is drawn to frequency
variations during the roundtrip propagation time of the photons. Importantly, a more
sophisticated integral form of the well-known relation ρ(t) = c0/ν ·φ(t) should be used
when considering those laser frequency variations.

The theory chapters conclude by describing the two important quantities in the LRI
data processing: a static offset in the time tags of the LRI phase measurement with
respect to the KBR and the absolute laser frequency. Simple equations are derived to
model the dominant order of errors of these quantities in the ranging measurement. It
is highlighted that these errors increase the ranging noise in the measurement frequency
band if they remain uncorrected.

One significant challenge in the data processing of LRI data is precisely determining
the absolute laser frequency and the timing offset. The current scheme, employed by
the science data system for generating the official LRI data product, performs an inter-
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10. Summary and Outlook

comparison between the two ranging instruments, the LRI and the KBR, which easily
provides the scale factor εSCF and timing offset ζ between the two, which are in the
order of εSCF ≈ 10−6 and ζ = 70 µs. However, since the results of this intercomparison
are used to derive the LRI level-1B data, the results might imprint KBR errors onto
the LRI data. Furthermore, such intercomparison is not feasible if the KBR has a mal-
function or in future missions with an LRI as the primary and only ranging instrument.
Therefore, three new ways of determining the absolute laser frequency of the LRI have
been investigated.

The first is based on deriving a model of the optical cavities’ resonance frequencies, in
particular accounting for settling effects, that has been quantified for the LRI cavities
for the first time. On GF-1, it starts at approximately 281 615 743 MHz after launch
and converges asymptotically against 281 615 768.376 MHz, whereas the drift on GF-2 is
smaller with an initial value of 281 615 649 MHz and converging to 281 615 663.369 MHz
after five years in orbit.

The second method relates the laser telemetry, i. e., the actuator voltages of the
frequency servo, to the output frequency based on calibration measurements taken
before launch. A previously uncalibrated drift in the absolute laser frequency at a
rate between −1.2 Hz/s to −1 Hz/s was found. An attempt to measure such a drift
with a comparable laser system in the laboratory was unfortunately not conclusive,
as the repeatability of the measurement is limited by the thermal environment in the
laboratory and the laser’s susceptibility to temperature variations, which was measured
to be −235.619 MHz/K. Furthermore, the measured laser frequency in the laboratory
shows frequent steps of 10 MHz to 100 MHz. The following efforts in the laboratory
might focus on developing a frequency-dependent transfer function for the temperature
coupling into the absolute laser frequency and installing the laser within a thermal
vacuum chamber for better thermal control. However, the knowledge from designing the
laser controller electronics in this laboratory activity will propagate into the phasemeter
design for future LRI-like instruments at the AEI.

The third method relies on static, pre-flight estimates of the laser frequency without
further refinement or modeling. It can be regarded as a worst-case knowledge of the
in-flight frequency and is not recommended but it served as a sanity check and an easy
way to reproduce and validate the SDS approach.

The three new approaches to determining the laser frequency have been used to
generate LRI Level-1B equivalent data sets. They have been compared to the KBR
ranging data. It was found that the biased ranges of these new LRI1B and the KBR1B
data sets differ by about 25 µm rms. This difference can be reduced to roughly 5 µm rms
by estimating a single scale factor and time shift for the whole mission duration. In
contrast, these two values are estimated once per day in the official data processing
employing the KBR-LRI intercomparison.

Sinusoidal tone errors are a dominant ranging error source in GRACE-like missions.
They arise, for example, from temperature variations that couple into the measurement
chain and are difficult to disentangle from the actual ranging signal, especially at the
orbital period. This thesis aims to set an upper limit on the magnitude of this particular
error source by further minimizing the 5 µm rms difference between the KBR and LRI
measurements. Two potential coupling mechanisms have been identified and modeled:
a coupling in the phase domain, e. g., through thermal flexing of the satellite platform
with a coupling factor with units of m/K, or in the frequency domain, e. g., through
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frequency variations of the LRI or KBR oscillators, causing a coupling with units of
MHz/K. Using this TC model, which consists of a set of 12 coefficients for the entire
mission span, the residuals between KBR and LRI lower to approximately 1 µm rms.
The dominant coupling arises from thermistors attached to the solar array that is
periodically directly heated by the sun. Therefore, they can be regarded as a proxy
for the spacecraft’s interior temperature. Neither the LRI cavity nor the laser couple
dominantly as a tone error source; hence, one might argue that the TC is caused by
the KBR instrument, for example, through thermally induced variations of the KBR
phase center.

The 1/rev and 2/rev components of the TC model show peak amplitudes smaller than
8 µm and 5 µm, respectively, but exhibit seasonal variations in amplitude and phase,
that are correlated to the β-angle between the orbital plane of the spacecraft and the
sun vector. Additionally, using the TC model reduces variations in the LRI scale factor
from KBR-LRI cross-calibration. The three-monthly seasonal features, as apparent in
the scale factor and time shift estimated from the daily KBR-LRI intercomparison in
the official data processing, are likely produced by tone errors.

The presented methods for determining the absolute laser frequency were compared
to available or currently developed techniques that might be implemented in a future
gravity mission. Although an atomic or molecular transition, like an iodine standard,
could provide the highest accuracy among the presented methods, the FSR readout
scheme proposed by Rees et al. (2021) seems a good candidate for future missions since
only minor modifications to existing flight hardware are required. Nevertheless, the
laser telemetry-based model and the characterization of the cavity resonance might be
pursued as alternative means to derive the absolute laser frequency and cross-validate
the novel FSR readout technique to some extent.

A key component of the LRI is the so-called TMA, a structure that mimics a hollow
corner cube and acts as a passive retroreflector. To ensure anti-parallelity of the in-
coming and outgoing beams, the orthogonal alignment of the three mirrors has to fulfill
strict requirements. The mirror co-alignment can be measured in space using so-called
DWS scans, where a deliberate offset is added onto the beam pointing. These scans
have been performed repeatedly. It was shown that the TMA mirrors realigned in space
after being misaligned before launch due to moisture accumulation, and now yield small
residual beam pointing errors below ±10 µrad, well below the requirement, and remain
stable over time after moisture release. As a by-product, the spatial amplitude profile
of the Gaussian beams in the far-field was characterized. It was further attempted to
assess the temperature susceptibility of the TMA co-alignment. However, the temper-
ature stimulus in orbit is small, and therefore, it is questionable if the obtained values
of up to ±2.5 µrad/K are realistic and really exceed the requirement of ±1 µm/K.

The DWS scans can further be used to assess various other properties of the laser
beams and the interferometer. The heterodyne efficiency, for example, quantitatively
describes the overlap or similarity of the two interfering beams. It varies under relative
beam tip and tilt, and can be measured from the coherent sum of the individual chan-
nels’ beatnote amplitudes. It showed the expected Gaussian profile to a large extent.
A simple model for the non-Gaussian contribution was fitted as well and showed a
non-Gaussian contribution below 2.5 % peak, but that model should be further refined,
as it did not improve the fit on GF-2.

It was found that the longitudinal path length signal changes during the DWS scans,
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10. Summary and Outlook

which is described as beam pointing-to-pathlength coupling. A specially designed
DWS scan to assess this coupling was analyzed, and a linear coupling of at maximum
110 µm/rad, and a quadratic contribution of up to 1.9 m/rad2 with the beam pointing
offsets was found. With an angular jitter of the fast steering mirror of approximately
1 µrad/

√
Hz at high frequencies, this contributes to the overall LRI ranging noise at the

picometer level. One possible explanation for the coupling coefficients is assessed: an
offset in the order of 3.5 m of the Gaussian beam’s waist position with respect to the
steering mirror’s surface could explain such pathlength variations under beam pointing
offsets. However, other effects like parasitic phase variations from beam-walk on the
photodiodes and higher-order spatial mode contents might contribute as well but were
omitted here. Thus, the presented waist offset values only provide an upper bound for
this particular effect.

The reliability and stability of the RLUs is another key aspect of the LRI operation.
Its telemetry channels are monitored over the course of the mission. Although the free-
running laser frequency noise is suppressed by the PDH cavity lock, its magnitude can
be assessed from the PDH servo voltages, dominantly from the pztIL signal. In nominal
conditions, the free-running laser frequency noise is at a level of 75 kHz rms for Fourier
frequencies between 1 mHz to 500 mHz, which is comparable to the laser system flown
on LISA Pathfinder. However, periods with an elevated frequency noise were revealed.
This non-stationary behavior of the free-running laser frequency noise led to further
investigation of the RLU frequency and telemetry. The frequency stability of the RLU
depends on the thermal working point of the pump diodes. Designated measurements
of the error signal in the cavity lock, while slowly ramping the diode temperature,
reveal “sweet spots” with low laser frequency noise and regions with higher noise. The
temperature of the sweet spots may vary over time, and these measurements have
therefore been performed four times per both spacecraft: once at the instruments’
commissioning in 2018, twice in mid-2021, and once more in mid-2023. It was observed
that GF-1 operated at a non-ideal temperature setpoint in 2018, and thus, it was
changed to a slightly different value. A similar setpoint change was performed in GF-2
in June 2023 after a higher noise level was observed in the ranging data. Continuous
monitoring of the frequency noise will provide early signs of non-ideal temperature
settings, or even degradation of the RLU. Furthermore, all RLU telemetry channels,
which report the optical output power, current consumption, and internal temperatures,
show a small bi-modal behavior with irregular hops. Although several potential sources
for this behavior have been investigated, no clear evidence of the cause could be found.

Finally, SEUs were analyzed. These are sporadic effects in digital electronics, where
a charged particle, for example, originating from cosmic radiation, interacts with the
digital logic and changes the value of a memory cell. This effect is commonly called a
bitflip. In the LRI, SEUs occur within the buffers of the phase decimation filters, result-
ing in short-lived peaks in the ranging phase data. These peaks can be easily detected,
as they usually have a much larger magnitude than the measured phase variations. 32
SEU events have been identified within the LRI ranging data between launch and mid-
2023. They were modeled and subtracted with low residual disturbances. Sometimes,
multiple bits flip simultaneously or even with a small time offset. As solar activity is
ramping towards the maximum of solar cycle 25 at the time of writing, the incidence
rate is expected to rise accordingly.
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This thesis primarily investigated the laser frequency of the LRI in many aspects,
from a theoretical derivation of new formulas, in-flight data analysis, and even with
a companion on-ground experiment. Secondly, the DWS scans have been investigated
in great detail. Besides that, many small effects and disturbances in the LRI were
investigated. Still, they typically only have a minor impact on the ranging measurement
and, thus, on the recovered gravity fields. Therefore, they are rather of academic
interest and to improve the future generations of the LRI. In conclusion, the LRI
performs well after more than five years in orbit with low noise, few interruptions,
and no visible signs of degradation. The work presented in this thesis significantly
contributes to understanding the instrument and the data delivered by the LRI. It will
help in the design and data analysis of future LRI-like inter-satellite interferometers for
NGGM and GRACE-C – and for testing fundamental physics in space with upcoming
experiments like the LISA, Taiji, or TianQin.

133





Appendix

A. Wavemeter Calibration

In a first experiment, the accuracy of the wavemeter-internal calibration was reviewed
by locking a laser, a Prometheus laser by Coherent, Inc. (Coherent, Inc., 2020), to an
iodine hyperfine transition of an iodine cell manufactured by InnoLight. The equivalent
wavelengths of the hyperfine lines of molecular iodine are in the range of 532 nm and as
they are well known (Arie et al., 1992), they are commonly used as absolute frequency
reference (see e. g. Schuldt et al. (2017)). The Bureau International des Poids et
Mesures (BIPM) has released a list of recommended nominal frequencies, of which an
excerpt is given in table 6.1.

The Prometheus laser features two fiber-coupled output ports: one port at 1064 nm
and 500 mW and a secondary, frequency-doubled port at 532 nm with 20 mW optical
power, that can directly be used for locking to an iodine cell. The frequency can be
tuned over a range of 60 GHz (Coherent, Inc., 2020). For this calibration, the R(56)32-0
iodine transition was chosen.

The first calibration measurement, shown in figure A.1, kept the laser frequency
locked to the a1 component first, then changed to the a10 component and at the end
locked back to the a1 component. The average measured frequency of the two hyperfine
components at 1064 nm is approximately 60 MHz below the nominal values of table 6.1.
This bias was measured repeatedly.

The nominal difference frequency of the two components is

δνvis = ν1110
a10 − ν1110

a1 = 571.542 MHz (A.1)
δνIR = δνvis/2 = 285.771 MHz , (A.2)

according to table 6.1 and the measurement showed a difference of 288.785 MHz, being
only 3.014 MHz away from the nominal value of equation (A.2). Various settings for
the exposure time of the wavemeter were tested with only a slight increase of noise for

Figure A.1. Absolute frequency measurements of the reference laser locked to different hy-
perfine lines of an iodine cell. The apparent quantization of approximately 3 MHz arises
from the finite resolution of 10−5 nm of the wavemeter WS6-600. Outliers were removed.
The color indicates the wavemeter’s exposure time.
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data loss
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Figure A.2. OGSE laser frequency, measured with two wavemeters. 110 min waiting for ther-
mal equilibrium, afterward active control by using the laser’s actuators. Outliers removed.
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Figure A.3. Thermal Coupling calibration of the OGSE laser

low exposure times. Small oscillations with a magnitude of up to 15 MHz at a period
of 300 s have also been observed repeatedly for this device.

Later at the integration facility, a second wavemeter, the WS7-60, was available
alongside the former WS6-600. This allowed a comparison of the two devices, in which
the offset of approximately 50 MHz of the WS6-600 was again observed, cf. figure A.2.
Further, it was found that the optical ground support equipment (OGSE) laser takes
about 60 min to reach thermal equilibrium after switching on.

Furthermore, the coupling of the thermoelectric element to the optical frequency was
calibrated using the time series of figure A.2 and the thermal setpoints applied. With
both wavemeters, a value of approximately 2.1 GHz/V was measured, see figure A.3.
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B. RLU Calibration Actuator Signals

B. RLU Calibration Actuator Signals
Shown in figures B.4 and B.5 are the actuator signals as recorded during the on-ground
measurement campaigns. Here, (a) shows the PZT actuator setpoints, (b) the thermal
actuator setpoints, (c) the temperature at the RLU TRP.
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Figure B.4. Actuator signals of the on-ground measurements for GF-1, measurement (i). The
gaps originate from lost-lock events of the LRI unit in transponder mode, when the reference
laser changed its frequency too fast. The RLU TRP data in (c) was recorded independently
of the LRP telemetry and thus shows no gaps.
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Figure B.5. Actuator signals of the on-ground measurements for GF-2. The numbering on
top of the individual panels of each subfigure corresponds to the measurement campaigns,
cf. table 5.2. Other than in the previous figure, times when the LRI was unlocked from
the reference laser are not shown here.
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C. Thermal Coupling Coefficients for v51 and v53

C. Thermal Coupling Coefficients for v51 and v53
In the main text of section 5.5, the TC coupling coefficients of v51 and v53 were
omitted for brevity. They are shown here in tables C.1 and C.2. One peculiarity in
the GF-2 model for TC-v51 is that a special low-pass filter is used for the fifth sensor
(LriCavInt), that implements a transfer function reproducing the effect the thermal
shield surrounding the cavity.
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Figure C.6. TC fit for both SC. The direct difference of KBR and LRI is shown in blue (ρ̃pre
err ),

whereas the first stage of post-fit results, ρ̃post
err , is shown in orange (GF-1) and red (GF-2).

After estimating and subtracting the TC, one obtains ρ̃post−TC
err , shown as the yellow and

cyan curves for GF-1 and GF-2, respectively. The distinction between the two SC is made
based on their role as reference or transponder.
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Table C.1. Thermal coupling parameters for v51 using the telemetry-based laser frequency
model νTM

1/2 as laser frequency model. The index i denotes the order of importance, i.e., the
gain in reducing the rms residuals. The δρ̃ type denotes the coupling in phase or frequency
regime. Thus, the unit of c1 is m/K if the phase-domain coupling was used, and 1/K if the
frequency-domain coupling was used. The coefficient c2 has units s m/K (AC) or s/K (DC).
The last column ζT = c2/c1 describes the timeshift of the temperature data in seconds.

(a) TC-v51 coefficients for GF-1

i SC Sensor ID Freq. type c1 c2 ζT [s]

1 GF-1 SaMzPx THT10013 AC freq −5.235·10−13 5.203 · 10−11 −99.4
2 GF-1 Pr21 THT10144 DC freq −2.197 · 10−9 2.520 · 10−6 −1146.6
3 GF-1 LriLpcMy THT10022 DC freq 5.264 · 10−9 −4.302 · 10−6 −817.4
4 GF-1 MepRearPyTHT10140 AC freq −2.638·10−11 8.187 · 10−9 −310.3
5 GF-2 Tank2 THT10151 DC freq −4.294 · 10−9 −3.337 · 10−6 777.1

(b) TC-v51 coefficients for GF-2

i SC Sensor ID Freq. type c1 c2 ζT [s]

1 GF-2 AccPanel THT10052 DC freq 1.507 · 10−8 −3.210 · 10−6 −213.1
2 GF-1 AccIcu THT10117 AC freq 1.289 · 10−10 −7.915 · 10−8 −613.8
3 GF-1 Act24 THT10128 AC freq −1.371·10−11 −8.474 · 10−9 618.2
4 GF-2 MwiUsoB THT10071 AC freq −3.387·10−10 −1.027 · 10−7 303.2
5 GF-2 LriCavInt THT10019 TF freq −7.725 · 10−9 1.448 · 10−4 −18 749.1

Table C.2. Thermal coupling parameters for v53 using the pre-calibrated fixed frequency value
ν0 as laser frequency model. The columns are as described in the above table.

(a) TC-v53 coefficients for GF-1

i SC Sensor ID Freq. type c1 c2 ζT [s]

1 GF-2 SaMzMx THT10032 AC phase −1.054 · 10−7 1.574 · 10−5 −149.3
2 GF-2 AccTrp THT10075 DC freq −1.080 · 10−8 −6.467 · 10−7 59.9
3 GF-2 LriLas THT10113 AC freq −1.580·10−10 −4.162·10−10 2.6
4 GF-1 Tank1 THT10121 DC freq 4.115 · 10−9 −9.356 · 10−6 −2273.3
5 GF-2 LriObe THT10090 DC freq −2.060 · 10−9 3.436 · 10−6 −1668.2

(b) TC-v53 coefficients for GF-2

i SC Sensor ID Freq. type c1 c2 ζT [s]

1 GF-2 AccPanel THT10084 DC freq −3.143 · 10−9 −2.262 · 10−6 719.8
2 GF-1 Act24 THT10128 AC freq −9.379·10−12 −3.941 · 10−8 4202.4
3 GF-1 AccTrp THT10043 DC freq −1.617 · 10−8 7.893 · 10−6 −488.2
4 GF-1 MepRearMyTHT10154 AC phase −4.702 · 10−6 1.578 · 10−3 −335.6
5 GF-2 Act12 THT10108 AC freq −1.078·10−11 2.631 · 10−8 −2440.8
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Figure C.7. Residual scale εSCF and timeshift ζ of KBR-LRI in versions v51 and v53 with
and without the correction of ρ̃TC for both SC. The GF-1 model is shown in orange and
blue, while the GF-1 ones are shown in pink and cyan. The seasonal variations are lowered
significantly on both SC when applying the TC. In the scale of v53, the TC partially absorbs
the effect of the exponential cavity drift, while in v51 some lower frequency variations of
the telemetry model νTME are dominantly suppressed.
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D. DWS Scan Design Patterns
While table 7.1 lists all different types of DWS scans performed, their test design in
terms of setpoints’ time series’ and the spatial field of regard is shown in figures D.8
to D.13.

00:00:00 00:15:00 00:30:00 00:45:00 01:00:00 01:15:00
Scan Duration [hh:mm:ss]

-100

-50

0

50

100

D
W

S
S
et

p
oi

n
t
[1

0!
6

ra
d
]

A (yaw)
3 (pitch)
.

-100 0 100
A (yaw) [10!6 rad]

-100

-50

0

50

100

3
(p

it
ch

)
[1

0!
6

ra
d
]

Figure D.8. DWS Scan Type 1

00:00:00 00:03:00 00:06:00 00:09:00 00:12:00
Scan Duration [hh:mm:ss]

-100

-50

0

50

100

D
W

S
S
et

p
oi

n
t
[1

0!
6

ra
d
]

A (yaw)
3 (pitch)
.

-100 0 100
A (yaw) [10!6 rad]

-100

-50

0

50

100
3

(p
it
ch

)
[1

0!
6

ra
d
]

Figure D.9. DWS Scan Type 2
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Figure D.10. DWS Scan Type 3
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Figure D.11. DWS Scan Type 4
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Figure D.12. DWS Scan Type 5
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Figure D.13. DWS Scan Type 6
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E. DWS Setpoint Wrapping
The Low-CNR pretest design (type 4 in table 7.1) was originally designed to have
maximum excursions of 300 µrad in yaw and pitch angles, ψ and θ. However, the DWS
technique has two wrapping limits:

1. The physical limit is at a full cycle of phase difference between the two beams.
With magnification lenses with factor m = 8 before the QPD, one phase cycle
corresponds to a DWS angle of about 200 µrad, depending on the angle and
spacecraft. A full calibration of the measured DWS signal in phase cycles to the
resulting angles in µrad is given in Misfeldt (2019, sec. 4.4).

2. The DWS setpoint has a certain bit-depth, which corresponds to a maximum
excursion angle of 1.15 cycles or equivalently approximately ±232 µrad.

Figure E.14 shows those limits at the example of the Low-CNR pretest performed on
GF-1 on 2020-Aug-07. The LRI looses lock at γ ≈ 180 µrad, when the CNR is below
the LRP tracking limits.
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Figure E.14. Bit Wrapping of the DWS Setpoints. The actual DWS phase wrapping at 1 cycle
can not be observed, as the LRI lost the link due to a low CNR at γ ≈ 180 µrad
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F. Error Propagation for the Phase Front Parameters

F. Error Propagation for the Phase Front Parameters
The uncertainties of the dependent quantities can be derived through uncertainty prop-
agation. In general, the uncertainty ux of a dependent quantity x(y1, y2, ...) can be
derived through

ux =
∑︂
i

√︄(︃
∂x

∂yi
· uyi

)︃2
. (A.3)

Here, uyi denotes the uncertainties of the independent variables yi, that are given by
the least squares parameter estimation. Applying the above formula to equations (7.32)
and (7.33), one easily obtains

uαtma =
{︄[︄(︄
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2c2
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(A.4)

and
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