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a b s t r a c t

The numerical simulation of machining processes enables the analysis of thermo-mechanical effects and 
can be used to predict process-specific quantities such as cutting force and chip shape. This involves, 
however, a great amount of computational effort and time depending on the model design. Basically, a 
simulation can be carried out two- or three-dimensionally. Due to the lower computational effort, 2D si
mulations were often used in the past to analyse the machining properties. In orthogonal cutting, this leads 
to a good approximation to the real processes if a suitable ratio between cutting width and depth of cut is 
applied. Nevertheless, most industrially relevant machining processes cannot be completely simulated with 
a 2D simulation. For these purposes, 3D simulations must be created. This requires a much greater com
putational effort, which increases the simulation time. This paper shows an approach to determine the 
cutting force and the information about the chip shape during sawing (bound orthogonal cutting) with a 
shortened calculation time. This was achieved by dividing the entire cut into 2D and 3D areas. The ratio 
between the cutting width and the depth of cut defines the criterion for the division. When it was greater 
than 10, the cutting process between the corner radii was assumed to be a plane two-dimensional strain 
state. The results showed a good agreement of the cutting force calculated from the 2D–3D simulation 
approach with experimental investigations and a 3D simulation. The computing time could be reduced by 
more than 50%.
© 2023 The Author(s). This is an open access article under the CC BY license (http://creativecommons.org/ 

licenses/by/4.0/).

Introduction

Machining is one of the most common manufacturing processes 
for producing various components. The circular sawing process here 
is an important intermediate step in the manufacture of semi-fin
ished products. Regarding the basic procedure of the sawing process, 
simulation tools such as the FEM simulation can be used to under
stand the sawing process more precisely and to predict thermo- 
mechanical properties such as forces and temperatures as well as 
the chip morphology and the chip compression ratio. In [1], a study 
was presented on the FE simulation of the circular sawing process 
for aluminium with the LS-Dyna software. The circular sawing pro
cess was directly implemented once, and the influence of the cutting 
speed on the cutting forces was investigated. However, the simula
tion was carried out without a temperature calculation. Subse
quently, the authors abstracted the model of the circular sawing 

process as an orthogonal cut and identified the cutting edge as a 
temperature maximum, taking the temperature calculation into 
account. In [2], a sawing process of aluminium was simulated using 
SFTC DEFORM 3D. The focus was on examining the influence of the 
feed rate parameters on the resulting cutting forces, stresses and the 
temperature distribution in the workpiece. By means of the Coupled 
Eulerian-Lagrangian model (CEL), a circular sawing process with 
internal coolant supply was simulated [3]. This approach allowed the 
definition of several materials with different properties in the same 
Eulerian space. In this way, the fluid-structure interaction between 
chip and coolant could be modelled.

Advances in computing power have increased the application of 
numerical machining simulations. Arrazola et al. [4] showed the 
significant progress in modelling machining processes since 1998 
[5]. Cutting simulations can be carried out with mesh-based, con
tinuum-mechanical Lagrangian approaches by an implicit [6] or 
explicit [7] simulation. To achieve chip removal, the Lagrangian 
models delete elements in the wider area of the tool radius. Element 
deletion can be invoked through the usage of certain material 
properties such as the damage initiation criterion and the damage 
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evolution. When the end of the damage evolution process has been 
reached, the element is deleted. To achieve premature deletion of 
the elements outside the tool radius, an intermediate layer was in
troduced with lower material values than in the rest of the work
piece regarding the damage regime [8]. Moreover, sophisticated 
remeshing routines can be used to consider the chip removal as a 
flow of material around the cutting edge [9]. Some commercial 
software packages offer this function (e.g. SFTC DEFORM, Ad
vantEdge). Arbitrary Lagrangian-Eulerian elements (ALE) combine 
the advantages of Eulerian and Lagrangian elements [10]. This for
mulation takes advantage of both views in that the motion of the 
material is generally independent from the mesh on top of it, but the 
mesh can also be moved and deformed. A very recent method of 
modelling machining processes is the CEL [11]. The special feature of 
the model lies in the fact that the workpiece is discretized in an 
Eulerian space, whereas the tool is modelled as a Lagrangian body. 
Originally reserved for modelling fluids, Eulerian spaces can handle 
great deformations of the underlying material [12]. The Eulerian 
mesh is stationary here, while the underlying material is moving 
through the mesh. By the usage of Eulerian elements, the otherwise 
occurring mesh distortions can be circumvented. Within the model, 
the tool is still represented as a Lagrangian body, hence the deno
tation.

However, Arrazola et al. [4] summarised that there is consider
able need for the implementation of industry-compatible simulation 
models. Especially the transformation from 2D to 3D simulations 
should be an intensified research goal for the future. Much of the 
simulation research so far focuses on 2D orthogonal cutting. Al
though 2D FEM simulations have a great capacity for understanding 
the fundamental process mechanics in cutting [13–15], most in
dustrially relevant machining processes (turning, milling, drilling, 
sawing) are three-dimensional. This paper presents a novel approach 
for reducing the simulation time by using a combined 2D and 3D 
simulation, based on the example of sawing. This was carried out by 
dividing the entire simulation area into inherent 2D and 3D sections.

Modelling approach

There are numerous different sawing processes, e.g. with set 
teeth or complex chip splitter grooves. To put it simply, the sawing 
process can be regarded as a bound orthogonal cutting process with 
engagement of the corner radius and the side cutting edges. 
Therefore, circular sawing has to be considered as a three-dimen
sional process. Thus, a plane 2D simulation cannot model the entire 
sawing process due to the impact of the corner radius and the side 
cutting edges. In a preliminary study, the stress and strain state in a 
bound orthogonal cut was investigated. For this purpose, a tool with 
a width of 4 mm and a corner radius of 0.4 mm was simulated in a 
bound orthogonal cut of AISI 1045 at a cutting speed of 100 m/min 
and a depth of cut of h = 0.15 mm. In the bound orthogonal cutting 
process with a corner radius (halved at the symmetry plane), the 
stress state in the primary shear zone was analysed in different 
planes, resulting in a stress profile that was largely constant along 
the width of cut (Fig. 1). Thus, the tooth engagement in the sawing 
process could be implemented in the area of the plane strain state 
(areas a - d in Fig. 1) with a 2D simulation and in the area of the 
cutting corner (area e in Fig. 1) with a 3D simulation.

To further investigate the physical properties in the deformation 
state of the bound orthogonal cut, the von Mises stress, the strain (in 
x-direction) and the temperature along an element path were taken 
into consideration. Fig. 2 shows the cut (without a tool) from the top 
(x-y-plane) and the rear (x-z-plane) as shown in Fig. 1. An element 
path was traced in x-direction through the chip near the secondary 
shear zone. Fig. 2 shows that the stresses and temperatures were 
almost constant from the symmetry plane (x = 0) to the position of 
x = 1 mm. The strain in x-direction was almost ε = 0. From x = 1 mm 

on, the temperature decreased slightly and the strain became ne
gative up to the position of x = 1.6 mm (transition to the corner ra
dius) with a minimum of ε = −0.01. The curve of these integral 
quantities showed that the range of a constant state between the 
corner radii can be assumed with good approximation.

A 2D simulation of orthogonal cutting is based on the assumption 
of a plane strain state inside (between the ends) of the cutting width 
and a plane stress state at the ends. When the width of a cut is large 
compared with its depth, side spread is concentrated at the edges 
and flow generally takes place in planes perpendicular to the work 
surface and parallel to the direction of cutting [16]. The ratio be
tween the cutting width b and the depth of cut h generally de
termines whether such a stress-strain state is given.

=w
b
h (1) 

In the past, different authors have proposed guideline values for 
the width-to-depth-of-cut ratio w. Shaw [17] claimed that ma
chining can only be considered as being orthogonal when the width 
of the workpiece is at least five times greater than the depth of cut 
(w ≥ 5). Oxley [18] recommended it to be ten times greater than the 
depth of cut (w ≥ 10). Using FEA, Pednekar et al. [19] later increased 
the critical ratio w to 20.

In order to obtain cutting force information for sawing processes 
at a reduced simulation time, an approach was carried out for di
viding the entire sawing process into a 2D and a 3D simulation as 
shown in the following. The idea was to simulate the bound ortho
gonal cutting process with two inherent simulations. For this pur
pose, the entire tool was divided into different areas (Fig. 3). The 
corner radius (right and left) was defined as a 3D area. In the area in 
between, a constant plane strain state was assumed. The area with 
constant plane strain distribution was represented with a 2D or
thogonal cut. The areas at the cutting corners had to be represented 
with a 3D simulation due to the 3D stress/strain state. Finally, the 
results of the individual simulations were merged, and process in
formation such as forces could be calculated as superposition of the 
single simulation results. The main question was whether the error 
in terms of process force values was acceptable compared to 3D si
mulations and real cutting results. In order to ensure that such a 
division was made on the basis of a physically correct assumption, a 
rule was needed to determine when such a division was reasonable.

The tool could be divided into three areas. The secondary cutting 
edges and the corner radius represented the areas in which a 3D 
behaviour existed (Fig. 3). The area in between (y) was defined as the 
area in which a plane strain state could exist. The criterion was 
determined by the width-to-depth-of-cut ratio w, which was de
fined as the limit of w 10 here. Thus, y could be defined as follows:

=y u x2 (2) 

y h10 (3) 

When this criterion for y was fulfilled, this area could be calcu
lated with a 2D simulation because a plane strain state could be 
expected. The remaining area (2x) was still calculated with a 3D 
simulation.

Using this criterion, it was possible to propose a new procedure 
for simulating sawing processes. As shown in Fig. 4, the approach 
begins with the definition of the process boundary conditions (e.g. 
feed per tooth) from which the depth of cut is derived. In addition, 
the cutting width of the cutting edge can be derived from the geo
metric boundary conditions. Now the defined criterion is used to 
decide whether a simulation should be carried out in 3D or with a 
division of the simulation area into 3D and 2D sections. In the case of 
y  <  10 h, the simulation should be performed in 3D, as it is expected 
that the edge effects in the direction of the tool cutting edge have a 
significant influence on the chip formation process. This means that 
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the familiar procedure consisting of preprocessing, simulation and 
postprocessing is followed. However, if y is greater, then the simu
lation area can be divided according to the proposed method. This 
means that the secondary cutting edge and the corner radius are 
considered as a 3D area and the part in between as a 2D area. After 
the division into these areas, the usual preprocessing and simulation 

of the two inherent areas (3D model and 2D model) are carried out. 
Finally, the results of the cutting forces are combined by super
position.

Fig. 1. Von Mises stress at different planes along the width of cut (material: AISI 1045; cutting speed 100 m/min). 
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Experimental investigation

To verify the presented method in terms of suitability, experi
ments were carried out which included an analysis of the cutting 
forces. The proposed method assumed that, for example, the cutting 
forces can be divided into a region of the corner radius and the 
secondary cutting edge (3D simulation) as well as a linear region of a 
plane strain state (2D simulation) by superposition of the cutting 
process and finally can be merged again. To investigate this proce
dure, special machining tests were conducted resulting in the divi
sion and analysis of the individual cutting areas, as presented in the 
following.

A special test rig for orthogonal cutting was used to carry out the 
experiments [20]. The material selected for the tests was AISI 1045 
steel. As shown in Fig. 3, the tool used was an indexable insert with a 
rake angle of γ = 10°, a clearance angle of α = 7° and a cutting edge 
radius of 20 µm. The total tool width was 5 mm, and the corner radii 
were 0.4 mm. The cutting forces were measured with a Kistler 9121 
three-component force measuring system. The test parameters were 
set as shown in Table 1.

The analysis of the cutting characteristics was carried out with a 
special experiment, intended to show the force properties of the 
individual cutting areas. In order to combine the individual results, it 
was essential to know the characteristics of the cutting forces in the 
partial areas. Furthermore, the tests were used to adjust the simu
lation. They were carried out three times, and the mean value was 
determined from the measured force traces. In addition, the chips 

were collected and measured. The chip thickness was determined at 
five positions and then averaged.

Fig. 5 shows the experimental workpiece in the test rig. The 
workpiece consisted of four areas. In area I, the cutting gap was 
designed in such a way that the entire cutting width of the tool (b = 
4.2 mm) was engaged up to the transition from the corner radius to 
the cutting edge. This area provided information about the resulting 
cutting force of the corner radius and the secondary cutting edge (3D 
area). In area II, there was a continuous reduction down to a cutting 
width of b = 3 mm. From this area, it could be verified whether the 
cutting force increased linearly. In that case, it could be concluded 
that the assumption of composing a 2D and 3D simulation was 
physically justified, because the linear force increase showed that 
there are no non-linear effects due to the transition of the corner 
radius (3D model) to the cutting edge (2D model). Area III again 
showed that there is a constant force phase with a constant chip 
width. Finally, the entire cutting operation took place in area IV.

Fig. 6 shows the corresponding cutting forces averaged from the 
experiments. Area I showed an initial increase in cutting force due to 
the cutting engagement and was constant until the transition to area 
II. Area II showed a linear increase in cutting force up to area III. In 
area III, the cutting force was constant. In area IV, the cutting force 
increased again to a new constant phase.

The experiment thus proved that the assumption of a constant 
transition from the corner radius to the main cutting edge was valid 
and that the cutting force increased linearly with growing cutting 
width. To compare the simulation, additional free orthogonal cutting 

Fig. 2. Examination of von Mises stress, strain xx (x-direction) and temperature along 
an element path.

Fig. 3. Division of the cutting tool into different simulation areas. 
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tests were carried out according to Table 1 with a cutting width of b 
= 3 mm. The cutting forces of the free orthogonal cut added to the 
cutting forces from Fig. 6b area III showed good agreement with the 
measured forces when the complete cutting edge was engaged (area 
IV). Thus, the entire bound cut could be considered as a super
position of inherent cuts in good approximation. This knowledge 
was used when dividing the 3D simulation into the area of the 
corner radius (3D simulation) and the part of the tool in between 
(2D simulation).

Cutting simulation

After the cutting force characteristics of the individual cutting 
processes were determined by experiment, the cutting process was 

modelled consisting of a 3D and 2D simulation. For the cutting si
mulation, ABAQUS Explicit, a commercial FEM software, was used. 
The simulation was performed as a Lagrangian model. The chip re
moval was realised by element deletion in an intermediate layer. 
Fig. 7 shows the principal model and the boundary conditions.

Fig. 4. New approach for simulating sawing processes. 

Table 1 
Test parameters. 

depth of cut [mm] 0.15
cutting speed [m min−1] 180
Péclet number [-] 33.5
clearance angle [°] 7
rake angle [°] 10
cutting edge radius [μm] 30

Fig. 5. Test rig for orthogonal cutting: a) detailed view of the prepared kerf; b) dia
gram of the cutting areas.

H.-C. Möhring, C. Menze, K. Drewle et al. CIRP Journal of Manufacturing Science and Technology 42 (2023) 72–80

76



The widely used Johnson & Cook constitutive material model [21]
was used to describe the ideal plastic yield stress of metal

= + +A B C
T T
T T

[ ] 1 ln 1n R

m R

m

0 (4) 

where A, B, n, C, and m are material-specific constants, ε is the strain, 
is the strain rate, 0 is the reference strain rate, T is the temperature, 

Tm is the melting temperature and TR is the reference temperature.
The occurrence of damage can be determined by dividing the 

incremental plastic strain by the fracture strain value with the fol
lowing equation [22]:

=
f (5) 

The fracture strain value is calculated here using the Johnson & 
Cook damage model:

= + + +D D D D
T T
T T

[ e ] 1 ln 1f B
D R

m R
, 1 2

*
4

0
53

(6) 

where D1 – D5 are material-specific constants and σ* is the stress 
triaxiality [23].

When ω = 1, damage starts (D = 0). Then the softening regime is 
no longer a stress-strain relation because this would lead to a de
pendence of the failure on the mesh. When material softening oc
curs, plastic energy is dissipated. When the mesh is refined, less 
energy is dissipated than with a coarser mesh. To alleviate this 
problem, Abaqus uses the fracture energy as defined by Hillerborg 
[24]. Hillerborg denoted the energy Gf required to open a crack of a 
width w in a material as:

= =G L ud df y
o

u

f B

f
F

, (7) 

where L is the characteristic element length, f B, is the plastic 
strain at the beginning of damage, f is the plastic strain at failure, y

is the yield stress, uF is the complete plastic displacement at failure. 
A macron denotes the plastic regime of the variable.

Dividing Eq. (7) by L converts it into a stress-strain relation. This 
is possible because the fracture energy in respect of the character
istic element length resembles the area under the yield stress curve 
at the beginning of damage, as depicted in Fig. 8. The softening of the 
material is defined by an exponential relation [25]:

=D e1
du

G
( )

u y

f0 (8) 

where D is the damage variable that denotes the loss of stiffness and 
the respective reduction in yield stress.

When D reaches 1 (or rather 0.99 since the exponent does not 
allow reaching 1 completely) the element stiffness is completely 
degraded. When element deletion occurs, the element is deleted and 
does not take part in the analysis anymore.

When there is a plane strain condition, as it can be reasonably 
assumed in the model for the area between the corners, Gf can be 
defined as [27]:

=G K
v

E
planestrain

1
( )f C I II, ,

2
2

(9) 

where KC I II, , is the fracture toughness for mode I (crack opening) or 
mode II (sliding). Within the framework of this research work, only 
mode I was used. The thermo-mechanical material parameters used 
in the simulation are depicted in Tables 2 and 3. To model the 
contact between the tool and the workpiece or the chip, an Aa
montons/Coulomb friction coefficient of μ = 0.29 was used [28,29]. 

Fig. 6. Examination of the force characteristics: a) experimental workpiece; b) cutting 
forces at different cutting conditions, c) resulting chip.

Fig. 7. Simulation model. 

Fig. 8. Softening regime and fracture energy [25]. 
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Although this represents a great simplification of the friction con
ditions, studies showed that the sticking zone decreased at higher 
cutting speeds [30]. Since the focus of this research was on com
bining the partial simulations, the simplifying assumption of a 
constant friction coefficient was made for the cutting conditions 
used here (vc = 180 m/min and h = 0.15 mm). The following computer 
system was used for the simulation (Table 4):

The mesh was created with type 3D8RT elements for the 3D si
mulation and type CPE4RT elements (plane strain) for the 2D si
mulation. The simulation was carried out in several partial steps. 
First, the entire simulation was implemented and simulated as a 
pure 3D simulation (Fig. 9). To shorten the simulation time, the 
model was only implemented up to the middle symmetry plane. At 
the symmetry plane, the model had no degree of motion freedom.

In a next step, the simulation area was divided into a 2D model 
and a 3D model (Fig. 10), as described in Fig. 4. The 3D model con
tained the corner radius up to the transition to the major cutting 
edge. The 2D simulation contained the entire major cutting edge. 
The 3D simulation was carried out with 51,680 elements. The com
bined 2D–3D simulation consisted of 5220 elements in the 2D si
mulation and 18,240 elements in the 3D simulation (corner). In total, 
the combined 2D–3D simulation consisted of 23,460 elements.

To verify the division of the entire bound cut by combining the 
3D and 2D simulations, the von Mises stress, the strain (in x-direc
tion) and the temperature were investigated along an element path 
near the secondary shear zone in x-direction (compared to Fig. 2). 
Fig. 11 shows the results of the 2D simulation and the 3D corner 
simulation. It could be seen that the temperature in the 2D simu
lation was higher than in the 3D simulation. Moreover, the transition 
of the strain in the x-direction had a slight gap, even though the 
stresses were calculated almost identically. In sum it could be seen 
that the 2D simulation was generally a good approximation of the 
internal cutting state. Therefore, it was used to compare the re
sulting cutting forces, the chip thickness and the simulation time 
with a 3D simulation.

Results and discussion

In this section, the results of the simulation are presented and 
discussed. Fig. 12 shows the comparison of the cutting forces in the 
different simulations (3D simulation, pure 2D simulation and 
merged 2D–3D simulation) and in the experiment of the full cutting 
area (area IV). It could be seen that both the 3D simulation and the 
merged 2D–3D simulation led to a good agreement of the cutting 
forces with the values measured by experiment. Even the greatly 
simplified pure 2D simulation of the entire cutting width led to a 
good approximation to the experimental cutting force. However, the 
deviation was higher compared with the 3D simulation and the 
2D–3D simulation.

Comparing the cutting force of the 3D simulation with the results 
of the merged 2D and 3D simulation showed a very good agreement. 
This proved that the division of the simulation area and the 

subsequent merging of the individual results led to a good re
presentation of the process load properties compared with a pure 3D 
simulation.

Table 2 
Mechanical parameters and J.&C. constitutive model of AISI 1045 used in the simulation [26]. 

Young´s modulus Density Poisson´s ratio A B n C m 0 Tm Tr
[GPa] [kg m−3] [-] [MPa] [MPa] [-] [-] [-] [s−1] [K] [K]

200 7800 0.3 417 693 0.3266 0.745 1 0.001 1733 298.15

Table 3 
Thermal parameters, J.&C. damage model and damage evolution parameters [26]. 

Thermal conductivity Specific heat capacity Thermal expansion coefficient Taylor-Quinney-factor D1 D2 D3 D4 D5

[W m−1 K−1] [J kg−1 K−1] [K−1] [-] [-] [-] [-] [-] [-]

50.9 486 1.17·10−5 0.9 0.06 3.31 -1.96 0.0018 0.58

Table 4 
Characteristics of the workstation. 

Processor Intel (R) Core (TM) i7–7500U CPU @ 2,70 GHz
RAM 16 GB

Fig. 9. 3D simulation model: a) mesh; b)formed chip. 

Fig. 10. Division for the inherent simulation of the sections: a) 3D simulation area b) 
2D simulation area (plane strain); c) split simulation areas.
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In addition, in Fig. 13 the simulated chip thickness of the 3D si
mulation was compared with the results of the partial simulations 
(2D model and 3D model) according to the different areas (Fig. 5). It 
showed that the 3D simulation (Fig. 9) agreed well with the 3D si
mulation when only the corner radius was engaged (Fig. 10a). 
Comparing the chip thickness of the 3D simulation and the 2D si
mulation demonstrated that the 2D simulation overestimated the 
chip thickness (Fig. 12).

When comparing the simulation time of the individual models 
(Fig. 14), it showed that the time needed for the 2D simulation was 
significantly lower than for the 3D simulations. When the total si
mulation time of the combined 2D–3D simulation was compared 
with the entire 3D simulation, there was a time advantage of 56%.

Conclusions and outlook

The investigations confirmed that the proposed approach is an 
efficient alternative for determining the process loads occurring on a 
single tooth during sawing. The application was justified by the 
width-to-depth-of-cut ratio of w 10, since a plane strain state 
existed in the area between the cutting corners. The efficiency of the 
approach increased with growing area y. The results of the in
vestigations can be summed up as follows: 

• The required computing time is significantly shorter with the 
proposed approach. This is due to the lower complexity of the 
models and the accompanying simulation effort.

• The comparison of the process loads determined by experiment 
and by using a 3D simulation reveals that the cutting forces are 
close to reality.

• The cutting forces determined by means of a 3D simulation and 
the cutting forces calculated with the proposed approach are in 
good agreement.

In future research work, we will examine whether the results of 
the 2D simulation can be used as input variables for a 3D simulation. 

Fig. 11. Examination of von Mises stress, strain xx (x-direction) and temperature 
along an element path of the merged simulation.

Fig. 12. Comparison of the cutting forces in the 3D simulation, the merged 2D–3D 
simulation, the 2D simulation and the experiments.

Fig. 13. Comparison of the chip thickness. 

Fig. 14. Comparison of the computing time for simulation. 
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For this purpose, the result parameters such as temperature will be 
calculated by a 2D simulation and then transferred to a roughly 
meshed 3D simulation. This would allow the simulation to be dis
tributed across several computers. Finally, the computing time could 
be reduced by using a smaller number of elements. In addition, the 
possibility of implementing the simulation with an domain de
composition method will be investigated. This would couple the 2D 
area and the 3D area in a simulation and exchange field quantities 
between the sections. An artificial intelligence algorithm could carry 
out the mapping of the field sizes in the non-simulated area and thus 
eventually replicate an entire chip with its field sizes.
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