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ABSTRACT

Protein misfolding diseases, including neurodegenerative disorders like Alzheimer’s
disease, are characterized by the involvement of amyloid aggregation, which em-
phasizes the need for molecular biomarkers for effective disease diagnosis. The
thesis addresses two aspects of biomarker development: firstly, the computation
of vibrationally resolved spectra of small fluorescent dyes to detect amyloid ag-
gregation, and secondly, the binding and unbinding processes of a novel ligand to
the target protein. In relation to the first aspect, a hybrid model for vibrational
line shapes of optical spectra, called VCI-in-IMDHO, is introduced. This model
enables the treatment of selected modes using highly accurate and anharmonic
vibrational wave function methods while treating the remaining modes using the
approximate IMDHO model. This model reduces the computational cost and al-
lows for the calculation of emission line shapes of organic dyes with anharmonicity
in both involved electronic states. The interaction between the dyes and their en-
vironment is also explored to predict the photophysical properties of the oxazine
molecules in the condensed phase. The position and the choice of the solvent
molecule have a significant impact on the spectra of the studied systems as they
altered the spectral band shape. However, further studies are necessary to confirm
the findings.

In addition to neurodegenerative diseases, the systemic amyloidoses represent an-
other group of disorders caused by misfolded or misassembled proteins. In the
cardiac domain, the accumulation of amyloid fibrils formed by the transthyretin
(TTR) protein leads to cardiac dysfunction and restrictive cardiomyopathy. The
investigation of binding and unbinding pathways between the TTR protein and its
ligands is crucial for gaining a comprehensive understanding and enabling early
detection of systemic amyloidoses and related disorders. Hence, exploring the dif-
ferent binding modes and the dissociation pathways of TTR-ligand complex is
the primary objective of the second aspect of this thesis. The experimental study
provides evidence of binding and X-ray crystallographic structure data on TTR
complex formation with the fluorescent salicylic acid-based pyrene amyloid lig-
and (Py1SA). However, the electron density from X-ray diffraction did not allow
confident placement of Py1SA, possibly due to partial ligand occupancy. Molec-
ular dynamics and umbrella sampling approaches were used to determine the
preferred orientation of the Py1SA ligand in the binding pocket, with a distinct
preference for the binding modes with the salicylic acid group pointing into the
pocket.

Keywords: Biomarkers, amyloid, theoretical spectra, multi-level, solvents, molec-
ular dynamics, umbrella sampling, binding energy.
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ZUSAMMENFASSUNG

Proteinfehlverfaltungen, einschließlich neurodegenerativer Erkrankungen wie der
Alzheimer-Krankheit, zeichnen sich durch die Beteiligung an der Amyloidag-
gregation aus, was die Notwendigkeit molekularer Biomarker für eine effektive
Krankheitsdiagnose betont. Die Dissertation behandelt zwei Aspekte der Biomarker-
Entwicklung: erstens die Berechnung vibrationsaufgelöster Spektren kleiner flu-
oreszierender Farbstoffe zur Erkennung von Amyloidaggregation und zweitens
die Bindungs- und Lösungsvorgänge eines neuartigen Liganden an das Zielpro-
tein. Zum einen wird ein hybrides Modell für die vibrationsaufgelösten Linien-
formen optischer Spektren namens VCI-in-IMDHO vorgestellt. Dieses Modell er-
möglicht die Behandlung ausgewählter Moden mit hochgenauen und anharmonis-
chen Schwingungswellenfunktionsmethoden und gleichzeitig die Behandlung der
verbleibenden Moden mit dem approximativen IMDHO-Modell. Dieses Modell re-
duziert den Rechenaufwand und ermöglicht die Berechnung von schwingungsaufgelösten
Emissionspektren organischer Farbstoffe mit Anharmonizität in beiden beteiligten
elektronischen Zuständen. Zum anderen wird die Wechselwirkung zwischen den
Farbstoffen und ihrer Umgebung untersucht, um die photophysikalischen Eigen-
schaften der Oxazinmoleküle in kondensierter Phase vorherzusagen. Die Position
und die Wahl des Lösungsmittelmoleküls haben einen erheblichen Einfluss auf die
Spektren der untersuchten Systeme, da sie die spektrale Bandenform verändern.
Weitere Untersuchungen sind jedoch erforderlich, um die Ergebnisse zu bestäti-
gen.

Neben neurodegenerativen Erkrankungen stellen die systemischen Amyloidosen
eine weitere Gruppe von Störungen dar, die durch fehlgefaltete oder fehlassem-
blierte Proteine verursacht werden. Im kardialen Bereich führt die Ablagerung
von Amyloidfibrillen, die durch das transthyretin (TTR)-Protein gebildet werden,
zu Herzfunktionsstörungen und restriktiver Kardiomyopathie. Die Untersuchung
der Bindungs- Dissoziationspfade zwischen dem TTR-Protein und seinen Liganden
ist entscheidend, um ein umfassendes Verständnis zu erlangen und eine frühzeitige
Erkennung von systemischen Amyloidosen und verwandten Erkrankungen zu er-
möglichen. Daher ist die Erforschung der verschiedenen Bindungsmoden und der
Dissoziationswege des TTR-Liganden-Komplexes das Hauptziel des zweiten As-
pekts dieser Arbeit. Die experimentelle Studie liefert Beweise für die Bindung und
röntgenkristallographische Strukturdaten zur TTR-Komplexbildung mit dem fluo-
reszierenden salicylsäurebasierten Pyren-Amyloidliganden (Py1SA). Die Elektro-
nendichte aus der Röntgenbeugung erlaubte jedoch keine zuverlässige Platzierung
von Py1SA, möglicherweise aufgrund einer partiellen Ligandenbesetzung. Molekulardynamik-
und Umbrella-Sampling-Ansätze wurden verwendet, um die bevorzugte Ausrich-
tung des Py1SA-Liganden in der Bindungstasche zu bestimmen, wobei eine deut-
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liche Präferenz für die Bindungsmodi mit der Salicylsäuregruppe in die Tasche
zeigte.

Schlagwörter: Biomarker, Amyloid, theoretische Spektren, Multi-level, Lösungsmit-
tel, Molekulardynamik, Umbrella-Sampling, Bindungsenergie.
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1
INTRODUCTION

Proteins are crucial biomolecules that participate in nearly all biological processes.
To carry out their diverse and essential functions in living organisms, they must
undergo a folding process to attain their native structure. [1–3] The folding pro-
cess shown in Figure 1 is a complex and precise mechanism that enables proteins
to adopt their three-dimensional shape, which is critical to their function. [2–4]
Proteins coexist within a crowded and diverse cellular environment that can sig-
nificantly impact their folding and intermolecular interactions. Alterations in the
cellular environment such as changes in pH or temperature, or changes in the pro-
tein itself e.g. mutations, post-translational modifications, or overexpression, can
cause misfolding or partial unfolding of proteins, which can then self-assemble
into aggregate structures. [4–6] Consequently, a wide range of human diseases,
commonly referred to protein misfolding (or protein conformational) diseases, re-
sult from the failure of specific peptides or proteins to properly adopt or retain
their native functional conformation.

Folding abnormalities can be associated with diseases caused by the decreased
presence of a specific protein that never achieves a functional folded structure.
They can manifest at different life stages and are associated with genetic diseases
as cystic fibrosis in the pediatric age or cancer appearing in later life due to so-
matic mutations in proteins controlling the cell cycle, i.e. p53. [6] The most exten-
sive category of misfolding diseases, however, is associated with the intracellular
or extracellular accumulation of insoluble, abnormally aggregated proteins. These
structures are generally described as amyloid fibrils or plaques when they accumu-
late extracellularly, whereas the term intracellular inclusions are used when fibrils
morphologically and structurally related to extracellular amyloid form inside the
cell. [7] It is worth noting that the diseases induced by protein aggregation, in
contrast to diseases caused by protein misfolding and loss of function, are pre-
dominantly associated with aging and there is typically a substantial delay before
the initial deposition occurs. [6] They can be broadly categorized into three main
groups: i) neurodegenerative disorders characterized by aggregation in the brain
such as Alzheimer’s disease (AD), Parkinson’s disease (PD), ii) nonneuropathic
localized amyloidoses characterized by aggregation in a specific tissue outside the
brain like senile systemic amyloidosis (SSA), and iii) nonneuropathic systemic
amyloidoses characterized by aggregation occurring in multiple tissues through-
out the body such as type-2 diabetes. [4–6, 8–11] These maladies can be sporadic,
inherited, or even infectious, and misfolded protein aggregates [8], particularly
amyloid fibrils, are often considered biomedical markers of these diseases.
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Figure 1: Schematic representation of protein folding/misfolding processes. During fold-
ing, the polypeptide chain transitions through various intermediate conforma-
tions, eventually arriving at its native, functional state. Misfolding can occur
when a protein fails to attain its correct conformation, leading to the for-
mation of misfolded intermediates, which may be partially or fully misfolded.
Misfolded proteins can form aggregates, which can then accumulate and dis-
rupt normal cellular processes. In some cases, these aggregates can lead to
the formation of amyloid fibrils (PDBj ID: 2m5k). Amyloid fibril formation
involves the unfolding of native proteins, leading to the formation of partially
folded intermediates. These intermediates can associate with each other to
form a metastable β-sheet conformations. Over time, they gradually undergo
conformational conversion to β-sheet-rich structures, which can act as nucle-
ation seeds, facilitating the formation of additional oligomers or fibrils.
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Amyloid fibrils are highly ordered misfolded protein aggregates. They exhibit a
distinctive arrangement known as a cross-β sheet array. This structure arises from
the stacking of β-strands within the fibril, forming sheets that are perpendicular
to the fibril’s central axis and stacking together to form individual filaments. [9]
Mature fibrils typically consist of two to six protofilaments that twist around each
other to form rope-like fibers (as the amyloid fibril depicted in Figure 1). These
fibers have a diameter ranging from five to ten nanometers and can extend up to
a few microns in length [9, 12]. The fibrils formed are often unbranched, highly
stable, and resistant to degradation by proteases and denaturants. These specific
properties contribute to the challenge faced by cells in eliminating the fibrils once
they have been formed.

Amyloid fibrils typically arise from partially or fully unfolded conformations of
proteins and peptides, some of which are fragments of larger proteins. [9] For
example, the major component of AD-associated amyloid deposits is the 39- to
42-residue-long amyloid β (Aβ) peptide. [8, 9] It is noteworthy that Aβ 1-40 is the
major variant in brain, while the Aβ 1–42 fragment is the dominant Aβ species
in the amyloid plaques of AD patients. [8, 9] The primary structure of Aβ plays
a crucial role as variants of different lengths exhibit distinct characteristics in
terms of solubility and the formation of amyloid fibrils. For instance, Aβ 1-40 is
relatively soluble in aqueous media, whereas the Aβ 1-42 which has two extra
hydrophobic amino acids compared to Aβ 1-40, quickly forms insoluble, fibril-like
structures. [13] Another example of amyloid fibrils-linked diseases is the systemic
amyloidoses which are often associated with accumulation of significant amounts
of amyloid deposits (even kilograms in some cases) in the affected tissues and
organs. [14] Systemic amyloidosis involves the formation of amyloid fibrils com-
posed of a diverse range of at least twenty different proteins [15]. Particularly,
in the heart, accumulating of amyloid fibrils formed by transthyretin (TTR), a
homotetrameric plasma protein implicated in the transport of thyroxine (T4)
and retinol (vitamin A), lead to progressive ventricular wall thickening and stiff-
ness. As a consequence, diastolic dysfunction develops, eventually progressing to
a condition known as restrictive cardiomyopathy. [16, 17] Cardiac amyloidosis
can manifest in different forms, including amyloid light chain (AL) amyloido-
sis associated with underlying plasma cell dyscrasia and amyloid transthyretin
amyloidosis (ATTR). The latter can be of either non-mutant, also known as wild-
type, TTR occurring in elderly individuals and hereditary leading to the wild-type
transthyretin amyloidosis (ATTRwt) or mutant TTR (ATTRm) caused by genetic
mutations that render the TTR protein unstable. [16–18] The dissociation of TTR
tetramers is a crucial step in the formation of amyloid fibrils. [19]

Developments in experimental techniques [12, 20–22] have resulted in increas-
ingly detailed knowledge of the molecular structures of amyloid fibrils. Yet, the
diagnosis and treatment of amyloid-related disease e.g. AD and ATTRwt are still
limited [16, 23] and mainly when patients already exhibit early cognitive losses.
Thus, it is crucial to detect these diseases in their presymptomatic stage, as
this would enable the development of an efficient and fast-acting treatment for
these devastating disorders at an early stage. Apart from the direct determina-
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tion of the structure by means of X-ray and neutron diffraction experiments,
optical spectroscopy is a powerful tool in studying the interaction of light with
biomolecules and their environments. [24] The non-invasive nature and ability
to visualize biological processes with high precision are one of many reasons for
its wide-spread implementation. [25–27] To enhance accuracy and sensitivity, the
development of chemical tools that can detect biological species and monitor key
physiological processes is critical. These chemical tools are commonly referred
to as fluorescent probes, reactive dyes or fluorophores. [11] An ideal fluorescent
probe should possess several key characteristics, including high selectivity for the
target pathological marker whilst in the presence of competing species, excellent
biocompatibility, and long-wavelength excitation (a crucial requirement for in
vivo imaging). [28] The addition of a fluorescent biomarker to aggregated pro-
tein, for instance, provides detection capability arising from alterations in the
absorption and fluorescence spectra. These spectral changes manifest as shifts
in color, providing a sensitive and non-invasive means to monitor and detect
protein aggregation events. However, interpreting the complex indirect informa-
tion derived from the analysis of experimental spectra is often challenging due
to the intricate interplay of various factors, making it difficult to separate and
assess their specific contributions. In such a context, computational spectroscopy
is undoubtedly a powerful and reliable tool to unravel the different contributions
to the spectroscopic signal and understand the underlying physical phenomena.
Optical line shapes, in particular, offer abundant insight into various aspects
of molecules in excited electronic states. Such line shapes can yield information
about a molecule’s lifetime, equilibrium structure, stiffness, vibrations, and inter-
action with its surroundings. [29, 30] Computing an accurate spectra, perform-
ing a comprehensive analysis of spectroscopic signals and extracting information
about molecular properties can be a challenging task, especially for medium to
large molecules in condensed phases.

Theoretical spectroscopy has made tremendous progress in the past few decades.
It employs a synergistic blend of quantum mechanics and molecular mechanics
to investigate the intricate details of light–matter interactions and spectroscopic
properties. On one hand, by applying quantum mechanical methods, such as
(time-dependent) density functional theory or ab initio calculations, the electronic
structure and energy-related properties of relatively small molecules in gas phase
can be accurately determined, allowing for the prediction of absorption, emis-
sion, and vibrational spectra. [31–33] Molecular mechanics, on the other hand,
provides insights into the molecular conformation, dynamics, and intermolecular
interactions [34] that influence the properties of biomarkers and the observed
spectra. Despite the remarkable advancements in theoretical chemistry, several
challenges persist in studying complex molecular systems and the transitions be-
tween electronic states are more complex to handle for several reasons. [35–37]
One significant challenge arises from the size of the molecules, which increases the
computational demands of accurate quantum mechanical calculations. In prac-
tical applications, when dealing with medium-sized systems, it is common to
utilize a harmonic approximation to describe the molecular vibrations for calcu-
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lating transition energies and intensities. [35, 38] However, in many cases, accu-
rate simulation of anharmonic vibrationally resolved electronic spectra is highly
demanding, yet often required to interpret experimental spectra. Incorporating
anharmonic corrections further complicates matters and significantly increases
computational costs, making it feasible only for small molecules [39, 40] or specific
degrees of freedom [32, 41]. Additionally, the influence of the surrounding environ-
ment, such as solvents or biological environment, introduces further complexity,
as it can modify the electronic structure and affect the spectroscopic properties
of the molecule. As a result, accuracy is often sacrificed for interpretability when
studying larger and more complex systems. To overcome this challenge, simplified
models and approximations are often used, but they may not fully capture the
true complexity of the system. Hence, there is a need for more efficient and accu-
rate computational methods that can handle larger and more complex systems
while maintaining high accuracy.

Therefore, in this thesis, I focus on developing and implementing theoretical
approaches for the reliable calculation and prediction of vibrationally resolved
emission spectra of pathological biomarkers. Specifically, I investigate the use
of a reduced-space vibrational configuration interaction (VCI) anharmonic wave
function treatment within the independent mode, displaced harmonic oscilla-
tor (IMDHO) model to estimate the impact of individual modes on the vibronic
profile of several fluorescent dyes. Furthermore, the effects of the environment, in-
cluding solute-solvent interactions in the continuum and micro-solvation model on
the vibronic spectra of oxazine dyes have been explored through quantum chemi-
cal calculations. This study provides the first insight into how solvent molecules in
the first solvation shell affect the spectral properties of these dyes. Such findings
are of great importance for understanding the photochemistry and photophysics
of these dyes in realistic environments.

In addition, to comprehend the intrinsic properties of such fluorescent probes, un-
derstanding their interaction with the target protein is essential for accurately in-
terpreting spectroscopic data and designing efficient ligands. This includes study-
ing the binding and unbinding processes. Thus, the other goal of this thesis is to
provide computational evidence of binding on TTR complex formation with a sal-
icylic acid-based pyrene fluorescent ligand (Py1SA) by using molecular dynamic
and umbrella sampling models. Further details about the investigated systems
can be found in the following subsection.

1.1 investigated systems

As mentioned earlier, fluorescent imaging is an extremely powerful tool for a detec-
tion of misfolded proteins. This detection can be achieved using small, molecule-
sized fluorescent probes that have the ability to specifically bind to the targeted
proteins. However, conventional probes such as thioflavin T [42] and congo red [43]
are not suitable for clinical studies due to their toxicity and inability to cross the
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blood–brain barrier (BBB). In this regard, a novel group, namely luminescent con-
jugated oligothiophenes (LCOs), [44] has been developed. LCOs show aggregate-
specific strong fluorescent signals upon binding to a wide range of protein aggre-
gate morphotypes. [44–49]. They have the ability to pass through the BBB [50]
and facilitate early-stage detection of the buildup of misfolded protein aggre-
gates [44–46, 49].

The introduction of LCOs as amyloid imaging agents has revealed the advantages
of using a flexible backbone compared with the sterically rigid scaffold found in
conventional dyes. One of the LCOs examined in this thesis is the oligothiophene-
based fluorescent dye HS84 [48] (Figure 2). HS84 is an isomer to p-FTAA, a
highly promising compound for the detection of β-sheet containing proteins due
to its ability to induce specific conformation-dependent shifts in emission spectra,
which vary depending on the protein’s nature. [44] In contrast to p-FTAA, HS84
features acetic side chains of the trimeric building block arranged in a tail-to-tail
configuration instead of head-to-head. [48] In solution, HS84 produces a broad
fluorescent signal, whereas when mixed with recombinant Aβ 1-42 amyloid-like
fibrils, it produces a structured fluorescent signal [49]. Additionally, the aggrega-
tion of HS84 dye to the amyloid fibril results in a change in fluorescence color,
which is particularly noteworthy because it represents a promising avenue for
improved in vivo detection of amyloid fibrils [50]. The other ligand subject of
the present thesis, bTVBT4, belongs to the bi-thiophene-vinylene category of
LCOs and features a cationic benzothiazole moiety, as shown in Figure 2. Unlike
p-FTAA, bTVBT4 exhibits binding specificity for the tau aggregates, which is
one of two major proteinaceous deposits in brain tissue with AD pathology. [51]

Furthermore, in order to assess the applicability of the VCI-in-IMDHO model to
larger systems, my research delves into the properties of two other organic com-
pounds: 1,4-diphenylbutadien (DPB) and an anthracene diimide (ADI) derivative
(Figure 2). DPB is a fluorescent form of linear polyenes, which have been exten-
sively studied as models for photochemical and photobiological systems. [52, 53]
Interestingly, the first two excited singlet states of DPB are nearly degenerate
with the ordering dependent on the environment [53, 54]. In the absence of sol-
vent, the ground and excited states of DPB are planar. In solution, however, DPB
is believed to adopt a non-planar conformation for its ground state, with the
two phenyl rings rotated at an angle of 75◦ relative to the butadiene unit [54]
influencing the photophysics and photochemistry of the polyenes. Another ex-
tensively studied organic class is that of aromatic imides and diimides. Among
those, six-membered tetracarboxylic aromatic diimides, typically naphthalene di-
imide (NDI) and perylene diimide (PDI), attract enormous attention because
of their high electron affinity and mobility. They demonstrated their potential
as fluorescent probes in biological systems [55–57], sensors for the detection of
chemical species [58, 59], and electron acceptors in organic photovoltaics [60, 61].
As their analogue, ADIs and derivatives are also of great appeal because of their
exceptional chemical and photochemical properties. [60–62]
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Figure 2: Representation of the investigated dyes: pentameric oligothiophene derivative
(HS84), 1,4-diphenylbutadiene (DPB) and anthracene diimide (ADI), and
bithiophene vinylene benzothiazole 4 (bTVBT4).
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Figure 3: Chemical structures of investigated oxazine: nile blue (NB+), oxazine 1 (Ox-
1+), darrow red (DR+), cresyl violet (CV+), oxazine 4 (Ox4+), and oxazine
170 (Ox170+).

The other investigated systems in this thesis involve oxazine molecules. Oxazines
are heterocyclic compounds that exhibit unique photochemical and photophysi-
cal properties, making them a popular choice for various applications in biology,
histology [63–65] and laser technology [66]. Their photophysical properties are
strongly dependent on solvent polarity and pH, thereby providing information
about their immediate chemical environment. [67] Some of these molecules ex-
ist as neutral species while others bear a positive charge, which is particularly
significant for certain biotechnological applications. [68] The cationic form of ox-
azine dyes absorbs in the red spectral region (550–650 nm) with a fluorescence
maximum exhibiting a Stokes shift of about 30 nm in ethanol. [66] The struc-
ture of oxazine dyes examined in this thesis including cresyl violet (CV+), darrow
red (DR+), oxazine 1 (Ox1+), oxazine 4 (Ox4+) and oxazine 170 (Ox170+) are
depicted in Figure 3.
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Furthermore, beyond investigating the inherent spectroscopic characteristics of
the probes in both the gas and condensed phases, it is crucial to examine the
process of ligand binding and unbinding to the target protein. Transthyretin
(TTR) is a highly conserved protein, mainly synthesized in the liver and choroid
plexus [69]. In addition to the well-known T4-carrier role [70], it has been sug-
gested to function as a molecular chaperone to prevent aggregation of proteins
associated with neurodegenerative diseases [71]. From the structural point of view,
TTR is a tetrameric protein comprising four identical subunits of 127 amino acids
with a monomer molecular weight of approximately 14 kDa. [69] TTR related amy-
loidogenesis lacks an effective therapy, although it has been observed that amyloid
fibril formation is prevented by the binding of the small molecule T4. [72] The
TTR tetramer structure shows two funnel-shaped binding sites for the T4 hor-
mone, each defined by a dimer-dimer interface (Figure 4c). These binding sites
consist of an inner and outer binding cavity. Six halogen binding pockets (HBPs)
were identified based on the positions of the halogen atoms of T4 in the TTR:T4
crystal structure. The outer binding site comprises HBP 1 and 1’ formed primar-
ily by residues Lys-15, Leu-17, Thr-106, and Val-121 of both subunits. The inner
binding cavity is composed of HBP 3 and 3’ formed by the side chains of Ser-117,
Leu-110, Thr-119 and Ala-108 of both subunits. The interface of the inner and
outer binding cavities comprises residues Leu-17, Ala-108, Ala-109, and Leu-110
of both subunits, defining HBP 2 and HBP 2’. Hydrogen bonding to the bound
ligand is enabled by buried Ser-117 and Thr-119 at the bottom of the binding
site. Lys-15 residues flank the entrance to the binding site from the opposing
sides. [73, 74] Typically, the binding of TTR inhibitors and T4 occurs in the so-
called forward binding mode, where the anionic substituents, such as carboxylate,
are positioned in the outer binding pocket and interact electrostatically with the
Lys-15 ε-ammonium groups (-NH+

3 ). However, the reverse binding mode, where
the carboxylate is oriented towards the inner binding pocket to hydrogen bond
with Ser-117 and Ser-117’, is also observed and has been previously reported
in TTR complexes with diclofenac (a biarylamine), several diclofenac analogues,
and some diflunisal analogs.[74–76] Figure 4c depicts the tetrameric TTR with
the novel ligand (Py1SA) and Figure 4b shows the close-up view of the hormone
binding pocket. Despite the availability of TTR structures in the Protein Data
Bank (PDB) and its discovery in 1978, [77] the binding modes of TTR ligands
continue to be an active area of research. Recently, Py1SA, a trans-stilbene lig-
and with a salicylic acid moiety (Figure 4a), was identified as a potential amyloid
fibril probe for multiple amyloid proteins and was found to bind to TTR’s T4
binding site. [78–80] Upon binding to preformed fibrils Py1SA showed a broad
emission band around 498 nm, attributed to the strong intramolecular charge
transfer between pyrene and benzene ring. [80] To determine the potential of
Py1SA as a diagnostic tool and kinetic stabilizer for TTR amyloidosis, a thor-
ough understanding of the binding modes between Py1SA and TTR is essential.
Theoretical studies play a pivotal role in advancing our understanding of such
amyloid biomarkers.
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Figure 4: a) Chemical structures of Py1SA, b) the halogen binding pockets (HBPs) of
the thyroxine (T4) hormone binding site, and c) the orthogonal views of the
crystal structures of the TTR–Py1SA complex. The individual molecules of the
TTR tetramer (shown as ribbons) are highlighted in colors (orange: A, red: A’,
lilac: B, green: B’). Py1SA (in sticks, here reverse binding mode) binds in
the T4 binding site, formed at the B:B’ interface. The equivalent A:A’ site
is devoid of ligand. The inner binding pocket, HBP 3, is located between the
side chains (in sticks) of Ser-117, Thr-119, Ala-108, and Leu-110, the central
HBP 2 pocket is formed by the side chains of Leu-17, Ala-108, Ala-109 and
Leu-110 and the outer pocket HBP 1 is located between the side chains of
Lys-15, Leu-17, Thr-106 and Val-121.
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Part I

B AC KG RO U N D A N D B A S I S





2
THEORETICAL BACKGROUND

Due to the complexity outlined in the previous chapter, accurate atomistic mod-
eling of optical properties of isolated fluorescent dyes as well as their interactions
with the solvents or protein is extremely challenging: It requires the integration of
different computational models, which span from quantum–mechanical methods
to classical models. Given that, this chapter emphasizes the essential traits pecu-
liar to simulation techniques in general as well as in the molecular dynamics (MD)
approach and computational vibronic spectroscopy in particular. It begins by ex-
ploring the theory behind classical MD simulations including the empirical energy
function or force field, which describes the interaction between different atoms
within the system. Following that, an enhanced MD simulation strategy, namely
the umbrella sampling (US) method is introduced and discussed. This method
is utilized in this thesis to explore and investigate the complex interactions and
binding modes between a ligand and target protein.

In addition to MD simulations, quantum mechanics (QM) plays a vital role in
understanding the behavior of molecular systems. While MD provides valuable in-
formation about the dynamics and interactions of molecules at the atomic level,
QM calculations offer a more accurate description of electronic structure and
energy properties. Therefore, the chapter sheds light on the importance of con-
sidering the quantum mechanical nature of the fluorescent probe to accurately
predict its optical properties. This is achieved by presenting the fundamental
principles of electronic and vibrational structure theory, which are essential for
a comprehensive understanding of the molecular behavior of fluorescent probes.
Different methods for the ground state calculation e.g. Hartree–Fock (HF) theory
and density functional theory (DFT) are discussed. The chapter also explains the
use of time dependent (TD) DFT with linear response formalism for the calculation
of excited state properties. In addition to electronic effects, vibrational effects will
be discussed, with a particular focus on the variational self-consistent field (VSCF)
and vibrational configuration interaction (VCI) methods. The chapter closes up
by emphasizing the calculation of optical properties within the framework of the
Franck–Condon (FC) principle, and the independent mode, displaced harmonic
oscillator (IMDHO) approximation.

2.1 molecular mechanics and classical molecular dynamics

Molecular dynamics (MD) is a technique to predict how every atom in a many-
body system moves over time based on classical models, i.e. using Newtonian
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mechanics. [81–83] Since its initial implementation in the late 50s [84], MD simu-
lation has become more popular and visible in recent years [82, 83], particularly in
the field of biology and drug discovery [83]. It has been used to address a wide va-
riety of important biomolecular processes such as ligand binding [85–88], protein
folding [89–92], conformational change [93–95], mechanisms of large biomolecular
networks (e.g. virus simulations [96]), and drug application (e.g. drug for coron-
avirus disease 2019 (COVID-19) [97]), etc.

The concept behind MD simulation is based on the validity of several assumptions
including the Born–Oppenheimer approximation [98] leading to the separation of
electronic and nuclear motions. Unlike QM methods, molecular mechanics (MM)
neglect the electronic motions of a system and calculate the energy of a system
as a function of nuclear position only [34]. Within the framework of MM, the
molecular systems can be represented in terms of a relatively simple model of
interactions or a so-called force field (FF).

A FF can be thought of as a map from atom positions to an energy value including
intra- and inter-molecular forces within the system [34], for example, a class-I FF
can be written as

V =
∑

bonds

1

2
kl (rl − rl,0)

2 +
∑

angles

1

2
km (θm − θm,0)

2 +
∑

torsions

1

2
Vn (1+ cos (nω− γ))︸ ︷︷ ︸

bonded

+

N∑
i<j

(
4εij

[(
σij

rij

)12

−

(
σij

rij

)6
]
+

qiqj

4πε0rij

)
︸ ︷︷ ︸

non-bonded
(1)

where V denotes the potential energy composed of bonded and non-bonded in-
teraction energies. The different contributions are schematically represented in
Figure 5. The first and second terms in equation 1 cover the dynamic of cova-
lent bond stretching and angle bending of the system. In the class-I FF, they
are described by simple harmonic motion, i.e. the magnitude of restoring force is
assumed to be proportional to the displacement of the actual bond length rl or
bond angle θm from the equilibrium position rl,0 and θm,0, respectively. kl and
km are the stretching and bending force constants that are determined empiri-
cally. The third term in equation 1 is a summed over all torsional angle rotations
between atoms that are vicinal to each other. Here, Vn is the barrier to free rota-
tion for the “natural” bond, n is the periodicity of the rotation, ω is the torsion
angle, and γ is the phase factor.

Independent atoms and molecules interact through non-bonded forces. The non-
bonded interactions are usually considered in two groups, one comprising van
der Waals interactions and the other electrostatic interactions. Typically, the van
der Waals contribution is built by the Lennard-Jones 12-6 functions [34]. This
potential is commonly expressed in terms of the well depth ε (the measure of the
strength of the interaction) and the van der Waals radius σ (the distance at which
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Figure 5: Schematic representation of a typical force field model. Energy dependencies
are related to i) stretching or compressing a bonded pair of atoms, ii) in-
creasing or decreasing the bond angle, iii) dihedral angle rotations, iv) van
der Waals interactions (modeled by Lennard–-Jones potential) and v) electro-
static interactions (modeled by Coulomb’s law). (i–iii) arise from interactions
between atoms that are chemically bonded to one another while (iv–v) arise
from interactions between atoms that are not bonded.

the intermolecular potential between the two particles is zero). Electrostatic terms
describe the Coulomb interaction between atoms with partial charges qi and qj at
a distance rij. Here, ε0 is an effective dialectric constant which is one in vacuum
but higher when there are intermediate atoms or solvent. More sophisticated FFs
may have additional terms [34, 99–113] to predict certain properties of the system.

Among a plethora of FFs, the Amber ff14SB [114] is a commonly used FF for MD
simulations of proteins and nucleic acids. It improves the treatment of side-chain
and backbone torsions and has a revised treatment of hydrogen bonding, leading
to better agreement with experimental data for proteins. Another commonly em-
ployed FF in MD simulations is the General Amber Force Field (GAFF). GAFF is
renowned for its versatility and is widely used for a diverse range of molecules,
including small organic compounds and drug-like molecules. [115, 116] The com-
bination of GAFF with other FFssuch as the Amber FF for proteins, enables the
simulation of complex systems involving both biomolecules and small organic
compounds.

As shown in equation 1, in conventional FFs, modelling of electrostatic interactions
via pairwise Coulomb potentials is based on assigning fixed point charges (also
known as “partial charges”) to atoms. These forces are particularly important
in biomolecules since the strengths of hydrogen bonds are largely determined by
the electrostatics of these polar interactions. Currently, the electrostatic potential
(ESP) charges, derived from fitting a classical Coulomb model to quantum me-
chanical molecular electrostatic potentials, are commonly employed in simulations
of macromolecules. However, it is known that these charges tend to overestimate
bond polarities in the gas-phase. [117] To mitigate this overestimation, a restraint
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function can be applied during the fitting process to attenuate the magnitudes
of the charges, resulting in what is known as RESP-charges. [117, 118] Despite
the limitations of fixed-charge models in accurately capturing charge transfer and
polarization, simulation methods utilizing RESP-charges often yield reasonably
accurate results in aqueous solutions with significant lower computational effort
compared to polarizable models. [119]

Once the forces acting on individual atoms are obtained, MD simulations use
classical Newton’s law of motion to calculate accelerations (a) and velocities (v)
and to update the atom positions (q) generating the trajectory of the molecular
system by integrating the equation of motion

Fi = miai = mi

(
d2qi
dt2

)
. (2)

The force on atom i is denoted by Fi and t is the time. Besides the accuracy
of the underlying FFs, the predictive ability of MD simulations relies also on
the efficiency of the algorithms used to integrate the equations of motion. The
most widely used MD algorithms in MD studies are Verlet [120], Beeman [121],
and Leapfrog [122]. All methods used to calculate MD simulations are based on
expressing q, v, and a of the system as a Taylor series. Since they generate
identical trajectories [123], the latter is usually the preferred scheme because of
its minimal computer memory storage and computational requirements [123]. In
all schemes, the integration is performed in small time steps δt, normally between
1 and 10 fs for atomistic simulations [123], which is the major bottleneck of the
simulation procedure, particularly in large-scale dynamic simulations. As δt in MD
simulations is limited by the highest frequency motions occurring in the system,
it can be increased by freezing the internal vibrations, such as bond-length or
possibly bond-angle vibrations [123].

Furthermore, most experiments are conveniently undertaken at constant pressure
and temperature. Therefore, to mimic experimental conditions, many MD simula-
tions, including those of this thesis, are rather performed under constant temper-
ature and/or pressure, employing thermostats [124] and/or barostats [125, 126]
algorithms to constrain thermodynamics variables along the simulations. The
Bussi stochastic velocity rescaling thermostat (V-rescale) [127, 128] is a popular
algorithm for temperature coupling in MD simulations. It ensures that the sys-
tem remains at a desired temperature by adding a stochastic term to the velocity
rescaling algorithm, which results in a more realistic temperature distribution
of the system. The V-rescale thermostat is particularly useful for simulations of
systems with long-range electrostatic interactions, where other thermostats may
introduce artifacts in the sampling of phase space. In contrast, barostats are used
to control the pressure in MD simulations. There are several types of barostats [34],
one of which is the Berendsen barostat [129]. In this method, the system pres-
sure is regulated by introducing an external bath, to which the global pressure is
weakly linked. The volume is periodically rescaled with the aim of producing the
least local disturbance while preserving the required global coupling. The cou-
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Figure 6: Simulation box of targeted protein (grey) related to amyloid disease with novel
bound ligand Py1SA (cyan) in water (red).

pling strength can be modified, thereby allowing for easy control and evaluation
of the coupling effect.

Furthermore, as most biological reactions occur in water, it is crucial to con-
sider effects of solvent in MD simulations. The evaluation of solvent effects is
a major challenge in developing analytical and numerical molecular modeling
methods. Equation 1 can incorporate solvation effects in two different ways. The
first is an implicit solvation model, which modifies interaction parameters to
create a solvated potential of mean force [130, 131]. This is less accurate but
requires fewer computer resources. The second method is an explicit inclusion
of solvent molecules in the model, treated at the same level as groups within
the protein, represented by additional terms in the equation [132]. This more
accurate approach, but also more demanding of computer resources, requires an
accurate solvent-solvent potential to describe the major properties of the solvent
and a way to determine an effective solute-solvent potential based on individ-
ual solvent-solvent and solute-solute parameters. Among a vast number of water
models [103, 133–136], rigid nonpolarizable water models e.g. TIP3P [103] 3-point
models are the most commonly used models in biomolecular studies due to their
simplicity and computational efficiency. In this model, water is explicitly repre-
sented as a set of point charges at fixed positions relative to the oxygen nucleus.

In addition, for a better description of bulk properties in finite-sized systems,
periodic boundary conditions (PBC) are also commonly employed in MD simula-
tions. The calculation of full electrostatics is achieved through the Ewald sum
methods, whose efficiency can be improved with the use of spherical cutoffs and
an appropriate splitting parameter between short and long-range interactions
i.e. particle–mesh Ewald (PME) method [137]. By using these algorithms, MD
simulations now enable researchers to observe events in realistic conditions for
hundreds of microseconds or more.

The benefits of using MD simulations are numerous, as it provides information
for nuclear degrees of freedom in a system, including dynamic, structural, and
energetic information for the entire system and its components. It is useful in the
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simulation of large molecules like proteins, where quantum mechanics is not a real-
istic option. Figure 6 illustrates the typical simulation of a solvated protein (TTR)
with its novel ligand (Py1SA). The system contains about 75,000 atoms, which is
far beyond the current limit for quantum mechanic calculation [138]. Thus, MD
simulation gives researchers insight into the behavior of complex systems and the
ability to predict their behavior in different conditions. It has greatly impacted
various fields and remains an important tool for advancing our understanding of
nature.

2.2 potential mean force and umbrella sampling

2.2.1 The calculation of free energy

Free-energy calculations are important in many areas of computational science,
including chemistry, materials science, and biophysics [139–141]. They are used
to predict the outcome of chemical reactions, the stability of biomolecules, and
the behavior of materials. [142–144] From statistical mechanics, the free energy
(here the Gibbs free energy, G) can be calculated by evaluating [34]

G = −
1

β
lnQ, (3)

where
Q =

∫ ∫
exp(−β H(qN, pN))dNqdNp. (4)

Here, β = 1/kBT where kB is the Boltzmann constant at the absolute temperature
T and N is the number of degrees of freedom of the system. H(qN, pN) gives the
total energy of the system in a given configuration, i.e., a given set of momenta
p and coordinates q. If the volume, rather than the pressure, is kept constant,
the Helmholtz free energy (usually denoted as A) is obtained. Most experiments
are conducted under conditions of constant temperature and pressure, where the
Gibbs free energy is the appropriate free energy quantity.

The absolute free energy in equation 3 can only be calculated directly for small
simple systems governed by a simple Hamiltonian [34, 145, 146]. For larger sys-
tems with strong interactions between particles, obtaining an analytical formula-
tion of the partition function is not feasible. We should bear in mind that in many
instances, the potential energy V(qN, pN) of the system is usually the primary
focus rather than the total energy. [34] If the potential energy is independent of
the momentum, then the contribution of the momenta to the partition function
Q can be considered as a constant, which can be neglected [147]. Consequently,

Q =

∫
exp(−βV(q))dNq. (5)

The other important feature of equation 3 is that configurations with high energy
significantly contribute to the integral due to the presence of the exponential
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term exp(−β H(qN, pN)). Standard MD simulations preferentially sample low-
energy regions of the phase space [34]. Such simulations will never adequately
sample the important high-energy regions. Hence, calculating the free energy
using a conventional simulation will lead to poorly converged and inaccurate
values. It is worth noting that, in many cases, one is generally interested in
free-energy differences between two states instead of the absolute quantities. [34]
These differences are crucial for determining important chemical quantities such
as association and dissociation constants, solubilities, binding energies, etc.

Generally speaking, the difference in free energy between two states A and B can
be calculated as

∆GAB = GB −GA = −
1

β
ln
QB

QA
. (6)

When using molecular simulation techniques to determine free energy differences,
the selection of the Hamiltonian (typically potential energy, as mention earlier)
and the sampling method used to estimate the relative free energy are the primary
obstacles that need to be addressed. In practical applications the choice of Hamil-
tonian is often a compromise between accuracy and efficiency. While a quantum
mechanical (QM) description of a system provides explicit modeling of electronic
degrees of freedom, a classical approach treats each atom as a particle. The latter
is referred to the force fields, which were previously explained (see section 2.1).
The free energy difference between two states can be obtained through evolved
statistical mechanical procedures [34]. It should be stressed that the free energy
difference equals the energy difference at the point of intersection between the
energy difference distributions of two states. [34] Thus, in order to obtain a reli-
able estimation of the free energy difference, it is crucial to sample all significant
configurations of the two states to construct energy difference distributions that
have converged at the intersection region. [145, 148, 149]. In practice, however,
the energy difference distributions between two states do not always exhibit a sig-
nificant overlaps due to the existence of energy barriers or high-energy barriers
separating the two states. Hence, enhanced sampling methods are necessary to
bridge the gap between two states with rare events and to improve the sampling
of the intermediate region. In the following subsection, one of the commonly used
methods will be discussed.

2.2.2 Potential of mean force and umbrella sampling

To analyze and sample sizable systems, the concept of reaction coordinates (RCs),
namely collective variables (CVs), is extremely useful. In general, these RCs rep-
resent low-dimensional projections of the phase space. The terms CVs and RCs
are used interchangeably in this thesis. The RCs can be defined based on geomet-
ric factors such as the distance or angle between specific atoms, as well as the
orientation of a molecule, or other collective variables that describe the process
under investigation. For example, in the calculation of the free energy of binding
or unbinding of a ligand to a protein, the RC could be the distance between the

19



center of mass of the ligand and the protein pocket. The free energy surface along
the chosen RCs ξ(q) is also known as the potential of mean force (PMF) [34, 150].
Here, only reaction coordinates ξ(q) depending on nuclear coordinates q of the
system will be considered. The PMF can be used to predict the behavior of a sys-
tem over time and is an important concept in understanding the thermodynamics
of a system [151]. Once ξ(q) is defined, the probability distribution of the system
along ξ(q) can be determined by integrating out all degrees of freedom except
for ξ(q). Consequently, the PMF can be evaluated as

G(ξ) =
1

β
ln

∫
δ(ξ(q) − ξ)exp(−βV(q))dNq∫

exp(−βV(q))dNq
, (7)

where δ represents Dirac’s delta function. Calculating direct phase-space integrals
as in equation 7 is not feasible in computer simulations due to the limited sim-
ulation time and resources. Nevertheless, if the system satisfies ergodicity, the
ensemble average Q(ξ) can be approximated by the time average P(ξ) after an
infinite sampling time. So, in principle, the free energy can be obtained directly
from MD simulations by tracking the system’s distribution along the reaction
coordinate, P(ξ).

As previously stated, one of the challenges faced in MD simulations is the sam-
pling and analysis of rare or infrequent events. Rare events are characterized by
transitions between metastable states in phase space that require the system to
overcome sizeable free energy barriers. The lower panel of Figure 7 represents a
typical energy landscape of a complex system with many metastable states sep-
arated by high-energy barriers. As a consequence, the system is trapped in an
energy well that is difficult to escape in normal MD simulations with an extensive
timescale of milliseconds to microseconds. Several advanced sampling methods
have been developed to accelerate the dynamic of complex systems in MD simula-
tions allowing exploring these rare events. These methods can be categorized into
two groups: constraint and unconstrained enhanced sampling, based on the appli-
cation of constraints to the CVs [152]. In the first class of methods, to enhance the
sampling of desired conformations, a bias potential based on selected CVs can be
applied to the simulated system to constrain it into a specific CVs space. However,
defining a suitable reaction coordinate for CVs-based methods is often challeng-
ing as it requires prior knowledge of the system being studied [153]. To address
this issue, unconstrained enhanced sampling methods [154–157] are commonly
used. An exhaustive description of all the methods belonging to these classes is
beyond the scope of this work. Here I focus on the umbrella sampling (US), intro-
duced by Torrie and co-workers [158], which is considered an important enhanced
sampling approach due to its quick convergence and accurate estimation of the
PMF [151, 157, 159].

In US simulations, harmonic bias potentials (ωi(ξ)) [160] are generally used to
restrain a system to a specific region of its conformational space i (commonly
known as windows). It forces the ligand to sample the higher energy regions of
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Figure 7: Schematic representation of umbrella sampling algorithm for computing the
unbinding free energy landscape of TTR (in orange)–Py1SA (in cyan) complex
along the chosen collective variable (CV). Upper panel: Simulation running
(blue dot) for each simulating window (dashed lines) along the CV in umbrella
sampling. Middle panel: Overlap of probability density between simulated win-
dows. Lower panel: potential of mean force (PMF) extracted from umbrella
sampling by the weighted histogram analysis method (WHAM)).
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the unbinding pathway that would otherwise not be sampled by an unconstrained
simulation. Therefore, the bias potential (Vb) can be written as [147]

Vb = Vu +ωi(ξ) = V
u +

k

2
(ξi − ξ0,i)

2 , (8)

where (Vu) indicates a desired unbiased potential. In each window i, a harmonic
bias function of strength k keeps the system close to the reference point ξ0,i of the
respective window. The free energy Gu(ξ) can be computed from the probability
distribution of the system along ξ

Gu(ξ) =
−1

β
lnPu(ξ) (9)

with Pu(ξ) being the unbiased probability distribution along the reaction coordi-
nate ξ. The unbiased distribution Pu(ξ) can be computed by integrating out all
degrees of freedom but ξ

Pu(ξ) =

∫
δ(ξ(q) − ξ)exp(−βVu(q))dq∫

exp(−βVu(q))dq
. (10)

By running the MD simulation for each window, the biased distribution along the
reaction coordinate Pbi (ξ) can be calculated in the same way as Pu(ξ) but adding
the bias potential to equation 10

Pbi (ξ) =

∫
δ(ξ(q) − ξ)exp(−β(Vu(q) +ωi(ξ(q))))dq∫

exp(−β(Vu(q) +ωi(ξ(q))))dq

= exp(−βωi(ξ))

∫
δ(ξ(q) − ξ)exp(−βVu(q))dq∫
exp(−β(Vu(q) +ωi(ξ(q))))dq

(11)

since the bias potential depends only on the reaction coordinate ξ. Using equa-
tion 10 and equation 11 to compute Pui (ξ)/Pbi (ξ), the Pui (ξ) can be related to
the Pbi (ξ) as

Pui (ξ) = P
b
i (ξ)exp(βωi(ξ))

∫
exp(−βωi(ξ(q)))exp(−βVu(q))dq∫

exp(−βVu(q))dq
. (12)

The fraction is nothing else but the ensemble average of exp(−βωi(ξ(q))) de-
noted as 〈exp(−βωi(ξ(q)))〉. Thus,

Pui (ξ) = P
b
i (ξ)exp(βωi(ξ))〈exp(−βωi(ξ))〉. (13)

Inserting equation 13 in equation 9 the unbiased free energy Gu
i (ξ) for each

window can be evaluated as

Gu
i (ξ) = −

1

β
ln(Pbi (ξ)) −ωi(ξ) + Fi (14)

with Fi = 1/βln〈exp(−βωi(ξ))〉. Unfortunately, the Fi cannot directly be ob-
tained from sampling. Numerous methods have been proposed for the estimation
of Fi [161–163]. Among those, the most popular postprocessing method is the
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weighted histogram analysis method (WHAM) [164, 165]. In umbrella sampling,
the histogram is a plot of the distribution of the sampled data for each value
of the reaction coordinate. Typically, the histogram is constructed by counting
the number of samples that fall within a certain range of the reaction coordi-
nate and then normalizing the counts by the total number of samples and the
width of the bin. The resulting normalized histogram can be used to obtain the
probability density function of the reaction coordinate. The idea of WHAM is to
estimate the statistical error of the global unbiased distribution Pu(ξ) given the
umbrella histograms, and subsequently to compute the PMF that corresponds to
the smallest uncertainty. The global distribution Pu(ξ) is obtained by combining
the distributions of each window using weighted averaging , as follows,

Pu(ξ) =

Nw∑
i

ρi(ξ)P
u
i (ξ) (15)

with Nw being the total number of windows, and ρi being the weights, which are
chosen in order to minimize the statistical error of Pu(ξ). This leads to

ρi(ξ) =
ai(ξ)∑Nw

j aj
(16)

with
ai(ξ) = Niexp [−βωi(ξ) +βFi] , (17)

where Ni is the total number of steps sampled for each window i. From the
definition of Fi

βFi = ln〈exp(−βωi(ξ))〉, (18)

thus

exp(βFi) = 〈exp [−βωi(ξ)]〉

=

∫
Pu(ξ)exp [−βωi(ξ)]dξ.

(19)

Hence, Pu and Fi have to be computed iteratively until convergence. The con-
vergence of the WHAM equations depends on the number of histograms and the
height of the barriers in the PMF, and can range from tens to tens of thousands
of iterations [165].

The computation of free energy using enhanced sampling methods, particularly
US, depends on the identification of an appropriate set of collective variables. In
this method, a potential bias is applied along one or a few predefined degrees of
freedom (CVs), thus they should appropriately describe the process under inves-
tigation. Not surprisingly, much effort has been devoted to the identification and
improvement of useful CVs. [166–170] In simulations of ligand unbinding in com-
plex systems, a few CVs are used, and PMF reconstruction becomes slower as the
number of CVs increases. Therefore, other enhanced sampling methods like meta-
dynamics and adaptive biasing force (ABF) [171] are used for exploring the free
energy space using multiple CVs, returning a multidimensional PMF. Furthermore,
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although the concept of US is relatively straightforward, its effective implementa-
tion requires a reliable method to combine the samples obtained from different
umbrellas into a cohesive set. Particularly, in the WHAM method, it is related di-
rectly to the overlap of the probability of distribution along the chosen CVs. Thus,
the choice of window force constant and distance between simulations in the CV
space are crucial to ensure adequate overlap between neighboring windows and
uniform sampling [147, 151]. A large force constant k is ideal to drive the system
over high-energy barriers, but it can cause narrow distributions that require addi-
tional windows for efficient sampling. Besides the large force constant, the large
time step can overestimate the configurations with high energies [172]. Despite
these limitations, US has achieved success due to its quick convergence and ease
of expansion, particularly for computing the PMF of noncovalent ligand–receptor
association/dissociation processes. It has been utilized to determine the binding
strength of different receptor–ligand systems, which vary from small chemical
molecular systems [173] to big biological systems [174–177].
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2.3 quantum mechanics

In the previous section, we have seen that in MD, the behavior of molecules is mod-
eled using classical mechanics, which is based on Newton’s laws of motion. How-
ever, this approach ignores the quantum–mechanical nature of electrons, which
play a crucial role in chemical processes like photochemical reactions. quantum
mechanics (QM) can accurately model the behavior of electrons and their interac-
tions with nuclei, allowing for a more accurate simulation of chemical processes at
the microscopic scale of atoms and molecules. Within this section, I will explore
the foundations of quantum mechanical description of a single molecular system
in vacuum. Subsequently, its interaction with external perturbations such as light
will be revised.

2.3.1 Electronic structure theory

2.3.1.1 Basic quantum chemistry

The starting point for a non-relativistic quantum mechanical description of a
system is the time dependent (TD) Schrödinger equation (SE) [178]. It reads, in
atomic units,

ĤΨ = i
∂

∂t
Ψ, (20)

where the TD wave function Ψ contains all information of the system, and the
Hamilton operator Ĥ represents its total energy. For describing a stationary state,
where the Hamiltonian is time-independent (TI), the SE is also TI, which takes
the form

Ĥ(r,R)Ψ(r,R) = EtΨ(r,R). (21)

The eigenvalue Et represents the total energy of the stationary state correspond-
ing to the wave function Ψ(r,R) of the system at the positions of the electrons
(r) and nuclei (R).

The Hamilton operator is the sum of kinetic (T̂) and potential (V̂) energy operator
of the system. They can be further expanded into the kinetic energy operators
of the nuclei (T̂N(R)) and electrons (T̂e(r)), and the potential energy operators
of the nuclear–nuclear (V̂NN(R)) and electron–electron repulsion (V̂ee(r)) and
nuclear–electron attraction (V̂eN(r,R)), respectively. So that the Hamiltonian
becomes

Ĥ(r,R) = T̂N(R) + T̂e(r) + V̂ee(r) + V̂NN(R) + V̂eN(r,R)

= T̂N(R) + T̂e(r) + V̂(r,R).
(22)

While the SE can be solved analytically for simple systems such as an isolated
hydrogen atom, it, however, is not possible to find an exact solution for more
complex systems [34, 179]. It is worth noting that the V̂eN(r,R) term repre-
sents the coupling between the electronic and nuclear degree of freedom. Thus,
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simply neglecting this term does not appear promising. Therefore, further ap-
proximations and/or numerical solutions need to be considered. One of the most
frequently applied approximations is the so-called Born–Oppenheimer approxi-
mation (BOA) [98] which disentangles the nuclear degrees of freedom from the
electronic ones.

Due to the large difference in mass between nuclei and electrons, the nuclei are
nearly fixed with respect to electronic motion leading to T̂N(R) = 0. Thus, for a
fixed nuclear configuration, a “clamped-nuclei” SE is obtained

(T̂e(r) + V̂(r,R))ΨI
e(r;R) = EIe(R)ΨI

e(r;R), (23)

where I is a label denoting the electronic states. Here, the electronic wave function
ΨI
e(r;R) depends explicitly on the electronic coordinates and parametrically on

the nuclear coordinates (denoted by the ; symbol) since the nuclear coordinates
are external parameters to the electronic problem. Ee(R) is the electronic energy
for the nuclear coordinates R. Since V̂NN(R) is constant, it is often neglected in
the above equation.

Expanding the total wave functions in an orthonormal set of electronic wave func-
tions for each nuclear configuration, the exact solution of the TI SE (equation 21)
can be written as

Ψ(r,R) =
∑
I

ΨI
N(R)ΨI

e(r;R). (24)

Here, the nuclear wave functions ΨI
N(R) are considered to be expansion coeffi-

cients. Inserting equation 24 to the TI SE (equation 21), and multiplying to the left
with the electronic wave functions of state J then integrating over the electronic
coordinates gives

(T̂N(R) + EJe(R) + 〈ΨJ
e(r;R)|T̂N(R)|ΨJ

e(r;R)〉)ΨJ
N(R) = EtΨJ

N(R). (25)

The electronic energy EJe(R) is a function of the nuclear geometry. To simplify
the description, the coupling 〈ΨJ

e(r;R)|T̂N(R)|ΨJ
e(r;R)〉 term can be neglected

due to the significant difference in mass between the electrons and the nuclei

(T̂N(R) + EJe(R))ΨJ
N(R) = EtΨJ

N(R). (26)

In the BOA, the total wave function can be expressed as a product of an electronic
wave function satisfying equation 23 and a nuclear wave function satisfying equa-
tion 26

ΨBOA(r,R) = ΨJ
N(R)ΨJ

e(r;R). (27)

EJe(R) is the energy that is usually called the potential energy surface (PES) pro-
viding a map of the energy of the system as a function of the positions of the
nuclei. To simplify the notation, the electronic Hamiltonian, wave functions and
energies are hereafter denoted as Ĥ, Ψ, and E, respectively.

BOA approximation greatly simplifies the problem and allows for the use of a
number of efficient computational methods for electronic structure calculations.
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In general the BOA is a good approximation for describing phenomena occurring
where the electronic states that are very well separated. However, it is impor-
tant to note that this approximation is not always valid, especially for systems
where different electronic states are close and their coupling is appreciable [180].
Through the separation of the electronic and nuclear degrees of freedom, the BOA
establishes the distinct subdisciplines within theoretical chemistry.

2.3.1.2 Computation of the ground state

Built upon the mean-field theory, Hartree–Fock (HF) theory is one of the simplest
methods to find a approximate solution of the electronic SE. The HF theory [181–
183] simplifies the description of the interactions of N electrons by considering
just one electron interacting with the mean field of the N− 1 remaining electrons.
As a result, the many-body (many-electron) problem reduces to an effective one-
body (one-electron) problem. The wave function in HF method is represented
as a linear combination of a set of basis functions (so-called linear combination
of atomic orbitals (LCAO)). With the variational principle, under the constraint
of orthonormality, the orbitals can be optimized till the entire system reaches
its energy minimum. The coefficients of the linear combination are obtained by
solving the HF equations self-consistently. In practice, the HF method can capture
the vast majority of the total energy (with a large basis set) [184]. However,
it is incapable of providing a robust description of reactive chemical events in
which electron correlation has a crucial role. To overcome this limitation, more
sophisticated ab initio methods such as configuration interaction (CI) [185, 186],
coupled cluster (CC) [187], or perturbation-based methods (e.g., Møller–Plesset
perturbation theory [188]) have been developed, which are able to provide much
more accurate solutions for molecular systems. Each of these correlated wave
function-based approaches has a different computational scaling with the number
of electrons and can be the method of choice for different types of problem. [184,
189]

Unfortunately, standard implementations of correlated wave function methods are
not practical for calculations on large molecular systems consisting of hundreds of
atoms. The basic problem here is the enormous complexity of the many-electron
wave function (ψ(r1, r2, ..., rN), where ri specifies the location of electron i
using for example three Cartesian coordinates or spherical polar coordinates).
Since a molecular orbital (MO) (φi(r)) is often expressed as a LCAO or basis func-
tions, the cost of a quantum chemical calculation is determined by the number
of basis functions rather than by the number of atoms. The larger the number
of basis functions, the more accurate the description of the electronic structure
of the molecule, but also the higher the computational cost of the calculation.
In addition, the accuracy of the results in MO calculations is also determined by
the type of basis functions used, in addition to the size of the basis set. Two
types of functions are commonly used to describe atomic orbitals: Slater type
orbitals (STOs) [190] and Gaussian type orbitals (GTOs) [191]. Different basis
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sets are available with varying accuracy and size, and the choice of the appropri-
ate basis set for a particular calculation depends on the size and complexity of
the system, as well as the desired level of accuracy. The simplest basis sets are
termed “minimal basis sets”, where only sufficient functions are used to contain
all the electrons (core through valence) of the neutral atoms. One method of im-
proving on a minimal basis set is to double, triple, quadruple, and so forth, the
number of functions. Such basis sets are known as double-ζ (DZ), triple-ζ (TZ),
quadruple-ζ (QZ), respectively. In practice, based on the fact that valence elec-
trons are more chemically important, it is sensible to treat core and valence basis
functions differently, where core electrons are still described by a minimal basis
set while the valence electrons are treated with a larger basis set called split-
valence. Two of the most commonly used split-valence basis set families are the
Pople (e.g. 6-31G [192]) and Karlsruhe (e.g. def2-TZV [193]) basis set. To enhance
the quality of a basis set beyond increasing the ζ, additional higher angular mo-
mentum functions can be added to the basis set. For instance, polarization is a
particularly important effect in optical spectra calculations. This phenomenon
occurs when atoms come close to each other to form chemical bonds or when a
molecule is placed in an external electric field, which results in a distortion of the
shape of the atomic orbitals and a change in the charge distribution. To account
for the required flexibility of atomic orbitals to shift to one side or the other
during chemical bonding, polarization functions can be added to the Pople and
Karlsruhe basis sets leading to e.g. 6-31G(d,p) [194] and def2-TZVP [195], respec-
tively. For systems that contain loosely bound electrons, such as anionic systems
or excited states, high accuracy in property calculations necessitates the inclusion
of diffuse functions. For the Pople basis sets, diffuse functions are added on non-
hydrogen atoms to improve their accuracy (indicated by + or ++). It is worth
noting that the def2-TZ basis sets are slightly more diffuse than unaugmented
Pople sets [196], which makes them robust and efficient in large-scale HF and
DFT calculations, with an excellent cost-to-performance ratio [197]. This feature
has led many computational studies to use them as their preferred method.

Various approximate methods have been developed that simplify the wave func-
tion while still retaining its essential features. One such method is density func-
tional theory (DFT), which expresses the energy of the system in terms of the
electronic density rather than the full wave function. By using the electron den-
sity (ρ(r)), the problem has changed from a three-N-dimensional equation to N
separate three-dimensional ones. The basis of modern DFT relies on two funda-
mental theorems formulated by Hohenberg and Kohn in 1964 [198]. According
to the first theorem, the ground-state (GS) electron density determines the elec-
tronic wave function, which in turn determines all GS properties of an electronic
system. In particular, the exact energy can then be written as a functional of the
exact GS density

Ee[ρ] = FHK[ρ] +

∫
ρ(r)vext(r)dr, (28)

where vext(r) is the external potential uniquely defined by the electronic density.
FHK[ρ] is the universal functional of Hohenberg–Kohn (HK) given by the sum of
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the kinetic (T̂e[ρ]) and electron-electron repulsion energies (V̂ee[ρ]) of an N elec-
tron system. Unfortunately, they do not specify any analytical form to calculate
the properties from the electron density. In the second theorem, they established a
variational principle for the electron density. It states that for an exact functional
any trial density, ρ̃, yields an higher energy than the true electronic energy

〈Ψ|Ĥ|Ψ〉 = FHK[ρ̃] +

∫
ρ̃(r)vext(r)dr = Ee[ρ̃] > Ee[ρ]. (29)

Similar as in wave function based methods, the variational principle leads to a
criterion for the search of a good approximation to the electron density of the GS.
It should be noted that the Hamiltonian operator and all properties of the GS are
determined by the associated electron density. This implies that the density pos-
sesses pure-state v-representability. An electron density is considered pure-state
v-representable when it corresponds to a unique antisymmetric wave function of
the Hamiltonian, Ĥ[N, v]. The general conditions for v-representability are still
unknown leading to a difficult side task. This can be circumvented using the
Levy–Lieb (LL) constrained-search formalism [199, 200], FLL[ρ] = 〈Ψ̃|T̂e + V̂ee|Ψ̃〉,
which states to search over all wave functions (or ensemble density matrices) that
produce the trial density. In this regard, the HK functional is not unknown, but
it is too complicated to be practical and so approximations becomes necessary.
The classic historical example for such approximations is Thomas–Fermi (TF)
theory. [201, 202] In this theory, the kinetic energy, Te[ρ], is given by a local func-
tional of the electron density, which is exact for a uniform gas of non-interacting
electrons. While TF functional reasonably atomic energies, it is unable to describe
important chemical phenomena such as covalent bonds. [203] The primary draw-
back of this theory lies in its treatment of electron dynamics within the functional,
leading to a substantial error in the estimation of kinetic energy.

A practical solution for this problem was introduced by Kohn and Sham [204]. The
main concept behind Kohn–Sham (KS) theory is to identify a non-interacting ref-
erence system that can be described by a single Slater determinant, which yields
the same electron density as the interacting system. This non-interacting system
would have the same GS energy and properties as the interacting system. The
key advantage of the KS approach is that the total kinetic energy of the non-
interacting reference system (labeled by the index s) can be partitioned into a
known part Ts[ρ] and an unknown correction term Te[ρ] − Ts[ρ]. The accuracy
of the single-determinant approximation can be improved by minimizing the cor-
rection term, which becomes smaller as the system is better described. Similarly,
the electron–electron interaction term (Vee[ρ]) is divided into a precisely known
Coulombic component (J[ρ]), which can be formulated in relation to the elec-
tron density, and a correction term that involves the exchange and correlation
contributions (Vee[ρ] − J[ρ]). Thus, in the KS approach, the universal functional
(FKS[ρ]) is defined as

FKS[ρ] = Ts[ρ] + J[ρ] + Exc[ρ]. (30)
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The only unknown term is the exchange–correlation (XC) functional (Exc[ρ]),
which reads

Exc[ρ] = Tel[ρ] − Ts[ρ] + Vee[ρ] − J[ρ]. (31)

Since the analytic form of the XC functional remains unknown, it has to be approx-
imated. It should be stressed that the main advantage of KS theory compared to
HK and LL schemes is that the energy contribution to be approximated is rather
small. Therefore, the overall energy can often be reasonably well described with
available approximations for the XC functional. In addition, it might be worth-
while to note that the exchange energy is typically about one order of magnitude
larger than the correlation term. Hence, getting a reasonable approximation for
the exchange term is often more important than for the latter part.

Over the years, numerous XC functionals have been developed based on theoretical
reasoning and/or by adjusting parameters to fit experimental or high-level ab ini-
tio data. They can be classified into different categories based on the components
used in constructing the XC functionals. These categories are known as the local
density approximation (LDA), local generalized gradient approximation (GGA),
and meta-GGA, hybrid functionals, and range-separated hybrid functionals. The
basic idea is that by gradually incorporating additional information concerning
the local density, reduced gradient, local kinetic energy, and other relevant quan-
tities, users gain increased flexibility to construct more accurate functionals. It
must be emphasized that, although the inclusion of additional variables into the
functional allows for more flexibility, the systematic improvement of accuracy is
not guaranteed. [205] Therefore, the selection of the XC functional for a specific
problem is somewhat based on experience and benchmarking of the DFT.

2.3.1.3 Computation of excited states

So far, the methods discussed have primarily focused on the electronic GS. How-
ever, many physicochemical processes, such as photochemistry, fluorescence, etc.,
are initiated by or require excited-state (ES) species. In spectroscopy measure-
ments, a sample is exposed to an electronic field, which interacts with the molecules.
[206] This interaction can lead to the absorption of photons by molecules in their
initial state, which in turn can excite electrons to higher electronic states. In
the absence of an electromagnetic field, the system decays from excited state by
emitting an photon. Theoretical treatments of ESs have been proposed for vari-
ous physicochemical processes, but accurately computing excitation energies and
optical spectra can be a challenging task. [207] Firstly, most ESs are open-shell
states, particularly those involving excitation to valence-like orbitals, which inher-
ently require a multiconfigurational treatment. Secondly, achieving convergence
of a self-consistent field (SCF) solution for an ES can be difficult due to the com-
plex nature of ES. The energy difference between the ES and the GS SCF energy
is often approximated as ∆SCF. [207] To address these challenges, e.g. within
the wave function theory (WFT), the multiconfiguration self-consistent field (MC-
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SCF) [208]-based methods have proven to be effective. These methods incorporate
CI steps that directly extend to excited states.

Another prominent approach for ES calculations is time-dependent density func-
tional theory (TD-DFT), which is an extension of GS KS DFT to describe electronic
excitations. The formal foundation for TD-DFT is provided by the Runge-Gross
theorem [209], which is an analog of the HK [198] theorem for the TD version of
the SE (equation 20). They demonstrated the one-to-one mapping between TD
potentials and TD electronic density functionals [209, 210]. In practical terms, this
means, that if one can calculate the TD density of a system, then the TD potential
and all of its associated properties can be obtained using TD-DFT. Similarly to
the case of TI DFT, by replacing the interacting system with an auxiliary non-
interacting system (KS system) [211] the TD formalism reduces the many-electron
problem to a set of self-consistent single particle equations [212, 213]

i
∂

∂t
ψi(r, t) =

(
−1

2
∇2 + veff(r, t)

)
ψi(r, t), (32)

where the TD effective potential veff(r, t) can be written as

veff(r, t) = vSCF[ρ](r, t) + v(t). (33)

Here, v(t) refers to a perturbation of an applied field that is gradually turned on
in the distant past. The SCF vSCF[ρ](r,t) is defined as

vSCF[ρ](r, t) =
∫
ρ(r, t)
|r− r’|

dr’+ vxc[ρ](r, t), (34)

where the XC potential is given as the functional derivative of the XC action Axc

and is approximated by Exc, the XC functional of TI KS theory, which is a function
of space at a fixed time t

vxc[ρ](r, t) =
∂Axc[ρ]

∂ρ(r, t)
≈ ∂Exc[ρt]

∂ρt(r)
= vxc[ρt](r). (35)

Similar to the XC potential in GS DFT, the XC kernel in TD-DFT is also unknown
thus the choice of XC functionals can significantly impact the results obtained
with TD-DFT. Despite the improvements made for the XC functionals in TD-DFT,
solving the full TD KS equation for even moderately sized systems can still be
computationally expensive. Therefore, several approximations are made to sim-
plify the calculations. Noteworthy, TD-DFT is more complicated than in GS DFT
as it is formally influenced by the entire past density of the system, leading to
a memory effect, and must be solved self-consistently in the time domain. Thus,
one of the most common approximations is the adiabatic approximation, which
neglects the time-memory effect on the XC kernel.

Molecular properties are essential quantities underlying the macroscopic behavior
of molecular systems. The determination of these properties constitutes one of
the most fruitful areas of interplay between experiment and theory. From a theo-
retical point of view, the determination of molecular properties can be achieved
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by calculating response functions that describe how a molecule responds to weak
perturbing fields like internal magnetic moments or external electric and mag-
netic fields. [214] This means in circumstances where the external TD potential
is small, it may not be necessary to solve the full TD KS equations. Instead, per-
turbation theory can be employed to determine the behavior of the system and
the linear response (LR) of the system can be taken as an approximation to the
full solution. The resulting theory is known as LR TD-DFT([215–217]), and often
simply denoted as TD-DFT. In this approach, when a system is initially in the GS,
the impact of a perturbation on the KS Hamiltonian due to the application of a
field is considered to be of first order as

δveff(r, t) = δvSCF[ρ](r, t) + δv(t), (36)

where δvSCF[ρ](r,t) is the LR of the SCF due to the change in the charge density
given by

δρ(r,ω) =
∑
ai

δPai(ω)ψa(r)ψ∗i (r) +
∑
ia

δPia(ω)ψi(r)ψ∗a(r), (37)

transforming to the frequency representation. In this relation, following the con-
vention of labeling MOs as i, j for occupied, a,b for virtual, and s, t,u, v for general
orbitals, δPst(ω) is the LR of the KS density matrix in the basis of the unper-
turbed MOs

δPst(ω) =
∆nst

(εs − εt) −ω
δveffst (ω), (38)

where ∆nst is the difference in occupation numbers and has a value of 1 for
st = ai and -1 for st = ia. Equation 38 is, however, complicated by the fact that
δvSCF[ρ] depends on the response of the density matrix

δvSCF
st [ρ](ω) =

∑
uv

Kst,uv(ω)Puv(ω), (39)

where the coupling matrix K describes the response of the SCF to changes in the
charge density

Kstσ,uvτ =
(
ψ∗sσ(r)ψtσ(r)|ψ

∗
vτ(r

′)ψuτ(r
′)
)

+

∫
drdr ′ψ∗sσ(r)ψtσ(r)

δ2Exc[ρ]

δρσ(r)δρτ(r ′)
×ψ∗vτ(r ′)ψuτ(r

′)
(40)

with σ and τ being spin indices. Within the adiabatic approximation, this matrix
is time and frequency-independent.

It is important to note, that the determination of excitation energies in response
theory involves identifying the poles of the response functions. They can be de-
termined as a solution to the non-Hermitian eigenvalue problem(

A B

B A

)(
X

Y

)
= w

(
−1 0

0 1

)(
X

Y

)
, (41)
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where Xai = δPai(ω) and Yai = δPia(ω). Here, the matrices A and B are defined
as

Aai,bj = δabδij(εa − εi) +Kai,bj, (42)

Bai,bj = Kai,jb. (43)

The particular XC functional employed determines the specific structures of A
and B [218].

Due to the favorable cost-performance ratio, TD-DFT in its LR form has be-
come the de facto workhorse in the calculation of ES-related properties like elec-
tronic transition energies, absorption and emission spectra in a wide range of
fields. [177, 210, 219] However, TD-DFT has its own limitations, particularly in
dealing with near degeneracies and double excitation [220, 221]. Similar to the
DFT methods, the accuracy of TD-DFT results is sensitive to the choice of XC
functional. It is worth noting that besides the lack of a systematical way of im-
proving the method, one of the widely prominent limitations of DFT (and also
TD-DFT) is the self-interaction error (SIE) [222–224]. In WFT methods, the self-
interaction term included by the Coulomb potential is exactly cancelled out by
a similar term in the exchange potential. This is, however, not the case for the
common XC functionals since the exchange term is treated only in an approxi-
mate way. The resulting SIE leads to an over-delocation of the electron density
compared to the true density. Therefore, the conventional functionals often sig-
nificantly underestimate charge-transfer [220, 225], Rydberg [226, 227] and core
excitation energy [228]. A common way to mitigate this issue is the application of
hybrid functionals, which use a certain amount of exact–exchange (EXX) instead
of DFT exchange. One should be aware that the optimal fraction of EXX may
differ significantly for different properties and systems. In recent years, various
strategies have been developed to improve upon the excitation energies. The cur-
rently most popular class is the range-separated hybrid functionals. [223] The
concept of range separation is based on dividing the electron-electron interaction
into short and long-range components, allowing for the use of different fractions
of HF-like exchange at varying inter-electronic distances. To date, various range-
separated hybrid functionals have been developed. Among those, the coulomb
attenuating methods (CAMs) like CAM-B3LYP [229] couple global hybrids at
short interelectronic distances (19%) and increase the HF-like exchange at longer
distances (65%) resulting in an accurate description of electronic excitations and
charge-transfer transitions [230].

For more comprehensive information, one can refer to textbooks on theoretical
and computational chemistry [179, 184, 231], as well as a series of reviews [210,
216, 232, 233] treating both mathematical aspects and applications of DFT/TD-DFT.
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2.3.2 Vibrational structure theory

2.3.2.1 Molecular vibrations and representation of potential energy surfaces

Molecular vibrations refer to the motion of atoms within a molecule, where the
atoms oscillate back and forth around their equilibrium positions. In molecu-
lar physics, each independent mode of motion is referred to as a degree of free-
dom (DOF), which represents a unique way in which the energy of the molecule
can be distributed. Denoting the set of coordinates describing the system as
q =(q1,q2, ...,qM) where M is the number of DOFs in a system, a molecule
containing N atoms has 3N DOFs to describe the positions of the atomic nuclei.
Typically, three DOFs are assigned for translation and three (or two for linear
molecules) for rotation, resulting in 3N− 6(5) DOFs describing the vibrational
motions of the molecule. For example, water molecules display three fundamen-
tal vibrational modes: symmetric stretching, asymmetric stretching, and bending
(as illustrated in Figure 8). Each mode is linked to a different fundamental fre-
quency of oscillation, which can be experimentally observed through techniques
such as infrared spectroscopy.

Symmetric stretching
(3832.2 cm-1)

Symmetric bending
(1648.5 cm-1)

Asymmetric stretching
(3942.5 cm-1)

Figure 8: Illustrations of the three vibrational modes of the water molecule: symmetric
stretching, asymmetric stretching, and bending with their corresponding fre-
quency [234]. The atoms move in the directions indicated by arrows.

As discussed previously, in the framework of BOA, the system’s wave function
can be expressed as the product of an electronic and nuclear component. The
PES represents a potential, where each point on the surface corresponds to the
electronic energy of the system at a specific arrangement of the nuclei. The vibra-
tional states can then be determined by solving the nuclear Schrödinger equation
with the Hamiltonian for nuclear motion

ĤN = T̂N + V̂N. (44)

The specific form of the kinetic energy operator T̂ and potential energy surface
V̂ are dependent on the chosen coordinates and the approach pursuit to obtain
V(q) [235]. The most standard choice of vibrational coordinates for medium-sized
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systems is normal coordinates defined from the eigenvectors of the mass-weighted
second derivative matrix (Hessian matrix) at the minimum on the PES.

On the basis of the mass-scaled normal coordinates, the nuclear Hamiltonian of
a non-linear molecule in equation 44 can be written as

ĤN = −
1

2

M∑
m=1

∂2

∂q2m
+
1

2

∑
αβ

(Ĵα − π̂α)µαβ(Ĵβ − π̂β) −
1

8

∑
α

µαα + V̂(q). (45)

In this Hamiltonian, or so-called Watson operator [236], Ĵα and π̂α is the total
and the vibrational angular momenta operator (respectively), µαβ is the inverse
of the effective moment of inertia, and V(q) is the usual Born–Oppenheimer PES.
When dealing with systems that have more than a few DOFs, approximations
must be made for both, the operator and the wave function, in practical calcu-
lations. Considering the Watson for a non-rotating molecule and neglecting the
terms involving the inverse effective moment of inertia, the simpler Hamiltonian
is obtained as

ĤN = −
1

2

M∑
m=1

∂2

∂q2m
+ V̂(q). (46)

In addition, the proper representation of the PES, V(q), is critical for accurate
vibrational structure calculations. However, constructing the PES poses a signif-
icant challenge for many-body systems due to its high dimensionality and the
lack of an analytical form. In practice, the vibrational motions of large molecules
are often analyzed using normal modes assuming a simplified quadratic PES with
respect to atomic displacements [237, 238]. In this model, the potential is repre-
sented as a harmonic oscillator (HO), which assumes that the PES is parabolic
and that the motion of the atoms is harmonic around the equilibrium position
(blue curve in Figure 9) resulting in the identification of characteristic normal
modes of vibration.

In many situations, such as those involving hydrogen bonds, the assumption of
harmonic behavior is insufficient, and harmonic analysis yields unsatisfactory re-
sults when compared to experimental observations. To overcome the limitations of
HO approximation, the anharmonic oscillator model has been developed, wherein
the PES can be generated by calculating the electronic energy of the molecule
for various nuclear displacements (for example the Morse anharmonic model in
Figure 9). These models provide a more accurate description of the vibrational
behavior of polyatomic molecules, but can be computationally more demanding
to solve than the simple HO model. In fact, the construction of the full global
potential for molecules with more than a few atoms becomes computationally
demanding because the number of points scales exponentially with the number
of DOFs. Therefore, achieving greater efficiency in vibrational calculations can be
done through two approaches: reducing the dimensionality of the problem and
decreasing the number of single point calculations required for constructing the
potential.
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req

r
A B

Figure 9: Schematic representation of potential energy curve of the Morse anharmonic
(solid black curve) and harmonic oscillator (solid blue curve) with different
vibrational states (dashed black line and dashed blue line, respectively) and
corresponding wave functions (red curves) of molecule A-B. In the harmonic
oscillator model, the corresponding energy levels of the vibrational states are
equally spaced by  hω, and the equilibrium bond length (req) is constant for
all energy levels. In the anharmonic oscillator model, the potential energy
surface is no longer parabolic, and the frequency of vibration can depend
on the amplitude of the motion. The anharmonic potential is constructed
from calculations of the molecular electronic energy for different internuclear
distances.

To tackle the high-dimensionality issue, the full-dimensional PES can be approx-
imated by using potential energy functions (PEFs) of lower dimensionality and
high-order mode couplings in a hierarchical manner. This approximation is known
as the n-mode representation or n-mode expansion of the potential in the vibra-
tional context [239–241]. To construct the PES expansion, a series of approximate
PESs are utilized

V(1),V(2), ...,V(M), (47)

where V(1) corresponds to the sum of uncoupled anharmonic oscillators while
V(2) includes all couplings among pairs of modes, etc. For example, summing over
terms containing only one and two-mode couplings a two-mode representation of
the PES can be written as

V(2) =
∑
m1

V̄m1(qm1
) +

∑
m1<m2

V̄m1m2(qm1
qm2

) (48)

where V̄m denotes the PEFs, which are also referred to as “cuts-functions”. These
sub-potentials are functions of selected set of modes, which is also referred to as
a mode combination (MC). For the two-mode case example, the sub-potential of
a mode m1 and m2 reads

V̄m1m2(qm1
qm2

) = Vm1m2(qm1
qm2

) − Vm1(qm1
) − Vm2(qm2

). (49)
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In this framework, the full-dimensional PES can be approximated as a sum over
many low-dimensional sub-potentials as

V(q1,q2, ...,qM) ≈ VMCR =
∑

m∈MCR[V]

V̄mn , (50)

where mode combination range (MCR) denotes the range of included MCs of var-
ious sizes. Depending on the desired accuracy and efficiency, we can choose to
include or exclude certain MCs in the potential. For instance, in this thesis, a
selected set of modes was used for generating the PES and conducting vibronic
calculations, up to the second order of the n-mode expansion. When all mode-
coupling levels are included the expansion becomes exact.

It should be noted that the required number of single points for the n-mode expan-
sion increases withMn. Thus, an obvious way to improve efficiency in vibrational
calculation, after the dimensionality problem has been dealt with, is to decrease
the number of single point calculations needed for constructing the potential.
Equidistant grid points are one method of selecting grid points; however, it may
be necessary to use a higher density of grid points for certain regions, particularly
near the minimum geometry. To achieve this, an adaptive approach can be taken
to enhance the PES’s accuracy in critical regions. In the MidasCpp [242] program
package, to avoid using pre-defined static grids of single points, the adaptive den-
sity guided approach (ADGA) [243] is used to automatically construct the grid
of single points. In the ADGA scheme, the generation of the evaluation grids is
guided dynamically by the densities of the vibrational wave functions, taking into
account both the size of the grid and the mesh of evaluation points. This method
also allows the incorporation of multilevel or multiresolution capabilities [244].

2.3.2.2 Vibrational wave function

As discussed previously, the inclusion of anharmonic terms in the potential en-
ergy surface becomes necessary for more accurate descriptions of molecules. One
should bear in mind that developing a suitable potential cannot be viewed as
independent of the task of determining the wave function and corresponding en-
ergies.

Numerous methods have been developed to incorporate the correlation between
vibration motions through mode-mode couplings, which can be considered analo-
gous to the hierarchy of wave function-based approaches used in electronic struc-
ture theory [245–247]. The main focus of this subsection is thus on wave function
methods using the vibrational self-consistent field (VSCF) as starting point and
vibrational configuration interaction (VCI) as an approach used for including the
correlations between the different degrees of freedom.

At variance with electrons, vibrational modes are treated indistinguishably so
that the M-mode wave function of a given vibrational configuration m does not
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need to be antisymmetrized and can be written as a Hartree product of one-mode
functions φm

sm(qm) as

Φs(q) =

M∏
m=1

φm
sm(qm) = φ1

s1(q1)φ
2
s2(q2)...φ

M
sM(qM) (51)

with s being an M-dimensional index vector indicating the excitation level for
each mode. A general wave function in the M-mode space can be written as a
linear combination of the direct product functions

Ψc(q) =
∑
s

csΦs(q) =

N1∑
s1

N2∑
s2

...
NM∑
sM

cs1s2...sMΦs1s2...sM(q1,q2, ...,qM). (52)

From this equation, it is noticed that the dimension of the problem is equal to the
(usually very high) number of c coefficients. This extreme increase in complexity
with system size prevents “exact” quantum dynamics for more than a few DOFs.

One of the fundamental techniques employed in vibrational structure theory is the
VSCF method [246–248], which is a vibrational equivalent of the HF method in the
electronic structure theory. It is a mean-field approach in which each vibrational
DOFs interacts with an averaged potential of the other modes. By selecting a
reference (GS) index vector i, the Hartree product is written as

Φi(q) =

M∏
m=1

φm
im(qm). (53)

The reference index i vector defines which level for each mode that is considered
to be “occupied”. The energy

Ei = 〈Φi| Ĥ |Φi〉 (54)

is optimized under variation of orthonormal one-mode functions φm
sm(qm). Apply-

ing the variational principle, we lead to the SCF equations for one-mode functions

Fm,iφm
im(qm) = εmimφ

m
im(qm) (55)

where an effective operator (mean-field Hamiltonian) is introduced for each mode

Fm,i =

〈
M∏

m ′=1, 6=m

φm ′

im
′ (qm ′)

∣∣∣∣∣∣ Ĥ
∣∣∣∣∣∣

M∏
m ′′=1, 6=m

φm ′′

im
′′ (qm ′′)

〉
.

It is obtained by integrating the Hamiltonian over all other modes. The VSCF
eigenvalues can be written in terms of the Hamiltonian and the eigenfunctions as

εmim = 〈φm
im(qm)| Fm,i |φm

im(qm)〉 = 〈Φi| Ĥ |Φi〉 = Ei. (56)

The φm
im(qm) functions can be expressed using a primitive basis. Choosing an

appropriate primitive basis for each vibrational motion is primordial, as they
define the building blocks of the anharmonic vibrational wave function and will
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therefore determine its quality (flexibility and compactness). The primitive basis
could consist of HO functions, but local basis functions like B-spline functions
have proven to be more effective for ADGA calculations. [249]

It is noteworthy that terms incorporating anharmonic treatment in the wave func-
tion can be categorized into two distinct components: (i) anharmonic terms in
a single mode, and (ii) mode-coupling terms that relate to two or more modes
simultaneously. In the absence of mode-coupling terms, the one-mode terms are
treated exactly by VSCF. Within the VSCF, the mode-mode correction is only
partially adressed through the mean-field description: each mode experiences the
effects of other modes only through the averaged field of the coupling terms across
these modes. This is analogous to the problem of electronic correlation in elec-
tronic SCF. Despite these limitations, the VSCF method provides a good starting
point for more accurate methods [245, 246, 248, 250, 251]. One of the widely used
approach for dealing with mode-mode correlation is vibrational configuration in-
teraction (VCI) [245, 246, 248, 250] using the ansazt shown in equation 52.

The underlying formulation of this approach is often based on the second quantiza-
tion (SQ) [251]. It is an important concept to enable the treatment of many-body
systems in a compact and efficient way. Analogous to orbitals in molecular elec-
tronic structure theory, a set of one-mode wave functions known as “modals” are
represented in an occupation number vector (ONV)

|k〉 = |{k10,k11, . . . ,k1N1−1}, . . . , {k
m
0 ,km1 , . . . ,kmNm−1}, . . . , {,k

M
0 , . . . ,kM1 , . . . ,kMNM−1}〉

(57)

with kmp being an integer denoting the occupancies of the one-mode level corre-
sponding to mode m with modal p, Nm is the size of the modal basis for mode
m. The integers specify how many times the modal enters the Hartree product.
Figure 10 illustrates an example of modals that are occupied and a comparison
between the first quantization (FQ) notation and the SQ notation for the ONV.
In the context of molecular vibrations, each mode is described as having a single
occupied modal which leads to the equation

Nm∑
p=1

kmp = 1. (58)

The ONV representing the state with no occupied modes, where all k values are
zero, is referred to as the vacuum state |vac〉. To fully define the space, the inner
product between two ONVs is defined as

〈k|l〉 =
M∏

m=1

NM∏
p=1

δkm
p lmp , (59)

where δ is the Kronecker delta function arising from the overlap integrals of the
orthonormal modals. To manipulate ONVs, creation and annihilation operators
are introduced

am†p | . . . ,kmp , . . . 〉 =
√
kmp + 1| . . . ,kmp + 1, . . . 〉, (60)
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Modes

Modals

0

1

2

3

1 2 3

FQ. ϕ10 (q1) ϕ21 (q1) ϕ3
2 (q1)

SQ: ONV | ⟩1000 0100 0010
| 0 1 2 ⟩SQ: Vector of occupation

Figure 10: An example with three vibrational modes represented by yellow shadows,
where each mode consists of four modals represented by blue shadows. The
red dots indicate the occupation of a specific modal, and the resulting product
of one-mode functions and occupation number vectors for first quantization
(FQ) and second quantization (SQ), respectively, as well as the notation for
the vector of occupations, are shown below the modals.

amp | . . . ,kmp , . . . 〉 =
√
kmp | . . . ,kmp − 1, . . . 〉. (61)

These operators denoted am†p and amp , respectively, create and annihilate an
occupied state for the mode m in the p-th modal. They satisfy the following
commutation relations

[am†p ,am
′†

q ] = [amp ,am
′

q ] = 0 (62)

[amp ,am
′†

q ] = δmm ′δpq. (63)

In SQ, the indices i, j, k, etc., refer to the modals occupied in the reference
state, while a, b, c, etc., correspond to virtual modals, and p, q, r, etc., refer
to arbitrary modals. It is important to note that this occupation vector should
not be confused with the ONV (see Figure 10). The VSCF wave function, which is
usually used as the reference Hartree-product for excited wave function e.g. VCI
can be written in terms of a string of creation operators as

|VSCF〉 = |φi〉 =
M∏

m=1

a
m†
im |vac〉. (64)

Excited configurations can be obtained by introducing excitation operators of the
form

τµm =
∏
m∈m

a
m†
amamim . (65)

An example of excitation from the reference state to another state in SQ is illus-
trated in Figure 11. Here, “excitation” refers to the promotion of one or more

40
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Modals

0

1

2

3

1 2 3

Reference state Φi | ⟩0 0 0
| 0 1 2 ⟩Excited state

m

Virtual

Occupied

Figure 11: Schematic illustration of the vibrational state space of vibrational self-
consistent field as reference state and correlated vibrational wave functions in
its exited state. MC m is the set of modes that are excited from the reference
state (dashed dot) to the excited state (solid dot) by the excitation operator.

modes from the occupied levels to the unoccupied levels relative to the reference
ket. m refers the set of modes that are excited by the operator, while µm is an in-
dex that specifies the modals excited to. The Hermitian adjoint to τµm correspond
to a de-excitation.

Given a particular choice of reference state, the linear VCI wave function ansatz
can be written as

|VCI〉 = |Φi〉+
∑
µm

Cµmτµm |Φi〉 (66)

using intermediate normalization 1 = 〈Φi|VCI〉 = Ci. The Cµm are the variational
VCI parameters determined from VCI eigenvalue equations.

The exact wave function for a given Hamiltonian and one-mode basis set can be
obtained by including the full sum over all excitations, resulting in the full VCI
wave function. Due to the large number of possible excitations, the full VCI expan-
sion becomes computationally intractable for larger systems. Therefore, truncated
VCI methods are often used, which include only a selected set of excitations. By
limiting the number of excitations to only n-mode excitations, we obtain approx-
imated wave functions that have significantly fewer parameters. This approach
leads to a hierarchy of VCI models, denoted VCI[1], VCI[2], VCI[3], VCI[4], and
so on, which are guaranteed to converge to the full VCI results for that specific
set of modals within basis set limit. For instance, in this thesis, a truncated VCI
method with up to 3 or 4 orders of excitations is employed.
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2.3.3 Computation of molecular optical spectra

The following subsection examines the theory behind calculating spectral inten-
sity and line shapes, as well as the widely used independent mode, displaced
harmonic oscillator IMDHO approximation.

2.3.3.1 Spectral intensity and Franck-Condon factors

One of the main tasks in the computation of optical spectra is the determination
of the band intensities or transition probabilities. The intensity of the absorp-
tion or emission peak can be quantified by the oscillator strength. This value is
dependent on the dipole moment change between the initial and final states. Accu-
rately simulating electronic spectra requires accounting for the complex interplay
between electronic and nuclear motion, which can be challenging. Vibrational
and rotational transitions accompany electronic transitions, leading to the broad-
ening of spectral lines [252]. In theoretical calculations of electronic spectra, it
is common to neglect the explicit treatment of rotational structure. This sim-
plification is mainly due to the experimental challenges in resolving rotational
transitions, particularly for large molecules. [253] Instead, the focus is typically
on the vibrational structure, which can be accounted for using the Franck-Condon
(FC) approximation [254, 255]. This approximation assumes that the vibrational
motion is much faster than the electronic motion, allowing us to separate the
electronic and vibrational contributions to the transition.

In most cases, the intensity In←m of a transition between the two electronic
states Ψm and Ψn is proportional to the square of the transition dipole moment,
which has the form

µµµn,m = 〈Ψn|µ̂µµ|Ψm〉, (67)

where µ̂µµ = µ̂µµe + µ̂µµN is the transition dipole operator with µ̂µµe and µ̂µµN being
the electronic and nuclear dipole operators, respectively. Assuming a product
wave function and considering only vibrational modes of nuclear motion, we have
|Ψm〉 = |Ψ(r,R)eΨ(R)v〉 and |Ψn〉 = |Ψ(r ′,R ′)e ′Ψ(R ′)v ′〉 with r, R being electron
and vibrational coordinates, respectively. The variables v and e represent the
vibrational and electronic components of the initial m state, while v ′ and e ′
represent the corresponding components in the final n state. By considering the
vibronic transition ev→ e ′v ′, the transition dipole moment can be re-written as

µµµn,m = 〈Ψe ′Ψv ′ |µ̂µµe + µ̂µµN|ΨeΨv〉
= 〈Ψe ′ |Ψe〉〈Ψv ′ |µ̂µµN|Ψv〉+ 〈Ψe ′Ψv ′ |µ̂µµe|ΨeΨv〉.

(68)

The Ψe and Ψe ′ wave functions are orthogonal, consequently the first term on the
right-hand side of equation 68 vanishes. The electronic transition dipole moment
can be defined as µµµe ′,e = 〈Ψe ′ |µ̂µµ

el|Ψe〉. Thus, the transition dipole moment can
be written as [252]

µµµe ′v ′,ev = 〈Ψv ′ |µµµe ′,e|Ψv〉. (69)
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The electronic part of the transition dipole moment µµµe ′,e is dependent on the
nuclear coordinates [252]. Thus, it is convenient to expand the µµµe ′,e into a Tay-
lor series in terms of displacements along the normal modes (Qk) around the
equilibrium position (Q0) of the initial state[253]

µµµe ′,e(Q) ≈ µµµe ′,e(Q0) +

N∑
k=1

∂µµµe ′,e
∂Qk

(Qk −Qk,0) + . . . , (70)

where N is the number of vibration modes. By substituting equation 69 into
equation 70, the following expression is obtained

µµµe ′v ′,ev ≈ µµµe ′,e(Q0)〈Ψv ′ |Ψv〉+
N∑

k=1

∂µµµe ′,e
∂Qk

〈Ψv ′ |Qk −Qk,0|Ψv〉+ . . . , (71)

In the Condon approximation, the electronic transition dipole moment is assumed
to be independent of the nuclear coordinates. As a result, only the zero-th order
term or the so-called FC factor [254, 256–260] of the expansion provided in equa-
tion 71 is considered. Although there are other contributions such as Herzberg-
Teller factors [261] (first-order terms), they are typically (but not in all cases)
insignificant [40] and are often neglected. Thus, the transition dipole moment for
a vibronic excitation (e 6= e ′) within the FC model can be expressed as

µµµe ′v ′,ev = µµµe ′,e(Q0)〈Ψv ′ |Ψv〉. (72)

The calculation of FC factors often approximates the PESs as harmonic poten-
tials [259, 262, 263]. However, as mentioned earlier, for more accurate descrip-
tions of vibrational motions, the inclusion of anharmonicities and mode-mode
couplings e.g. employing VCI wave functions are crucial.

2.3.3.2 Line shape of the spectra

The spectral profile of one-photon transition is given by

σ(ω) ≈ σFC(ω) =
4π2ω

3c

∑
e ′

∑
v ′

|µµµe ′,e(Q0)|
2|〈Ψv ′ |Ψv〉|2δ(Ev ′ − Ev ±ω), (73)

where Ei is the (absolute) energy of vibrational level i,ω represents the frequency
of the incident or emitted light, c is the speed of light and δ is the lineshape
function. The choice of lineshape function is crucial in accurately representing
the broadening of spectral lines. The most commonly encountered line shapes are
the Gaussian and the Lorentzian. While a Gaussian line shape is often taken as
evidence of static inhomogeneous broadening, a Lorentzian line shape is evidence
of “lifetime broadening” according to the Heisenberg uncertainty principle . [264]

In addition, environmental effects, such as solvent or temperature, can signifi-
cantly influence the line shape of vibronic spectra. As most of the interesting

43



photophysical and photochemical phenomena (i.e., UV-vis absorption and fluo-
rescence in biological systems) occur in solution, in particular in aqueous environ-
ment, many efforts have been devoted to modeling the optical spectra of solutes
in aqueous solution. The polarizable continuum model (PCM) [265–267] is a com-
monly employed method that utilizes the bulk properties of the solvent to induce
polarization in a solute, making it computationally advantageous. It, however,
usually does not sample solute–solvent configurations, which determine excited
state properties. [29] Additionally, continuum methods face substantial difficul-
ties in accurately simulating spectral lineshapes, which encompass both the high-
energy tail resulting from vibronic transitions and the inhomogeneous broadening
arising from solute–solvent interactions. [268, 269]. Treating the solvent explicitly
at the QM level allows for a more precise representation of these interactions. How-
ever, the substantial computational requirements associated with this approach
often limit its usage to studying the microsolvation effect. Despite the limita-
tions in the number of solvent molecules, such solvation effects are particularly
important for gaining insights into the local solute-solvent interactions and their
impact on various properties and processes, including solute stability, [270] reac-
tivity, [271] spectroscopic properties [272], and intermolecular interactions [273],
etc.

2.3.3.3 Independent mode, displaced harmonic oscillator model for vibronic spec-
tra

As mentioned earlier, calculating FC integrals for polyatomic molecules is a chal-
lenging task as it involves determining the PESs of the relevant electronic states
and performing a complete frequency analysis. The independent mode, displaced
harmonic oscillator (IMDHO) model, which is also known as the multidimen-
sional separable harmonic approximation, [258, 260] is a straightforward but
feasible approach for FC calculation, and a widely used approach for calculat-
ing the vibrational intensity distribution in the electronic spectra of sizable sys-
tems [32, 274–276]. This model makes several assumptions, including:

i) The molecule’s vibrational modes are independent of one another and can
be treated as separate harmonic oscillators.

ii) The potential energy surface of the final electronic state can be approxi-
mated as a displaced initial electronic state. In other words, the vibrational
frequencies remain unchanged.

iii) The final state exhibits the same normal modes as the initial state. In other
words, Duschinsky rotations [277] are neglected.

Accordingly, the PESs of the two electronic states involved in a transition are
harmonic and differ only by the position of their minimum i.e., shifts in energy
(∆Ei) and position along the normal mode (∆i), see Figure 12. The vibrational
displacements of the ES are approximated from the ES gradients at the equilibrium
structure of the GS [278]. By neglecting any changes in frequency in the ES or
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Figure 12: Simplified Jablonski diagram of the emission between two singlet states, the
electronically ground-state (GS) and excited-state (ES). The intensity dis-
tribution of the emission (left) is approximated by the Independent Mode
Displaced Harmonic Oscillator model (right). This model neglects changes
in wave number and Duschinsky rotations.

Duschinsky mixing effects, the PES of the final state can be obtained from its
initial state as

Ve ′(Qk) = Ve(Qk −∆i)∓∆Ei =
1

2
k(Qk −∆i)

2 ∓∆Ei. (74)

The vibrational states in the two relevant electronic states can be expressed as a
multiplication of Nmodes one-dimensional nuclear wave functions that are mutu-
ally orthonormal

|Ψv〉 =
Nmodes∏
i=1

|Ψe,i〉 (75)

leading to the FC integral

〈Ψv ′ |Ψv〉 =
Nmodes∏
i,i ′=1

〈Ψe ′,i ′ |Ψe,i〉 ≈
Nmodes∏
i=1

〈Ψe ′,i|Ψe,i〉. (76)

As a result, the transition cross-section for transitions in equation 73 reads

σ(ω) ≈ 4π
2ω

3c

Nes∑
e ′

|µµµe ′,e|
2×

∑
l1

∑
l2

...
∑

lNmodes

Nmodes∏
i=1

|〈Ψe ′,i|Ψe,i〉|2δ(Ev ′ − Ev±ω),

(77)
whereNmodes are the number of considered normal modes. By multiple summing
over the final vibrational quantum numbers Ψe ′,i and Ψe,i for the normal mode i
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in the electronic states e ′ and e, respectively, all possible combinations of quantum
numbers and modes in the different states are taken into account.

The IMDHO model allows the vibrational intensity distribution to be calculated by
considering the overlap between the vibrational wave functions of the initial (ES)
and final (GS) states, which is determined by the geometrical changes associated
with the electronic transition, see Figure 12. In the limit of no Duschinsky mixing,
the formulas for the FC factors from the vibrational ground state (0th) of the
initial electronic state to the nth vibrational state of the final electronic state
within the IMDHO approximation can be expressed in atomic units as [257, 258]

fn←0 = |〈n|0〉|2 =
1

n!

(
∆2
i

2

)n

exp
(
−
∆2
i

2

)
(78)

where ∆i is the dimensionless normal-mode displacement of the two involved
electronic states along the considered normal mode i (c.f. Figure 12). The vibronic
profile of, e.g. an emission spectra, within the IMDHO model can directly be
calculated via its auto-correlation function as [258, 274, 279]
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where c is the speed of light, µµµel is the electronic transition dipole moment, which
is assumed to be constant in the present work. ωj is the angular vibrational fre-
quency of normal mode j in the initial state and ∆j the harmonic displacement
of normal mode j in the same state. Both, ωj and ∆j, are assumed to be iden-
tical in both involved electronic states. En,0 is the energy of vibrational level 0
in electronic state n. In the IMDHO model, the difference Em,0 − En,0 is equal
to the adiabatic excitation energy between the electronic states m and n. γ is
the half-width at half-maximum (HWHM) for the underlying Lorentz line-shape
function of the individual vibronic peaks. Hence, γ determines the broadening
of the vibronic peaks. It is chosen prior to the computation of the IMDHO line
shape. This time-dependent approach is particularly beneficial for large systems,
as the accumulated intensity can be calculated for every frequency of interest
rather than calculating a large number of FC factors.[274, 280]

In summary, achieving accuracy in computational spectroscopy is essential for
supporting and complementing experimental results, as well as for predicting
molecular and spectroscopic properties for new systems. However, this accuracy
typically comes at a high computational cost, making some calculations unfea-
sible. Thus, there is a need for continued development of new and improved
methods that balance accuracy with computational efficiency, as well as for the
optimization of existing methods.
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Part II

R E S E A RC H





3
RESEARCH OVERVIEW

Since the early days of protein study, chemists and biochemists have been aware
that protein functions largely depend on the acquisition of specific three-dimensional
structures by folding processes[281–283]. Under stress conditions, they may ag-
gregate, often in an irreversible manner [2, 284–286] causing protein misfolding
diseases. For early diagnosis of such diseases, new approaches including optical
spectroscopy are being developed to detect these pathological hallmarks. Fluo-
rescence techniques have emerged as a valuable tool in this field, offering high
sensitivity and the ability to probe various structural aspects, such as aggregation
states, conformational changes, and binding interactions. [287–291] However, the
interpretation of experimental spectra is often a challenging task due to broad
line shapes and the intrinsic heterogeneity of complex systems. To disentangle
these complex signatures and disclose the underlying molecular properties, theo-
retical spectroscopy has been applied for decades as a powerful complementary
technique [184].

Theoretical studies can provide a valuable understanding at an atomic level of
the structure of a probes-protein complex, surpassing the resolution capabilities
of experimental methods. A direct vis-à-vis comparison between experimental
and computed spectroscopic data of complex systems is, however, still far from
being standard due to the unfavorable scaling with the number of nuclear degrees
of freedom (DOFs). An interesting question is, with the current software and
hardware perspectives, how we can reconcile the accuracy and interpretability of
theoretical study, particularly when anharmonic effects and/or environment need
to be accounted for? This is the main research question of my first sub-project.

In this sub-project, the development and implementation of a set of approaches
for the reliable calculation and prediction of vibrationally resolved emission spec-
tra of pathological biomarkers is investigated. The present work mainly builds
upon the previous findings that the vibrational progression of organic dyes, e.g.
oligothiophenes is dominated by only a small number of modes [32, 292] and
the number of required modes scales sublinear [32]. It enables a new scenario to
keep the balance between accuracy and computational efficiency. To estimate the
impact of individual modes on the vibronic profile, the harmonic displacement
between the minima of the two involved electronic states within the independent
mode, displaced harmonic oscillator (IMDHO) model is applied. As mentioned
in chapter 2, this approximation is relatively simple, yet it enables the precise
calculation of vibrational line shapes based on the harmonic frequencies of the
initial state and the atomic gradients of the final state, considering only the equi-
librium structure of the initial state. In this project, a so-called VCI-in-IMDHO
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model, which embeds a reduced-space vibrational configuration interaction (VCI)
anharmonic wave function treatment in the IMDHO model for mode selection and
vibrational broadenings, is proposed. In contrast to the reduced-space VCI ap-
proach developed by Madsen and co-workers [32], this new approach includes the
vibronic effect of the vibrational DOFs by focusing the effort on modes of interest
and treating the rest harmonically. In the same study, an environmental effects
on vibronic spectra for these relatively large molecular systems are also revealed.
It suggests that the calculation of vibronic profiles in the condensed phase is also
required for accurate simulations. In addition, as most biomarkers are used in the
condensed phase, the effects of the environment, e.g., solute–solvent interactions,
must be properly taken into account. Although implicit models of the environ-
ment can adequately capture the average behavior in solution, they are unable
to account for specific environmental effects like atomistic electronic polariza-
tion and hydrogen bonding. To address this, spectral calculations incorporating
the explicit environment are necessary. Hence, in the first project, I also explore
the micro-solvation effects of water and betaine on the harmonic vibrationally
resolved emission spectra of the target molecules. By considering anharmonic
effects and the influence of the environment, the project contributes to the de-
velopment of more accurate and efficient computational methods for studying
complex systems.

For a rational design and development of new fluorescent biomarkers, a thor-
ough comprehension of the binding interactions between the dye and protein is
indispensable. In this regard, the second sub-project focuses on providing spec-
troscopic evidence of binding and X-ray crystallographic structure data on TTR
complex formation with the fluorescent salicylic acid-based pyrene amyloid ligand
(Py1SA). Overall, this project aims to bridge the gap between computational pre-
dictions and experimental observations, providing a comprehensive understanding
of the TTR–Py1SA complex formation. To do so, molecular dynamics and um-
brella sampling simulations are used to investigate the binding and unbinding
mechanisms of Py1SA at an atomic resolution where a clear preference for one of
the binding modes with the salicylic acid group pointing into the pocket, which
would not be resolved in experiment, was found. The outcomes of this project
have significant implications as they not only enhance a comprehension of the in-
teractions between TTR and ligands but also offer a prospective fluorescent probe
for investigating TTR aggregation and misfolding in future research.

Further elaboration on each project within the thesis will be provided in the
upcoming chapters, where specific details and results of the research will be thor-
oughly discussed and analyzed. These chapters will delve into the methodologies
employed, computational procedures undertaken, data obtained, and the corre-
sponding interpretations, contributing to a comprehensive understanding of the
individual projects and their respective contributions to the overall thesis.
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4
METHODS AND COMPUTATIONAL DETAILS

This chapter includes sections originating from the publications and manuscripts:

TMN. Nguyen and C. König, “Tailored anharmonic-harmonic vibrational pro-
files for fluorescent biomarkers”, Phys. Chem. Chem. Phys., 2022, 24, 14825-
14835.

Y. Todarwal, C. Gustafsson, TMN. Nguyen, I. Ertzgaard, T. Klingstedt, B.
Ghetti, R. Vidal, C. König, M. Lindgren, K P. R Nilsson, M. Linares and P. Nor-
man, “Tau protein binding modes in Alzheimer’s disease for cationic luminescent
ligands.” J. Phys. Chem. B, 2021, 125(42):11628–11636.

TMN. Nguyen and C. König, “The role of micro-solvation on the computed
emission spectra: The case of oxazines”
(In preparation)

TMN. Nguyen, A. Begum, J. Zhang, P. Leira, Y. Todarwal, M. Linares, P.
Norman, D. Derbyshire, E. von Castelmur, M. Lindgren, P. Hammarström and
C. König. “Binding of pyrene-based fluorescent amyloid ligand to transthyretin:
A combined crystallographic and molecular dynamics study.
(Under revision)

with some modifications.

In previous chapters, the theory behind vibronic spectroscopies as well as the
molecular and quantum mechanical model for the calculation of vibronic spectra
and ligand–protein interaction has been discussed. In this chapter, I will present
how such calculations are actually performed within the framework of software
applications. Since they are applied to different studies, very different setups have
been used. However, they can be divided into two main procedures: the first being
the calculation of the vibronic spectra of the ligand with/without the inclusion
of solvent effects, and the second being the calculation of the ligand–protein in-
teraction. The first procedure involves setting up the electronic structure of the
ligand, including the calculation of the electronic–structure, potential energy sur-
face (PES) generation, and anharmonic vibrational wave function calculations.
The procedure is organized in the order of the workflow displayed in Figure 13.
The second procedure involves simulating the ligand–protein complex, including
the calculation of the binding/unbinding energy of the ligand as shown in Fig-
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ure 15. In the following sections, I will explain in more detail the specific methods
and techniques used for these calculations, as well as the different software appli-
cations that have been employed.

4.1 vibrationally resolved uv/vis spectra calculations

All electronic structure calculations were performed with the Gaussian16 program
package [293] using time-dependent density functional theory (TD-DFT) with the
CAM-B3LYP [229] functional. For computational efficiency and comparison pur-
pose, different basis sets were used. The aug-cc-pVDZ [294] basis set was used for
bTVBT4 while a def2-TZVP basis set [193, 195] was employed for organic dyes
including pentameric oligothiophene derivative (HS84), 1,4-diphenylbutadiene
(DPB), and anthracene diimide (ADI). The latter was also applied for pyrene-
based dyes i.e. Py1SA and Py2SA; and oxazine dyes (nile blue (NB+), oxazine 1
(Ox1+), darrow red (DR+), cresyl violet (CV+), oxazine 4 (Ox4+), and oxazine
170 (Ox170+)). The calculations of harmonic absoprtion spectra for pyrene-based
molecules were performed by Erik Rohloff while the microsolvation effects of be-
taine on the absorption spectra of DR+ and CV+ were calculated by Nils Weber
in the internship projects under my supervision.

Different harmonic and anharmonic vibrational calculations were performed on
the investigated probes, as shown in figure 14. For the PES generation and an-
harmonic vibrational wave function calculations, a locally modified version of the
Molecular Interactions Dynamics And Simulation C++ package (MidasCpp) [242]
version 2019.04.0 and 2019.10.0 was employed. For oligothiophenes, the PESs were
taken from reference [32]. To account for new combinations of anharmonically
treated coordinates, not previously considered in reference [32], I removed the
corresponding regions from the PESs generated in that reference. For all vibra-
tional profile calculations of the organic dyes and bTVBT4, the normal modes and
vibrational frequencies of the first excited state were utilized. The vibrational coor-
dinates of the excited state were also employed for the reduced-space anharmonic
PESs for both the ground and excited state. The ground- and excited-state PESs
for the fluorescent dyes were obtained with the multistate extension [295, 296] to
the adaptive density guided approach (ADGA) [243] obtaining reliable PESs for
at least the lowest six vibrational states in both electronic states. Additionally,
mode–mode coupling up to second order in n-mode expansion was considered in
the PES generation within a selected set of modes of organic dyes. The relative
ADGA convergence criterion threshold was set to 1.0 × 10−2 while the absolute
ADGA convergence criterion threshold was set to 1.0 × 10−6. Both were increased
by a factor of 10 for the two–mode coupling part of the PES. The PESs cuts
were fitted to polynomials with the maximal polynomial order of eight. All vi-
brational self–consistent field (VSCF) calculations were performed with B–spline
basis sets [249] with a basis set density of 0.8.
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Figure 13: General workflow for the vibronic spectra modeling of fluorescent dyes. The
starting structures of the dyes are optimized at the desired level for both
ground and first excited states. Harmonic vibrational calculations are per-
formed for every structure. After the mode ranking process using the pro-
posed criteria, the anharmonic Franck–Condon factors are calculated for
selected vibrational modes. The resulting stick spectra are then broadened
with a line shape obtained from the independent mode, displaced harmonic
oscillator (IMDHO) autocorrelation function and compared to experimental
data.
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Figure 14: Vibrational treatment for investigated molecules

The anharmonic Franck–Condon (FC) factors were obtained from vibrational con-
figuration interaction (VCI) calculations. For all cases with four or more modes in
the VCI treatment up to quadruply substituted configurations are included in the
VCI treatment (VCI[4]) with the exception of bTVBT4 with a maximum of three
simulaneously excited modes (VCI[3]). For smaller vibrational subspaces, full VCI
calculations were conducted. The VCI FC factors [40, 297–299] were obtained as
overlaps of the anharmonic VCI wave functions of the different vibrational states
within the final electronic state with the vibrational ground state of the initial
electronic state. The sum of FCs factors was required to be more than 0.98 to
ensure that most of the intensity was captured in the calculated spectra. Hence,
different numbers modals were included in the configurational space for different
molecules.

The calculations of the FC factors were performed using the respective imple-
mentation [32, 296] in MidasCpp [242]. The different measures as well as the
IMDHO line shapes were implemented in a python framework. Therefore, scipy.in-
tegrate.quad with techniques from the Fortran library QUADPACK [300] was
used for the integration parts.

All the calculations were performed for the dyes in vacuum, if not specified oth-
erwise. To get a rough estimate of the impact of the solvent environment on
the vibrational progression, I performed the pure IMDHO computations addition-
ally each dye using the integral equation formalism of the polarizable–continuum
model (IEF-PCM) [301, 302] or its variation, a solvation model based on den-
sity (SMD) [303], with the default dielectric constants in Gaussian16. I chose for
each dye the solvent of the respective experimental spectrum compared to, that
is, water for HS84 (note that the experiment was done in a phosphate buffered
saline), hexane for DPB, dichloromethane for ADI, and dimethyl sulfoxide for the
Py1SA, Py2SA.
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Additionally, the microsolvation effect of water and betaine on different oxazine
dyes was also investigated. A preliminary conformational search for isolated ox-
azine molecules was performed taking into account initial molecular dynamic
calculations by Tinker7 molecular modeling package [304]. The starting confor-
mations obtained were also further optimized by the CAM-B3LYP functional in
conjunction with the def2-TZVP basis set through Gaussian 16 package. Oxazine–
water and oxazine–betaine complex geometries were then optimized at the same
level starting from several test geometries, involving placing the solvent molecule
at various positions around the chromophore core (see section 6 for more de-
tails). The harmonic spectra for each oxazine–solvent complex were generated as
described above.

For a consistent theory–experiment comparison, the experimental spectra mea-
sured in wavelength scale are transformed in line shapes by applying an intensity
correction proportional to ω2.[305, 306] I further normalized the area under the
peak to 1 in all spectral comparisons and shifted the maxima of the experiment
to the same position as the maxima of the respective most advanced calculation.

4.2 ligand–protein binding interactions

The general workflow of molecular dynamics (MD) simulations as well as the
umbrella sampling (US) for studying TTR–Py1SA complex systems is illustrated
in Figure 15.

4.2.1 Molecular dynamic simulations

All molecular dynamics (MD) simulations were performed using the Gromacs
version 2019.3 [307] with the Amber ff14SB force field [114] for the TTR protein
and re-parametrized General Amber Force Field (GAFF) [308, 309] for Py1SA
provided by Yogesh Todarwal. The starting structures of the TTR protein with
Py1SA ligand existing in two configurations with respect to protein were based
on the X–ray crystallography data. The X–ray analysis resulted in two structures
for each conformer due to the two symmetry–equivalent binding sites as depicted
in Figure 15. MD simulations were performed for all initial structures and refer
to them as forward–B or forward–B’ and reverse–B or reverse–B’, respectively.

Gromacs Tools were used to solvate the protein–ligand system in a TIP3P [103]
water box of size 7×7×9 nm3 with a total of approximately 12,000 water molecules.
21 Na+ ions were then added to obtain system charge neutrality. The long–range
electrostatic interactions were calculated using the particle mesh Ewald (PME)
method [137] with a long–range cutoff of 1 nm which also is the cutoff of the
short–range van der Waals interactions. Default settings were used for Fourier
spacing (0.12 nm) and PME order (4). Periodic boundary conditions were ap-
plied to all three directions of the simulation box. The energy minimization was
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then performed using the steepest decent algorithm with a maximum step size
of 0.001 nm and a maximum force of 10 kJ mol−1nm−1. All atoms except the
ones that are within 4 Å from the ligands (4 Å pocket) were under the harmonic
constraints with the strength of 1,000 kJ mol−1nm−2. In addition, the linear con-
straint solver (LINCS) algorithm [310] was used to constrain all bonds. A short
equilibration was propagated using velocity rescaling in the NVT ensemble at
300 K and Berendsen barostat in the NPT ensemble at 1 atm with a simulation
course of 100 ps. Subsequently, the MD simulations were performed in the NVT
ensemble for 1 µs simulation time. Processing of the different raw data from MD
production was done using Gromacs utilities. Molecular graphics were prepared
using the Visual Molecular Dynamics (VMD) program [311].

4.2.2 Umbrella sampling simulations

The potential of mean force (PMF) surfaces were computed using umbrella sam-
pling (US) [34, 147, 158]. MD simulations were employed to extract the initial co-
ordinates for binding free energy calculations. The same experimental settings as
in the molecular dynamic simulations section using Gromacs version 2021.3 [307]
were applied, except the box size was set to 7×11×9 nm3 and the constraints,
which were applied to the backbone in the US simulations. Starting from the
last snapshot of each mode from the equilibration MD phase, Py1SA was pulled
away from its binding site about 2.5 nm using a force of 5,000 kJ mol−1nm−2

for the first (B) and 8,000 kJ mol−1nm−2 for the second structure (B’) of re-
verse mode, 7,000 kJ mol−1nm−2 for the first (B) and 8,000 kJ mol−1nm−2 for
the other structure (B’) of forward mode. The Py1SA was pulled at the rate of
0.005 nm/ps. The spring constant as well as the pulling rate in each simulation
were carefully selected based on our empirical study so that large overlaps of
the histograms were obtained . From these pulling trajectories, snapshots with
the equivalent distance of 0.025 nm were set as a starting configuration for each
umbrella sampling simulation, which was independently simulated by performing
an NPT equilibration for 100 ps followed by a 1 ns NVT trajectory. The force
constant of the umbrella potential is set to 4,000 kJ mol−1 nm2 for all trajecto-
ries. Each simulation consists of a total of 101 umbrella windows. Additionally,
17 extra windows were added between 0.2 nm and 0.4 nm for each trajectory
of these modes. Thus in total, for these modes, each simulation consists of 118
windows.

Finally, the weighted histogram analysis method (WHAM) [164, 165] was used to
combine several windows into a PMF curve to estimate the binding free energy.
For each initial structure, two pulling simulations followed by umbrella sampling
were conducted to get the average PMF curve.
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Figure 15: General workflow for the molecular dynamics analysis and the calculations
of potential of mean force of TTR–Py1SA complex. The simulations of the
complex start from experimentally determined structures from the X–ray
method. There are two different binding modes of Py1SA (in sticks) to the
protein (in ribbons): forward, reverse. Each results in B or B’ binding modes
due to the averaging of electron density along the AA’ BB’ symmetry axis.
The starting structures are then solvated and protonated to simulate an
environment that mimics the in vivo conditions. After relaxing, the systems
are further equilibrated to the desired temperature and pressure. Molecular
dynamics simulations are then run for 1 ms for data collection. The last
conformer from the equilibrated system of each mode is then the starting
structure for umbrella sampling. The weighted histogram analysis method
is used to combine several windows into a potential of mean force curve to
estimate the binding free energy.
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5
TAILORED ANHARMONIC -HARMONIC V IBRATIONAL
PROF ILES FOR FLUORESCENT BIOMARKERS

This chapter includes sections originating from the publications:

T.M.N. Nguyen and C. König, “Tailored anharmonic-harmonic vibrational pro-
files for fluorescent biomarkers”, Phys. Chem. Chem. Phys., 2022, 24, 14825-
14835.

Y. Todarwal, C. Gustafsson, T.M.N. Nguyen, I. Ertzgaard, T. Klingstedt, B.
Ghetti, R. Vidal, C. König, M. Lindgren, K P. R Nilsson, M. Linares and P. Nor-
man, “Tau protein binding modes in Alzheimer’s disease for cationic luminescent
ligands.” J. Phys. Chem. B, 2021, 125(42):11628–11636.

with some modifications.

Computation of vibrational profiles of small molecules e.g. fluorescent biomarkers
in the gas phase has been essential for understanding fundamental aspects of the
structure and dynamics of molecules. As a matter of fact, with recent advance-
ments in computational spectroscopy, many previously confronting problems are
now within reach. Yet, the accurate simulation of these fluorescent dyes remains
a significant challenge for theoreticians, notably due to the complex interplay
of molecular vibrations and electronic transitions. The molecular vibrations, in
particular, affect the spectral shape and intensity of the molecular excitation
and emission spectra, making accurate predictions difficult. As a result, direct
comparison of theoretical to experimental spectra [312–315] and determining the
color of a dye [316, 317] can be challenging for medium to large-sized molecules.
For example, the line shape of fluorescent spectra of oligothiophenes [318] can
be well-described by theoretical models for vibrational broadenings. Given that,
still, resolving the spectra line shape is a challenging field to theorists mainly due
to the high computational cost of accounting for anharmonic effects.

In this chapter, a new computational framework is proposed for reliable theo-
retical vibrationally resolved emission spectra accounting for anharmonic effects
for different chromophores such as oligothiophenes, 1,4-diphenylbutadiene (DPB),
and an anthracene diimide (ADI) derivate. The method relies on the fact that
the vibrational progression of a molecule e.g. oligothiophenes is dominated by
only a small number of modes [32, 292] which can be sorted by using the dis-
placement [32] from the independent-mode displaced harmonic oscillator (IMDHO)
model [257, 260].
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In this chapter, the VCI-in-IMDHO model and the measures for the division of
the vibrational spaces are presented in the section 5.1 as well as the results in
comparison to the experiment in the section 5.2. The computational details can
be found in chapter 4.

5.1 vci-in-imdho model

To assess the accuracy of reproducing the experimental spectra using the IMDHO
line shape, the harmonic absorption spectra of two pyrene-based dyes are com-
puted (Figure 16). These dyes have a salicylic acid (SA) group connected to
either the first position (Py1SA) or the second position (Py2SA). These pyrene
derivatives have a remarkable amyloid fibril binding affinity and display intrigu-
ing photophysical properties, such as differences in fluorescence brightness and
lifetime in absorption spectra. These emissions are also found to change when
binding to defective Aβ 1-42 fibrils, which are thought to be crucial in the pro-
gression of Alzheimer’s disease [80].

(a) Py1SA structure (b) Spectra of Py1SA
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(c) Py2SA structure (d) Spectra of Py2SA
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Figure 16: Structure and calculated absorption spectra of Py1SA and Py2SA in vacuum
(black) and in dimethyl sulfoxide using SMD model (blue) broadened with
a HWHM of 0.04 eV compared to an experimental spectrum in dimethyl
sulfoxide [80] (green). Vertical electronic transition energy in gas phase is
presented with grey lines. The experimental spectra of Py1SA and Py2SA
are shifted by -0.019 eV and -0.461 eV, respectively to get the same position
of maximum as calculated spectra in vacuum. The spectra in the condensed
phase are also shifted by 0.146 eV and -0.347 eV, respectively.1

1 These calculations were performed by Erik Rohloff in a research internship under my supervision,
Leibniz Universität Hannover, 2022.
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As shown in Figure 16, the crude IMDHO broadening moel effectively replicates
the difference in absorption spectra between Py1SA and Py2SA, which are two
structurally similar molecules. This is important as it indicates that even small
structural changes can have a significant impact on the absorption spectra of these
types of molecules, which can be crucial in developing new fluorescence probes
with specific properties. Additionally, the solvation effects are also accounted for
in this study using the polarizable continuum model-SMD showing insignificant
differences compared to the vacuum spectra. The ability to mimic the difference in
absorption spectra between Py1SA and Py2SA of the IMDHO line shape highlights
its utility in predicting the spectra of other structurally similar molecules, making
it an important tool for further research in this field.

In the VCI-in-IMDHO, all important anharmonic modes are treated with an ac-
curate VCI wave function, which accounts for the one-mode anharmonicity as
well as for mode-–mode couplings and correlations, usually restricted to second
order. For all other modes, the IMDHO model is employed, which is purely har-
monic and neglects frequency differences in the involved electronic states as well
as Duschinsky rotations. Note that, in the VCI-in-IMDHO model, mode-mode
coupling within the modes treated by the IMDHO model, as well as between the
two sets of modes, is not taken into account. In contrast to other hybrid schemes
for vibrational line shapes,[41, 267, 319–323] the VCI-in-IMDHO is not a mixed
quantum–classical approach, but rather a mixed quantum–quantum scheme. So
far, this model is restricted to FC factors, which can be assumed to be a good
approximation for the bright transitions considered in this work.

The validation was first conducted on oligothiophenes containing two to five thio-
phene rings. The validated method is then applied to the fluorescent dyes depicted
in Figure 17.
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Figure 17: Representation of the investigated dyes: pentameric oligothiophene derivative
(HS84), 1,4-diphenylbutadiene (DPB) and anthracene diimide (ADI) [324].
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In the VCI-in-IMDHO hybrid scheme, a small subset of modes is first selectively
chosen based on their importance for the calculation of FC factors, which are
calculated as the overlap between the VCI wave functions of the vibrational states
participating in the transition. The resulting stick spectra are then broadened
with a line shape obtained from the IMDHO autocorrelation function [equation 80].
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In this model, a sum over all Nstates vibrational states in the final electronic state
obtained by anharmonic VCI calculations is introduced. The energy of the corre-
sponding vibronic state EVCI

n,s equals the sum of the electronic energy of this state
and the VCI vibrational energy of the respective vibrational state. Similarly, EVCI

m,0
corresponds to the electronic energy of the electronic statem plus the anharmonic
zero-point energy. Further, the product accounting for vibrational broadening in
the IMDHO is now restricted to those NHO modes modes not accounted for in the
VCI treatment. Physical effects that induce broadenings, such as finite tempera-
ture effects, are not explicitly included within this study. For the above-described
hybrid scheme, the modes must be divided into two sets based on three criteria:

1. Importance of the mode for vibrational progression: Harmonic displacement
(∆i) based on the IMDHO model.

The ranking of mode importance is determined by utilizing th harmonic
displacements calculated from the gradient of the ground electronic state
at the equilibrium structure of the excited state. Similar as in references [32]
and [276], the idea behind this criteria is that within IMDHO model large
displacements of the potential energy curve cause non-vanishing FC overlap
for multiple states leading to pronounced vibrational progression. In con-
trast, with zero displacements, only a single peak is observed rather than a
pronounced vibrational progression as there are only overlaps between the
vibrational ground-states. Thus, this first measure estimates the impact of
the mode under consideration on the vibrational progression, i.e., whether
more than the 0–0 transitions are significant.

2. Resolution of the vibrational progression with a given HWHM (γ): Crossing
point between the Lorentzian broadening the 0− 0 and 1− 0 transition (σ).

The resolution of these modes is additionally taken into account when as-
suming line broadening, ensuring that the additional peaks are not obscured
beneath the broadened lines. In reference [32], the authors used a pure fre-
quency criterion to discard the vibrational modes with frequencies smaller
than half the chosen HWHM. This approach, however, does not account for
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the relation between the height of the satellite peaks (in the IMDHO model
determined by the displacement ∆i) and the resolution. In the new scheme,
the second criterion proposed is the HWHM at which the maximum of the
1← 0 peak broadened with a Lorentzian line shape lies on the Lorentzian
band of the 0 ← 0 peak. Only the modes with greater σi than the chosen
HWHM are included in the VCI calculations.

3. Impact of one-mode anharmonicity on the vibrational profile:

In conjunction with the aforementioned criteria, the third criterion is em-
ployed to assess whether individual modes necessitate anharmonic treat-
ment or if a harmonic treatment within the IMDHO model would suffice.
This aids in narrowing down the computations to more realistic and man-
ageable scenarios. To do so, a the ratio

(
∆a

i

∆i

)2
between the squared anhar-

monic (∆a
i) and harmonic displacements (∆i) is proposed. The anharmonic

displacements ∆a
i for all modes i are obtained by projecting the difference

between the optimized structures in the initial and final electronic states on
the normal modes employed in the IMDHO model. These two measures, how-
ever, do not correlate clearly as shown in the section 5.2.2. Consequently, the
impact of anharmonicity is evaluated by comparing the vibrational profiles
of individual modes within the IMDHO model and anharmonic treatment.

It is also observed that to accurately identify and treat those modes with high pre-
cision and relatively low computational cost, a combination of all three measures
is preferable over relying on a single criterion alone. For example, the vibrational
progression caused by a mode with a high displacement, may not be seen due to
a poor resolution, or it might already be well described in the harmonic picture.
This can be seen with more details in the next section.

5.2 results and discussion

5.2.1 Oligothiophenes, revisited

In the following, results are presented for mode rankings, the convergence of spec-
tra for trans-oligothiophenes of different lengths using the reduced-space approach
mentioned in reference [32], and the newly proposed VCI-in-IMDHO approach.
The calculated spectra are then compared to the corresponding experimental
ones [318] in ethanol at 77 K, that is, below the melting point of ethanol. Hence,
the thermal broadening is likely suppressed in these spectra.

Following the outline of reference [32], the inclusion of anharmonic modes with
decreasing displacements ∆i for the trans-bithiophene is evaluated. The most im-
portant modes for trans-bithiophene are shown in Table 1 with the one-mode
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anharmonicity obtained by visual inspection of the respective spectra (see Fig-
ure 18).

Table 1: Mode ranking for trans-bithiophene with CAM-B3LYP/6-31+g(d). The most
important modes with the harmonic frequency νi in cm−1, the absolute value of
the harmonic |∆i|, anharmonic

∣∣∆a
i

∣∣ dimensionless displacement, the relative dif-

ference between harmonic and anharmonic displacement
(
∆a

i
∆i

)2
, the resolution

measure σi in cm−1, and the effect of one-mode anharmonicity on the vibronic
profile (1-AH).

Mode (i) νi/cm−1 |∆i|
∣∣∆a

i

∣∣ (
∆a

i

∆i

)2
σi/cm−1 1-AH

14 674 1.420 1.593 1.259 7473 weak
36 1658 1.350 0.422 0.098 5312 moderate
7 387 0.824 1.606 3.799 277 weak
5 290 0.529 0.415 0.615 117 weak
29 1214 0.446 0.303 0.461 403 weak
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Figure 18: IMDHO-treated (blue) and VCI-treated (black) vibrational profile with a
HWHM of γ = 0.04 eV for the S0 ← S1 emission for the different modes
of trans-bithiophene employing PESs from ref. [32]. The vertical transition
energy is given as a vertical grey line.

By considering the reduced-space approach [32] with 0.2 as the displacement
cut-off, there are five important modes (modes 14, 36, 7, 5, and 29). In the VCI-
in-IMDHO scheme, modes 5 and 7, however, are neglected for the anharmonically
treatment due to their resolution measure σi, which lies below the chosen HWHM
γ value of 322.6 cm−1 (0.04 eV). In Figure 19 the vibrationally resolved emission
spectra obtained by the pure IMDHO model and VCI are presented for different
reduced spaces containing

set 1 only the mode with the largest IMDHO displacement, i.e., mode 14

set 1* only the mode with the most pronounced one-mode anharmonicity among
the five modes with the largest IMDHO displacement, i.e., mode 36

set 2 three modes with the largest IMDHO displacements according to the pro-
cedure in reference [32], i.e., modes 14, 36, 7
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set 2* three modes with the largest IMDHO displacements and a resolution
measure larger than the chosen half width at half maximum, i.e., modes 14,
36, and 29, and

set 3 all five previously investigated modes, i.e., modes 14, 36, 7, 5, and 29.
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Figure 19: Reduced-space vibrational profile for the S0 ← S1 emission for trans bithio-
phene with the IMDHO model (blue) and VCI (black). For the definition of
the reduced spaces, see the main text. The vertical transition energy is given
as a vertical grey line.

It is observed, that the one-mode harmonic and anharmonic spectra are very
similar (set 1) for mode 14, while they differ significantly for the mode with the
most pronounced one-mode anharmonicity, i.e., mode 36. The same holds for all
other sets, which all include the anharmonic mode 36.
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Figure 20: Hybrid VCI-in-IMDHO vibrational profiles for the S0 ← S1 emission for
trans bithiophene for the different sets of vibrational coordinates treated by
VCI (black) and that for the largest set of modes set 3 (blue) with a HWHM
of 0.04 eV compared to a corrected experimental spectrum of bithiophene at
77 K in ethanol [318] (green). For the definition of the reduced spaces, see
the main text. The vertical transition energy is given as a vertical grey line.
The experimental spectrum is shifted by 0.105 eV to get the same position of
maximum as the calculated spectrum. Additionally, the deviation between the
shown spectra according to equation (81) is quantified below the respective
graphs.

The calculated spectrum including both VCI treatment for the above-mentioned
modes and IMDHO treatment for the rest is presented together with a pure IMDHO
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treatment of all vibrational modes (set 0) and the experimental spectrum in
Figure 20. No clear improvement is observed when mode 14 is included in the
anharmonic calculation (set 1), but slight differences are noticed by including
mode 36 in the VCI calculation. A similar trend was observed for the other sets.
It is noticed that the vibrational profile for the hybrid scheme with set 3 closely
resembles that of set 2*. This observation is supported by the relatively small
difference observed between the two spectra

d =

∫b
a |f(x) − g(x)|dx∫b

a g(x)dx
. (81)

This measure is used to obtain a more quantitative comparison of the convergence
of the vibrational profiles to that obtained for the hybrid scheme with the different
sets of modes. For that, the best model (hybrid calculation for set 3) is chosen as
a reference spectrum (g(x)). For the example of bithiophene, it can be concluded
that considering anharmonicities, employing a refined resolution measure, and
including less important modes within the IMDHO model can be advantageous
for achieving increased convergence of the vibrational profile as the number of
modes increases.

All-trans-terthiophene, all-trans-quaterthiophene and all-trans-pentathiophene show
a similar convergence behavior. For these molecules, it is also possible to discard
vibrational modes due to the more refined resolution measure and similar conver-
gence behavior. In these cases, the agreement with the experiment is, however,
only moderate mainly due to the solvation effect. Still, the VCI-in-IMDHO treat-
ment leads to a systematic further improvement of this agreement. To conclude,
in this section, it has been observed that reduced-space VCI vibrational profiles
can be combined with IMDHO-type line shapes to the VCI-in-IMDHO model. This
combination can lead to a faster convergence of the vibrational profile.

5.2.2 Assessment of the anharmonicity measure

Anharmonic treatment is among the most challenging tasks of contemporary com-
putational chemistry to obtain reliable results. To reduce the scaling problems of
the extension of the anharmonicity and modes couplings to medium to large-sized
systems, in this study an anharmonicity measure is introduced. It is obtained by
comparing the IMDHO displacements to the anharmonic ones obtained by project-
ing the coordinate difference of the ground and excited state onto the respective
vibrational coordinates

(
∆a

i

∆i

)
. If the squared ratio for all modes is equal to 1, a

good approximation is expected for the IMDHO treatment, while large deviations
suggest that the respective mode is more likely to exhibit anharmonic contribu-
tions. For thiophene test cases, all modes with significant (moderate) effect of one-
mode anharmonicity on the one-mode vibrational profiles have an anharmonicity
measure of

(
∆a

i

∆i

)2
< 0.1. For trans-pentathiophene (and the organic dyes), it

is observed, however, that some modes with very small anharmonicity measures
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below the cut-off value that do not show significant one-mode anharmonicities as
depicted in Table 2 and Figure 21.

Table 2: Mode ranking for all-trans-pentathiophene using CAM-B3LYP/6-31+g(d). The
most important modes with the harmonic frequency νi in cm−1, the absolute
value of the harmonic |∆i| and anharmonic

∣∣∆a
i

∣∣ dimensionless displacement, the

relative difference between harmonic and anharmonic displacement
(
∆a

i
∆i

)2
, the

resolution measure σi in cm−1, and the effect of one-mode anharmonicity on
the vibronic profile (1-mode AH).

Mode νi/cm−1 |∆i|
∣∣∆a

i

∣∣ (
∆a

i
∆i

)2
σi/cm−1 1-mode AH

92 1600 0.960 0.164 0.029 1479 weak
91 1592 0.835 0.191 0.052 1164 weak
41 711 0.795 0.989 1.549 483 weak
18 323 0.690 1.429 4.293 180 weak
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Figure 21: IMDHO treated (blue) and VCI treated (black) vibrational profile with a
HWHM of γ = 0.04 eV for the S0 ← S1 emission for the different modes of
all-trans-pentathiophene using CAM-B3LYP/def2-TZVP. The vertical tran-
sition energy is given as a vertical grey line.

This observation might be related to that the FC region has a larger influence on
the vibrational profile than the region around the equilibrium of the final state,
as has been reported earlier[325]. For this reason, to assess the anharmonicity,
the computationally more expensive comparison of the effect of the one-mode
anharmonicity on the one-mode vibronic spectra directly is further applied. It
is also noted that among the modes investigated for anharmonicity, those with
high harmonic displacements also exhibit the largest anharmonicity effects on the
vibrational profiles.

5.2.3 Organic biomarkers

Based on the results obtained in the previous section, the VCI-in-IMDHO scheme
is now applied to the somewhat larger organic fluorescent dyes introduced in Fig-
ure 17 and compare their spectra to the experimental data. In contrast to the
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(a) Emission spectra of HS84 molecule
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(b) Mode ranking for HS84 molecule.

Mode νi |∆i| σi 1-AH
133 1576 1.120 2044 weak
131 1547 0.699 879 weak
68 735 0.697 416 weak
107 1264 0.420 393 weak
126 1488 0.313 338 weak

Figure 22: Calculated emission spectra of HS84 molecule (a) and the corresponding
mode ranking (b) with CAM-B3LYP/def2-TZVP. See the caption of Ta-
ble 1 for more details. (a): Calculated harmonic (blue), reduced space VCI
(red), VCI-in-IMDHO without mode–mode couplings in the PES (magenta)
and VCI-in-IMDHO (black) broadened emission spectra of HS84 molecule
with a HWHM of 0.04 eV compared to a corrected experimental spectrum in
PBS [49](green). Vertical electronic emission energy with grey lines. The VCI
spectrum is obtained by conventional Lorentzian broadening. In the bottom
part, the calculated spectra are directly compared to the best approximation
(VCI-in-IMDHO) and the experimental spectrum, respectively. Additionally,
the deviation between the calculated spectra according to equation 81 is quan-
tified in the respective graphs. The modes treated by VCI in the reduced-space
VCI are 131, 133, 68, 107, 126, out of which only the modes 133, 131, and 68
were coupled in the underlying PESs. The experimental spectra are shifted by
0.144 eV to get the same position of maximum as VCI-in-IMDHO spectra.

experimental spectra for oligothiophenes above, the broadening in the experimen-
tal spectra for the organic biomarkers can be assumed to be dominated by thermal
broadening. Fewer details are resolved in these spectra. Furthermore, in interest
of computational cost, only two-mode couplings were included in the PESs for
modes, for which |∆i| > 0.6 for these larger examples.

For the oligothiophene-based fluorescent dye HS84, all modes are discarded from
the anharmonicic treatment due to the resolution measure and one-mode anhar-
monicity (see Figure 22-b). The corresponding calculated vibrational line shapes
of the emission spectra for HS84 obtained for reduced-space VCI, IMDHO and
VCI-in-IMDHO models are shown in Figure 22-a for a HWHM of 0.04 eV. The
energy differences between the main peaks are similar in all approaches (between
0.180 eV and 0.187 eV). A slight deviation is obtained for the VCI-in-IMDHO
spectrum with all the modes accounted for anharmonically including two-mode
couplings for selected modes in the PES compared to that with only one-mode
anharmonicities in the reduced-space PES (see Figure 22). This suggests that
mode–mode coupling effects, similar to one-mode anharmonicities, play a small
role here.
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In 1,4-diphenylbutadiene (DPB) case, it is however noted that the impact of the
strongest one-mode anharmonicity (mode 70) on the vibrational profile is larger
than the mode–mode coupling contributions (see Figure 23-a). The impact of
reduced-space anharmonicity holds in particular for the intensities, but also the
energy differences are shifted. This shift in intensities mostly concerns an in-
crease of the peak around 3.1 eV and a decreased intensity, of the peak around
3.5 eV when considering reduced-space anharmonicity. This shift leads to a better
qualitative agreement with the experimental spectrum, similar to the conclusions
drawn on the effect of full-space ground-state anharmonicity in reference [306].
A high degree of agreement with experimental data demonstrates the reliability
and accuracy of the VCI-in-IMDHO scheme for predicting the emission spectra
of these types of molecules.

(a) Emission spectra of DPB

2.4 2.7 3.0 3.3 3.6 3.9
Emission energy [eV]

Em
iss

io
n 

in
te

ns
ity

d = 0.237

Em
iss

io
n 

in
te

ns
ity

d = 0.283

2.4 2.7 3.0 3.3 3.6 3.9
Emission energy [eV]

d = 0.069

d = 0.064

2.4 2.7 3.0 3.3 3.6 3.9
Emission energy [eV]

(b) Mode ranking for DPB

Mode νi |∆i| σi 1-AH
70 1691 1.270 3452 moderate
53 1285 0.849 964 weak
69 1653 0.527 663 weak
41 1016 0.372 277 weak
60 1435 0.303 314 weak
57 1363 0.290 286 weak
64 1544 0.202 223 weak

Figure 23: Calculated emission spectra of 1,4-diphenylbutadiene molecule (a) and the
corresponding mode ranking (b) with CAM-B3LYP/def2-TZVP. See the cap-
tion of Table 1 for more details. (a): Calculated harmonic (blue), reduced
space VCI (red), one mode VCI-in-IMDHO (orange), VCI-in-IMDHO with-
out mode–mode couplings in the PES (magenta) and VCI-in-IMDHO (black)
broadened emission spectra of HS84 molecule with a HWHM of 0.04 eV com-
pared to a corrected experimental spectrum in hexane [306, 326](green). Verti-
cal electronic emission energy with grey lines. The VCI spectrum is obtained
by conventional Lorentzian broadening. In the bottom part, the calculated
spectra are directly compared to the best approximation (VCI-in-IMDHO)
and the experimental spectrum, respectively. Additionally, the deviation be-
tween the calculated spectra according to equation 81 is quantified in the
respective graphs. The modes treated by VCI in the reduced-space VCI are
70, 53, 69, 41, 60, 57, and 64, out of which only the modes 70 and 53 where
coupled in the underlying PESs. Only mode 70 is VCI treated in the one-mode
VCI-in-IMDHO treatment. The experimental spectra are shifted by 1.549 eV
to get the same position of maximum as VCI-in-IMDHO spectra.

anthracene diimide (ADI) was chosen as the final test system, as shown in Fig-
ure 17. The findings indicate a moderate impact of anharmonicity on ADI’s emis-
sion spectrum. This difference is lessened in the VCI-in-IMDHO treatment. The
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effect of mode–mode couplings in ADI is more significant than in previous exam-
ples.

As optical spectra measurements are typically performed in a solution, the posi-
tions of certain bands, as well as the tuning of their shapes by vibronic transitions
are found to be sensitive to changes in the solvent [267]. Rough estimates of the
effect of the solvent environment on the vibrational progression were made by
performing pure IMDHO computations using the polarizable-continuum model
(PCM) with the respective solvent that was used in the corresponding experimen-
tal spectrum for each dye. It was found that the impact of anharmonicities on
the vibrational line shape is similar to that of the solvent, with the exception of
a strong sensitivity of the pure IMDHO spectrum of HS84 when solvent effects are
included (see Figure 24). However, all simulated spectra show significant discrep-
ancies compared to the experimental reference.
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Figure 24: Calculated IMDHO harmonic emission spectra of HS84 in vacuum (blue), in
water estimated with the PCM model (black) and a HWHM of γ = 0.04 eV
using CAM-B3LYP/def2-TZVP compared to a corrected experimental spec-
trum in PBS[49] (green). The vertical transition energy in vacuum is given
as a vertical grey line. The experimental and the IMDHO spectrum in solvent
as well as its corresponding excitation energy (vertical blue light line) are
shifted by 0.130 eV and 0.211 eV, respectively, to get the same position of
maximum as IMDHO harmonic spectra in vacuum. Additionally, the devia-
tion between the calculated spectrum in vacuum and in solvent according to
Equation 81 is 0.211 and 0.343, respectively.

To further evaluate the effectiveness of this method, the calculation of absorp-
tion and emission spectra of different conformers of a novel fluorescence probe,
bTVBT4, was conducted in gas phase (see Figure 25). It results in the identifi-
cation of three vibrational stretching and angle-bending modes in the region of
1300–-1600 cm−1 to be of prime importance for the absorption spectrum pro-
file. The 0–0 transition dominates the absorption spectrum, leading to a strongly
inhomogeneous broadening [177]. With the VCI-in-IMDHO model, an accurate
description of the nuclear motions of this ligand is provided, which is crucial for
understanding the dynamics of the probe in more complex situations, such as in
water at room temperature.
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Figure 25: Computational vibrationally resolved absorption and emission spectra for cis
and trans bTVBT4 in vacuum (CAM-B3LYP/aug-cc-pVDZ). For the cis ref-
erence structure, three modes were included anharmonically in the absorption
calculation and six modes for the emission. For the trans reference structure,
three modes were treated anharmonically acorrdingly in the absorption and
seven modes in the emission spectra calculation. All remaining vibrational
modes were treated by the IMDHO model [177].
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In conclusion, with the VCI-in-IMDHO model, a hybrid treatment for vibra-
tional line shapes of optical spectra is introduced. This model uses a combination
of highly accurate and anharmonic vibrational wave function methods (VCI) for
selected modes and a very approximate IMDHO model for the remaining modes,
providing a balance of accuracy and computational efficiency. For the separation
of the modes into these two sets, the effect on the vibrational progression, previ-
ously utilized in previous research [32], was employed. Additionally, the resolution
criterion σi was refined, excluding modes based on the expected poor resolution
of the vibrational modes, rather than relying solely on a frequency criterion.

To assess the impact of anharmonicity a priori, a relation between the IMDHO dis-
placements (∆i) and the anharmonic displacements (∆a) was proposed. This was
achieved by projecting the coordinate difference of the ground and excited state
onto the respective vibrational coordinates. Unfortunately, a clear correlation be-
tween this relation and the impact of anharmonicity on the one-mode vibrational
profiles, especially for the anthracene diimide, could not be found. Thus, the
computationally more expensive comparison of the effect of the one-mode anhar-
monicity was used for further studies. Still, with the presented VCI-in-IMDHO
model, a reduction in computational cost is achieved compared to the reduced-
space VCI approach [32]. This scheme can be a valuable tool for predicting the
absorption and emission spectra of a wide range of fluorescence probes, and it is
expected to be useful for the design and optimization of new fluorescence probes
in the future. In addition, the effect of solvation was investigated using contin-
uum solvation models. In most cases, the impact of anharmonicity and solvation
effects are similar, except for HS84. This suggests that both effects need to be
taken into account for accurate computations. The combination of accurate vi-
brational profiles with different environmental descriptions will be explored in
the next section.
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6
ENVIRONMENT EFFECT ON THE VIBRATIONALLY
RESOLVED EMISS ION SPECTRA

This chapter contains sections sourced from a manuscript that is currently being
prepared

T.M.N. Nguyen and C. König.
“The role of micro-solvation on the computed emission spectra: The case of ox-
azines.”

Solvent plays a crucial role in the shape of the vibronic spectra of molecules. It
influences the energy levels and transitions of the electronic states, leading to
shifts in the absorption and emission wavelengths. Additionally, the solvent en-
vironment can affect the vibrational modes and their coupling with electronic
transitions, resulting in changes in the overall spectral shape and intensity. [267]
In the previous chapter, the impact of solvent on the vibronic spectra of HS84
was explored using the polarizable continuum model (PCM). The investigation
revealed a significant sensitivity of the pure IMDHO spectrum of HS84 when sol-
vent effects were taken into account. This highlights the crucial role of solvent in
shaping the vibronic spectra and emphasizes the need to consider solvent inter-
actions in accurate modeling and interpretation of optical properties. Similarly,
other dyes like oxazine molecules exhibit notable solvochromism and are sensi-
tive to their immediate chemical environment. [327–329] These characteristics
make them promising fluorescent probes for a wide range of biological applica-
tions,[57, 63–65, 67, 68, 330, 331] including the detection of amyloid aggrega-
tion.[68]

Despite notable progress in electronic theories for molecules in solution in the
last two decades, [29, 268, 269] effectively and accurately addressing solvation re-
mains a challenging task in molecular modeling, even though it holds paramount
importance. Implicit solvent models such as the PCM, [265–267] which capture
mean-field solvent effects on the spectral position and associated vibronic struc-
ture, provide a computationally efficient approach. However, these models may
not accurately account for the explicit molecular interactions between the solute
and solvent molecules. [29, 268, 269] In contrast, explicit solvent models, such
as the cluster model, provide a more comprehensive depiction of solute-solvent
interactions. However, excited state calculations with explicit solvent molecules
using the cluster model present several challenges, including increased computa-
tional costs due to the larger system size and the need to sample diverse solute-
solvent configurations. [29, 268, 269] This limits the feasibility of the method to a
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small number of solvent molecules. It should be emphasized that the influence of
solute-solvent interactions is most notable within the first solvation shell, while
their impact diminishes rapidly with increasing distance. Hence, for long-range
interactions, a more approximate solvent model can often be employed.[29]

In this project, a microsolvation model was employed to capture the effects of the
immediate solvation shell on the vibrationally resolved fluorescence spectra of
oxazine dyes (c.f. Figure 3), namely nile blue (NB+), oxazine 1 (Ox1+), darrow
red (DR+), crestyl violet (CV+), oxazine 4 (Ox4+), oxazine 170 (Ox170+). In
section 6.1, the validation of the computational setup for the isolated oxazines in
the gas phase is provided. Following that, in section 6.2, the impact of individual
water molecules on Ox4+ and Ox170+ in both the gas phase and continuum water
solvation environments is examined. Furthermore, in section 6.3, the influence
of individual betaine molecules at different positions on the spectral shape is
discussed.

6.1 isolated oxazine dyes

The computational setup was first validated by comparing the results with exper-
imental data [332] obtained in the gas phase for isolated oxazines. The molecular
structure of the investigated oxazines comprises a benzophenoxazine ring and
amino-based side chains that can adopt various conformations. To determine the
local energy minima, a conformational analysis was performed, and the result-
ing conformers were optimized using the CAM-B3LYP/def2-TZVP method. The
emission spectra using the IMDHO lineshape of highly populated conformers ex-
hibit remarkable similarity in the gas phase. This indicates that the electronic
structure remains conserved across different conformers, even though they may
differ in their structural arrangements. The calculated vibrationally resolved emis-
sion spectra of the predominant conformer for each oxazine molecule, presented
in Figure 26, are compared with experimental reference spectra obtained in vac-
uum [332]. The close agreement between the calculated and experimental spectra
confirms the accuracy of the computational methods employed in this study for
analyzing the vibronic spectra of the oxazine molecules. This validation further
strengthens the reliability of IMDHO computational approaches in the computa-
tion of the spectral lineshape in these cases.

6.2 effect of individual water molecules

A deeper understanding of how vibronic emission is influenced by the microenvi-
ronment is sought by specifically examining Ox4+ and Ox170+ using two types
of solvent molecules: water and betaine. As being the most prevalent molecule in
biological systems, the former plays a crucial role in influencing the photophysical
properties of fluorescent dyes within complex environments. The microsolvation
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(a) Shift of experimental: 0.571 eV (b) Shift of experimental: 0.625 eV

(c) Shift of experimental: 0.460 eV (d) Shift of experimental: 0.513 eV

(e) Shift of experimental: 0.583 eV (f) Shift of experimental: 0.521 eV

Figure 26: Calculated computational (of the most stable conformer, black) and exper-
imental[332] (green) emission spectra in vacuum of a: nile blue (NB+), b:
oxazine 1 (Ox1+), c: darrow red (DR+), d: crestyl violet (CV+), e: Ox4+, f:
Ox170+ using CAM-B3LYP/def2-TZVP. The experiment spectra are shifted
as shown in the respective caption to get the same maximum position as the
calculated spectrum of the respective most stable conformer.
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Figure 27: Optimized structure (a) and emission spectra of isolated (black), with the in-
clusion of a single water molecule at various positions no.1, no.2, no.3 (color)
in vacuum (b), and in PCM (c) of Ox4+ using CAM-B3LYP/def2-TZVP
with HWHM of 0.025 eV. The experimental spectra in water of Ox4+ [333]
is shifted by 0.317 eV to get the same maximum position as the calculated
spectrum of the isolated molecule in PCM.

model was employed, which involves selecting a small representative cluster con-
sisting of the solute molecule surrounded by a few solvent molecules to capture
the solute-solvent interactions within the local environment. One solvent molecule
was positioned at various locations around the dye (see Figure 27 and 28) to in-
vestigate its influence on the system’s properties.

The calculated emission spectra for the bare dye (black) and the water–dye com-
plexes (color) are also depicted in Figure 27 and 28. The emission spectra of both
molecules show a slight blue shift in the presence of water-dye complexes with
minimal alteration in the vibrational profile. However, when the water molecule
is coordinated in a side-on position over the oxazine ring (position no.1), a larger
change in the calculated emission profile is observed, with broadening of the peak
and blurring of the shoulder pattern. These findings highlight the significant
impact of the specific position of the water molecule on the vibronic emission
properties.

The impact of additional vibrational modes from microsolvation on the vibra-
tional profile of Ox4+ and Ox170+ was examined. Except for location no.1 (see
in Figure 29), the influence of solvent modes on the vibronic spectra was found to
be insignificant. In the case of Ox4+, this impact was attributed to mode 3, which
exhibited large ∆i and σi values (such assignment is not as clear for Ox170+). It
suggests that the key indicators obtained from the IMDHO model can also serve
as an indication of the impact of environmental modes.

Additionally, the influence of attaching two water molecules at position 1 on the
vibronic spectra of Ox4+ and Ox170+ is examined (Figure 30), revealing that
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Figure 28: Optimized structure (a) and emission spectra of isolated (black), with the
inclusion of a single water molecule at various positions no.1, no.2, no.3,
no.4, no.5 (color) in vacuum (b), and in PCM (c) of Ox170+ using CAM-
B3LYP/def2-TZVP with HWHM of 0.025 eV. The experimental spectra in
water of Ox170+ [334] is shifted by 0.290 eV to get the same maximum
position as the calculated spectrum of the isolated molecule in PCM.

(a) Ox4+ no.1

2.0 2.2 2.4 2.6 2.8 3.0
Emission energy [eV]

Em
iss

io
n 

in
te

ns
ity

Vertical transition
isolated
withall

withoutall

withoutm3

(b) Ox170+ no.1

2.0 2.2 2.4 2.6 2.8 3.0
Emission energy [eV]

Em
iss

io
n 

in
te

ns
ity

Vertical transition
isolated
withall

withoutall

Figure 29: Emission spectra of Ox4+ (a) and Ox170+ (b) with one water molecule
at position no.1, illustrating the following scenarios: isolated dye (black),
including all solvent modes (blue), excluding all solvent modes (red), and
excluding the most significant water mode, namely mode number 3 (ωi =
49 cm−1, purple).

the number of water molecules at this position has negligible effects on the shape
of the oxazine spectra.

Furthermore, the application of the PCM model in the calculation of spectra for
the solvent–solute clusters is investigated. It results in a blue shift compared
to spectra in vacuum, thus improving the agreement with experimental data in
aqueous solutions. The overall vibrational profiles of the emission spectra remain
largely similar between the vacuum and PCM calculations, both for isolated and
microsolvated scenarios. Notably, the presence of a water molecule at the on-ring
position (position no.1) exhibits a more pronounced effect on the vibrational line
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(a) Ox4+ (b) Ox170+

Figure 30: Comparison of the emission spectra of a) Ox4+ and b) Ox170+ with one
water (blue), and two water molecules (violet) at position no.1 in vacuum.

shape, surpassing the impact of the continuum model (see Figure 27.c and 28.c).
Importantly, the band shape obtained in this configuration bears resemblance to
the experimental data, featuring a distinct and dominant main peak.

6.3 effect of individual betaine molecules

Additionally, organic compounds like betaines, characterized by a substantial
dipole moment of 11.9 D, are valuable for stabilizing biological macromolecules [335,
336] and exploring the environmental sensitivity of fluorescent dyes [337]. A test
study conducted by Nils Weber demonstrated the substantial influence of betaine
on the absorption spectra shape of CV+ and DR+ molecules, as illustrated in
Figure 31. Notably, the observed effects exhibited variations based on both the
position of the solvent and the specific solute molecule involved. The findings
suggest that betaine could have the potential to exert a substantial influence on
the emission spectra of oxazine molecules.

(a) CV+ (b) DR+

Figure 31: Absorption spectra of isolated (black) a) CV+ and b) DR+ molecule, with
one betaine cluster (color) in vacuum.1

1 These calculations were performed by Nils Weber in a research internship under my supervision,
Leibniz Universität Hannover, 2022–2023.
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The impact of betaine on the emission spectra of Ox4+ and Ox170+ was then
explored, anticipating a more pronounced effect due to the larger dipole moment
of individual betaine molecules when attached to the oxazine dyes at the same
positions. As shown in Figure 32, the presence of the betaine molecule induces a
more pronounced blue shift in the emission spectra compared to water, and the
overall band shape is noticeably altered for all betaine locations. In addition to
the peak position, the most significant difference is a general broadening effect,
for instance, with the most prominent broadening observed at location no.2 for
Ox4+, followed by locations no.3 and no.1.
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Figure 32: Emission spectra of isolated (black), with one betaine molecule (color) in
vacuum using HWHM of 0.025 eV of Ox4+ (a) and Ox170+ (b) at CAM-
B3LYP/def2-TZVP with solvent positions (no.1, no.2, no.3, no.4, no.5).

Furthermore, considering the analysis of the influence of additional vibrational
DOFs on the vibrational profile, it can be observed that, for all Ox4+–betaine and
the Ox170+–betaine complexes with betaine located at positions no.4 and no.5,
the effect of the additional vibrational DOFs is minimal. So, it can be concluded
that the observed changes in the vibrational profile caused by the aggregation of
the betaine molecule are primarily attributable to electronic effects. In contrast,
the Ox170+ with betaine at position no.3 exhibits the most significant effect on
the spectral line shapes. Notably, among all the Ox170+–betaine complexes, only
at position no.3 are vibrational modes (mode 54 and mode 98) identified with
|∆i| > 0.6 and σ > 200 cm−1, which can be assigned to betaine modes. These
modes account for approximately half of the observed impact on the betaine
modes within the vibronic spectrum as shown in Figure 33.

In summary, the calculated harmonic spectra of oxazine molecules in a vacuum
demonstrated good agreement with experimental results, validating the accuracy
of the IMDHO model in predicting the emission spectra of oxazines. The study re-
vealed that the position of the water molecule, especially when located at position
no.1 on top of the 1,4-oxazine ring, had a notable influence on the spectra, result-
ing in broadened main peaks caused by a specific solvent mode. Moreover, the
presence of betaine, with its large dipole moment, induced a larger blue shift in the
emission spectra compared to water, significantly altering the band shape. These
findings underscore the significant impact of treating explicit solvents including
their DOFs for accurate calculation of vibrationally resolved emission spectra.
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Figure 33: Calculated IMDHO emission spectra of Ox170+ with the inclusion of a single
betaine molecule at various positions using CAM-B3LYP/def2-TZVP. The
spectra include all betaine modes (blue) and exclude betaine modes (red),
mode 54 (purple), mode 98 (orange), and both modes (green).
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7
MOLECUALR DYNAMICS AND BIND ING ENERGY OF
PYRENE -BASED FLUORESCENT AMYLOID L IGAND TO
TRANSTHYRETIN

This chapter includes sections originating from the submitted manuscript:

T.M.N. Nguyen, A. Begum, J. Zhang, P. Leira, Y. Todarwal, M. Linares, P.
Norman, D. Derbyshire, E. von Castelmur, M. Lindgren, P. Hammarström and
C. König, “Binding of a pyrene-based fluorescent amyloid ligand to transthyretin:
A combined crystallographic and molecular dynamics study”,
J. Phys. Chem. B., 2023,
(Under revision)

with some modifications.

To facilitate the effort in early diagnosis and finding improved small molecule
ligands as kinetic stabilizers of neurogenesis biomarker proteins, in this project,
transthyretin (TTR) is used as a research platform to understand small molecule
recognition and binding specificity. Despite a large number of solved structures,
the binding modes of TTR ligands are still a matter of intense research. Pre-
vious work has identified a pyrene-based trans-stilbene ligand with a salicylic
acid moiety (Py1SA) as an amyloid fibril probe for several different amyloid pro-
teins. [80] Based on steady-state and time-resolved fluorescence spectroscopy at
room temperature, in addition to fibrils, it shows that Py1SA can also bind to
the native state of TTR through its T4 binding sites, also known as hydropho-
bic halogen binding pockets (HBPs). The crystallographic data of the complex is,
however, not of sufficient resolution to unambiguously demonstrate the binding
mode, mainly due to partial occupancy. That means the most likely orientation of
the ligand in the binding pocket could not be resolved experimentally. Therefore
to complement the experimental study molecular dynamics (MD) and umbrella
sampling (US) calculations were performed. The computational details can be
found in chapter 4.

7.1 molecular dynamics simulations

To clarify the uncertainty in the interpretation of X-ray data, MD simulations were
performed using Gromacs 2019.3 [307] with the Amber ff14SB force field [114]
for the TTR protein, TIP3P [103] for water, and a re-parametrized General Am-
ber Force Field (GAFF) [308, 309] for Py1SA against B3LYP/6-31G(d,p) data.
In the 1 µs MD simulations, all atoms except for the ones that are within 4 Å
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Figure 34: Top: Schematic representation of Py1SA ligand with internal (dihedral φ1,
φ2) and external (v1, v2) descriptors. Bottom: Possible structures of the
TTR-Py1SA complex. The TTR tetramer is composed of monomers A, A’,
B, and B’ assembled together around the 2-fold c-axis (dashed line). Py1SA
(in sticks) binds in the T4 binding site in different modes. Forward is defined
as when the pyrene moiety is mainly buried inside the HBP (orange); whilst
in the reverse case, this moiety points away from the protein pocket (blue).
Since the B and B’ are symmetry equivalent, only the B’ mode is shown.

from the ligands are under harmonic constraints. As initial structures, four dif-
ferent possible structures obtained from the refinement of the X–ray data labeled
forward-B, forward-B’, reverse-B, and reverse-B’ are used. The structures of the
TTR–Py1SA complex in the binding cavity or the HBPs [73, 338] are displayed
in Figure 34. Py1SA stabilizes different modes (forward/reverse) since it binds
to one of the HBPs of TTR in various orientations. The forward mode is charac-
terized by the pyrene moiety being primarily buried inside the HBPs, while the
reverse mode is defined by the rotation of the ring away from the protein pocket.
Note that forward-B and forward-B’ as well as reverse-B and reverse-B’ represent
slightly different structures of symmetry–equivalent binding modes. By project-
ing the external descriptors (such as v1 and v2 in Figure 34) onto the reference
vectors of the reverse-B mode during the simulation, it is demonstrated that there
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Figure 35: Projection of vector 1 (v1, green, showing the orientation of the salicylic
acid group) and vector 2 (v2, black, showing the orientation of the pyrene
group) on the respective reference vectors of reverse-B conformer during the
simulation time as a measure of orientation. For the definition see Figure 34.

is no change in the orientation of both the salicylic acid group and the pyrene
group (see Figure 35). This indicates that there is no rotation of the ligand in-
side the binding pocket. The relatively large change in orientation measures in
the forward-B trajectory is accompanied by an unbinding/binding process. The
observed rotations of the pyrene group in the reverse-B’ trajectory represent a
rotation of this group at the edge of the pocket, while the orientation of the more
buried salicylic acid group is very stable in the binding pocket. Furthermore, the
dihedral φ1 and φ2 exhibit few changes over the simulation time. Notably, a ten-
dency to simultaneous switches of both dihedral angles for instance for forward-B’
at around 250 ns and for reverse-B at about 850 ns is observed. This simultaneous
switch may be favored over individual switches as the molecular shape remains
similar during this procedure.

To evaluate the mobility of each protein–ligand complex, the root-mean-square
deviation (RMSD) was calculated for the TTR–4 Å-pocket and its ligand as a
function of time. As shown in Figure 36, the RMSD of the pocket is less than
0.1 Å for all modes within the full simulation, as was expected due to the position
constraints of the surrounding protein. The results of the MD simulation analysis
also show that the RMSD for the dye in reverse modes is smaller than the forward
modes, especially for the reverse-B mode with the RMSD being smaller than 0.05 Å.
By contrast, for the forward modes, deviations between the ligand structure and
the corresponding crystal suggested a high alteration of the structures over the
simulation course.
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Figure 36: Root mean square deviation (RMSD) of Py1SA (red for forward-B mode with
respect to the respective crystal structure, green for reverse-B mode, orange
for forward-B’ mode, blue for reverse-B’ mode) and pocket (black for protein)
from 1 µs simulation.

To further investigate the binding sites, the number of hydrogen bonds (H–bonds)
between Py1SA and the pocket of four selected structures was calculated using
the MD simulation trajectories as shown in Figure 37. Overall, the number of
H–bonds of the reverse-B mode is similar to that of the reverse-B’ mode, while
being significantly larger in that of the forward modes. This is expected because
TTR–bound Py1SA in the forward modes is mostly oriented with the pyrene
ring inside the cavity, which does not form H–bonds with the pocket. Differently
from the forward modes, the reverse modes show a higher number of H–bonds,
which can assist the stability of these modes. Notably, in the reverse modes, the
residues Ser-117 and Thr-119 are particularly important since they are involved in
the ligand–binding stabilization in which their hydroxyl groups form a hydrogen
bond to both of the hydroxyl groups of the phenyl ring of the ligand. This is
consistent with previous studies that have shown these residues are capable of
forming hydrogen bonds with the natural ligand, T4, to stabilize the TTR–T4
complex [73, 339].

Throughout the MD trajectory, the interaction energy of the Py1SA ligand with
the surrounding protein residues within 4 Å was calculated. The Lennard–Jones
short-range (LJ-SR), Coulombic short-range (Coul-SR) potential, and their total
sum are listed in Figure 38. The average attractive contribution to the interaction
energy of LJ-SR in the forward modes (-116 kJ/mol for forward-B, -175 kJ/mol
for forward-B’) is greater than that of the Coul-SR potential (-57 kJ/mol and 9.8
kJ/mol, respectively). Nevertheless, the contribution of these interactions in the
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Figure 37: Number of hydrogen bonds during 1 µs simulation (red for forward-B mode,
green for reverse-B mode, orange for forward-B’ mode, and blue for reverse-
B’ mode), as defined by the Gromacs utilities. Significantly more hydrogen
bonds between Py1SA and the 4 Å-pocket for the reverse mode than for the
forward mode is observed.

reverse modes is very similar. In general, the overall interaction energy for the
forward mode is higher than that for the reverse one by about 160–170 kJ/mol.

7.2 umbrella sampling simulations

From Figure 38, it is also noticed that the binding energy for the reverse mode
is more favorable than that for the other forward trajectory by around 160-170
kJ/mol. However, this difference in binding energy does not conclusively indi-
cate the actual free binding energies. Therefore, US simulations were addition-
ally performed using Gromacs version 2021.3 to construct the potential of mean
force (PMF) surface starting from all four initial structures.

To study the dissociation pathways of the Py1SA–TTR complex, umbrella sam-
pling simulations are used to construct the PMF surface. As reaction coordinate,
the center–of–mass (COM) distance between the pyrene or benzene group of
the Py1SA ligand and 4 Å–pocket for the reverse and forward modes, respec-
tively, is chosen. The ligand is free to move on the sphere with a radius of the
COM distance in the corresponding window. In the US simulations, all backbone
movements were constrained. In this section, the results from the forward-B’ and
reverse-B’ modes are presented, while others are excluded due to their abnormal
events. In Figure 39, the averaged PMFs profiles for the forward and reverse modes
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Figure 38: Short-range interaction (Lennard–Jones short–range (LJ–SR), Coulombic
short-range (Coul–SR)) energy between ligand and protein during 1 µs MD
simulations.

Figure 39: Free energy profiles (potentials of mean force) for Py1SA in the forward
(orange, binding free energy = −65 kJ/mol) and reverse (blue, binding free
energy = −85 kJ/mol) modes obtained by the potential of mean force ap-
proach by pulling the ligand from the binding site to become free in solution.
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are obtained by evaluating the distance histograms of the simulations by employ-
ing the weighted histogram analysis method (WHAM) algorithm [164, 165]. The
binding free energy for the forward mode was calculated to be 65 kJ/mol, while
the reverse mode had a binding free energy of 80–85 kJ/mol. This suggests that
the reverse mode is more stable and dominant, which aligns with the findings
from the MD simulations and previous studies on the importance of carboxylic
acid and its position in the ligand structure for activity [74].

In summary, for diagnosing and monitoring patients with amyloidosis, TTR in
TTR amyloidosis is a particularly interesting target due to its abundance of ac-
cessible blood samples and numerous successful available treatments. Despite the
fact that this protein and its associated diseases have been researched for a long
time, there is currently no approved TTR–based biomarker to distinguish mis-
folded TTR from native tetrameric TTR. Additionally, detailed knowledge of the
binding modes of various small molecule ligands towards the native TTR tetramer
can lead to new kinetic stabilizers as alternatives to currently approved drugs.
The native TTR tetramer with its intrinsic symmetry poses a challenge for X–ray
crystallography. One of the important features of this work thus is the interaction
of experiment and computation in studies of protein aggregation, demonstrating
the power of computational simulations as analytical tools to obtain and digest
information from nature and to use it to make useful predictions. The results
of these calculations provide a detailed understanding of the binding mechanism
and the interactions between the Py1SA ligand and the protein, which could be
useful in the development of new therapeutics for the treatment of amyloidosis
caused by wild-type transthyretin (TTRwt).
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8
SUMMARY , CONCLUS IONS , AND OUTLOOK

The aggregation of amyloid-β (Aβ) into oligomers, fibrils, and plaques plays a
central role in the molecular pathogenesis of several misfolding diseases such as
Alzheimer’s disease (AD). It is the main target of AD drug development. To gain
a more comprehensive understanding of Aβ’s role in disease pathogenesis and to
track the effectiveness of drugs targeting Aβ in clinical trials, it is essential to have
biomarkers that can directly monitor Aβ metabolism and aggregation in patients.
The theoretical description of complex systems, such as those found in amyloid
aggregation, is highly challenging mainly due to the size of the systems, which
far exceeds the capacity of standard quantum–chemical methods. Nowadays, re-
searchers are constantly seeking to improve the accuracy and computational effi-
ciency of these models, as well as to develop new methods to simulate larger and
more complex systems.

This thesis addresses two interrelated aspects of developing amyloid biomarkers.
Firstly, it involves the computation of vibrationally resolved spectra of small fluo-
rescent dyes to detect amyloid aggregation in gas and condensed phases. Secondly,
it examines the binding and unbinding processes of a novel ligand to the target
protein.

The computational study of vibronic spectra of small fluorescent dyes used to
detect protein aggregation is crucial. However, the inclusion of anharmonic vibra-
tions on the spectral line shape poses a significant challenge in the computation
of optical spectra. Calculating vibrationally resolved spectra with an anharmonic
vibrational description is only practical for small systems with a few degrees of
freedom. For medium to large-sized systems, computational cost constraints lead
to a need to sacrifice accuracy, resulting in more qualitative descriptions. In chap-
ter 5, a hybrid model for vibrational line shapes of optical spectra, called VCI-in-
IMDHO, is introduced. This model enables the treatment of selected modes using
highly accurate and anharmonic vibrational wave function methods (VCI) while
treating the remaining modes using the approximate IMDHO model. No mode-
mode coupling is considered between the two sets of modes or within the modes
treated by IMDHO. The Franck–Condon (FC) factors for the reduced vibrational
space obtained by anharmonic VCI are broadened using a system-specific line
shape derived from the IMDHO autocorrelation function, with a given half-width
at half maximum considering all modes except the ones treated by VCI.

The criteria introduced in reference 32 for separating modes into two sets have
been refined and extended. These criteria include the impact on the vibrational
progression (|∆i|) estimated by the displacement of the minima in the two elec-
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tronic states within the IMDHO model, as well as the resolution criterion σi, which
excludes modes due to expected poor resolution of their vibrational progression.
In the case of oligothiophene examples, it is demonstrated that modes with large
|∆i| but a σi below the chosen half-width at half maximum can be treated har-
monically without significant deviations in the resulting VCI-in-IMDHO spectra.
Anharmonicity is evaluated by comparing the displacement between optimized
minima of the two electronic states projected on the respective mode (|∆a

i |) to
|∆i|, but no clear correlation is found. Anharmonic effects have a greater impact
on FC factors than vibrational energies, and the influence of anharmonicity varies
among the dyes studied. It is imporant to note that The VCI-in-IMDHO model
reduces the computational cost compared to the reduced-space VCI method and
allows for the calculation of emission line shapes of organic dyes with anharmonic-
ity in both involved electronic states. However, estimating anharmonic effects
and mode-mode couplings remains challenging. Furthermore, improved agree-
ment is observed for 1,4-diphenylbutadiene, while the performance for HS84 and
anthracene diimide varies due to experimental limitations and potential method-
ological constraints.

To further evaluate the effectiveness of this hybrid method, calculations of absorp-
tion and emission spectra for different conformers of a novel fluorescence probe
of the LCOs family, bTVBT4, was performed. The analysis revealed that, in gas
phase, three vibrational stretching and angle-bending modes in the range of 1300-
1600 cm−1 significantly contribute to the absorption spectrum profile. The 0–0
transition dominates the absorption spectrum, resulting in a pronounced inho-
mogeneous broadening effect. Thus, the VCI-in-IMDHO model offers a precise
depiction of the ligand’s nuclear motions, which is essential for comprehending
the probe’s dynamics in intricate scenarios like water at room temperature, as
demonstrated in reference [177].

For the organic dyes, the vibrational profiles in continuum solvation models were
also calculated, and the effect was found to be significant, particularly for HS84.
This suggests that both anharmonicity and solvation effects need to be considered
for accurate calculations of vibrational profiles. Furthermore, for the calculation
of vibronic profiles in heterogeneous environments, such as HS84 at an amyloid
fibril, more multi-level aspects, e.g., on the electronic-structure calculations and
dynamics of the environment are required.

Therefore, chapter 6 delves deeper into the effect of the environment on the emis-
sion spectra of the widely used fluorescent dyes namely oxazines. It is found that
the gas phase emission spectra of the different conformers of each oxazine are simi-
lar, indicating that their electronic structure remains conserved despite structural
differences. Thus, the study focuses on the most stable conformer of each oxazine
molecule. The calculated harmonic spectra in a vacuum align well with the exper-
imental results, supporting the accuracy of the computational methods employed
to study the vibronic spectra. To accurately predict the photophysical properties
of the oxazine molecules in practical applications, the interaction between the
dyes and their environment is carefully explored. The effect of different solvents,

90



including water and betaine, is studied on Ox4+ and Ox170+. The position of the
water molecule has a significant impact on the spectra, particularly at position
no.1 (on top of the oxazine ring), which broadens the main peaks of the emission
spectra of Ox4+ by the presence of one particular mode from the solvent. The
presence of a nearby solvent with a larger dipole moment, such as betaine, leads
to a larger blue shift in the emission spectra compared to water, with the band
shape noticeably altered. Overall, this study provides valuable insights into the
role of the environment in determining the spectral properties of oxazine dyes.

To better understand the molecular basis of protein misfolding diseases and the
function of fluorecent biomarkers, it is essential to gain insights into the ligand’s
mode of binding with its target protein, in addition to the intrinsic properties of
the dye in both gas and condensed phases. In particular, there is an urgent need
to diagnose and monitor patients with amyloidosis during treatment with various
modalities. TTR in TTR amyloidosis is an interesting target due to its abun-
dance of accessible blood samples and numerous successful available treatments.
However, there is currently no clinically approved TTR-based biomarker, and dis-
tinguishing misfolded TTR from native tetrameric TTR is a significant challenge.
The current work on fluorescent amyloid ligands that can distinguish misfolded
fibrillar TTR and native TTR is a step towards developing a clinically approved
biomarker.[340] Additionally, understanding the binding modes of various small
molecule ligands towards the native TTR tetramer can lead to new kinetic stabi-
lizers as alternatives to currently approved anti-TTR amyloid drugs[341] such as
diflunisal and tafamidis. However, X-ray crystallography poses a challenge for the
native TTR tetramer due to its intrinsic symmetry, resulting in partial occupancy
observed due to the crystal lattice. Therefore, this study uses a combination of
biophysical and structural methods, including molecular dynamics simulations,
to establish the most plausible ligand–TTR complex structure at the atomic res-
olution of Py1SA–TTR. The potentials of mean force (PMFs) obtained with an
enhanced sampling technique i.e. umbrella sampling (US) suggest clear domina-
tion of the reverse binding mode, in which the pyrene moiety of the Py1SA is
directed along hydrophobic halogen binding pocket toward the solvent. This find-
ing is in line with the MD results discussed above and a previous study where
the structure–activity relationships [74] revealed the importance of the presence
of the carboxylic acid as well as its position in the ligand structure in its ac-
tivity. Hence, the methodology successfully mitigates the issue of partial ligand
occupancy.

In summary, these two interconnected factors - vibrationally resolved spectra
calculation and exploration of binding free energy - offer valuable insights into
the spectroscopic properties of fluorescent dyes as well as provide information on
the dissociation pathway, aiding in understanding ligand–protein interactions and
facilitating the development of improved fluorescent probes. Overall, this thesis
contributes to the progress of amyloid biomarker research, with implications for
improved diagnostics and treatment strategies in the realm of amyloid-related
diseases.
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Looking ahead, further research can build upon the findings and methodologies
presented in this thesis. For the computation of vibrationally resolved spectra,
expanding the study to larger and more complex systems can enhance our under-
standing of amyloid aggregation in diverse environments. Specially, investigating
the vibronic spectra of fluorescent probes in aqueous environments and within
protein binding pockets holds great promise. This knowledge can aid in the de-
velopment of more realistic and accurate models for simulating the behavior of
fluorescent probes in complex biological environments. Furthermore, the binding
pocket provides a unique environment with specific electrostatic, hydrophobic,
and steric properties that can significantly influence the spectral characteristics
of the probe. [177, 342, 343] By examining the vibronic spectra within protein
binding pockets, researchers can gain insights into the structural changes, con-
formational dynamics, and intermolecular interactions occurring during ligand
binding. [342, 343] This information is crucial for the rational design of ligands
with improved binding affinity and selectivity. However, it should be noted that,
in quantum chemical calculations, explicitly including the environment can be
computationally challenging, especially for large systems. To overcome this limita-
tion, embedding methods treat the molecule of interest, the environment, or their
interaction separately, allowing for the computation of larger systems while main-
taining accuracy for the essential components. One prominent embedding scheme
is the quantum mechanics/molecular mechanics (QM/MM) approach, which com-
bines quantum chemical calculations with molecular mechanics to account for the
electronic and mechanical properties of the system, respectively. [343–346] Within
this model, the dye is subjected to quantum mechanical calculations while its
surrounding environment is described using classical approaches. In recent years
QM/MM methods have been successfully applied to the simulation of electronic
spectroscopies of biological systems. [29, 267, 343, 347–350]

In addition to the binding affinity, which is governed by the relative free energy
difference between the two states, the kinetics of ligand binding and unbinding
processes are important quantities for predicting drug/biomarker action in vivo.
This binding kinetics is affected by the intricate pathway that connects these
states. Depending on the application, both faster and slower binding kinetics
have been shown to be desirable objectives for rational drug design [351–354].
We should bear in mind that PMF provides information about the thermodynam-
ics of ligand–protein association or dissociation, but it does not directly provide
information about the kinetics of such processes. In principle, if a good reaction
coordinate is identified, and the PMF is in fact well-converged, including in the
barrier regions, then the kinetic rate constants can also be estimated from the re-
covered barrier height between the metastable states using transition state theory
(TST). [355, 356] However, a fundamental issue in using a PMF derived from um-
brella sampling, metadynamics, or any other method for rate calculation is that of
dynamical corrections to the TST rate. [356, 357] The transition rate calculated
via TST provides only a crude upper bound to the true rate, and a transmission
coefficient needs to be calculated, for example, by launching trajectories from the
top of every barrier identified on the PMF. [356]
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The other outstanding and unresolved issue concerns the impact of solvent envi-
ronments such as osmolyte solutions on the binding processes. Since many bio-
logical reactions occur in living cells and not in pure water, a liquid environment
is crucial to clarify the discrepancies between theoretical estimates and in vivo
data. The cytoplasm is dense with macromolecules, small organic molecules, and
ions, and structural and dynamic aspects can vary greatly from those in pure
water. Molecular simulations are capable of investigating these intricate systems
directly. As a first step, one can study the molecular basis of the near-ideal so-
lution properties of a urea solution at various concentrations, as well as the sol-
vation/transfer free energy of a peptide in various osmolyte solutions. To obtain
dependable results from molecular simulations, accurate force-field parameters
must be developed to express chemical activity in concentrated solutions. Gen-
eral force-field refinement procedures for protein [358, 359], and Kirkwood-Buff
force field (KBFF) models [360–362] are also promising approaches using thermo-
dynamic data to determine dependable force-field parameters for biomolecular
simulations in realistic liquid conditions.

Overall, through computational studies, a deeper understanding of fluorescent
amyloid biomarkers can be achieved, leading to advancements in their design and
application for diagnostic and therapeutic purposes.
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ACRONYMS

Aβ amyloid β
ADI anthracene diimide
AD Alzheimer’s disease
ADGA adaptive density guided approach
ATTR transthyretin amyloidosis
ATTRwt wild-type transthyretin amyloidosis
BBB blood–brain barrier
BOA Born–Oppenheimer approximation
CAM coulomb attenuating method
CC coupled cluster
CI configuration interaction
Coul-SR Coulombic short-range
CV collective variable
CV+ cresyl violet
DFT density functional theory
DOF degree of freedom
DPB 1,4-diphenylbutadien
DR+ darrow red
DZ double-ζ
ES excited-state
EXX exact–exchange
FQ first quantization
FF force field
FC Franck–Condon
GAFF General Amber Force Field
GGA generalized gradient approximation
GS ground-state
HF Hartree–Fock
HBP halogen binding pocket
HK Hohenberg–Kohn
HO harmonic oscillator
HWHM half-width at half-maximum
IEF-PCM integral equation formalism of the polarizable–continuum model
IMDHO independent mode, displaced harmonic oscillator
KS Kohn–Sham
LCAO linear combination of atomic orbitals
LCOs luminescent conjugated oligothiophenes
LDA local density approximation
LINCS linear constraint solver
LJ-SR Lennard–Jones short-range
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LL Levy–Lieb
LR linear response
MC mode combination
MCR mode combination range
MD molecular dynamics
MM molecular mechanics
MO molecular orbital
ONV occupation number vector
Ox1+ oxazine 1
Ox170+ oxazine 170
Ox4+ oxazine 4
PBC periodic boundary conditions
PCM polarizable continuum model
PD Parkinson’s disease
PDB Protein Data Bank
PEF potential energy function
PES potential energy surface
PME particle–mesh Ewald
PMF potential of mean force
TZ triple-ζ
QM quantum mechanics
QZ quadruple-ζ
RC reaction coordinate
RMSD root-mean-square deviation
SCF self-consistent field
SE Schrödinger equation
SIE self-interaction error
SMD solvation model based on density
SSA senile systemic amyloidosis
SQ second quantization
TTR transthyretin
TTRwt wild-type transthyretin
TD time dependent
TD-DFT time-dependent density functional theory
TI time-independent
TF Thomas–Fermi
US umbrella sampling
VCI vibrational configuration interaction
VSCF variational self-consistent field
WHAM weighted histogram analysis method
WFT wave function theory
XC exchange–correlation
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Tailored anharmonic–harmonic vibrational
profiles for fluorescent biomarkers†

Nghia Nguyen Thi Minh and Carolin König *

We propose a hybrid anharmonic–harmonic scheme for vibrational broadenings, which embeds a

reduced-space vibrational configuration interaction (VCI) anharmonic wave function treatment in the

independent-mode displaced harmonic oscillator (IMDHO) model. The resulting systematically-

improvable VCI-in-IMDHO model allows including the vibronic effects of all vibrational degrees

of freedom, while focusing the effort on the important degrees of freedom with minimal extra

computational effort compared to a reduced-space VCI treatment. We show for oligothiophene

examples that the VCI-in-IMDHO approach can yield accurate vibrational profiles employing smaller

vibrational spaces in the VCI part than the reduced-space VCI approach. By this, the VCI-in-IMDHO

model enables accurate calculation of vibrational profiles of common fluorescent dyes with more than

100 vibrational degrees of freedom. We illustrate this for three examples of fluorescent biomarkers of

current interest. These are the oligothiophene-based fluorescent dye called HS84, 1,4-diphenyl-

butadiene, and an anthracene diimide. For all examples, we assess the impact of the anharmonic

treatment on the vibrational broadening, which we find to be more pronounced for the intensities than

for the peak positions.

1 Introduction

The calculation of accurate vibrational line shapes in optical
spectra is of interest in various ways: they are needed for direct
comparison of theoretical to experimental spectra1–4 as well as
for elucidating the colour of a dye.5,6 Optical line shapes
are therefore also essential for the rational design of dyes.7

Moreover, the line shape of emission peaks can significantly be
altered within different environments. This is for example the
case for the oligothiophene-based fluorescent dye denoted
HS84: in solution, a broad fluorescent signal is obtained,
while a structured fluorescent signal occurs for HS84 mixed
with recombinant Ab 1–42 amyloid-like fibrils.8 Deposition of
amyloid fibrils is a hallmark for neurodegenerative diseases
such as Alzheimer’s and Parkinson’s disease.9 The aggregation
of the HS84 dye to the amyloid fibril is associated with a change
of the fluorescence colour. This colour change is of particular
relevance as it is a promising route for improved detection of
amyloid fibrils also in vivo.10 Such luminescent conjugated

oligothiophenes (LCOs) have, hence, been developed as candi-
dates for improved diagnosis of these wide-spread diseases by
fluorescence imaging. LCOs have been shown to detect a wider
range of disease-associated protein aggregates10–12 than more
conventional ligands such as thioflavin S or congo red.

Given that the line shape of fluorescent spectra of the
oligothiophenes13 can well be recovered from theoretical
models for vibrational broadenings,14–16 the observed structure
in the fluorescence spectrum can be assigned to vibronic
couplings. Still, supporting computational studies to under-
stand the mechanism behind the colour change rely fully on
conformational averaging of vertical transition and cannot
recover the line shape in the emission spectrum.17

The main reason, why vibrational line shapes are typically
not considered in such studies is their large computational
cost, particularly when anharmonic effects need to be accounted
for. In ref. 16, a reduced-space anharmonic model is proposed, in
which a selected vibrational subspace is treated by means of
vibrational configuration interaction (VCI) wave functions18–21

using anharmonic potential energy surfaces accounting for
mode–mode couplings and correlations. It was found that the
vibrational progression of oligothiophenes is dominated by only a
small number of modes.15,16 Notably, the number of important
modes does not increase significantly with an increasing number
of thiophene rings.16

For estimating the impact of individual modes on the
vibronic profile, we previously applied the harmonic displacement
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between the minima of the two involved electronic states within
the independent mode displaced harmonic oscillator (IMDHO)
model.22,23 The IMDHO model is a rather crude approximation,
that allows the calculation of vibrational line shapes from harmo-
nic frequencies of the initial state and the atomic gradients of the
final state at the equilibrium structure of the initial state alone.

In this work, we suggest using the information on the
IMDHO-type vibrational line shape not only for the assessment
of the impact of a mode on the vibrational spectrum, but also
for treating all modes that are considered less important or to a
high degree harmonic. By this, we obtain a hybrid scheme for
vibrational broadenings, which we denote VCI-in-IMDHO
model. This means, we treat a selected set of vibrational modes
by VCI methods and all others within the IMDHO model.
In contrast to other hybrid schemes for vibrational line
shapes,14,24–29 the VCI-in-IMDHO is not a mixed quantum–classical
approach, but rather a mixed quantum–quantum scheme. So far,
this model is restricted to Frank–Condon factors, which can be
assumed to be a good approximation for the bright transitions
considered in this study.

After validation of the VCI-in-IMDHO method for oligothio-
phenes with two to five thiophene rings, we apply it to the
fluorescent dyes depicted in Fig. 1. Among those is the HS84
fluorescent marker for amyloid fibrils already mentioned
above. It is a pentameric oligothiophene derivative that belongs
to the LCO dyes.30 Additionally, we study 1,4-diphenyl-
butadiene (DPB) and an anthracene diimide (ADI) derivate.
DPB is a fluorescent derivative of linear polyenes, which have
been extensively investigated as a model for the photochemical
and photobiological systems.31,32 ADIs and related compounds
are functional organic dyes with outstanding chemical, thermal,
and photochemical properties.33–35 During the past decade, this
class of dyes has attracted increasing interest as promising
scaffolds for several exciting applications such as photovoltaic

cells,34,36 chemosensors,37,38 fluorescence dyes in biological
media.39

This work is organized as follows. First, we present the VCI-
in-IMDHO model and the measures for the division of the
vibrational spaces (Section 2). Second, the computational
details are presented in Section 3. The results are discussed
and compared to the experiment in Section 4 and followed by
the conclusion (Section 5).

2 Methodology

In the VCI-in-IMDHO model, we treat all important anharmo-
nic modes with an accurate VCI wave function, which accounts
for the one-mode anharmonicity as well as for mode–mode
couplings and correlations, usually restricted to low orders. For
all other modes, we employ the IMDHO model, which is purely
harmonic and neglects frequency differences in the involved
electronic states as well as Duschinsky rotations.40 It, however,
has the advantage that it offers closed formulas for the Franck–
Condon factors:22,23,41–43 the Franck–Condon factors from the
vibrational ground state (0) of the initial electronic state to the
nth vibrational state of the final electronic state can in the
IMDHO model be expressed in atomic units as23,41

fn 0 ¼
1

n!

Di
2

2

� �n

exp �Di
2

2

� �
(1)

where Di is the dimensionless normal-mode displacement of
the two involved electronic states along the considered normal
mode i. Furthermore, the vibronic profile of an emission band
within the IMDHO model can directly be calculated via its auto-
correlation function as41,44,45

In mðoÞ ¼
4po
3c

lel
�� ��2<

ð1
0

exp i o� ðEm;0 � En;0Þ
� �

t
� �

� expð�gtÞ

�
YNmodes

j¼1
exp �Dj

2

2
1� expðioj tÞ
� �	 


dt;

(2)

where c is the speed of light, lel is the electronic transition
dipole moment, which is assumed to be constant in the present
work. oj is the angular vibrational frequency of normal mode
j in the initial state and Dj the harmonic displacement of
normal mode j in the same state. Both, oj and Dj, are assumed
to be identical in both involved electronic states. En,0 is the
energy of vibrational level 0 in electronic state n. In the IMDHO
model, the difference Em,0 � En,0 is equal to the adiabatic
excitation energy between the electronic states m and n. Nmodes

is the total number of normal modes. g is the half width at half
maximum (HWHM) for the underlying Lorentz line-shape
function of the individual vibronic peaks. Hence, g determines
the broadening of the vibronic peaks. It is chosen prior to the
computation of the IMDHO line shape. This time-dependent
approach is particularly beneficial for large systems, as the
accumulated intensity can be calculated for every frequency of

Fig. 1 Representation of the investigated dyes: pentameric oligothio-
phene derivative (HS84), 1,4-diphenylbutadiene (DPB) and anthracene
diimide (ADI).
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interest rather than calculating a large number of Franck–
Condon factors.45,46

In our hybrid scheme, we chose a small subset of modes for
the VCI calculations leading to a set of Franck–Condon factors.
The resulting stick spectra are then broadened with a line
shape obtained from the IMDHO autocorrelation function
[eqn (2)] for the remaining subset of modes,

In mðoÞ ¼
4po
3c

lel
�� ��2XNstates

s

<
ð1
0

exp i o� EVCI
m;0 � EVCI

n;s

� �h i
t

� �

� expð�gtÞ
YNHOmodes

j¼1
exp �Dj

2

2
1� expðioj tÞ
� �	 


dt;

(3)

where we introduce a sum over all Nstates vibrational states
in the final electronic state obtained by anharmonic VCI
calculations. The energy of the corresponding vibronic state
EVCI

n,s equals the sum of the electronic energy of this state and
the VCI vibrational energy of the respective vibrational state s.
Similarly, EVCI

m,0 corresponds to the electronic energy of the
electronic state m plus the anharmonic zero-point energy.
Further, the product accounting for vibrational broadening in
the IMDHO is now restricted to those NHO modes modes not
accounted for in the VCI treatment. Note that in case all modes
are accounted for anharmonically, the Lorentzian line shape for
all peaks is recovered within this methodology.

For the above-described hybrid scheme, the modes must be
divided into two sets. This division is done based on three criteria:

(1) Importance of the mode for vibrational progression:
Harmonic displacement (Di) based on the IMDHO model.

This first measure estimates the impact of the mode under
consideration on the vibrational progression, i.e., whether
more than the 0–0 transition are significant. Similar as in ref.
16 and 47, we use the harmonic displacements Di to rank the
modes with decreasing importance and assess the threshold by
the convergence of the theoretical spectra.

(2) Resolution of the vibrational progression with a given
HWHM (g): crossing point between the Lorentzian broadening
the 0–0 and 1–0 transition (s).

Besides the ratio of the Franck–Condon factors, it is also
important that their effect is also resolved when assuming a
line broadening, i.e., that the additional peaks are not hidden
below the broadened lines. In ref. 16, this was accounted for by
discarding all vibrational modes with frequencies smaller than
half the chosen HWHM. This approach, however, does not
account for the relation between the height of the satellite
peaks (in the IMDHO model determined by the displacement
Di) and the resolution. We therefore replace this pure frequency
criterion by a more nuanced criterion, which is the HWHM at
which the maximum of the 1 ’ 0 peak broadened with a
Lorentzian line shape lies on the Lorentzian band of the 0 ’ 0
peak. Within the IMDHO approximation, this value is given by

si ¼
niffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

Di
2
� 1

r ; (4)

where ni is the harmonic frequency of the mode i. We only
include modes for which si is greater than the chosen HWHM.

(3) Impact of one-mode anharmonicity on the vibrational
profile: with this third measure for anharmonicity, we aim at an
estimate, whether individual modes need to be treated anhar-
monically or whether a harmonic treatment within the IMDHO
model is sufficient. We assess this by comparing the one-mode
vibrational profiles within the IMDHO model and anharmonic

treatment. Additionally, we also consider the ratio
Da
i

Di

� �2

between the squared anharmonic (Da
i ) and harmonic displace-

ments (Di). For this, we project the difference between the
optimized structures in the initial and final electronic states
on the normal modes employed in the IMDHO model. By this
procedure, we obtain the anharmonic displacements Da

i for
all modes i. As analysed below, these two measures do not
correlate clearly and we focus by default on the comparison of
the one-mode profiles.

By a combination of these measures, we identify those
modes that are important to be treated accurately. We stress
that one criterion alone cannot achieve this. For example, the
vibrational progression caused by a mode with a high displace-
ment, may not be seen due to a poor resolution, or it might
already be well described in the harmonic picture. In these
cases, a computationally expensive VCI treatment is not
in proportion to the minor improvements to be expected.
Similarly, some very anharmonic modes, such as certain torsion
motions,14,27 do not necessarily contribute significantly to the
vibrational progression. Also here, a VCI treatment may not be
beneficial due to the accuracy–cost considerations.

Within this study, no attempts were made to include finite-
temperature effects.

3 Computational details

All electronic-structure calculations have been performed with
the Gaussian16 program package48 using (time-dependent)
density-functional theory [(TD)DFT] with the CAM-B3LYP49

density functional and a def2-TZVP basis set.50,51 The calcula-
tions are performed for the dyes in vacuum, if not specified
otherwise. To get a rough estimate of the impact of the solvent
environment on the vibrational progression, we performed the
pure IMDHO computations additionally for each dye using the
integral equation formalism of the polarizable-continuum
model (IEF-PCM)52,53 with the default dielectric constants in
Gaussian16. We choose for each dye the solvent of the respec-
tive experimental spectrum compared to, that is, water for HS84
(note that the experiment was done in a phosphate buffered
saline), hexane for 1,4-diphenylbutadiene and dichloro-
methane for the anthracene diimide.

For oligothiophenes, we have used the potential energy
surfaces (PESs) from ref. 16. For new combinations of coordi-
nates treated anharmonically, not present in ref. 16, we have
deleted the respective regions from potential energy surfaces
generated in ref. 16.
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For the PES generation and anharmonic vibrational wave
function calculations, we employed a locally modified version
of the Molecular Interactions Dynamics And Simulation C++
package (MidasCpp)54 version 2019.04.0. For all vibrational
profile calculations, we employed the normal modes and
vibrational frequencies of the first excited state. The vibrational
coordinates of the excited state were also employed for the
reduced-space anharmonic PESs for both the ground and
excited state. The ground- and excited-state PESs for the fluor-
escent dyes were obtained with the multi-state extension55,56

to the adaptive density guided approach (ADGA)57 obtaining
reliable PESs for at least the lowest six vibrational states in both
electronic states. Additionally, mode–mode coupling up to
second order in n-mode expansion is considered in the PES
generation within a selected set of modes. The relative ADGA
convergence criterion threshold was set to 1.0 � 10�2 while the
absolute ADGA convergence criterion threshold was set to
1.0 � 10�6. Both was increased by a factor of 10 for the two-
mode coupling part of the PES. The PES cuts were fitted to
polynomials with the maximal polynomial order of eight. All
vibrational self-consistent field (VSCF) calculations were per-
formed with B-spline basis sets58 with a basis set density of 0.8.

The anharmonic Franck–Condon factors were obtained
from vibrational configuration interaction (VCI) calculations.
For all cases with four or more modes in the VCI treatment up
to quadruply substituted configurations are included in the VCI
treatment (VCI[4]). For smaller vibrational subspaces, full
vibrational configuration interaction (FVCI) calculations have
been conducted. The VCI Franck–Condon factors59–62 were
obtained as overlaps of the anharmonic VCI wave functions
of the different vibrational states within the final electronic
state with the vibrational ground state of the initial electronic
state. The sum of FCs was required to be more than 0.98 to
ensure that most of the intensity was captured in the calculated
spectra. To reach this, different numbers modals were included
in the configurational space for different molecules. The calcu-
lations of the Franck–Condon factors were performed using the
respective implementation16,56 in MidasCpp.54

The different measures as well as the IMDHO line shapes
according to eqn (2) have been implemented in a python frame-
work. Therefore, scipy.integrate.quad with techniques from the
Fortran library QUADPACK63 is used for the integration parts.

For a consistent theory–experiment comparison, the experimental
spectra measured in wavelength scale are transformed in line shapes
by applying an intensity correction proportional to o2.64,65 We further
normalized the area under the peak to 1 in all spectral comparisons
and shifted the maxima of the experiment to the same position as the
maxima of the respective most advanced calculation.

4 Results and discussion
4.1 Oligothiophenes, revisited

The above-mentioned reduced-space approach for anharmonic
vibrational broadenings was assessed for oligothiophenes of
different lengths.16 In this previous work, all chosen vibrations

(i.e. all with Di r 0.6 and ni 4 161 cm�1) were included
anharmonically and all others were neglected. We have chosen
these examples as first testbed for our hybrid approach and the
refined criteria described above. In view of the similar spectra
obtained with different conformers of the oligothiophenes,16

we restrict the discussion here to the all-trans conformers. The
experimental spectra we compare to ref. 13 are taken in ethanol
at 77 K, that is, below the melting point of ethanol. Hence,
thermal broadening is likely suppressed in these spectra.

4.1.1 In-depth analysis of trans bithiophene. Following the
outline of ref. 16, we first evaluate the inclusion of anharmonic
modes with decreasing Di for the trans bithiophene. The
corresponding mode ranking is listed in Table 1. This contains
next to the previous criteria (frequency ni and harmonic dis-
placement Di) also the projected anharmonic displacements

|Da
i | and squared ratio

Da
i

Di

� �2

as well as the resolution measure

si and the qualitative impact of one-mode anharmonicity in
the respective anharmonic calculation for this mode only. The
latter is obtained by visual inspection of the respective spectra,
which can be found in Fig. S1 in the ESI.†

In the previous work, modes 14, 36, and 7 were deemed
important. Additionally, modes 5 and 29 were assessed. The
resolution measure si for the modes 5 and 7 lies below the
chosen g value of 322.6 cm�1 (0.04 eV). This suggests that mode
5 and 7 are likely not well resolved and may therefore be
neglected. Fig. 2 shows the vibrational broadening of the
emission spectrum obtained with the IMDHO model and by
VCI for the following reduced spaces, containing

set 1: only the mode with the largest IMDHO displacement,
i.e., mode 14,

set 1*: only the mode with most pronounced one-mode
anharmonicity among the five modes with the largest IMDHO
displacement, i.e., mode 36,

set 2: three modes with the largest IMDHO displacements
according to the procedure in ref. 16, i.e., modes 14, 36, 7,

set 2*: three modes with the largest IMDHO displacements
and a resolution measure larger than the chosen half width at
half maximum, i.e., modes 14, 36, and 29, and

set 3: all five previously investigated modes, i.e., modes 14,
36, 7, 5, and 29.

Table 1 Mode ranking for trans bithiophene with CAM-B3LYP/6-31+g(d).
The most important modes with the harmonic frequency ni in cm�1, the
absolute value of the harmonic |Di|, anharmonic |Da

i | dimensionless dis-
placement, the relative difference between harmonic and anharmonic

displacement
Da
i

Di

� �2

, the resolution measure si in cm�1, and the effect

of one-mode anharmonicity on the vibronic profile (1-mode AH)

Mode (i) ni/cm�1 |Di| |Da
i |

Da
i

Di

� �2

si/cm�1 1-Mode AH

14 674 1.420 1.593 1.259 7473 Weak
36 1658 1.350 0.422 0.098 5312 Moderate
7 387 0.824 1.606 3.799 277 Weak
5 290 0.529 0.415 0.615 117 Weak
29 1214 0.446 0.303 0.461 403 Weak
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For mode 14, which has the largest harmonic displacement,
the one-mode harmonic and anharmonic spectra are very
similar (set 1), while the respective spectra for only mode
36 (set 1*) differ significantly. The same also holds for all other
sets, that are set 2, set 2*, and set 3, which all include the
anharmonic mode 36. We further observe significant differences
between set 2 and set 2*, which both contain three modes.

Fig. 3 shows the vibrational profiles, for which the above-
mentioned sets of modes were treated by VCI and all other
modes by the IMDHO model. Additionally, set 0 is depicted,
which is a pure IMDHO treatment of all vibrational modes. The
respective vibrational profile is hardly altered, when treating
mode 14 anharmonically (set 1), but slight differences are
obtained for treating only mode 36 (set 1*) anharmonically.
Similar slight modifications of the vibrational profiles are
observed for set 2 and set 2*. The vibrational profile for the
hybrid scheme with set 3 is almost perfectly resembled by that
for set 2*. For a more quantitative comparison of the conver-
gence of the vibrational profiles to that obtained for the hybrid
scheme with the different sets of modes, we quantify the
difference between the two spectra by

d ¼
Ð b
a f ðxÞ � gðxÞj jdxÐ b

agðxÞdx
(5)

here f (x) and g(x) is the approximated and reference spectrum,
respectively. As reference spectrum, we choose our best model,

i.e., the hybrid calculation for set 3. The d values are shown
below the respective spectra in Fig. 3. The d value for set 2* is
lower than that for set 2. For the example of bithiophene we,
hence, conclude that both the consideration of anharmonici-
ties and the refined resolution measure as well as the inclusion
of the less important modes within the IMDHO model can be
beneficial for increased convergence of the vibrational profile
with increasing number of modes.

4.1.2 All-trans terthiophene. For the terthiophene, we
obtain the importance and anharmonicity measures shown in
Table 2. All these modes have been considered in the previous
work.16 The set including all these modes will be denoted set 3
in the following. Two of these modes, that are mode 8 and
mode 10, may be discarded due to our resolution criterion si

being lower than the chosen half width at half maximum. The
resulting set of modes includes modes 55, 24 and is denoted set
2. Mode 55 is the mode with the largest IMDHO displacement
and exhibits the most pronounced one-mode anharmonicity
among the listed modes. Mode 55 is the only mode in set 1.

The calculated hybrid spectra treating above-described sets
of modes anharmonically are depicted in Fig. 4. Again, we see a
convergence of the spectrum towards the set 3 results already
for set 2. This convergence is illustrated by the decreasing d
measures, also shown in Fig. 4. In this case, however, the
consideration of the remaining modes within the IMDHO
model has only little influence on the result compared to the
reduced-space VCI result already presented in ref. 16. The

Fig. 2 Reduced-space vibrational profile for the S0 ’ S1 emission for trans bithiophene with the IMDHO model (blue) and VCI (black). For the definition
of the reduced spaces, see the main text. The vertical transition energy is given as a vertical grey line.

Fig. 3 Hybrid VCI-in-IMDHO vibrational profiles for the S0 ’ S1 emission for trans bithiophene for the different sets of vibrational coordinates treated by
VCI (black) and that for the largest set of modes set 3 (blue) with a HWHM of 0.04 eV compared to a corrected experimental spectrum of bithiophene at
77 K in ethanol13 (green). For the definition of the reduced spaces, see the main text. The vertical transition energy is given as a vertical grey line. The
experiment al spectrum is shifted by 0.105 eV to get the same position of maximum as calculated spectrum. Additionally, the deviation between the
shown spectra according to eqn (5) is quantified below the respective graphs.
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agreement with experiment (most right graph in Fig. 4), is,
however, only moderate. We note that the experimental data is
obtained in ethanol solution, so that many factors may play a
role, that are not accounted for in our present computational
setup. Note also that better agreement with the experiment is
obtained with a reduced HWHM value of g = 0.02 eV (see Fig. 5).

In this case, however, already the pure IMDHO model (set 0)
results in good agreement with experiment. Still, the VCI-in-
IMDHO treatment leads to a systematic further improvement of
this agreement as illustrated by the d values.

4.1.3 All-trans quaterthiophene and all-trans pentathio-
phene. The results for the all-trans quaterthiophene and all-
trans pentathiophene are overall similar to that of the terthio-
phene and can be found in Sections S3 and S4 in the ESI.† Also
here, we can discard vibrational modes due to the more refined
resolution measure and observe similar convergence behaviour.

4.1.4 Assessment of the anharmonicity measure. In the
above discussions, we assessed one-mode anharmonicity
measure comparing the obtained line shapes for one-mode
calculations. In the respective tables, we however also list an
anharmonicity measure obtained by comparing the IMDHO
displacements to the anharmonic ones obtained by projecting
the coordinate difference of the ground and excited state onto

the respective vibrational coordinates
Da
i

Di

� �
. If the squared

ratio for a mode is equal to 1, we expect the IMDHO treatment
to be a good approximation and for large deviations, the
respective mode is more likely to exhibit anharmonic contribu-
tions. For the thiophene test cases, all modes with significant
(moderate) effect of one-mode anharmonicity on the one-mode
vibrational profiles have an anharmonicity measure of

Da
i

Di

� �2

o 0:1. For pentathiophene, we observe, however, two

modes with very small anharmonicity measures below that
value that do not show significant one-mode anharmonicities
(see Table SII and Fig. S8 in the ESI†). Similar observations are
also made for the organic dyes below (see Tables SIII, SIV, and
SV as well as Fig. S9, S11, and S13 in the ESI†).

In summary, the correlation of
Da
i

Di

� �2

to the observed

anharmonicities is less clear than hoped for. This observation
might be related to that the Franck–Condon region has a larger
influence on the vibrational profile than the region around the
equilibrium of the final state, as has been reported earlier.66

We, hence, speculate that the proposed anharmonicity measure
focuses too much on the adiabatic region to give a clear
guideline for the effect of the anharmonicity on the vibrational
profile. For this reason, we further apply the computationally
more expensive comparison of the effect of the one-mode
anharmonicity on the one-mode vibronic spectra directly.

We note that among the modes investigated for anharmo-
nicity, those with high harmonic displacements also exhibit the
largest anharmonicity effects on the vibrational profiles.
An exception is, however, obtained for bithiophene, for which
the mode with the second largest displacement exhibits the
largest one-mode anharmonicity of the tested modes. We should,
however, keep in mind that we have a very limited set of modes
here. Furthermore, known highly anharmonic modes like the
torsion in oligothiophenes14 only contribute little to the vibra-
tional profile. The observed correlation between high one-mode

Table 2 Mode ranking for all-trans terthiophene with CAM-B3LYP/6-
31+g(d). The most important modes with the harmonic frequency ni in
cm�1, the absolute value of the harmonic |Di|, anharmonic |Da

i | dimension-
less displacement, the relative difference between harmonic and anhar-

monic displacement
Da
i

Di

� �2

, the resolution measure si in cm�1 and the

effect of one-mode anharmonicity on the vibronic profile (1-mode AH)

Mode ni/cm�1 |Di| |Da
i |

Da
i

Di

� �2

si/cm�1 1-Mode AH

55 1631 1.31 0.342 0.068 4009 Moderate
24 697 1.050 1.233 1.378 772 Weak
8 210 0.977 0.629 1.116 181 Weak
10 350 0.741 1.371 3.423 215 Weak

Fig. 4 Hybrid VCI-in-IMDHO vibrational profiles for the S0 ’ S1 emission
for all-trans terthiophene for the different sets of vibrational coordinates
treated by VCI (black) and that for the largest set of modes set 3 (blue) with
a HWHM of 0.04 eV compared to a corrected experimental spectrum of
terthiophene at 77 K in ethanol13 (green). For the definition of the reduced
spaces, see the main text. The vertical transition energy is given as a
vertical grey line. The experiment al spectrum is shifted by 0.093 eV to get
the same position of maximum as calculated spectrum. Additionally, the
deviation between the shown spectra according to eqn (5) is quantified
below the respective graphs.

Fig. 5 Hybrid VCI-in-IMDHO vibrational profiles for the S0 ’ S1 emission
for all-trans terthiophene for the different sets of vibrational coordinates
treated by VCI (black) with a HWHM of 0.02 eV compared to a corrected
experimental spectrum of terthiophene at 77 K in ethanol13 (green). For the
definition of the reduced spaces, see the main text. The vertical transition
energy is given as a vertical grey line. The experiment al spectrum is shifted
by 0.000 eV to get the same position of maximum as calculated spectrum.
Additionally, the deviation between the shown spectra according to eqn (5)
is quantified below the respective graphs.
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anharmonicity and large harmonic displacements can, hence,
not be considered robust to predict the impact of anharmonicity
of a given mode.

4.2 Organic biomarkers

In the previous section, we have seen that reduced-space VCI
vibrational profiles can be combined with IMDHO-type line
shapes to the VCI-in-IMDHO model. This combination can lead
to a faster convergence of the vibrational profile. This accom-
panying reduction in computational cost allows us to apply this
methodology also to the somewhat larger organic fluorescent
dyes introduced in Fig. 1. In interest of computational cost, we
only included two-mode couplings in the PESs for modes, for
which |Di| 4 0.6 for these larger examples. For all organic
biomarkers, we compare also to experimental spectra. In con-
trast to the experimental spectra for oligothiophenes above, the
broadening in the experimental spectra for the organic biomar-
kers can be assumed to be dominated by thermal broadening.
Fewer details are resolved in these spectra.

4.2.1 HS84. For the oligothiophene-based fluorescent dye
HS84, we obtained five modes with |Di| 4 0.2 and si 4 322.6 cm�1

(0.04 eV, see Table 3). We note that additional to the listed modes,
there are 17 modes, for which |Di| 4 0.2. All these modes are
discarded due to the resolution measure.

The corresponding calculated vibrational line shapes of the
emission spectra for HS84 obtained for reduced-space VCI,
IMDHO and VCI-in-IMDHO models are shown in Fig. 6 for a
HWHM of 0.04 eV.

The energy differences between the main peaks are similar
in all approaches (between 0.180 eV and 0.187 eV). With the
reduced-space VCI model, small additional side peaks are
obtained. The reduced-space VCI results differ more from the
VCI-in-IMDHO spectrum than the IMDHO spectrum. This
somewhat better ‘‘resolution’’ of the reduced-space VCI spec-
trum compared to the VCI-in-IMDHO spectrum, as well as the
largest deviation for the reduced-space VCI model, can most
likely be attributed to the neglect of the broadening effect of
the remaining vibrational degrees of freedom in the reduced-
space model.

The differences between the VCI-in-IMDHO and pure
IMDHO spectra mainly concern the intensity rather than the
position of the peaks. For none of the selected modes, we
observe a strong effect of one-mode anharmonicity (see Fig. S9
in the ESI†). Further, we obtain a slight deviation for the

VCI-in-IMDHO spectrum with all the modes from Table 3
accounted for anharmonically including two-mode couplings
for selected modes in the PES compared to that with only one-
mode anharmonicities in the reduced-space PES (see Fig. 6).
This suggests that mode–mode coupling effects, similar to one-
mode anharmonicities, play a small role here.

Fig. 6 additionally shows an experimental reference for the
emission spectra in solution. This experimental spectrum is
however very broad so that the vibrational progression is not
resolved. For the HS84, we further observe a pronounced
sensitivity of the pure IMDHO spectrum on the inclusion of
solvent effects by a continuum solvation model (see Fig. S10
in the ESI†). Hence, solvent effects are expected to be not
negligible in this case.

4.2.2 1,4-Diphenylbutadiene. Next, we investigate the per-
formance of the VCI-in-IMDHO scheme for 1,4-diphenyl-
butadiene (DPB). For this molecule, an earlier theoretical
study concluded that anharmonic ground state effects are
significant.65,67 Table 4 shows the obtained ranking parameter
for the highest ranked modes.

In total, we identify seven modes with a harmonic displace-
ment larger than 0.2 and a si larger than 200 cm�1 (0.025 eV),
out of which two modes have harmonic displacements larger
than 0.6 and are therefore coupled in the PES. Again, the mode
with the largest harmonic displacement (mode 70) also has the
largest si and strongest one-mode anharmonicity among the

Table 3 Mode ranking for HS84 with CAM-B3LYP/def2-TZVP. The most
important modes with the harmonic frequency ni in cm�1, the absolute
value of the harmonic dimensionless displacement |Di|, the resolution
measure si in cm�1 and the effect of one-mode anharmonicity on the
vibronic profile (1-mode AH)

Mode ni/cm�1 |Di| si/cm�1 1-Mode AH

133 1576 1.120 2044 Weak
131 1547 0.699 879 Weak
68 735 0.697 416 Weak
107 1264 0.420 393 Weak
126 1488 0.313 338 Weak

Fig. 6 Calculated harmonic (blue), reduced-space VCI (red), VCI-in-
IMDHO without mode–mode couplings in the PES (magenta) and VCI-
in-IMDHO (black) broadened emission spectra of HS84 molecule with a
HWHM of 0.04 eV compared to a corrected experimental spectrum in
PBS8 (green). Vertical electronic emission energy with grey lines. The VCI
spectrum is obtained by conventional Lorentzian broadening. In the
bottom part, the calculated spectra are directly compared to the best
approximation (VCI-in-IMDHO) and the experimental spectrum, respec-
tively. Additionally, the deviation between the calculated spectra according
to eqn (5) is quantified in the respective graphs. The modes treated by VCI
in the reduced-space VCI are 131, 133, 68, 107, 126, out of which only the
modes 133, 131, and 68 were coupled in the underlying PESs. The
experimental spectra are shifted by 0.144 eV to get the same position of
maximum as VCI-in-IMDHO spectra.
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ranked modes. All other ranked modes show only weak one-
mode anharmonicity.

The vibrational line shapes of the emission spectra of
1,4-diphenylbutadiene for harmonic, reduced-space VCI, and
VCI-in-IMDHO treatment of different reduced spaces are shown
in Fig. 7 along with an experimental spectrum.65,67 Again, the
treatment of reduced-space anharmonicity has a significant
impact. This holds in particular for the intensities, but also
the energy differences are shifted. This shift in intensities
mostly concerns an increase of the peak around 3.1 eV and a
decreased intensity, of the peak around 3.5 eV when consider-
ing reduced-space anharmonicity. This shift leads to a better
qualitative agreement with the experimental spectrum, similar
to the conclusions drawn on the effect of full-space ground-
state anharmonicity in ref. 65. We also note that accounting
only for the anharmonicity of mode 70, leads already to a rather
similar result as the VCI-in-IMDHO result with the seven high-
est ranked modes in this case (see Fig. 7). This means that the
impact of one-mode anharmonicity of mode 70 on the vibra-
tional profile is larger than the mode–mode coupling contribu-
tions in this case. Further, we find this effect to be more
significant than the impact of the dichloromethane solution
treated by continuum solvation model on the IMDHO spectrum
(see Fig. S12 in the ESI†).

4.2.3 Anthracene diimide. As the last test system, we have
chosen the anthracene diimide (ADI) depicted in Fig. 1.
We note that the experimental spectrum we compare to is that
of an anthracene diimide derivative with a longer linear alkyl
chain in the imide substituents (–C7H15),68 which is in line with
ref. 7. This can be rationalized by the observation that imide
substituents in this compound series have no significant
photophysical characteristics e.g. spectral band shape influ-
ence, which is also confirmed for other perylene diimides.69–71

The vibrational profile of this molecule has previously been
assessed by means of harmonic calculations accounting for
Duschinsky rotations and the different harmonic frequencies
in the two involved electronic states as well as including
ground-state anharmonicity effects.7 The authors of this study
found significant deviations from the experimental reference
with all applied approaches as well a strong dependence on
ground state anharmonicity, which, however, was highly depen-
dent on the applied density functional.

The mode ranking (see Table 5) leads to nine modes with a
harmonic displacement larger than 0.2 and a resolution mea-
sure larger than 200 cm�1 out of which three have a harmonic
displacement larger than 0.6. All of these modes exhibit only
weak one-mode anharmonicity.

We find a moderate effect of the anharmonicity on the
emission spectrum of the ADI (see Fig. 8). Again, this effect is
more pronounced for the intensities than for the energy
differences. For the two highest-energy peaks (at about 2.5 eV
and about 2.7 eV, respectively) we find for the IMDHO model and
pure anharmonic model that the peak at 2.7 eV has the highest
intensity. This difference is reduced in the VCI-in-IMDHO treat-
ment. In this case, we obtain a negligible effect of the one-mode
anharmonicities (cf. d values for the pure IMDHO model and the
VCI-in-IMDHO model without mode–mode couplings in the PES
from the VCI-in-IMDHO result with mode–mode couplings), but a
larger effect of the mode–mode couplings compared to the above
examples. Overall, the effect of anharmonicities on the vibrational
line shape is similar to that of the continuum solvent (see Fig. S14
in the ESI†). Still, all simulated spectra exhibit large deviations from
the experimental reference.

The here calculated vibrational line shapes for the ADI
applying CAM-B3LYP/def2-TZVP remind of those obtained
both harmonically and with ground-state anharmonicity with

Table 4 Mode ranking for 1,4-diphenylbutadiene with CAM-B3LYP/def2-
TZVP. The most important modes with the harmonic frequency ni in cm�1,
the absolute value of the harmonic dimensionless displacement |Di|, the
resolution measure si in cm�1 and the effect of one-mode anharmonicity
on the vibronic profile (1-mode AH)

Mode ni/cm�1 |Di| si/cm�1 1-Mode AH

70 1691 1.270 3452 Moderate
53 1285 0.849 964 Weak
69 1653 0.527 663 Weak
41 1016 0.372 277 Weak
60 1435 0.303 314 Weak
57 1363 0.290 286 Weak
64 1544 0.202 223 Weak

Fig. 7 Calculated harmonic (blue), reduced-space VCI (red), one-mode
VCI-in-IMDHO (orange), VCI-in-IMDHO without mode–mode couplings
(magenta) and VCI-in-IMDHO (black) broadened emission spectra of
1,4-diphenylbutadiene with a HWHM of 0.025 eV compared to a corrected
experimental spectrum in hexane65,67 (green). Vertical electronic emission
energy with grey lines. The VCI spectrum is obtained by conventional
Lorentzian broadening. In the bottom part, the calculated spectra are
directly compared to the best approximation (VCI-in-IMDHO) and the
experimental spectrum, respectively. Additionally, the deviation between
the calculated spectra according to eqn (5) is quantified in the respective
graphs. The modes treated by VCI in the reduced-space VCI are 70, 53, 69,
41, 60, 57, and 64, out of which only the modes 70 and 53 where coupled
in the underlying PESs. Only mode 70 is VCI treated in the one-mode VCI-
in-IMDHO treatment. The experimental spectra are shifted by 1.549 eV to
get the same position of maximum as VCI-in-IMDHO spectra.
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M06-2X in ref. 7. In view of the pronounced functional depen-
dence on the vibrational line shapes for the anthracene di-
imide, it can be speculated that the deviations obtained from
experiments may be more likely dominated by a challenging
electronic structure of the involved electronic states rather than
the applied vibrational treatment.

5 Summary and conclusions

With the VCI-in-IMDHO model, we introduce a hybrid treat-
ment for vibrational line shapes of optical spectra. This model

allows us to treat selected modes by highly accurate and
anharmonic vibrational wave function methods (VCI) and the
remaining modes by the very approximate IMDHO model. No
mode–mode coupling is considered within the modes treated
by the IMDHO model and in between the two sets of modes.
The Franck–Condon factors for the reduced vibrational space
obtained by VCI are broadened by a system-specific line shape
obtained from the IMDHO autocorrelation function for a given
half-width at half maximum considering all modes but the ones
treated by VCI.

For the separation of the modes into these two sets, we
refined and extended the criteria introduced in ref. 16. One
criterion is the impact on the vibrational progression estimated
by the displacement of the minima in the two involved electro-
nic states within the IMDHO model (|Di|), which has also been
applied in earlier work.16,47 We refined the resolution criterion
si, which excludes modes due to the expected poor resolution
of the vibrational modes rather than a simple frequency
criterion.16,47 We show for oligothiophene examples that the
harmonic treatment of the modes with a large Di but a si below
the chosen half-width at half maximum leads to negligible
deviations in the resulting VCI-in-IMDHO spectra compared to
the case, where these modes are included in the VCI treatment.
We also attempted to assess the impact of the anharmonicity a
priori by comparing the displacement within the IMDHO model
|Di| to the displacement between the optimized minima of the
two electronic states projected on the respective mode |Da

i |.

We, however, could not find a clear correlation of
Da
i

Di

� �2

with

the impact of anharmonicity on the one-mode vibrational
profiles and therefore resorted to the comparison of calculated
harmonic and anharmonic one-mode vibrational profiles: if the
one-mode vibrational spectra are affected by anharmonicity,
the multi-mode anharmonic spectrum will also be. Unfortu-
nately, this cannot be turned around. That means, weak one-
mode anharmonicity is no guarantee for negligible overall
anharmoncity, as we saw, for the anthracene diimide.

For the three investigated dyes, i.e., the oligothiophene-
based dye HS84, 1,4-diphenylbutadiene, and an anthracene
diimide, we found between five and nine modes above the
thresholds to be included in the VCI treatment. For two to three
modes of these, we also accounted for mode–mode couplings
in the underlying potential energy surfaces. For all examples,
we find some impact on anharmonicity, which is larger for the
intensity of the peaks than on the peak positions. This means
Franck–Condon factors are more sensitive toward anharmoni-
city than the vibrational energies. The cases, however, differ in
the impact of one-mode anharmonicity and/or mode–mode
coupling: for HS84 both anharmonic effects are small but
visible. The anharmonic effect in the vibrational line shape of
1,4-diphenylbutadiene is dominated by one-mode anharmoni-
city, with small contribution from the mode–mode coupling.
And for the anthracene diimide, we find negligible effect of
one-mode anharmonicity, but a somewhat larger effect of the
mode–mode couplings. In case of 1,4-diphenylbutadiene, the
VCI-in-IMDHO model leads to an improved agreement with

Table 5 Mode ranking for the anthracene diimide with CAM-B3LYP/def2-
TZVP. The most important modes with the harmonic frequency ni in cm�1,
the absolute value of the harmonic dimensionless displacement |Di|, the
resolution measure si in cm�1 and the effect of one-mode anharmonicity
on the vibronic profile (1-mode AH)

Mode ni/cm�1 |Di| si/cm�1 1-Mode AH

79 1447 0.706 833 Weak
75 1398 0.642 712 Weak
92 1652 0.607 785 Weak
29 512 0.566 223 Weak
65 1215 0.352 312 Weak
81 1473 0.332 356 Weak
88 1546 0.318 367 Weak
89 1574 0.252 285 Weak
82 1502 0.227 244 Weak

Fig. 8 Calculated harmonic (blue), reduced-space VCI (red), VCI-in-
IMDHO without mode–mode couplings in the PES (magenta) and VCI-
in-IMDHO (black) broadened emission spectra of the anthracene diimide
with a HWHM of 0.025 eV compared to a corrected experimental spec-
trum in dichloromethane7,68 (green). Vertical electronic emission energy
with grey lines. The VCI spectrum is obtained by conventional Lorentzian
broadening. In the bottom part, the calculated spectra are directly com-
pared to the best approximation (VCI-in-IMDHO) and the experimental
spectrum, respectively. Additionally, the deviation between the calculated
spectra according to eqn (5) is quantified in the respective graphs. The
modes treated by VCI in the reduced-space VCI are 79, 75, 92, 29, 65, 81,
88, 89, 82 out of which only the modes 79, 75, and 92 were coupled in the
underlying PESs. The experimental spectra are shifted by 1.124 eV to get
the same position of maximum as VCI-in-IMDHO spectra.
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experiment compared to the pure IMDHO results. For HS84,
the agreement is unclear due to a not very well resolved
experimental reference, which is furthermore affected by
the solvent. For the anthracene diimide, the experimental
spectrum could not be recovered with any of the models. The
strong functional dependence of the harmonic vibrational line
shape7 suggests that this failure might be due to deficiencies in
the applied electronic-energy methods for this molecule.

With the presented VCI-in-IMDHO model, we hence reduce
the computational cost compared to the reduced-space VCI
approach.16 It allows computations of emission line shapes of
organic dyes accounting for anharmonicity in both involved
electronic states, where required. We systematically converge
the vibrational profile with increasing vibrational space
described by accurate VCI methods. For this, we assess both
the overall impact of the mode on the vibrational progression
as well as the resolution of the resulting vibronic peaks in a
spectrum with a given line width. What remains a challenge is
to estimate the anharmonic effect and particularly the impact
of mode–mode couplings a priori. Still, the hybrid nature of the
VCI-in-IMDHO model combined with possibility to systemati-
cally increase the vibrational space treated by VCI provides
reliable, yet affordable computational setup for vibrational
profiles for typical fluorescent dyes. For the organic dyes, we
additionally calculated the IMDHO vibrational profiles in con-
tinuum solvation models. In particular for the HS84, this effect
was significant and larger than that of the anharmonicity. For
the other molecules, the impact of anharmonicity and solvation
effects are more similar. This suggests that both effects have to
be included for accurate computations. Furthermore, for the
calculation of vibronic profiles in heterogeneous environments,
such as HS84 at an amyloid fibril, more multi-level aspects,
e.g., on the electronic-structure calculations and dynamics of
the environment are required. The combination of accurate
vibrational profiles with different environmental description
will be considered in future work.
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D. K. Kahaner, Quadpack: A subroutine package for automatic
integration, Springer-Verlag, Berlin Heidelberg, 1983.

64 F. J. Avila Ferrer, J. Cerezo, E. Stendardo, R. Improta and
F. Santoro, J. Chem. Theory Comput., 2013, 9, 2072–2082.

65 A. Charaf-Eddin, A. Planchat, B. Mennucci, C. Adamo and
D. Jacquemin, J. Chem. Theory Comput., 2013, 9, 2749–2760.

66 W. Domcke, L. Cederbaum, H. Köppel and W. von Niessen,
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S1 Trans bithiophene
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Figure S1: IMDHO-treated (blue) and VCI-treated (black) vibrational profile with a HWHM of γ = 0.04 eV for the
S0 ← S1 emission for the different modes of trans bithiophene employing PESs from ref. [1]. The vertical transition
energy is given as a vertical grey line.
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S2 All-trans terthiophene
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Figure S2: IMDHO-treated (blue) and VCI-treated (black) vibrational profile with a HWHM of γ = 0.04 eV for
the S0 ← S1 emission for the different modes of all-trans terthiophene employing PESs from ref. [1]. The vertical
transition energy is given as a vertical grey line.

S3 All-trans quaterthiophene

Table SI: Mode ranking for all-trans quaterthiophene using CAM-B3LYP/6-31+g(d). The most important modes
with the harmonic frequency νi in cm−1, the absolute value of the harmonic |∆i| and anharmonic |∆a

i | dimensionless

displacement, the relative difference between harmonic and anharmonic displacement
(

∆a
i

∆i

)2

, the resolution measure

σi in cm−1, and the effect of one-mode anharmonicity on the vibronic profile (1-mode AH).

Mode (i) νi/cm−1 |∆i| |∆a
i |

(
∆a

i
∆i

)2

σi/cm−1 1-mode AH

74 1616 1.280 0.280 0.048 3440 moderate
9 162 1.02 0.637 0.390 168 weak

32 705 0.894 1.034 1.337 575 weak
15 333 0.693 1.439 4.315 187 weak
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Figure S3: Hybrid VCI-in-IMDHO vibrational profiles for the S0 ← S1 emission for all-trans quaterthiophene for the
different sets of vibrational coordinates treated by VCI (black) and that for the largest set of modes set 3 (blue) with
a HWHM of γ = 0.04 eV compared to a corrected experimental spectrum of quaterthiophene at 77 K in ethanol [2]
(green). The vertical transition energy is given as a vertical grey line. Within the anharmonic and hybrid models,
(set 0) including 0 anharmonic mode; (set 1) including the one with most pronounced one mode anharmonicity: 74;
(set 2) including two highest ranked modes: 74, 32 and (set 3) including 4 modes: 74, 9, 32, 15. The experimental
spectra is shifted by 0.086 eV to get the same position of maximum as calculated spectrum. Additionally, the
deviation between the shown spectra according to eq. (5) in the main text is quantified below the respective graphs.
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Figure S4: Hybrid VCI-in-IMDHO vibrational profiles for the S0 ← S1 emission for all-trans quaterthiophene for
the different sets of vibrational coordinates treated by VCI (black) with a HWHM of γ = 0.02 eV compared to a
corrected experimental spectrum of quaterthiophene at 77 K in ethanol [2] (green). The vertical transition energy
is given as a vertical grey line. Within the anharmonic and hybrid models, (set 0) including 0 anharmonic modes;
(set 1) including the one with most pronounced one mode anharmonicity: 74; (set 2) including two highest ranked
modes: 74, 32 and (set 3) including 4 modes: 74, 9, 32, 15. The experimental spectra is shifted by 0.010 eV to
get the same position of maximum as calculated spectrum. Additionally, the deviation between the shown spectra
according to eq. (5) in the main text is quantified below the respective graphs.
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Figure S5: IMDHO treated (blue) and VCI treated (black) vibrational profile with a HWHM of γ = 0.04 eV for
the S0 ← S1 emission for the different modes of all-trans quaterthiophene employing PESs obtained from [1]. The
vertical transition energy is given as a vertical grey line.
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S4 All-trans pentathiophene

Table SII: Mode ranking for all-trans pentathiophene using CAM-B3LYP/6-31+g(d). The most important modes
with the harmonic frequency νi in cm−1, the absolute value of the harmonic |∆i| and anharmonic |∆a

i | dimensionless

displacement, the relative difference between harmonic and anharmonic displacement
(

∆a
i

∆i

)2

, the resolution measure

σi in cm−1, and the effect of one-mode anharmonicity on the vibronic profile (1-mode AH).

Mode νi/cm−1 |∆i| |∆a
i |

(
∆a

i
∆i

)2

σi/cm−1 1-mode AH

92 1600 0.960 0.164 0.029 1479 weak
91 1592 0.835 0.191 0.052 1164 weak
41 711 0.795 0.989 1.549 483 weak
18 323 0.690 1.429 4.293 180 weak
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Figure S6: Hybrid VCI-in-IMDHO vibrational profiles for the S0 ← S1 emission for all-trans pentathiophene for
the different sets of vibrational coordinates treated by VCI (black) and that for the largest set of modes set 3
(blue) with a HWHM of γ = 0.04 eV compared to a corrected experimental spectrum of pentathiophene at 77 K
in ethanol [2] (green). The vertical transition energy is given as a vertical grey line. Within the anharmonic and
hybrid models, (set 0) including 0 anharmonic mode, (set 1) including the highest ranked mode: 92; (set 2) including
two anharmonic modes 92, 91 and (set 3) including all important modes: 92, 91, 41, 18. The experiment spectrum
is shifted by 0.101 eV to get the same position of maximum as calculated spectrum. Additionally, the deviation
between the shown spectra according to eq. (5) in the main text is quantified below the respective graphs.
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Figure S7: Hybrid VCI-in-IMDHO vibrational profiles for the S0 ← S1 emission for all-trans pentathiophene for
the different sets of vibrational coordinates treated by VCI (black) with a HWHM of γ = 0.02 eV compared to a
corrected experimental spectrum of pentathiophene at 77 K in ethanol [2] (green). The vertical transition energy is
given as a vertical grey line. Within the anharmonic and hybrid models, (set 0) including 0 anharmonic mode, (set
1) including the highest ranked mode: 92; (set 2) including two anharmonic modes 92, 91 and (set 3) including all
important modes: 92, 91, 41, 18. The experiment spectrum is shifted 0.005 eV to get the same position of maximum
as calculated spectrum. Additionally, the deviation between the shown spectra according to eq. (5) in the main text
is quantified below the respective graphs.
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Figure S8: IMDHO treated (blue) and VCI treated (black) vibrational profile with a HWHM of γ = 0.04 eV for the
S0 ← S1 emission for the different modes of all-trans pentathiophene using CAM-B3LYP/def2-TZVP. The vertical
transition energy is given as a vertical grey line.
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S5 HS84

Table SIII: Mode ranking for HS84 using CAM-B3LYP/def2-TZVP. The most important modes with the harmonic
frequency νi in cm−1, the absolute value of the harmonic |∆i| and anharmonic |∆a

i | dimensionless displacement, the

relative difference between harmonic and anharmonic displacement
(

∆a
i

∆i

)2

, the resolution measure σi in cm−1, and

the effect of one-mode anharmonicity on the vibronic profile (1-mode AH).

Mode νi/cm−1 |∆i| |∆a
i |

(
∆a

i
∆i

)2

σi/cm−1 1-mode AH

133 1576 1.120 0.225 0.040 2044 weak
131 1547 0.699 0.529 0.572 879 weak
68 735 0.697 1.584 5.166 416 weak
107 1264 0.420 0.063 0.023 393 weak
126 1488 0.313 0.082 0.068 338 weak
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Figure S9: IMDHO treated (blue) and VCI treated (black) vibrational profile with a HWHM of γ = 0.04 eV for the
S0 ← S1 emission for the different modes of HS84 using CAM-B3LYP/def2-TZVP. The vertical transition energy is
given as a vertical grey line.
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Figure S10: Calculated IMDHO harmonic emission spectra of HS84 in vacuum (blue), in water estimated with
the PCM model (black) and a HWHM of γ = 0.04 eV using CAM-B3LYP/def2-TZVP compared to a corrected
experimental spectrum in PBS[3] (green). The vertical transition energy in vacuum is given as a vertical grey line.
The experimental and the IMDHO spectrum in solvent as well as its corresponding excitation energy (vertical blue
light line) are shifted by 0.130 eV and 0.211 eV, respectively, to get the same position of maximum as IMDHO
harmonic spectra in vacuum. Additionally, the deviation between the calculated spectrum in vacuum and in solvent
according to eq. (5) in the main text is 0.211 and 0.343, respectively.
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S6 1,4-diphenylbutadiene

Table SIV: Mode ranking for 1,4-diphenylbutadiene using CAM-B3LYP/def2-TZVP. The most important modes
with the harmonic frequency νi in cm−1, the absolute value of the harmonic |∆i| and anharmonic |∆a

i | dimensionless

displacement, the relative difference between harmonic and anharmonic displacement
(

∆a
i

∆i

)2

, the resolution measure

σi in cm−1, and the effect of one-mode anharmonicity on the vibronic profile (1-mode AH).

Mode νi/cm−1 |∆i| |∆a
i |

(
∆a

i
∆i

)2

σi/cm−1 1-mode AH

70 1691 1.270 0.287 0.051 3452 moderate
53 1285 0.849 0.237 0.078 964 weak
69 1653 0.527 0.117 0.049 663 weak
41 1016 0.372 0.141 0.144 277 weak
60 1435 0.303 0.084 0.077 314 weak
57 1363 0.290 0.091 0.099 286 weak
64 1544 0.202 0.053 0.069 223 weak
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Figure S11: IMDHO treated (blue) and VCI treated (black) vibrational profile with a HWHM of γ = 0.025 eV for
the S0 ← S1 emission for the different modes of 1,4-diphenylbutadiene using CAM-B3LYP/def2-TZVP. The vertical
transition energy is given as a vertical grey line.
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Figure S12: Calculated IMDHO harmonic emission spectra of 1,4-diphenylbutadiene in vacuum (blue), in hexane
estimated with the PCM model (black) and a HWHM of γ = 0.025 eV using CAM-B3LYP/def2-TZVP compared
to a corrected experimental spectrum in hexane[4, 5] (green). The vertical transition energy in vacuum is given as
a vertical grey line. The experimental and the IMDHO spectrum in solvent as well as its corresponding excitation
energy (vertical blue light line) are shifted by 1.527 eV and 0.196 eV, respectively, to get the same position of
maximum as IMDHO harmonic spectra in vacuum. Additionally, the deviation between the calculated spectrum in
vacuum and in solvent according to eq. (5) in the main text is 0.289 and 0.253, respectively.
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S7 Anthracene diimide

Table SV: Mode ranking for the anthracene diimide using CAM-B3LYP/def2-TZVP. The most important modes
with the harmonic frequency νi in cm−1, the absolute value of the harmonic |∆i|, anharmonic |∆a

i | dimensionless

displacement, the relative difference between harmonic and anharmonic displacement
(

∆a
i

∆i

)2

, the resolution measure

σi in cm−1, and the effect of one-mode anharmonicity on the vibronic profile (1-mode AH).

Mode νi/cm−1 |∆i| |∆a
i |

(
∆a

i
∆i

)2

σi/cm−1 1-mode AH

79 1447 0.706 0.149 0.045 833 weak
75 1398 0.642 0.133 0.043 712 weak
92 1652 0.607 0.107 0.031 785 weak
29 512 0.566 0.336 0.350 223 weak
65 1215 0.352 0.077 0.048 312 weak
81 1473 0.332 0.061 0.034 356 weak
88 1546 0.318 0.059 0.035 367 weak
89 1574 0.252 0.045 0.032 285 weak
82 1502 0.227 0.039 0.030 244 weak

1.8 2.3 2.8

Em
iss

io
n 

in
te

ns
ity m79

1.8 2.3 2.8

m75

1.8 2.3 2.8

m92

1.8 2.3 2.8

m29

Emission energy [eV]

1.8 2.3 2.8

Em
iss

io
n 

in
te

ns
ity m65

1.8 2.3 2.8

m81

1.8 2.3 2.8

m88

1.8 2.3 2.8

m89

1.8 2.3 2.8

m82

Emission energy [eV]

Figure S13: IMDHO treated (blue) and VCI treated (black) vibrational profile with a HWHM of γ = 0.025 eV for
the S0 ← S1 emission for the different modes of anthracene diimide using CAM-B3LYP/def2-TZVP. The vertical
transition energy is given as a vertical grey line.
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Figure S14: Calculated IMDHO harmonic emission spectra of anthracene diimide in vacuum (blue), in
dichloromethane estimated with the PCM model (black) and a HWHM of γ = 0.025 eV using CAM-B3LYP/def2-
TZVP compared to a corrected experimental spectrum in dichloromethane[6, 7] (green). The vertical transition
energy in vacuum is given as a vertical grey line. The experimental and the IMDHO spectrum in solvent as well as
its corresponding excitation energy (vertical blue light line) are shifted by 1.121 eV and 0.169 eV, respectively, to
get the same position of maximum as IMDHO harmonic spectra in vacuum. Additionally, the deviation between the
calculated spectrum in vacuum and in solvent according to eq. (5) in the main text is 0.489 and 0.522, respectively.
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ABSTRACT: The bi-thiophene-vinylene-benzothiazole
(bTVBT4) ligand developed for Alzheimer’s disease (AD)-specific
detection of amyloid tau has been studied by a combination of
several theoretical methods and experimental spectroscopies. With
reference to the cryo-EM tau structure of the tau protofilament
(Nature 2017, 547, 185), a periodic model system of the fibril was
created, and the interactions between this fibril and bTVBT4 were
studied with nonbiased molecular dynamics simulations. Several
binding sites and binding modes were identified and analyzed, and
the results for the most prevailing fibril site and ligand modes are
presented. A key validation of the simulation work is provided by
the favorable comparison of the theoretical and experimental
absorption spectra of bTVBT4 in solution and bound to the
protein. It is conclusively shown that the ligand−protein binding occurs at the hydrophobic pocket defined by the residues Ile360,
Thr361, and His362. This binding site is not accessible in the Pick’s disease (PiD) fold, and fluorescence imaging of bTVBT4-
stained brain tissue samples from patients diagnosed with AD and PiD provides strong support for the proposed tau binding site.

■ INTRODUCTION

Several intrinsically disordered proteins are known to self-
assemble into β-sheet filament structures (cross-β), or amyloid
fibrils, associated with neurodegenerative diseases such as
Alzheimer’s (AD), Parkinson’s, and Pick’s (PiD) diseases. Our
current knowledge of the biogenesis and aggregation steps of
amyloids has recently been comprehensively summarized,
including a review of experimental as well as computational
work.1 In AD, notably, the key proteins are amyloid β (Aβ)
with 40 or 42 residues and tau with 352 to 421 residues. The
domain organization of tau is complex, and disease filaments
show six tau isoforms and distinct morphologies, but paired
helical filaments (PHFs) in neurofibrillary tangles are central to
the development of AD. These filaments are composed of a
rigid and structurally ordered core and a flexible and
structurally disordered coat. The molecular structure of the
PHF core with protofilaments comprising residues 306−378 in
tau has been determined by means of cryogenic electron
microscopy (cryo-EM), revealing two C-shaped protofilaments
related by helical symmetry and stacked with a rise of 4.7 Å
and a twist of ca. 1°.2 Compared to AD, PiD is less common.
Patients suffering from PiD have been found to have
intraneuronal inclusions of hyperphosphorylated tau aggre-
gates. However, while the symptoms of PiD may be similar to
the symptoms of AD, the tau inclusion bodies associated with

PiD pathology are both biochemically and histologically
distinct from the aggregates of tau identified in patients with
AD pathology.3 Tau in AD is also known to be highly
phosphorylated. However, it has been shown that the
phosphorylation sites predominantly reside outside the core
region,4 and our study is consequently concerned with the
pristine structure from ref 2.
Several methods exist to study the molecular and functional

aspects of tau physiopathology.5 Noninvasive detection and
imaging of Aβ and tau fibril deposits can be achieved by means
of positron emission tomography6−15 and fluorescence spec-
troscopy. For the latter, small hydrophobic and environment-
sensitive ligands have been developed most commonly as
derivatives of Thioflavin T16 and Congo red1717 and therefore
not suited for clinical studies due to their toxic character and
inability to pass the blood−brain barrier (BBB). As an
alternative, Nilsson and co-workers have proposed a class of
ligands known as luminescent conjugated oligothiophenes
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(LCOs) that show aggregate-specific strong fluorescent signals
upon binding to a wide range of protein aggregate
morphotypes.18 Such LCOs have the ability to pass through
the BBB19,20 and facilitate early-stage detection of the buildup
of misfolded protein aggregates,21−24 and based on the bi-
thiophene-vinylene (bTV) scaffold, ligands demonstrating tau-
specific binding have been synthesized.25 On the theoretical
side, we have developed a methodology to provide a
microscopic understanding of the ligand−protein interactions
by means of unbiased molecular dynamics (MD) and
subsequent spectroscopy simulations,26,27 adopting results in
aqueous solution as reference.28−30 We have applied this
protocol to study the binding of the anionic p-FTAA ligand to
amyloid-β and showed that the fingerprinting optical responses
are associated with the planarity of the π-conjugated system.27

The ligand subject of the present study, bTVBT4, belongs to
the bTV category and features a cationic benzothiazole (BT)
moiety, see Figure 1. In contrast to p-FTAA, it demonstrates
tau-specific binding, and a prime objective of the present study
is to see whether or not this protein-specificity is possible to
rationalize within the realm of our simple fibrillar models of the
disease aggregates. In the next section, we will give an overview
of the adopted methodology with guiding references to the
Supporting Information (SI), where a rich amount of
underlying details can be found. Thereafter follows a section
discussing the key results obtained from our theoretical and
experimental studies of this ligand, and we provide also here
references to SI for additional information with the intent to
keep the main article to the point and focused on the main
message.

■ METHODS

The binding of bTVBT4 to the tau fibril was studied with
molecular dynamics (MD) simulations, with general computa-
tional details found in SI section 1.1.4. A periodic model
system representing the tau fibril was created by repeating
units of tau oligomers originating from the cryo-EM structure
(PDB ID: 5O3l), as described in SI sections 1.2.2 and 1.2.3.
Force field parameters specific to the bTVBT4 ligand were
developed with reference to quantum chemical calculations at
the level of B3LYP/6-31+G(d,p), as described in SI section
1.1.2.
A detailed description of the MD simulations conducted to

identify the ligand binding sites on the tau fibril is provided in
SI section 1.2.4. These calculations were based on the full

periodic model system for tau together with 60 ligands. To
further analyze the binding modes of the main binding site, a
reduced model system was created as described in SI section
1.2.5. This reduced system, consisting of 10 tau oligomer
chains with position constraints imposed on the outermost
chains, was also used to determine free energy profiles for the
binding of bTVBT4 to the tau fibril by means of umbrella
sampling. The calculations of the potentials of mean force
(PMFs) for the different binding modes are described in SI
section 1.2.6.
Spectrum calculations were carried out at the level of CAM-

B3LYP/aug-cc-pVDZ with varying degrees of exact Hartree−
Fock exchange applied in the long-range limit (100% and the
standard setting of 65%). We adopted the polarizable
embedding (PE) model to describe the ligand environment,
and details on the spectrum convergence with respect to PE
parameters are presented in SI section 1.1.7 for the case of
water solution. For the spectrum calculations of the bTVBT4
ligand in the binding site, there is an additional aspect of how
to properly sample all binding modes. Details on our approach
to addressing this issue are provided in SI section 1.2.7.
Experimental fluorescence spectra were obtained from

frozen frontal cortical brain sections from patients with either
Alzheimer’s or Pick’s disease pathology, labeled with a
fluorescent dye conjugated to antibodies against tau fibrils.
Details on these experimental procedures are presented in SI
sections 2.1−2.2. Furthermore, an experimental absorption and
emission study of the bTVBT4 ligand in various solvents was
performed, and details about this are provided in SI section
2.3.

■ RESULTS AND DISCUSSION

As demonstrated in a study of a flexible anionic pentameric
oligothiophene (p-FTAA) targeting Aβ, binding modes of
LCOs interacting with amyloids can be revealed by means of
unbiased MD simulations on a time scale of a few hundred
nanoseconds.26 It was later conclusively shown that the
fingerprinting optical signal responses of this particular ligand
binding are primarily due to an increased planarity in the π-
conjugated system of the ligand.27,29 There are good reasons,
however, to believe that the underlying microscopic mecha-
nisms are different in the present case, as the bTVBT4 ligand
differs in several important ways(i) it is cationic instead of
anionic with a charge that is largely delocalized over the π-
conjugated system instead of being localized to carboxylate

Figure 1. Molecular structure of the bTVBT4 ligand. Selected ground and excited state (S0/S1) bond length (Å) parameters of the π-conjugated
backbone are given. Natural population analysis (NPA) charges for the bi-thiophene and benzothiazole moieties (as separated by the dashed line)
in the S0 and S1 states are given in red. The S0 and S1 states are described at the levels of DFT/B3LYP and TDDFT/CAM-B3LYP, respectively.
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side chains and (ii) the molecular structure is not as flexible
due to the vinylene double bond. It is reasonable to assume
that the relevant binding modes of the ligands targeting tau are
found in the structurally ordered core, and we therefore
adopted the cryo-EM structure as a starting point in an attempt
to reveal the most important binding modes of bTVBT4.
Electronic Structure of bTVBT4. We first performed a

complete conformer study of bTVBT4 in the electronic
ground state, S0, and found the trans-conformer shown in
Figure 1 to be energetically more stable by 2.4 kJ/mol as
compared with the corresponding bi-thiophene cis-conformer.
The conformers associated with variations of the three vinylene
dihedral angles were also considered but resulted in increases
of the energy by 6.8−58.4 kJ/mol, indicating that these
conformers are not as relevant for ligand binding.
The positive charge of the cationic ligand is delocalized, and

with a split separation made in the vinylene double bond, the
bi-thiophene and benzothiazole units accumulate charges of
0.44e and 0.56e, respectively, in the ground state and 0.47e and
0.53e in the excited state, which suggests a small charge
transfer associated with the S1 ← S0 transition. With a gauge-
origin chosen as the center of nuclear charge, the dipole
moment of the cationic ligand becomes well defined and point
in the direction from the bi-thiophene toward the benzothia-
zole moiety. Our charge analysis predicts a lower dipole
moment in the S1 state as compared to the S0 state, and this
finding is corroborated by a quadratic response theory31

calculation of the (always) well-defined dipole moment
difference that, here, predicts a reduction of the dipole
moment from 5.5 to 2.1 D; see Figure S2 in the SI. It also
agrees with the observed negative and zero solvatochromic
shifts in the experimental absorption and emission spectros-
copies, respectively, as presented in Figure 2a. The reasoning
behind this is that, in absorption, the ground state (with its

larger dipole moment and being relaxed also with respect to
the slow degrees of freedom of the solvent) becomes more
stabilized by the reaction field of the solvent as compared to
the excited state, and hence, the transition energy increases
with solvent polarity. In emission, on the other hand, the small
dipole moment of the excited (initial) state causes the energy
to be weakly dependent on the solvent polarity, and the
ground state will not be in equilibrium with the slow degrees of
the freedom of the solvent, resulting in a weak dependence also
of the final state energy with respect to solvent polarity.
Arguments combined explain the observed small variation of
the transition energy with solvent polarity in emission
spectroscopy.
An indirect probe of changes in the electronic structure

between the ground and excited states is provided by the
comparison of equilibrium molecular structures. For pentame-
ric oligothiophene ligands, these changes have been shown to
be localized to the three central rings and interpreted as a quite
localized exciton. For these central units, the main changes
amount to single−double bond inversion, resulting in a rigid
planar system in the excited state.28 For the cationic bTVBT4,
this effect is much less pronounced, and bond length
parameters in the π-conjugated backbone are largely unaffected
by the electronic excitation; see Figure 1. As a consequence,
and as we shall see, this leads to intense 0−0 transitions in the
vibronic absorption spectra.
At the Franck−Condon points, the transition state proper-

ties are determined with the use of the time-dependent density
functional theory (TDDFT) method in conjunction with a
range-separated hybrid exchange−correlation functional
(CAM-B3LYP) to account for the charge-transfer character
in the S1 ← S0 transition. There is no significant difference in
the properties for the trans- and cis-conformer, as seen in Table
1. Varying the amount of exact exchange in the long-range

Figure 2. (a) Experimental absorption and emission spectra of bTVBT4 in different solvents (PBS is phosphate-buffered saline) obtained at room
temperature. (b) Theoretical absorption spectra for bTVBT4 in water solution using Gaussian and vibronic line broadenings. The 10 lowest states
are included in the calculations performed at the level of TDDFT/CAM-B3LYP(100%).
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limit from the standard setting of 65 to 100% (fully correct
asymptotic behavior in charge-transfer excitations) gives rise to
a small increase in the excitation energy of 0.08 eV, in line with
the transition being predominantly described by a single-
electron excitation from the highest occupied molecular orbital
(π) to lowest unoccupied molecular orbital (π*) and where the
former is somewhat more localized to the bi-thiophene group.
Spectra of bTVBT4 in Water. Experimental emission

spectra of LCO ligands often display clear vibrational
progressions that to a high degree of precision can be
simulated with the use of anharmonic vibrational configuration
interaction wave function calculations, as demonstrated in the
case of oligothiophenes with an attribution of the observed
vibrational progressions with a separation of some 0.18−0.19
eV to inter-ring carbon−carbon stretching and ring breathing
motions.32 The relatively large force constants associated with
ring rotations in the excited state promote such a vibrational
resolution in the experiment. In the ground state, this is not the
case, and therefore, in calculations of absorption spectra, it
becomes necessary to also account for the slow dihedral
motions that are not well described by rectilinear coordinates.

As a remedy, we propose to, in a first step, perform an
anharmonic vibrational calculation on the ligand in isolation in
the low-temperature limit, such that small oscillations from a
well-defined molecular structure minimum provide an accurate
description of the nuclear motions. For bTVBT4, this results in
the identification of three vibrational stretching and angle-
bending modes in the region of 1300−1600 cm−1 to be of
prime importance for the absorption spectrum profile. The 0−
0 transition dominates the absorption spectrum, leading to a
strongly inhomogeneous broadening; see Figure S3 in the SI.
In a second step, we adopt this low-temperature spectrum
profile in combination with room-temperature MD simulations
to account for the slow degrees of motion by means of the
technique of snapshot averaging.28,33 This removes the need to
introduce an ad hoc line broadening (typically Gaussian or
Lorentzian) in the simulations and instead relies on the
arguably reasonable approximation that the fast and slow
degrees of vibrational motions can be decoupled.
For bTVBT4, we derived the set of molecular mechanics

force field parameters based on the general AMBER force field
(GAFF) with force constants describing the four dihedral
rotations subsequently fitted to relaxed-scan potential energy
curves obtained at the level of DFT/B3LYP, see Section 1.1.2
in SI for a detailed description. Together with the standard
TIP3P force field for water, we performed room-temperature
MD simulations of the ligand in an aqueous solution with a
chlorine ion introduced to neutralize the system. Only the bi-
thiophene cis/trans-isomerization can be observed in the
dynamics, and it resulted in a statistical 50/50 conformer
population in solution as compared to 35/65 in vacuum. The
relative stabilization of the cis-conformer in solution is
connected with the larger local dipole moment in the bi-
thiophene moiety as compared to that in the trans-conformer.

Table 1. Vertical Absorption Energies (ΔE in eV),
Transition Wavelengths (λ in nm), and Oscillator Strengths
( f) for the Two Lowest Conformations of bTVBT4, Where
the Trans-Conformation is Shown in Figure 1a

CAM-B3LYP(100%) CAM-B3LYP(65%)

conformer ΔE λ f ΔE λ f

trans 2.619 473.5 1.45 2.541 487.9 1.45
cis 2.621 473.0 1.43 2.547 486.8 1.44

aA varying percentage degree of exact exchange is used in the long-
range limit (100% and the standard setting of 65%) in both cases
combined with the aug-cc-pVDZ basis set.

Figure 3. Summary of the MD simulations of the interactions between bTVBT4 and the amyloid fibrillar structure of tau. (a) Density map of the
bTVBT4 interactions with the tau Alzheimer’s fold, where red indicates the highest, blue a lower, and white a zero ligand density, (b) Alzheimer’s
fold (PDB ID: 5O3L), (c) Pick’s fold (PDB ID: 6GX5), and (d) identified binding modes for bTVBT4 in site A during MD simulation, with
separation of down (D), up (U), left (L), and right (R) orientation of the ethyl group with respect to His362 (orange) and Ile360 (blue).
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The subsequent spectrum calculations of bTVBT4 in water
were performed with the employment of the PE model using
the standard Ahlstrom isotropic polarizabilities and atomic
charges for a polarizable shell of thickness 15 Å and the TIP3P
charges for an exterior nonpolarizable shell of thickness 5 Å
the calculations are well converged with respect to shell
thicknesses, see Figure S8 in the SI. We performed 200
snapshot calculations (100 from each of the cis/trans-
conformers), and the resulting spectra are depicted in Figure
2b, both using the vibronic line broadening as described above,
as well as using a conventional Gaussian line profile, with a
standard deviation of 0.15 eV. The two spectra are found to be
in close agreement, indicating that the number of snapshots is
sufficiently large to almost fully smear out the inhomogeneity
in the vibronic line profile. Taken separately, the cis- and trans-
conformations yield averaged λmax-values of 485 and 480 nm,
respectively, and taken together, the value for λmax becomes
equal to 483 nm. This theoretical result should be compared to
the experimental value of 470 nm in PBS solution, see Figure
2a, which amounts to a discrepancy of 0.07 eV. We retrieved a
representative trans-conformer snapshot and incorporated the
first solvation shell of 14 water molecules into the quantum
mechanical region, and this, in effect, changed the transition
wavelength from 480 to 475 nm. Based on these results, we
deem our theoretical ligand spectrum in solution to be highly
accurate and suitable as a reference for the assessment of
spectral changes due to protein binding.
Binding of bTVBT4 to Tau. Based on the experimental

protofilament structure,2 we built a series of forced periodic,
right-handed helical, tau fibril systems, all with a 21 screw axis
symmetry but with slightly varying twist angles. During the
NPT-relaxations of these systems, the forced periodicity
induced stress that at times resulted in structural kinks. Our
smoothest system (with least stress) was found using 185
protofilament layers, corresponding to a twist angle of 0.97°,
with a rise of 4.8 Å at 300 K, which is in close agreement with
the experimental cryo-EM structure.2

Separate unbiased MD simulations were run with 60 ligands
inside and outside the cavity formed by the C-shaped
protofilaments along the fibril axis. In Figure 3a, we present
the combined ligand density for these simulations, where the
density is averaged over time (200 ns) as well as summed along
the fibril axis by overlaying all protofilaments on top of one
another. From this density plot with maximum values color-
coded in red, it is clear that the strongest ligand−protein
interactions occur at two separate sites inside the cavity labeled
A (higher density) and B (lower density).
In binding site A, bTVBT4 primarily interacts with residues

Ile360, Thr361, and His362, and in site B, the ligand primarily
interacts with Arg349, Val350, and Gln351; see Figure 3b.
From the interaction energies presented in Table 2, it is clear

that the ligand binding at site B is driven by Lennard-Jones
interactions, whereas that at site A also has significant
contributions from electrostatic interactions. In a recent
experimental study, the tau binding sites for a ligand denoted
APN-1607, were revealed with the cryo-EM technique.34

Common for the ligand structures of APN-1607 and bTVBT4
are the benzothiazole scaffold and vinylene moiety, and we
note that the binding sites A and B found in our unbiased MD
simulations are also identified in the cryo-EM maps but with
reversed probabilities, i.e., for APN-1607, site B is the major
binding site, whereas site A is one out of several minor binding
sites (see Figure 1e in ref 34). This suggests that the bi-
thiophene moiety steers the binding toward site A and
exemplifies an exciting prospect of ligand binding control by
chemical design. A theoretical docking study of several PET
tau tracers belonging to different chemical families has been
conducted,35 showing binding to site B but not site A and thus
suggesting that bTVBT4 stands out in comparison to other
ligands.
Focusing on the strongest binding site A, there are four

major binding modes depending on the up/down (U/D) and
left/right (L/R) orientation of the ethyl group with respect to
the reference frame defined in Figure 3d. In addition, for each
major mode, there are four minor modes associated with the
dihedral rotations around the thiazole−ethyl bond and the bi-
thiophene inter-ring bond, but the barriers in between these
conformations are low, and interconversions occur frequently
during the course of the dynamics; see Figures S6 and S12 in
the SI.
To obtain the free energy profiles for the bTVBT4 binding

in the four major modes of site A, we adopted the PMF
approach in conjunction with umbrella sampling.36 The ligand
was pulled from each of the major modes some 5 nm in the
direction of the entrance of the cavity, as depicted in the two
insets of Figure 4. At a pulling distance of about 1 nm, some of
the trajectories resulted in interactions with site B, which is
seen as shallow local minima on the potential. As exemplified
by the PMF for mode DR, barrierless access to site A inside the
cavity is available for bTVBT4. Further, we note that the
binding energies are about 26−33 kJ/mol for the different
modes with a mode ranking in terms of binding strength
according to UR > UL > DR > DL, i.e., up is favored over
down and right is favored over left. Based on the binding
energies calculated from this PMF study, the Boltzmann
distribution of the major modes at site A are estimated to be
47, 30, 19, and 4%, respectively.

Absorption Spectra of bTVBT4 in the Tau Binding
Site. A correct spectrum averaging also requires the minor
mode populations, and we obtained these by performing
separate MD simulation runs for each of the four major modes
(500 ns in each mode) and determining the times spent in the

Table 2. Lennard-Jones (LJ) and Coulombic Interaction Energies (in kJ/mol) between bTVBT4 and Residues Ile360, Thr361,
and His362 That Make up Binding Site A; and Arg349, Val350, and Gln351 That Make up Binding Site Ba

site type total

A Ile360 Thr361 His362
LJ −50.5 ± 7 −4.8 ± 2 −36.7 ± 8 −91.9 ± 9

Coulomb 4.8 ± 1 −1.8 ± 2 −24.9 ± 14 −21.9 ± 14
B Arg349 Val350 Gln351

LJ −73.2 ± 13 −13.0 ± 4.0 −32.0 ± 11 −118.2 ± 14
Coulomb 5.6 ± 12 −7.8 ± 4 1.8 ± 9 −0.5 ±16

aResidue Arg349 has a charge of +e, whereas others are charge-neutral.
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minor modesa smaller model system based on 10 protofila-
ment layers was used in these time-extended simulations. In
the end, 300 uncorrelated snapshots with at least 20 ps
separations were extracted from the simulations in accordance
with the major and minor mode population statistics.
We determined the PE parameters needed for the spectrum

calculations by means of the procedure of molecular
fractionation with conjugate caps.37 For the Aβ(1−42) fibril
periodic model system, it has been shown that the PE
parameters determined in this manner can be considered to be
time-independent, i.e., not changing over the course of the
dynamics as the fibril is in fact quite rigid.27 But, the ligand p-
FTAA exhibits a strong Coulombic-driven binding to Aβ at
fixed loci, while the bTVBT4 ligand shows movements along
the fibril axis while remaining in binding site A (see Figure
S13). We therefore approximated the PE parameters for tau
not only to be time-independent but also unresponsive to the
ligand interaction, i.e., we determined a single set of
protofilament parameters by averaging over 10 layers in the
absence of a ligand and then adopted this set to all
protofilaments and all snapshotsthe alternative to derive
snapshot-specific PE parameters was not pursued due to
reasons of computational cost.
With a polarizable embedding of 20 Å and based on 300

snapshots to reach model convergence, the absorption

spectrum of bTVBT4 in binding site A was obtained and is
presented in Figure 5. The theoretical absorption spectrum has
a λmax of 502 nm, which represents a blue shift of 33 nm
compared to the corresponding experimental excitation
spectrum. Expressed in terms of energy, the discrepancy
between theory and experiment amounts to 0.15 eV, and we
deem this to be reasonable, given the nonspecific and fully
classical description that had to be adopted for the protein
environment.
The planarity parameter defined in ref 29 was shown to

correlate well to the transition energy for anionic LCOs and be
the key descriptor for the changes of optical responses of p-
FTAA upon binding to Aβ.27 For bTVBT4, this parameter
changes insignificantly from 3.43 ± 0.20 in solution to 3.49 ±
0.18 in site A of tau, suggesting that the associated red shift in
the absorption spectrum is primarily due to changes in the
electronic structure and not molecular structure. When
comparing experimental decay times of bTVBT4 in various
solutions and when bound to tau aggregates in AD, it is noted
that it displays strikingly longer decay times in the latter case,
ranging from 1.7 to 2.4 ns; see Figure S19 in the SI. Such
increases in LCO decay times and also fluorescence intensities
are believed to be associated with constrained vibrational
motions,27 so although the difference in the theoretical
planarity parameter is small for bTVBT4 in between solution
and protein, there is experimental evidence that bTVBT4
adopts a more distinct conformation when bound to the
aggregates.
When comparing the cryo-EM structure for the tau fold in

AD2 to that in Pick’s disease (PiD) fold,38 see Figure 3c, it is
seen that the binding site A in tau is ligand-accessible in AD
but not in PiD. Therefore, we next stained brain tissue samples
from patients diagnosed with AD or PiD with bTVBT4 as well
as an antibody reference marker AT8 that detects abnormally
phosphorylated tau present in both AD and PiD;39 see column
two in Figure 6. When stained with 100 nM bTVBT4, the
AT8-immunopositive aggregates in AD, such as neurofibrillary
tangles, neuropil threads, and dystrophic neurites, become
visible through bTVBT4 fluorescence, whereas the AT8-
immunopositive aggregates in PiD, such as Pick bodies, do not;
see column 1 in Figure 6. The staining of tau deposits in PiD
was also absent when using 10 times higher (1 μM) ligand
concentration (data not shown). Hence, these tissue-staining
experiments support our proposal of site A as the main tau
binding site for the cationic bTVBT4 ligand because the

Figure 4. Free energy profiles for bTVBT4 in the UL (green), DL
(blue), UR (red), and DR (orange) modes, obtained by the potential
of mean force approach by pulling the ligand from binding site A to
become free in solution.

Figure 5. Theoretical absorption and experimental excitation and emission spectra for bTVBT4 bound to the tau protein in the Alzheimer fold.
The 10 lowest states are included in the calculations performed at the level of TDDFT/CAM-B3LYP(100%). The experimental excitation and
emission spectra were recorded at room temperature from tau deposits in a bTVBT4-stained AD brain tissue section washed with PBS (see SI
section 2.2 for further details).
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disease-specificity of the ligand is thereby explained by the
differences in protofilament folds in AD and PiD.

■ SUMMARY AND CONCLUSIONS

A comprehensive theoretical−experimental study of the
cationic luminescent ligand bTVBT4 has been carried out in
the context of tau protein detection in the brain section from
patients diagnosed with Alzheimer’s disease. The theoretical
work includes (i) the development of a tau fibril model system
based on the published cryo-EM structure,2 (ii) the
methodological advancement for simulations of inhomoge-
neous vibronic absorption spectra of ligands in solution by a
combination of an anharmonic vibrational theory and snapshot
averaging, (iii) the identification of tau binding sites for
bTVBT4 by means of unbiased atomistic molecular dynamics
simulations, and (iv) the characterization of the strongest
binding site by means of potentials of mean force and
absorption spectra. The experimental work included (i) the
determination of solvatochromic shifts in absorption and
emission spectra, (ii) the determination of the excitation and
emission spectra of bTVBT4 bound to tau, and (iii) the
presentation of fluorescence images of the brain section from
patients diagnosed with Alzheimer’s and Pick’s diseases as to
address the specificity in the bTVBT4 binding. All things
considered, there is strong evidence for the strongest
interactions between bTVBT4 and tau to occur at the site
involving residues Ile360, Thr361, and His362, and for the
binding at this site to be predominantly driven by Lennard-
Jones interactions.
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Linköping, Sweden

‖Department of Pathology and Laboratory Medicine, Indiana University School of

Medicine, IN 46202, USA

⊥Department of Physics, Chemistry and Biology, Linköping University, SE-581 83
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E-mail: panor@kth.se

S2

158



Supplementary Information

1 Theoretical methodology, computational details, and

supplementary results

1.1 Modeling bTVBT4 biomarker properties in vacuum and solu-

tion

All geometry optimization calculations were performed in the Gaussian (version 16.B.01)

program,1 and all spectra calculations were done in the Dalton (version 2018.alpha) pro-

gram.2 The ground state geometry optimization of all the conformers (Fig. S1b) was carried

out using B3LYP3–5 density functional theory in conjunction with the 6-31+G(d,p)6,7 basis

set. A single point absorption spectra calculation was performed on each optimized geome-

try of the conformer using TDDFT with CAM-B3LYP(100%) [CAM-B3LYP (α = 0.19, β =

0.81, µ = 0.33) ]8 functional in combination with aug-cc-pVDZ9 basis set. The choice of basis

set 6-31+G(d,p) for the geometry optimization and aug-cc-pVDZ for single point absorption

spectra calculation was made to reduce computational cost, and in addition, as shown in our

benchmark calculations summarized in Table S3, both basis set yield very similar values for

absorption maxima for the S1 ← S0 transition. For the most stable conformers cis and trans

(conformer 1 and 2 in the Fig. S1b), the ground state geometries was re-optimized at the

B3LYP/aug-cc-pVDZ and dipole moment were calculated at the CAM-B3LYP(100%)/aug-

cc-pVDZ method, keeping gauge-origin at the center of nuclear charge. The Fig. S2 shows

the dipole moment vectors of trans conformer in the ground state (µS0), excited state (µS1)

and their difference (µdiff). The magnitudes of µS0 , µS1 , and µdiff are 5.54 D, 2.08 D, and

4.74 D, respectively. The dipole moment of the first excited state is significantly lower as

compared to the ground state. This decrease in dipole moment can also be seen from the

NPA charge analysis shown in Fig. 1.
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Figure S1: (a) Naming convention for dihedral angles. (b) Possible conformations of
bTVBT4. For simplicity in identifying conformer, dihedral angles between 0–90 degrees
are denoted as 0, and angles between 90–180 degrees are denoted as 180. Relative energies
are calculated with respect to most stable conformer. All structures were optimized at the
B3LYP/6-31+G(d,p), followed by frequency calculation at the same level. All absorption
spectra calculations were performed at two different levels: [A] CAM-B3LYP(100%)/aug-cc-
pVDZ and [B] CAM-B3LYP/aug-cc-pVDZ , adopting the B3LYP-optimized geometries.
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The red point shows center of nuclear charges and origin
X

Y

= 5.54 X + 0.00 Y 

=-4.41 X + 1.75 Y 

= 1.13 X + 1.75 Y 

= 5.54 D 
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Figure S2: Calculated dipole moments of ground and excited state for trans conformer.
Method: CAM-B3LYP(100%)/aug-cc-pVDZ (quadratic response theory, double residue) on
ground state geometry optimized at B3LYP/aug-cc-pVDZ. Calculations are performed using
Dalton. Symbols µS0 , µS1 , and µdiff represent dipole moment of ground state, first excited
state and difference between this two, respectively.
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1.1.1 Vibrational structure and vibronic spectra

Several vibrational frequency calculations have been performed in order to aid in structural

assignments at the harmonic level. The ground and excited state equilibrium structures for

the cis and trans conformers were generated by TDDFT structure optimization in the first

excited state using the long-range corrected and range-separated hybrid functional (CAM-

B3LYP ) and aug-cc-pVDZ basis set10 in Gaussian package.1
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Figure S3: Computational vibrationally resolved absorption and emission spectra for cis and
trans bTVBT4 in vacuum (CAM-B3LYP/aug-cc-pVDZ). For the cis reference structure, we
included three modes (with the frequencies 1317 cm−1, 1469 cm−1, and 1600 cm−1) anhar-
monically in the absorption calculation and six modes (646 cm−1, 1246 cm−1, 1428 cm−1,
1458 cm−1, 1466 cm−1, and 1571 cm−1) for the emission. For the trans reference structure,
we accordingly treated three modes (i.e. 1323 cm−1, 1468 cm−1, and 1608 cm−1) anharmon-
ically in the absorption and seven modes (i.e., 680 cm−1, 1215 cm−1, 1241 cm−1, 1427 cm−1,
1459 cm−1, 1482 cm−1, and 1577 cm−1) in the emission spectra calculation. All remaining
vibrational modes were treated by the IMDHO model.
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For generating the vibronic emission spectra, a hybrid scheme between the independent-

mode displaced harmonic oscillator (IMDHO) model11,12 and anharmonic treatment via vi-

brational configuration interaction (VCI) was employed. For the IMDHO we applied an

in-house Python code and with half-widths at half-maximum (HWHM) of 200 cm−1. For

the anharmonic Franck–Condon factor calculations, we employed MidasCpp.13 For the cal-

culation of Franck–Condon factors in MidasCpp, see also ref. 14. In the construction of the

potential energy surfaces (PESs), we made use of a multi-state15 adaptive approach for grid

point selection.16 For expansion of the PES, we applied polynomials up to 8th order. No

mode–mode couplings have been accounted for in the PES. The vibrational self consistent

field (VSCF) calculations underlying the VCI calculations were performed using a b-spline

basis.17 30 of the VSCF one-mode functions were considered in the following VCI calcula-

tions, which accounted for configurations with a maximum of three simulaneously excited

modes (VCI[3]).

1.1.2 Molecular mechanics force field parameters of bTVBT4

Force field (FF) parametrization was carried out in two parts. In the first part, initial

parameters were generated from the General Amber Force Field (GAFF).18,19 In the second

part, equilibrium bond distances, angles, and important dihedral potential were corrected

based on optimized ground state geometry and dihedral potential calculated from DFT

method.

Generation of initial parameters

To start with, rudimentary FF parameters of bTVBT4 were obtained from GAFF, fol-

lowing the steps outlined in an Amber tutorial,20 summarized below.

• Step 1: Geometry Optimization

The initial geometry of bTVBT4 molecule is optimized in the Gaussian program by

employing the B3LYP functional and 6-31+G(d,p) Pople’s basis set.

• Step 2: Restrained Electrostatic Potential (RESP)21 charge calculation and defining
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atom types

In Amber FFs, all residues (building blocks) on which macromolecules are built are

restricted to integer charges. Having integer charges on building blocks help in trans-

ferring electrostatic parameters to macromolecules. RESP charges assure that rota-

tionally degenerate atoms, such as hydrogens of methyl and methylene have equivalent

charges. Determining the RESP charges and atom type involves; A) Calculating the

electrostatic potential (ESP) at HF/6-31G* on an already optimized geometry in gas

phase. B) Fitting charges at each nucleus by minimizing the sum squared error be-

tween calculated ESP from charges and ESP obtain from step 2A. This is achieved

with the help of Antechamber (part of Amber tools).18,19

• Step 3: Parameter check and building a parameter library

Once the atom types are defined, a parameter library for bTVBT4 was generated using

LEaP (part of Amber tools).

• Step 4: Format conversion

The topology obtained from the above procedure is in Amber format, and since we will

be using Gromacs22–25 for molecular dyanmics (MD), the topology is converted from

Amber to Gromacs format using the ACPYPE26 Python module.

Correcting bond distances, bond angles and dihedral angles

During step 3 described above, the parmchk program (part of Amber tools) has created

suggestions for some dihedrals which was not found in the GAFF database. We are inter-

ested in determining the dynamics of bTVBT4 in different environments and calculating an

absorption spectrum on frames sampled from the dynamic trajectory. Hence, it is important

to accurately describe bond distances, bond angles, and dihedral angles so that absorption

spectra calculated on DFT and Molecular Mechanics (MM) optimized geometry give same

result. In order to obtain more suitable GAFF parameters and validate the FF, the following

steps were taken:
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• Step 1: Dihedral scanning

A relaxed dihedral scan for each of the dihedral angles defined in Fig. S1(a) was per-

formed using B3LYP/6-31+G(d,p) as well as Molecular Mechanics (MM) with the

GAFF. Comparing the two (DFT and MM) potential energy curves in Fig. S4 (illus-

trating the SCCS dihedral angle), we see that the initial topology that was generated

is not an adequate description of SCCS potential. Due to the artificially high barrier

represented in GAFF, an interconversion between the cis and trans conformation of

bTVBT4 gets hindered during the MD simulation. Similarly, it is important to rep-

resent other important dihedral angles SCCC, NCCC, and CCCC accurately, in order

to sample conformation at the 300 K.

Figure S4: Dihedral potential of SCCS (marked in Fig. S1(a) of bTVBT4) from GAFF
(blue), DFT (orange), and corrected FF (grey).

• Step 2: Modifying equilibrium bond distance and bond angle.

Bond distances and bond angles are crucial for absorption spectra, so all equilibrium

bond distances and bond angles from GAFF were replaced with values obtained from

DFT optimized geometries. All remaining parameters were kept the same as obtained

from GAFF.

• Step 3: Excluding the energy contribution from dihedral of interest

For the required dihedral, first, a contribution of torsion energy is excluded from total
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MM energy by setting appropriate torsion parameters to zero in a FF file. Using

this modified topology, MM based relaxed dihedral scan (called MM zero) is obtained.

Next, this MM zero energy profile is subtracted from DFT energy profile to get a

missing energy contribution which will be added to torsion parameters of dihedral of

interest. For the SCCS dihedral, the difference between DFT and MM zero curve is

shown in Fig. S5 with red colour. Next task is to fit this curve with the Ryckaert-

Bellemans function Eq. (1)).

Figure S5: Curves shows the difference between potentials for DFT and MM zero (where all
parameters that define SCCS are substituted to zero).

• Step 4: Fitting to DFT potential

The curve obtained by taking the difference between DFT and MM zero potential is

fitted with Ryckaert-Bellemans function (Eq. (1)). This function has previously been

used to fit dihedrals involved in bi-thiophene based ligands.27 Curve fitting was done

using the Scipy28 Python module. The fitted curve is shown in blue in Fig. S5.

V (φ) =
5∑

n=0

Cn cosn(φ− 180◦) (1)

• Step 5: Adding corrected parameters and scanning the dihedral angle

Add corrected parameters for dihedral which was fitted and a relaxed dihedral scan
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was performed using this modified topology. The result obtained in this step for the

SCCS dihedral is shown in Fig. S4 (grey curve). The same procedure was employed for

correcting all dihedrals (SCCC, NCCC, and CCCC, illustrated in Fig. S1a) iteratively.

Note: So far in the process of fitting dihedral potential, except for the step 2 (correcting

the bonds and angles based on DFT optimized geometry) we followed the procedure

which has been previously described in Ref. 29.

a) SCCS b) SCCC

c) CCCC d) CCCN

Figure S6: Fitting of important dihedrals (marked in Fig. S1(a) of bTVBT4 to the DFT
potential. The dihedral scans are performed at B3LYP/6-31+G(d,p).

• Step 6: Validation

After correcting all important dihedrals, the final dihedral scan is shown in Fig. S6.

In all the cases, the dihedral potential curve is in good agreement with DFT. For

the energy barrier above 40 kJ/mol, the dihedral potential of the CCCN dihedral

deviate from DFT potential, however this will not be the problem in current study

as simulations are performed at room temperature (300 K). Next, if we compare the
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relative energies of cis and trans obtained using different methods (DFT and the re-

parametrized FF), it is in good agreement (Table S1). This can also be seen from

Boltzmann distribution shown in Table S2.

Table S1: Comparison of QM vs. MM ground state energy difference for the most stable
(cis/trans) bTVBT4 conformers.

Method ∆Ecis−trans kJ/mol (kcal/mol)
QM (B3LYP/6-31+G(d,p)) 2.47 (0.59)
QM (B3LYP/aug-cc-pVDZ) 1.97 (0.47)

MM (Modified GAFF) 2.22 (0.53).

Table S2: Comparison of QM vs. MM Boltzmann distribution for ground-state conforma-
tions.

Method ∆Ecis−trans kcal/mol Pcis Ptrans

QM (B3LYP/6-31+G(d,p)) 0.59 0.27 0.73
MM (Modified GAFF) 0.53 0.29 0.71

• Step 7: Absorption spectrum test

Absorption spectra calculated on cis/trans geometries optimized using the re-parametrized

FF are presented in Table S3, along with transition wavelengths computed at different

levels of DFT. The transition wavelengths calculated using MM optimized geometries

were in very good agreement with DFT values.

Table S3: Comparison of QM vs MM ground state absorption spectra of bTVBT4 confor-
mations in vacuum, calculated at TDDFT/CAM-B3LYP(100%)/aug-cc-pVDZ using Dalton
program.

Geom. opt. method cis nm (eV) trans nm (eV)
QM B3LYP/6-31+G(d,p) 471.7 (2.628) 472.3 (2.625)
QM B3LYP/aug-cc-pVDZ 473.4 (2.619) 472.9 (2.622)

MM (Modified GAFF) 471.3 (2.631) 472.4 (2.625)

1.1.3 Functional benchmark for absorption spectra

Generally, changing the DFT functional induce a global shift in transition energies and does

not influence the absorption spectrum profile. In order to have computational transition en-
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ergies close to experimental values, a choice of functional was based on benchmark calculation

shown in Table S4.

Table S4: Functional benchmark for absorption spectra, calculated on B3LYP/6-
31+G(d,p) optimized geometry of trans conformer.

Functional trans nm (eV)
CAM-B3LYP(100%)/aug-cc-pVDZ 472 (2.625)

CAM-B3LYP/aug-cc-pVDZ 490 (2.532)
B3LYP/aug-cc-pVDZ 518 (2.395).

1.1.4 Molecular dynamics simulation

All classical MD simulations were performed using GROMACS (version 19.3)22–25 with

the Amber ff14SB force field for the tau protein,30 TIP3P for water solvents,31 and re-

parametrized GAFF for bTVBT4. In particular, all MD processes (energy minimization,

equilibration, and production) were performed for different types of systems: bTVBT4 in a

water solvent, periodic tau fibril in water solvent (with and without bTVBT4), bTVBT4 in

small tau fibril model. The solvation box was neutralized with counter-ions (Cl−) for each

of these models and described with the Amber forcefield (ff14SB). The protonation state of

all amino acid residues of the tau protein are represented at the physiological pH of 7.4.

When the simulation is performed in the NPT ensemble (equilibration step), the ref-

erence temperature of 300 K was kept constant using the velocity rescaling weak coupling

scheme with a coupling constant of τ = 0.2 ps. A Berendsen barostat with a coupling con-

stant of 1 ps was employed to maintain the pressure at 1 atm. In the case of bTVBT4 in tau

protein, Berendsen barostat was used under semi-isotropic conditions. Whereas for bTVBT4

in water, the isotropic condition was applied. Periodic boundary conditions were applied to

all three directions of the simulated box. Electrostatic interactions were simulated with the

Particle Mesh Ewald (PME)32 approach using a long-range cutoff of 1.5 nm. The cutoff

distance of Lennard-Jones (LJ) interactions was also equal to 1.5 nm. The MD simulation

time step was 2 fs with a pair-list update period of 10 steps. All H-bond lengths were kept
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constant using the LINCS routine.33

1.1.5 Molecular dynamics simulation of bTVTB4 in vacuum

The ligand bTVBT4 (with one Cl− counter ion) was first simulated in vacuum, and cis

and trans conformations were sampled during a 4 µs long MD simulation. Percentages of

cis and trans conformations of bTVBT4 are presented in Table S5. Initially, the Cl− ion

was positioned at 24 nm from bTVBT4. It moves closer (< 4 Å) to bTVBT4 during the

trajectory, and starts interacting with bTVBT4 from about 98 ns and stays close to the

ligand during the remainder of the simulation. Due to this fact, the expected percentage of

cis and trans conformations from Boltzmann distribution is not achieved.

Table S5: Percentage of cis and trans conformations from 4 µs long MD simulation of
bTVBT4 and Cl− ions in vacuum.

cis trans
Percentage from MD simulation 64 36

Percentage from Boltzmann distribution 71 29

1.1.6 Molecular dynamics simulation of bTVTB4 in water

One bTVBT4 molecule in trans conformer was solvated by a water solvent box of 5.2×5.2×

5.2 nm3. One Cl− ion was added to neutralize the system. Next, the equilibration step was

performed with the first energy minimization of the whole system, followed by a short 100

ps NPT simulation to stabilize the pressure of the system. Subsequently, we propagated the

system in an NV T ensemble for the production run with accumulated time of 4 µs from 4

independent simulations.

The converged dihedral distribution over snapshots extracted from 4 µs data is shown in

Fig. S7. The time step between each saved snapshot was 10 ps. The calculated percentage

of cis and trans conformers of bTVBT4 in water are 50.5 and 49.5, respectively. Although,

trans conformation that is the most populated in vacuum, the cis conformer is estimated
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Figure S7: Dihedral SCCS (marked in Fig. S1(a) of bTVBT4) distribution in 4 µs long MD
of bTVBT4 in water.

Table S6: Percentage of cis and trans conformations from a 4 µs MD simulation of bTVBT4
and Cl− in water. LJ and Coulomb interaction energies of bTVBT4 with water are given in
kJ/mol.

cis trans
Percentage 50.5 49.5

LJ −135.9± 10 −136.3± 10
Coulomb −68.3± 14 −62.1± 4

to be equally populated in water due to an increase in interaction energy with water. The

decomposition of interaction energy shows that the LJ interaction energy is approximately

equal for both the conformers, as presented in Table S6. However, the Coulomb interaction

of cis conformer in water is more stable than trans conformer by 6.2 kJ/mol. This increase

in Coulomb interaction energy is attributed to interaction between thiophene moiety of cis

and water.

1.1.7 Polarizable embedding and spectra in solution

In order to include the effect of the water environment while calculating the spectra of

bTVBT4, we employed the method of Polarizable Embedding (PE)34,35 on the snapshots

extracted from the MD simulations. PE is based on a hybrid quantum-classical computa-

tional approach in which the total system is split into three regions: core, polarizable, and
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non-polarizable. The core region having only a bTVBT4 molecule is calculated in the quan-

tum chemical description. The polarizable region is described with Ahlström charges and

isotropic polarizabilities,36 while the non-polarizable region is described with just TIP3P

charges. The shell thickness of 15 Å polarizable and 5 Å non-polarizable regions are consid-

ered to be reasonable to account for the effect of water. The Fig. S8 shows the test calculation

of transition wavelength as a function of shell thickness of polarizable (red), non-polarizable

(blue), and combination of both (green).

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0

Shell thickness (Å)

480.0

482.5

485.0

487.5

490.0

492.5

495.0

497.5
E

xc
ita

tio
n 

w
av

el
en

gt
h 

(n
m

)

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0

Shell thickness (Å)

492

494

496

498

500

502

504

506

508

E
xc

ita
tio

n 
w

av
el

en
gt

h 
(n

m
)

(a) (b)

Polarizable(Ahl)

Non polarizable(Ahl)

Polarizable with full NP(Ahl)

Non polarizable(Tip3p)

Polarizable with full NP(Ahl,Tip3p)

Figure S8: Transition wavelength of bTVBT4 as a function of shell thickness of polarizable
(red), non-polarizable (blue), and polarizable with full NP (green) for (a) trans, and (b)
cis snapshot extracted randomly from the simulation trajectory. The bold lines indicate
when the non-polarizable region is represented by Ahlström charges and the dashed lines
when the TIP3P charges are used. The absorption spectra calculation are performed in
CAM-B3LYP/aug-cc-pVDZ.

From the MD simulation, a total of 200 number of snapshots were extracted of which in

100 frames bTVBT4 was in cis conformation and for another 100, in trans (respecting the

cis :trans ratio found in the MD simulation, see Fig. S7), while ensuring converge spectral

profile. The time step between two consecutive frames was at least 10 ps. For each snapshot,

single point absorption spectra calculation was performed where the bTVBT4 was described

in a QM core, all atoms within 15 Å of bTVBT4 with polarizable and following 5 Å shell

in the non-polarizable region. The calculations were carried out for the ten lowest excited

states at the CAM-B3LYP(100%) and aug-cc-pVDZ basis set using the Dalton program.
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Subsequently, the calculated absorption spectrum on each snapshot was Gaussian convoluted

with standard deviation of 0.15 eV and also with line broadening that was obtained from

vibrationally-resolved electronic spectra of bTVBT4 in vacuum. The final spectral profile

was obtained by taking an average over all the snapshots under consideration see in article

Fig. 2(b). For the set of 100 trans conformer, average absorption maxima is at 480 nm (2.58

eV). Whereas for the set of 100 cis conformer, absorption maxima is at 485 nm (2.56 eV),

see Table S7.

Table S7: Calculated transition wavelength averaged over 100 cis/trans snapshots for
bTVBT4 in water.

trans cis average
Transition wavelength 480 (2.58) 485 (2.56) 482.5 (2.57)

nm(eV)

One snapshot from the set of 100 trans frames that had a peak at the average maxima at

around 480 nm was selected for further studies on the absorption spectra. On this particular

snapshot, the QM region was increased to also encompass 5 water molecules in addition to the

bTVBT4 molecule. The effect of this was only a negligible shift in the absorption spectrum

(Table S8). However, increasing QM region further to accommodate 14 water molecules, the

absorption maxima shifted by 5 nm from 480 nm (average value) towards the experimental

value (470 nm). Nevertheless, this improvement comes at a large computational cost and

therefore, we decided against including water molecules in the QM region.

Table S8: Further improvement in absorption spectra of bTVBT4 in water, by increasing
the QM region. One trans snapshot having absorption maxima at 480 nm was selected for
test calculation

Method Transition wavelength nm (eV)
QM(bTVBT4) 480 (2.58)

QM (bTVBT4) + PE 480 (2.58)
QM (bTVBT4 + 5 H2O) + PE 479 (2.59)
QM (bTVBT4 + 14 H2O) + PE 475 (2.61)

Experimental 470 (2.64)
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1.2 Modeling bTVBT4 biomarker interactions with tau fibril

1.2.1 Tau fibril in cryo-EM structure

Formation of amyloid and tau protein fibrils are the main characteristics of Alzheimer’s

disease. Fitzpatrick et al.37 deduced the cryo-EM structure of tau protein. It was found

to exists in two ultrastructural polymorphs: paired helical filaments (PHFs) and straight

filaments (SFs). They differ in an inter-protofilament arrangement. The core of the structure

(protofilament) is made up of 73 amino acids. In the case of PHFs, the two protofilaments

are bound by 21 screw symmetry to form a monomer. These monomers stack on each other

to develop a long fibril structure. Consecutive monomers along the protofilament have an

approximate twist of 1 degrees and distance 4.7 Å.

1.2.2 Creating a tau fibril models

From the PDB ID 5O3l, first, coordinates of one protofilament out of ten were extracted.

Next, by taking the 21 screw symmetry of the first protofilament, another protofilament

was generated to form a monomer. The consecutive monomers were obtained by rotating a

previous monomer by 0.97 degrees and translated it by 5 Å. This operation was continued

until the last monomer had a twist of 180 degrees with respect to the first monomer. It is

important to ensure a perfect fit between the last monomer and the first monomer of an

adjacent periodic image of the simulation box. In this way a long fibril was modeled, which

approximately resemble the experimentally found tau fibril while decreasing the computa-

tional cost by half. Employing the same strategy, tau models having adjacent monomer twist

of 0.8, 0.9, 1.0, ad 1.2 were also constructed to find a fibril model with least stress induce

due to forced periodicity.
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1.2.3 MD simulation of full tau fibril

For each of the tau model created, simulated annealing was performed to slowly warm the

system under NPT conditions. The heating of system from 150 K to 300 K was achieved

with 14 annealing points, at the temperature step size of 25 K.
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Figure S9: Length of half pitch tau fibril (blue) as a function of temperature (red) during
25 ns simulated annealing MD.

The temperature of the system was gradually increased every 200 ps, and at each step,

it was simulated for 2 ns except for the last step of 300 K where it was simulated for 13 ns.

It was observed that tau fibril generated with the adjacent monomer twist of 0.97 degrees

had fewer kinks compared to the other tau models with different adjacent monomer twits

(data not shown). The dynamics of the total fibril length along its axis is shown in the

Fig. S9 for the tau model with monomer twist of 0.97 degrees. Simulation at the final step

of 300 K shows that we have reached an equilibrium structure from 14 ns onward. In the

equilibrium structure of the tau model, the average distance between two adjacent monomers

was decreased from 5 Å to 4.8 Å.
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1.2.4 Molecular dynamics of full periodic model of tau with 60 bTVBT4 molecules

Starting from the thermally stable structure of the tau fibril model, two kinds of system

were built to increase the sampling in MD simulation. In the first system, the simulation

box contained the tau fibril with 60 bTVBT4 molecules inside the tau cavity (Fig. S10a),

and in the second system, 60 bTVBT4 outside the tau cavity (Fig. S10b). Each ligand was

placed at random position and in random orientation.

(a) 60 bTVBT4 ligands 
inside the tau cavity 

(b) 60 bTVBT4 ligands 
outside the tau cavity 

Figure S10: (a) 60 bTVBT4 ligands placed inside the cavity of tau fibril. (b) 60 bTVBT4
ligands placed outside the cavity of the tau fibril.

Initially, in the process of equilibration, both kinds of systems were energy minimized,

followed by short 100 ps NV T simulation with position restrain on bTVBT4 and tau fibril to

stabilize the temperature. Next 100 ps short NPT simulation to stabilize the pressure. Fi-

nally, the MD simulation production run was carried out in NV T ensemble, maintaining the

temperature at 300 K. For the 60 bTVBT4 molecules inside tau cavity case, five independent

simulations were simulated for 40 ns each, whereas for the 60 bTVBT4 molecules outside

tau cavity case, four independent simulations were setup and simulated for approximately

35 ns each.

Binding mode code assignment for Site A :

Site A was distinguished as the strongest binding site at which bTVBT4 binds in various

modes (see Fig. 3). These modes were characterized with respect to position of the ethyl
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group, bi-thiophene group of bTVBT4 and amino acid residues Ile360, and His362 of the tau

fibril that bTVBT4 interact with.

Modes are defined by four letters assigned based on the following criteria:

Fix the position of tau such that Ile360 is on top and His362 on the bottom side.

• Based on relative position of ethyl group with Ile360 and His362 assign ”U” (ethyl

pointing towards Ile360) or ”D” (ethyl pointing towards His362)

• ethyl group is at left ”L” or right ”R” (keep position of Ile360 and His362 fixed as

mention above)

• Bi-thiophene moiety in cis ”C” or trans ”T” conformation.

• CH3 group on ethyl, inside ”I” (pointing towards tau protein) or outside ”O” (away

from tau protein)

Considering all possible combination, in total there are 16 modes. The numeric and al-

phabetic codes for all 16 modes are defined in the Table S10. Frequency of interconversion

between ”I” , ”O” and ”C” , ”T” is grater as compared to ”U” , ”D” and ”L” , ”R”. Hence,

when only the first two letters of alphabetic code are considered, we define it as major mode

and when all four letters are considered we defined it as minor modes (see Fig. S11).

Table S9: Lennard-Jones (LJ) and Coulombic interaction energies (in kJ/mol) between
bTVBT4 and residues Ile360, Thr361, and His632 that make up binding site A, and Arg349,
Val350, and Gln351 that make up binding site B. Residue Arg349 has a charge of +e, whereas
others are charge neutral.

Site Type Total

A Ile360 Thr361 His362
LJ −50.46±7 −4.78±2 −36.67±8 −91.9±9

Coulomb 4.82±1 −1.76±2 −24.91±14 −21.85±14

B Arg349 Val350 Gln351
LJ −73.23±13 −13.01±4.0 −31.96±11 −118.21±14

Coulomb 5.60±12 −7.84±4 1.79±9. −0.45±16
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Code Minor 
mode

Major 
mode

Front view Topview

12 ULTO UL

4 DLTO DL

16 URTO UR

7 DRTI DR

Figure S11: Examples of naming convention. The alphabetic code up/down (U/D) and
left/right (L/R) are based on relative position of ethyl group with respect to residues Ile360
(marked in blue) and His362 (marked in orange). The cis/trans (C/T) is with respect to
the dihedral between bi-thiophene moiety and inside/outside (I/O) based on the dihedral
rotations around the thiazole–ethyl bond.

Average total interaction energy of bTVBT4 with site A:

From an MD simulation of the full tau model with 60 bTVBT4 molecules, two binding sites
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were identified A (Ile360, Thr361, His362) and B (Arg349, Val350, Gln351) as seen in article

Fig. 3. The LJ and Coulombic interaction energies of bTVBT4 in the binding site A and

site B are shown in the Table S9. These energies were calculated only for those bTVBT4,

which bound to the site (A or B) continuously for 20 ns and had LJ < −70 kJ/mol. The

result shows that the ligand binding to site A is driven by Coulombic interaction while to

site B by LJ interaction.

Table S10: Average of interaction energy (LJ + Coulomb) and number of bTVBT4
molecules at each mode. Energies are given in kJ/mol.

code Mode Number of molecules Average energy Standard deviation
1 DLCI 8 -160.5 19
2 DLCO 7 -157.3 17
3 DLTI 8 -157.7 18
4 DLTO 16 -151.5 17
5 DRCI 14 -160.5 21
6 DRCO 9 -156.0 19
7 DRTI 23 -154.4 18
8 DRTO 12 -150.4 17
9 ULCI 6 -147.5 18
10 ULCO 5 -151.3 16
11 ULTI 9 -144.8 15
12 ULTO 10 -150.8 20
13 URCI 2 -142.9 17
14 URCO 3 -153.0 16
15 URTI 10 -156.4 18
16 URTO 19 -147.0 17

The majority of the bTVBT4 population is found at site A at which it binds in 16 different

minor modes (or 4 major modes) as defined in Table S10. The average total interaction

energy (LJ+Coulomb) between bTVBT4 molecules and tau fibril calculated for each of the

minor modes from the five independent MD simulations are shown in Table S10. Often

interconversion from one minor mode to another is observed in the binding pocket during

the trajectory, mainly between minor modes of type XXTX ←→ XXCX and XXXI ←→

XXXO, where X represent any other letter codes for minor modes as defined in Table S10.

The Fig. S12 shows all the interconversion between the minor modes. The average of the
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total interaction energy over all minor modes is calculated to be −153 ± 19 kJ/mol. The

bTVBT4 interaction with the site A residues account for 75% of the average total interaction

energy when it interacts with the whole tau, as shown in Table S11.

Figure S12: Exchange between minor modes at site A in the system of 60 bTVBT4 in the
cavity of full tau model. Radius represent the time spent (ns) in each mode (accumulated
time for all molecules in the mode), the thickness indicates the number of exchanges (largest
14).

Table S11: Comparison of bTVBT4 average total interaction energy (in kJ/mol) with
protein and site A residues.

with site A residues with protein
bTVBT4 interaction −114± 17 −153± 19

1.2.5 Smaller binding site model

The smaller binding site models were generated from the system of 60 bTVBT4 molecules

in the cavity of the tau fibril by cropping out the four major binding modes. Each smaller

binding site model consist of one bTVBT4 molecule and ten protein chains at the side where

the ligand was bound (see Fig. S13). Next, for each model, a simulation box of size 15 nm x

9 nm x 9 nm was created and filled with water molecules and counter anions Cl−. Further,

after the energy minimization and equilibration process of a system, the MD production
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(a) (b)

Fibril axis

Figure S13: Side (a) and top (b) view of the small binding site tau model cropped from the
full periodic tau model.

run of 250 ns in NV T was performed on two parallel trajectories for each major mode (i.e.,

500 ns time for each major mode). During the whole procedure, position restraints on the

outer-most tau protein chains were applied to maintain adjacent chains distance. The results

obtained from this short model of binding modes are summarized in Fig. S14 and Fig. S15.

Figure S14: Time spent (ns) in each minor mode (diagonal) and number of exchanges between
the minor modes (non-diagonal) from row to column. Characterized based on four major
modes. Data obtained from two trajectories simulated for 250 ns for each major mode.
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(a)

(b)

Figure S15: Statistics drawn from the two parallel trajectories (a and b) for each major
mode (smaller binding site model) simulated for 250 ns.
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Figure S16: The PMF calculation for three pulling trajectory (green, red, blue) and its
average (black) for each major modes.

S27

183



1.2.6 PMF calculation details

We performed potential of mean force (PMF) calculations to obtain the height of the atom-

istic free-energy barrier for the bTVBT4 to bind at site A. It was achieved by using an

umbrella sampling technique and a weighted histogram analysis method. Starting from the

last snapshot of each major mode (short models) equilibrium MD simulation, bTVBT4 has

pulled away from the binding site A to outwards. The center of mass (COM) pulling was

applied between two groups Thr360 (middle residue at site A) and bTVBT4. The pulling

rate of 0.001 nm/ps combined with a spring constant of 3000 kJ/mol was used. The ligand

was pulled out from major modes of binding site A for about 5 nm. From these pulling

trajectories, snapshots were taken to generate the starting configurations for the umbrella

sampling windows. In each window, short 100 ps NV T followed by 2 ns NV T simulation was

performed. Finally, analysis of results obtained from umbrella sampling was performed with

the weighted histogram analysis method (WHAM).38,39 Note that, for each major mode,

three pulling simulations followed by umbrella sampling were conducted to get the average

PMF curve finally (Fig. S16).

1.2.7 Absorption spectra calculation of bTVBT4 at the binding site A

To calculate absorption spectra, 300 uncorrelated snapshots were chosen based on the per-

centage of time spent in each minor mode and the major mode’s Boltzmann percentage.

Boltzmann percentage for major modes was calculated based on their respective binding en-

ergies obtained from PMF. Table S12 shows the number of snapshots chosen for each minor

mode.

For each snapshot, absorption spectra were calculated by employing the polarizable em-

bedding method. The total system was split into two regions: core and polarizable region.

The core region having only a bTVBT4 molecule is treated in the quantum chemical descrip-

tion. The polar region consists of water molecules, counter anions (Cl−), and amino acid

residues within 20 Å of bTVBT4. For water, Ahlström charges and isotropic polarizabilities
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Table S12: Number of snapshots adopted for each minor modes for the calculation of the
absorption spectrum of bTVBT4 in tau environment.

Major mode Minor mode Number of snapshots
DL 1 3

2 3
3 1
4 3

DR 5 0
6 9
7 6
8 42

UL 9 1
10 12
11 25
12 53

UR 13 0
14 0
15 5
16 137

total 300

were used. Standard charge and isotropic polarizability for Cl− atoms were taken from the

library in the PyFrame module.40 For the amino acid residues of tau protein, the average

of charges and isotropic polarizabilities over 10 tau protofilament is used. The charges and

isotropic polarizabilities were determined using the LoProp program.41,42 The absorption

calculations were carried out for the ten lowest excited states at the CAM-B3LYP(100%)

and aug-cc-pVDZ basis set using the Dalton program. Subsequently, for each snapshot, the

calculated absorption spectrum was Gaussian convoluted with standard deviation of 0.15

eV. The final spectral profile was obtained by taking an average over all the snapshots under

consideration.
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1.2.8 Planarity calculation

The planarity parameter used for the assessment of the molecular structure of bTVBT4 is

adopted from Ref. 43 and reads

P =
N∑
i=1

||θi| − 90|
90

, (2)

where θi are the dihedral angles in the molecule, and N is the number of dihedral angles for

which the planarity is calculated. For the bTVBT4 case, the planarity was calculated over

four dihedrals (marked in Fig. S1 (a)). Fig. S17 shows the correlation between planarity and

transition energy of the first excited state, calculated in water (using 200 snapshots) and tau

(using 300 snapshots) environment. The average value of planarity for bTVBT4 in water is

3.43± 0.20 and in tau is 3.49± 0.18.
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Figure S17: Correlation between planarity (defined in Eq. 2) vs. transition energy for the
first excited state of bTVBT4. In total, 200 points are shown for bTVBT4 in water (orange),
and 300 points shown for bTVBT4 in the tau fibril environment of binding site A (green) ,
corresponding to the snapshots used in spectrum calculation. The average value of planarity
for bTVBT4 in water is 3.43± 0.20 and in tau is 3.49± 0.18.
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1.2.9 Qualitative picture of interactions between bTVBT4 and siteA

The intramolecular and intermolecular interactions are accounted within the Columbic term

(electrostatic interactions) and Lennard-Jones function (van der Waals interactions) in the

forcefield. Fig. S18 shows RESP charges mapped on site A and bTVBT4 atoms. The

strongest Columbic interaction is observed between the imidazole ring of His362 (having

negative charge cloud) and the bTVBT4.

-0.7 0.7

His362

Thr361

Ile360

bTVBT4

Figure S18: RESP charges used in MD simulation for site A and bTVBT4 are mapped on
atoms with color code.

2 Experimental materials, methods, and supplemen-

tary results

2.1 Antibody and ligand double labelling

Frozen human brain tissue sections (10 µm, frontal cortex) with Alzheimers disease (AD) or

Picks disease (PiD) pathology were fixed in 70% EtOH for 3 min at 4◦C and then incubated

in dH2O for 2×2 min and phosphate buffered saline (PBS, 10 mM phosphate, 140 mM NaCl,

2.7 mM KCl, pH 7.4) for 10 min at RT. Next, a permeabilization and blocking step in PBS

with 0.1% triton x-100 (PBS-T) and 5% normal goat serum was performed for 1 h at RT.
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Monoclonal anti-phospho-tau-antibody AT8 (Thermo Scientific) was diluted 1:500 in PBS-T

with 5% normal goat serum and added to the sections. After incubation over night at 4◦C,

the sections were washed in PBS-T for 3×10 min and then incubated for 1 h at RT with

goat anti-mouse secondary antibody conjugated to Alexa 488 (Thermo Scientific) diluted

1:400 in PBS-T with 5% normal goat serum. The sections were washed in PBS for 3x10 min

and ligand bTVBT4, diluted to 100 nM in PBS, was added. After 30 min at RT, excess

ligand was removed by repeated washings in PBS and the sections were mounted using Dako

mounting medium for fluorescence (Agilent). The result was analyzed using an inverted

Zeiss LSM 780 laser scanning confocal microscope (Zeiss) exciting the samples at 405 nm

(lipofuscin), 490 nm (Alexa 488) and 580 nm (bTVBT4).

2.2 Hyperspectral and fluorescence lifetime imaging

Frozen brain tissue section (10 µm, frontal cortex) with AD or PiD pathology was fixed in

99.7% EtOH for 10 min at RT, rehydrated in 50% EtOH for 2 min, dH2O for 2×2 min and

then PBS for 10 min. The section was incubated in 100 nM b-TVBT4 ligand for 30 min at

RT and then washed repeatedly with PBS. After mounting with Dako mounting medium for

fluorescence (Agilent), fluorescence lifetime imaging was performed using an inverted Zeiss

LSM 780 laser scanning confocal microscope (Zeiss) equipped with a 32 channel QUASAR

GaAsP spectral array detector. Emitted photons were routed through the direct coupling

confocal port of the Zeiss LSM 780 scanning unit and detected by a Becker & Hickl HPM-100-

40 hybrid photomultiplier tube (Becker & Hickl GmbH). Data were recorded by a Simple-

Tau 152 system (SPC-150 TCSPC FLIM module) with the instrument recording software

SPCM version 9.42 in the FIFO image mode using 256 time-channels. A Plan-Apochromat

20×/1.3 Oil DIC objective lens was used, and the pinhole set to 20.2 µm. For excitation

at 535 nm, a pulsed tunable In Tune laser with a repetition rate of 40 MHz was used.

Data were analyzed using SPCImage version 3.9.4. Emission spectra from bTVBT4 bound

to tau pathology in AD were recorded between 561 nm to 687 nm using an inverted LSM
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780 confocal microscope (Carl Zeiss, Oberkochen, Germany) and excitation spectra were

collected with the same microscope system using a tunable In Tune laser and the excitation

wavelength was scanned between 490 to 600 nm having the emission fixed at 612 nm.

When bound to tau aggregates in AD, bTVBT4 displayed strikingly longer decay times,

1.7 to 2.4 ns, than for the ligand in different solvents, verifying that bTVBT4 adopts a

distinct conformation when bound to the aggregates.

Figure S19: Intensity-weighted mean lifetime distributions of bTVBT4-stained tau deposits
in AD brain tissue sections. The fluorescence lifetimes were collected with excitation at 535
nm.

2.3 Spectroscopy

Steady-state absorption spectra were recorded using a Shimadzu UV-1601PC spectropho-

tometer. Measurements were performed with 10 mm quartz cuvettes (Hellma Precision).

Steady-state photoluminescence measurements were carried out employing a PTI Quanta-

master 8075-22 (Horiba Scientific) equipped with Double Monochromator 300 spectrometer

chambers for both excitation and emission. A Hamamatsu R928 PMT was used for detection

in the range 185–950 nm. A OB-75X (75 W Xenon arc lamp) was used as the light source.

Data acquisition and basic data-handling of steady state luminescence data were carried out

with the Felix Data Analysis software and further processed and presented using Origin Pro.

Time-correlated single photon counting (TC-SPC) was used to register and analyze decay
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traces of bTVBT4 in a selection of solvents using an IBH system as described recently in

Ref. 44. In the experiments a picosecond laser diode at 469 nm was used for excitation and

the emission was recorded at 600 nm with a 16 nm slit.

Table S13: Experimental absorption (λabs and ∆E) and emission (λem) maxima and quan-
tum efficiencies for bTVBT4 in different solvents with dielectric constants εr.

a

Solvent λabs (nm) ∆E (eV) λem (nm) QE (%) εr
PBS (H2O) 463 2.678 604 0.24±0.03 81
methanol 476 2.605 605 0.22±0.02 33
ethanol 479 2.588 604 0.29±0.03 24
n-butanol 490 2.530 605 0.39±0.04 18
n-pentanol 492 2.520 604 0.76±0.09 15
n-octanol 495 2.505 603 0.67±0.08 10
acetonitrile 471 2.632 607 0.23±0.03 37
DMF 477 2.599 614 0.74±0.09 37
CHCl3 509 2.436 605 0.05±0.007 4.8

aDielectric constants are taken from http://www.stenutz.eu/chem/solv6.php?name=octanol (n-octanol)

and https://www.engineeringtoolbox.com/liquid-dielectric-constants-d_1263.html (others).

The blue shift of the absorption spectra of bTVBT4 in more polar solvent might be due

to a negative solvatochromic effect associated with an excited state that is less polar than the

ground state. In such a situation the ground state becomes more effectively relaxed in the

reaction field of the solvent and the ground-to-excited state energy difference thus becomes

larger upon introducing more polar solvent. Interestingly, there is almost no, or at least very

small, differences in the emission spectra with respect to solvent polarity, corroborating the

notion that the excited state is less polar.

Attempted lifetime measurements of bTVBT4 at a concentration of 2.5 µM in selected

solvents showed very rapid decays, at the limit of the resolution of our TC-SPC system.

Typically, for polar protic solvents such as PBS, methanol, and ethanol, the lifetimes were

in the order of 10–20 ps (±10 ps) and for non-protic solvents such as acetonitrile, CHCl3,

and DMF, around 30 ps (±5 ps). Two representative decay traces are shown in Fig. S21.
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Figure S20: Representative absorption (solid) and emission (dashed) spectra of bTVBT4 in
various solvents: PBS, ethanol and chloroform. All spectra are normalized. Photophysical
parameters are summarized in Table S13.

Figure S21: Representative TC-SPC decays of bTVBT4 in EtOH and DMF (2.5 mM) along
with attempted re-convolution fits (dashed lines). ”Prompt” denotes the system response
acquired from the scatter of the pure solvent at the excitation wavelength.
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Abstract

Oxazine dyes act as reporters of their near environment by the response of its flu-

orescence spectra. At the same time, their fluorescence spectra exhibit a pronounced

vibrational progression. In this work, we computationally investigate the impact of

explicit and implicit solvation as well as aggregated betaine on the vibrational profile

of fluorescence spectra of different oxazine derivatives. For aggregated betaine as well

as a water molecule located above the plane of the dyes, we observe a distinct modifi-

cation of the vibrational profile, which is more pronounced than the effect of implicit

embedding. Our analysis shows that this effect cannot be explained by a pure change

in the electrostatic environment, but that also vibrational degrees of freedom of the

environment can be decisive for the vibrational profile and can, hence, should not be

neglected.

Introduction

The fluorescent properties of oxazine dyes, such as nile blue, are highly sensitive to the imme-

diate chemical environment of the dye: Oxazine dyes exhibit a pronounced solvochromism1–3

and have been suggested as fluorescent probes in biological applications.4–10 The latter in-

cludes the detection of amyloid-β deposits,6 which are hallmarks of Alzheimer’s disease.11,12

To understand the sensitivity of the fluorescence pattern of oxazine dyes on immediate

environment and therefore the oxazine’s function as fluorescent probes, computational assis-

tance is required. This assistance, is, however, challenged by many aspects to be considered

simultaneously, these are (i) direct interaction of the environmental molecules with the dye

(ii) dynamic effects on the spectra, and (iii) vibrational couplings. The challenge is, hence, to

treat the (anyways computationally demanding) vibronic coupling in the environment. For

this, one may apply, implicit embedding models, such as the polarizable continuum model

(PCM),13–15 which allows for the description of mean-field solvent effects on the position of

the spectra and the associated vibronic structure.15,16 This method can cover the solvent shift
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(λmax) of oxazine dyes
17 and can also alter the vibrational profile of fluorescence spectra.18–20

It is, however, not able to account for inhomogeneous spectral broadening effects, which arise

from explicit solute-solvent interactions.16,21,22 A more explicit description of these interac-

tions is obtained by using cluster models. This method involves treating solute molecules

that interact with the solvent at the quantum mechanical level. Although this approach

may provide higher accuracy, it poses several challenges when performing excited state cal-

culations with explicit solvent molecules. The main challenge is the increased computational

cost resulting from the larger system size and the need to sample solute-solvent configura-

tions. This limits the feasibility of the method to a small number of solvent molecules. It is

worth noting that the solute–solvent interactions may be significant at short-range, that is,

within the first solvation shell, but their influence decreases rapidly with distance. Hence,

for long-range interactions, a more approximate solvent model can often be employed.16

In this study, we consider water solution, being the most abundant molecule in the bi-

ological context, and individual betaine molecules in close proximity to the oxazine dyes.

Betaine (N,N,N-trimethylglycine) is a zwitterionic compound that has a quaternary ammo-

nium group and a carboxylate group, making it a highly polar but neutral molecule.23,24

It possesses a very large dipole moment of 11.9 D, which is much higher than the dipole

moment of a single water molecule, which is only 1.85 D.24–26 This large dipole moment of

betaine is attributed to the presence of two opposite charges separated by a considerable

distance, resulting in a significant separation of positive and negative charges within the

molecule. This unique property of betaine makes it an excellent candidate for stabilizing

biological macromolecules, especially in harsh environments such as extreme pH.27,28 Due to

the large dipole moment, betaine has been used to probe the environmental sensitivity of

fluorescent dyes.29

In the following, we study the solvation effects on the vibrationally resolved fluorescence

spectra of oxazine dyes (c.f. Figure 1), namely nile blue (NB+), oxazine 1 (Ox1+), dar-

row red (DR+), crestyl violet (CV+), oxazine 4 (Ox4+), oxazine 170 (Ox170+). First, we
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Figure 1: Chemical structures of nile blue (NB+), oxazine 1 (Ox1+), darrow red (DR+),
crestyl violet (CV+), oxazine 4 (Ox4+), oxazine 170 (Ox170+)

validate our computational setup for isolated oxazines against experimental data in the gas

phase.30 Thereafter, we investigate the effect of individual water molecules on the vibra-

tional profile on the emission spectra of Ox4+ and Ox170+ with and without the additional

consideration of a continuum environment description. We, hence, also study the impact of

a nearby betaine molecule on the vibrationally resolved fluorescence spectra of Ox4+ and

Ox170+. For both water and betaine microsolvation, we find that the impact of explicit

solvation on the vibrationally resolved fluorescence spectra can go beyond a pure electronic

effect but also the environmental vibrational degrees of freedom need to be considered.
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Methodology and computational details

All dye geometries were initially prepared in Gaussian1631 with a preliminary optimization

using B3LYP32–34 density functional theory in conjunction with the 6-31+G(d,p)35,36 basis

set. They were then used as starting points for a conformational search with TINKER 7.137

software generating a library of conformers for each dye by perturbing the geometries with

a hopping algorithm38,39 in the scan tool. Structures were saved if their energies satisfied

a 10 kcal/mol cutoff from the lowest energy structure found, which resulted in a pool of

several conformers for each fluorescent molecule. The conformers were ranked based on their

MM340 energies and re-optimized using the CAM-B3LYP41 density functional and a def2-

TZVP basis set42,43 in Gaussian16. Vibrational analyses were performed on the resulting

structures to confirm that they were local minima before calculating their first excited state.

The time-dependent density-functional theory (TD-DFT) method with CAM-B3LYP/def2-

TZVP was used to determine the first excited state of the most populated conformers of

each dye.

For the calculation of the vibrational profiles, we considered our recently introduced

VCI-in-IMDHO, scheme combining accurate vibration configuration interaction (VCI)44–47

profiles for selected degrees of freedom with the independent mode displaced harmonic oscil-

lator model (IMDHO)48,49 for the remaining vibrational space.18 This scheme includes an a

priori estimate of the importance of an anharmonic treatment for all vibrational degrees of

freedom separately based on three criteria. The first criterion is the importance of the mode

for vibrational progression, namely harmonic displacement (∆i) based on the IMDHO model.

This first measure estimates the impact of the mode under consideration on the vibrational

progression. Here, we used 0.2 as a cut-off of the ∆i. Besides the ratio of the Franck–Condon

factors, it is also important that their effect is also resolved when assuming a line broaden-

ing, i.e., that the additional peaks are not hidden below the broadened lines. Thus, in this

study, we only include modes for which the crossing point between the Lorentzian broaden-

ing the 0–0 and 1–0 transition (denoted σ in ref. 18) is greater than the chosen half width
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at half maximum (HWHM). Finally, by comparing the one-mode vibrational profiles within

the IMDHO model with the one-mode anharmonic results, we accessed the impact of one-

mode anharmonicity for each mode. For the potential energy surface (PES) generation and

anharmonic vibrational wave function calculations of the one-mode vibrational profiles, we

employed a locally modified version of the Molecular Interactions Dynamics And Simula-

tion C++ package (MidasCpp)50 version 2019.04.0. For calculating Franck–Condon factors,

we employed Vibrational Configuration Interaction (VCI) wave function, and a Vibrational

Self-Consistent Field (VSCF) wave function was used as a reference state. Further details

about the criteria and anharmonicity calculation can be found in ref. 18. The outlined

analysis revealed for most investigated systems no important anharmonic contributions (see

ESI) so that we resorted to the IMDHO model for most calculations. The only exception is

one Ox170+–betaine complex (with the betaine at position no.5, see below). For which we

identified one important and anharmonic mode, which was treated by VCI, with all other

modes treated by the IMDHO model via the VCI-in-IMDHO scheme. This particular mode

of the Ox170+–betaine complex no.5 corresponds to scissoring vibration of the C–H groups

in the benzene ring that is fused to the oxazine ring.

We applied an HWHM of 200 cm−1 in the time-dependent formulation of IMDHO51–54

using the Python implementation described in ref. 18. To account for the solvation effect,

different solvation models were employed. In particular, we have considered the polarizable

continuum model (PCM)55,56 using the integral equation formalism variant and microsol-

vation (both in gas phase and with PCM) models. For the microsolvation, we investigated

several positions of the solvent (water/betaine) around the solute. These structures were

optimized in the ground state and then excited state by QM calculations at the DFT and

TD-DFT level of theory (using the same functional and basis set as for the calculation of

the emission energies in vacuum).

The experimental spectra were transformed into line shapes by applying an intensity

correction proportional to ω2,57,58 and the area under the peak was normalized to 1. The
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maxima of the isolated harmonic spectrum in gas phase were used as a reference to shift the

maxima of the experiment to the same position, if not specified otherwise.

Results and discussions

Isolated oxazine dyes

Before analyzing the solvent effect on the vibronic spectra of oxazines, we validated our

method for the bare molecule in vacuum against experimental references.30 The backbone

of the investigated oxazines consists of a benzophenoxazine ring and the amino-based side

chains which can adopt several distinct orientations with respect to the ring giving rise

to different conformers. To find the local minima, the conformational landscape of these

dyes has been explored. The results from the scan were collected and the conformers were

re-optimized with CAM-B3LYP/def2-TZVP. The calculated free energies are presented in

Table S-1 in the electronic supporting information (ESI). Several conformers exist for each

molecule, however, only a limited number of them (highlighted in red in Table S-I of the

ESI) are responsible for over 90% of the total Boltzmann-weighted population. The main

difference between the conformations of each molecule lies in the orientation of the side

chains. The respective emission spectra of other highly populated conformers are depicted

in Figure S7 in the ESI, showing that the gas-phase emission spectra calculated for different

conformers are very similar. This suggests that the electronic structure of the different

conformers is conserved, despite their structural differences. Therefore, in the following, we

focus on the spectra of the most stable conformer of each oxazine molecule.

In Figure 2, the calculated vibrationally resolved emission spectra of the most popu-

lated conformer for each oxazine molecule in their isolated form are presented along with

an experimental reference for the emission spectra in a vacuum, as reported by Kjær and

Nielsen.30 The comparison demonstrates that the calculated vibrational shape of the fluo-

rescence spectrum aligns well with the experimental results. We note, however, that the
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Figure 2: Calculated computational (of the most stable conformer, black) and experimental30

(green) emission spectra in vacuum of a: nile blue (NB+), b: oxazine 1 (Ox-1+), c: darrow
red (DR+), d: crestyl violet (CV+), e: Ox4+, f: Ox170+ using CAM-B3LYP/def2-TZVP.
The experiment spectra are shifted as shown in the respective caption to get the same
maximum position as the calculated spectrum of the respective most stable conformer.
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calculated spectra have an offset of 0.460 to 0.626 eV compared to the experiment, which

can most likely mainly be attributed to shortcomings in the description of the electronic

structure by (TD)DFT. The agreement of the vibrational profiles, however, provides further

confidence for the application of our recently developed computational protocols18 to study

the vibrational line shape of the oxazine molecules.

Effect of individual water molecules aggregated to Ox4+ and Ox170+

Most experimental measurements are conducted in complex environments, such as water or

proteins. Therefore, the study of the interaction between fluorescent dyes and their environ-

ment is essential for accurately predicting the photophysical properties of these molecules in

real-world applications. By focusing on Ox4+ and Ox170+ in this section, we aim to gain a

deeper understanding of how the microenvironment affects vibronic emission. To firmly un-

derstand how a microenvironment (such as a nearby solvent dipole) influences a fluorescent

dye’s optical spectra, it is necessary to know the intrinsic emission by the cation in vacuo.

The effect of the presence of one water molecule on the emission spectra of Ox4+ and

Ox170+ was investigated at different positions, as shown in figure 3 and figure 4. In position

no.1, the water molecule is located above the 1,4-oxazine scaffold. The other positions refer

to the location of water around the substituent on the aromatic ring as depicted in Figure 3-a

and Figure 4-a. The calculated emission spectra for the bare dye (black) and the water–dye

complexes (color) are also depicted in these figures. The emission spectra for the water–dye

complexes (no.2 and no.3) show a small blue shift compared to the spectrum of the respective

bare molecule, while the vibrational profile is hardly altered. In contrast to that the side-on

coordination over the oxazine ring (position no.1) leads to a larger change in the calculated

emission profile: The peak gets broadened, so that the shoulder pattern observed for isolated

oxazines and the other water positions is blurred out in this case. These results indicate that

the specific position of the water molecule does have a significant impact.

It is worth mentioning that the presence of water molecules results in the emergence
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Figure 3: a) Optimized structure of Ox4+ with the inclusion of a single water molecule at
various positions (no.1, no.2, no.3) and emission spectra of isolated (black), with a water
molecule (color) in vacuum (b) and in PCM (c) using CAM-B3LYP/def2-TZVP with HWHM
of 0.025 eV. The experimental spectrum in water59 (green) is shifted by 0.317 eV to get the
same maximum position as the calculated spectrum of the isolated molecule in PCM.
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Figure 4: a) Optimized structure of Ox170+ with the inclusion of a single water molecule at
various positions (no.1, no.2, no.3, no4, no.5) and emission spectra of isolated (black), with a
water molecule (color) in vacuum (b) and in PCM (c) using CAM-B3LYP/def2-TZVP with
HWHM of 0.025 eV. The experimental spectrum in water60 (green) is shifted by 0.290 eV
to get the same maximum position as the calculated spectrum of the isolated molecule in
PCM.
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of additional vibrational modes with ∆i and σ values surpassing the cut-off. These modes

are compiled in Table S-IX and S-X of the ESI. Particularly large values are obtained for a

translational motion of the water molecules on top of the oxazine ring of Ox4+ (mode 3).

Despite it low harmonic frequency of 49 cm−1, the σ value larger than the current HWHM

of 200 cm−1 is observed as well as negligible anharmonic effects on its one-mode vibrational

progression (c.f., Table S-IX and Figure S-8 of the ESI). For Ox170+, we do not observe a

similarly ranked low frequency mode (c.f., Table S-X of the ESI).

This observation let us examine the impact of additional vibrational modes arising from

microsolvation on the vibrational profile. The respective vibrationally resolved spectra of

Ox4+ and Ox170+ with one water molecule and different setups, i.e., the isolated dye,

including all solvent modes, excluding all solvent modes (and specifically excluding the most

significant water mode, mode 3, in Ox4+) are depicted in Figure 5 and 6. In all cases, but

the location no.1, the impact of solvent modes on the vibronic spectra are negligible. For

Ox4+, we can further assign this impact to the above mentioned mode 3, which also had

large |∆i| and σ values. For the smaller effect of Ox170+, such an assignment is not as clear.

The assignment for Ox4+, however, indicates that the important measures obtained from

the IMDHO model may also be used as indication for the impact of environmental modes.
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(c) No.3

Figure 5: Comparison of emission spectra for Ox4+ with one water molecule, illustrating
the following scenarios: isolated dye (black), including all solvent modes (blue), excluding all
solvent modes (red), and excluding the most significant water mode, namely mode number
3 (ωi = 49 cm−1, purple).

As a next step, we investigate the effect of two water molecules on this particular position.

The vibronic spectra of Ox4+ and Ox170+ with one and two water molecules attached
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Figure 6: Comparison of emission spectra for Ox170+ with one water molecule, illustrating
the following scenarios: isolated dye (black), including all solvent modes (blue), and exclud-
ing all solvent modes (red).

at position 1 are shown in Figure 7. The broad overall band observed for the one-water

(represented in blue) and two-water clusters (represented in red) are similar, indicating that

the number of water molecules at position no.1 has a minimal effect on the shape of the

oxazine spectra.

Continuum water solvation with and without explicit water molecules

As outlined in the introduction, for the description of condense solvents, often continuum

models such as PCM are employed. The respective calculated spectra with and without

explicit consideration of individual water molecules are shown in Figure 3.c and Figure 4.c:

The spectra obtained through the PCM model exhibit a blue shift compared to the spectra

in vacuo leading to a closer match to the position of experimental data in aqueous solutions.

Still, in both cases, an overall shift between the experimental and theoretical fluorescence

spectra of about 0.3 eV are observed, which can likely largely be attributed to the use of

TD-DFT in the present study. The overall vibrational shapes of the emission spectra in the

vacuum and with the PCM model are very similar for both isolated and microsolvated cases.
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Figure 7: Comparison of the harmonic spectra of a) Ox4+ and b) Ox170+ with one water
(blue), and two water molecules (violet) at position no.1 in vacuum.

Hence, the noticeable effect of the on-ring position (position no.1) of the water molecule

observed in the vacuum calculation is also obtained in PCM. In this case, the effect of the

individual water molecule on the vibrational line shape (not the peak position) is more

pronounced than that of the continuum model.

Microsolvation of Ox-4+ and Ox-170+ by betaine

Due to the larger dipole moment of betaine compared to water, we expect a larger effect of

individual betaine molecules attached to the oxazine dyes. We have, hence, placed betaine

molecules around the Ox-4+ and Ox-170+ at similar positions as above for the individual

water molecules (for the structures, see the SI). The resulting calculated spectra are shown

in Figure 8 and Figures S-8–9 of the ESI. These results confirm the overall larger effect for

betaine microsolvation compared to the water case: The betaine molecule leads to a larger

blue shift in the emission spectra compared to water, and the band shape is also noticeably

altered for all locations of betaine. The main difference, next to the peak position is an
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overall broadening, which for Ox-4+ is most pronounced for the location no.2, followed by

the no.3 and no.1. Similarly also for the Ox170+–betaine complexes, we observe a significant

effect for all betaine positions. Here, however, the broadening effect of the on-top position

(no.1) is larger than for the respective Ox4+–betaine complex.

To disentangle the electronic and vibrational effects on the changed vibrational profiles,

we again analyzed the impact of the additional vibrational degrees of freedom on the vibra-

tional profile, as shown in Figure 9 and 10. For all Ox4+–betaine complexes, the impact

of the additional vibrational degrees of freedom is small (c.f., Figure 9). Hence, the change

in the vibrational profile due to the aggregation of the betaine molecule can mainly be at-

tributed to electronic effects. The same holds for the Ox170+–betaine complexes with the

betaine at positions no.4 and no.5 (see Figure 10). For positions no.1 and no.2, a more

pronounced but still small effect of the additional vibrational degrees of freedom is observed,

while for position no.3, we observe the largest effect. This is why we investigated this case

further: The position no.3 is the only of the Ox170+–betaine complexes for which we find
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Figure 8: Harmonic spectra of a) Ox4+ and b) Ox170+ for isolated (black) and one betaine
cluster (color) at different positions (no.1, no.2, no.3, no.4, no.5) in vacuum.
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Figure 9: Comparison between the emission spectra of the isolated (black), including all
modes (blue), and excluding all betaine modes (red) for Ox4+ with one betaine molecule
with different position of the betaine molecule.

vibrational modes with |∆i| > 0.6 and σ > 200 cm−1 that can be assigned to betaine

modes. These are modes 54 and 98 in Table SXIII in the ESI. These specific modes alone

cover roughly half of the effect on the betaine modes on the vibronic spectrum as shown in

Figure S19 in the ESI.

The overall findings suggest that the location of betaine has a significant impact on the

emission spectra of oxazine dyes. This is in line with the proposal of Nielsen to probe the

electronic character of the chromophore’s transitions and their susceptibility to electric field

perturbations through comparing gas-phase action spectra for bare ions with spectra for

ion-betaine complexes.26 Similar to the oxazine–water complexes, we find also here, that the

effect of the surrounding may be not only of electronic nature, but that also environmental

vibrational degrees of freedom may be important.

Summary, conclusions and outlook

In summary, the study investigates the impact of explicitly different solvents, including water

and betaine, on the fluorescence properties of oxazine dyes. The gas-phase emission spectra of

different conformers of each oxazine were found to be similar, indicating that their electronic

structure remains conserved despite structural differences in the substituents. An analysis

of the importance and anharmonicity of the modes showed that the highly approximate

independent-mode harmonic oscillator (IMDHO) model is likely a good approximation in
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Figure 10: Comparison between the emission spectra of the isolated (black), including all
modes (blue), excluding all betaine modes (red) for Ox170+ with one betaine molecule with
different position of the betaine molecule. For position no.3, mode 54 (ωi = 611 cm−1) and
mode 98 (ωi = 1153 cm−1) are the vibration mode of betaine are also excluded (purple for
mode 54, orange for mode 98 and green for both) in the calculated spectra. For position
no.5, mode 52 is treated by VCI in the hybrid VCI-in-IMDHO model.

most present cases. This was supported by the finding that the IMDHO spectra of the most

stable conformer in a vacuum align well with experimental results for all six investigated

oxazine derivates.

In the following, we found that the position of the water molecule had a significant impact

on the spectra of oxazines, particularly when at position no.1 (on top of the 1,4-oxazine ring),

which broadened the main peaks of the emission spectra of Ox4+ by the presence of one

particular mode from the solvent. Effects of two water molecules on this particular position

were also studied indicating an insignificant effect on the shape compared to the one water

case. The presence of betaine, which has a very large dipole moment, led to a larger blue

shift in the emission spectra compared to water, with the band shape noticeably altered.

These findings indicate that the direct molecular environment has a significant impact on

the emission spectra of oxazine dyes. This does not only concern the peak position, but

also the vibrational profile. We further find that this effect is in some cases not purely
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electronic, but also the additional vibrational degrees of freedom can affect the vibrational

profile of the fluorescence spectra. This finding is interesting in the sense that the vibrational

contribution of the environment is not included in typical multi-level approaches with the

explicit environment.

Overall we observe the dependence of the dye’s vibrational profile (not only peak position)

on the environment. This dependence is more pronounced for betaine aggregation than for a

single water molecule. These findings suggest, that detailed environmental information can

be extracted from the fluorescent spectra of these dyes when also the change in vibrational

profile is considered.
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S1 Conformational analysis

Table SI: Calculated relative Gibbs’s free energies with respect to the most stable conformer ∆G (kcal/mol), Maxwell-
Boltzmann distribution (%) of the ground state of different conformers of oxazine dyes at CAM-B3LYP/def-TZVP
level, T = 298.15 K, R = 8.314 J/molK. The conformers highlighted in red are responsible for over 90% of the total
Maxwell-Boltzmann distribution.

Compound Conformer ∆G (kcal/mol) Distribution (%)
NB+

no.01 0.00 77.2
no.02 0.75 21.8
no.03 2.83 0.6
no.04 3.09 0.4

Ox1+
no.01 0.00 23.8
no.02 0.01 23.3
no.03 0.75 6.7
no.04 0.74 6.8
no.05 2.87 0.2
no.06 2.91 0.2
no.07 1.79 1.2
no.08 3.14 0.1
no.09 3.16 0.1
no.10 1.81 1.1
no.11 4.67 0.0
no.12 4.65 0.0
no.13 4.96 0.0
no.14 4.89 0.0
no.15 0.74 6.8
no.16 0.75 6.7
no.17 0.90 5.2
no.18 2.70 1.4
no.19 0.90 5.2
no.20 1.70 1.4
no.21 1.70 1.4
no.22 1.70 1.4
no.23 0.75 6.7
no.24 2.53 0.3
no.25 2.54 0.3
no.26 3.77 0.0

Ox-170+
no.01 0.00 83.5
no.02 8.24 0.0
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no.03 1.40 7.9
no.04 1.45 7.2
no.05 6.68 0.0
no.06 9.61 0.0
no.07 9.64 0.0
no.08 7.25 0.0
no.09 2.84 0.7
no.10 2.83 0.7
no.11 8.06 0.0
no.12 8.04 0.0
no.13 15.46 0.0
no.14 15.50 0.0
no.15 8.60 0.0
no.16 8.69 0.0
no.17 8.69 0.0
no.18 8.24 0.0
no.19 16.86 0.0
no.20 16.82 0.0
no.21 13.93 0.0
no.22 13.89 0.0
no.23 10.07 0.0
no.24 10.04 0.0
no.25 9.61 0.0
no.26 9.64 0.0
no.27 15.22 0.0
no.28 15.23 0.0
no.29 16.29 0.0
no.30 15.46 0.0
no.31 24.40 0.0
no.32 24.38 0.0
no.33 17.71 0.0
no.34 17.67 0.0
no.35 16.86 0.0
no.36 16.82 0.0
no.37 22.70 0.0
no.38 22.78 0.0

Ox-4+
no.01 0.00 89.3
no.02 1.34 9.3
no.03 9.85 0.0
no.04 3.08 0.5
no.05 2.68 1.0
no.06 8.54 0.0
no.07 8.25 0.0
no.08 8.28 0.0
no.09 9.38 0.0
no.10 9.85 0.0
no.11 13.78 0.0
no.12 13.78 0.0
no.13 17.63 0.0
no.14 15.40 0.0
no.15 15.4 0.0
no.16 16.99 0.0
no.17 18.95 0.0
no.18 18.92 0.0
no.19 24.39 0.0
no.20 26.13 0.0
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no.21 36.94 0.0
no.22 36.55 0.0
no.23 26.15 0.0

CV+
no.01 0.00 100.0

DR+
no.01 1.88 4.0
no.02 0.00 96.0

S2 Mode analysis

S2.1 NB+

Table SII: Mode ranking for NB+ using CAM-B3LYP/def2-TZVP. The most important mode with the harmonic
frequency νi in cm−1, the absolute value of the harmonic dimensionless displacement |∆i|, the resolution measure σi

in cm−1, and the effect of one-mode anharmonicity on the vibronic profile (1-mode AH).

Modei νi |∆i| σi 1-mode AH
34 606 0.776 398 weak
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Figure S1: IMDHO treated (green) and VCI treated (black) vibrational profile with a HWHM of γ = 0.025 eV for
the S0 ← S1 emission for the different modes of NB+ using CAM-B3LYP/def2-TZVP. The vertical transition energy
is given as a vertical grey line.
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S2.2 Ox170+

Table SIII: Mode ranking for Ox170+ using CAM-B3LYP/def2-TZVP. The most important modes with the harmonic
frequency νi in cm−1, the absolute value of the harmonic dimensionless displacement |∆i|, the resolution measure σi

in cm−1, and the effect of one-mode anharmonicity on the vibronic profile (1-mode AH).

Modei νi |∆i| σi 1-mode AH
37 612 0.706 353 weak
89 1420 0.254 259 weak
108 1594 0.223 254 weak
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Figure S2: IMDHO treated (green) and VCI treated (black) vibrational profile with a HWHM of γ = 0.025 eV for
the S0 ← S1 emission for the different modes of Ox170+ using CAM-B3LYP/def2-TZVP. The vertical transition
energy is given as a vertical grey line.
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S2.3 Ox1+

Table SIV: Mode ranking for Ox1+ using CAM-B3LYP/def2-TZVP. The most important modes with the harmonic
frequency νi in cm−1, the absolute value of the harmonic dimensionless displacement |∆i|, the resolution measure σi

in cm−1, and the effect of one-mode anharmonicity on the vibronic profile (1-mode AH).

Modei νi |∆i| σi 1-mode AH
36 573 0.670 308 weak
82 1341 0.212 203 weak
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Figure S3: IMDHO treated (green) and VCI treated (black) vibrational profile with a HWHM of γ = 0.025 eV for
the S0 ← S1 emission for the different modes of Ox1+ using CAM-B3LYP/def2-TZVP. The vertical transition energy
is given as a vertical grey line.
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S2.4 DR+

Table SV: Mode ranking for DR+ using CAM-B3LYP/def2-TZVP. The most important modes with the harmonic
frequency νi in cm−1, the absolute value of the harmonic dimensionless displacement |∆i|, the resolution measure σi

in cm−1, and the effect of one-mode anharmonicity on the vibronic profile (1-mode AH).

Modei νi |∆i| σi 1-mode AH
30 597 0.811 418 weak
66 1263 0.292 266 weak
74 1406 0.290 295 weak
67 1273 0.264 242 weak
62 1191 0.262 224 weak
84 1573 0.245 277 weak
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Figure S4: IMDHO treated (green) and VCI treated (black) vibrational profile with a HWHM of γ = 0.025 eV for
the S0 ← S1 emission for the different modes of DR+ using CAM-B3LYP/def2-TZVP. The vertical transition energy
is given as a vertical grey line.
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S2.5 CV+

Table SVI: Mode ranking for CV+ using CAM-B3LYP/def2-TZVP. The most important modes with the harmonic
frequency νi in cm−1, the absolute value of the harmonic dimensionless displacement |∆i|, the resolution measure σi

in cm−1, and the effect of one-mode anharmonicity on the vibronic profile (1-mode AH).

Modei νi |∆i| σi 1-mode AH
26 602 0.848 451 weak
65 1414 0.301 308 weak
72 1579 0.262 298 weak
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Figure S5: IMDHO treated (green) and VCI treated (black) vibrational profile with a HWHM of γ = 0.025 eV for
the S0 ← S1 emission for the different modes of CV+ using CAM-B3LYP/def2-TZVP. The vertical transition energy
is given as a vertical grey line.
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S2.6 Ox4+

Table SVII: Mode ranking for Ox4+ using CAM-B3LYP/def2-TZVP. The most important modes with the harmonic
frequency νi in cm−1, the absolute value of the harmonic dimensionless displacement |∆i|, the resolution measure σi

in cm−1, and the effect of one-mode anharmonicity on the vibronic profile (1-mode AH).

Modei νi |∆i| σi 1-mode AH
34 594 0.647 306 weak
35 601 0.566 262 weak
100 1583 0.246 280 weak
80 1422 0.205 208 weak
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Figure S6: IMDHO treated (green) and VCI treated (black) vibrational profile with a HWHM of γ = 0.025 eV for
the S0 ← S1 emission for the different modes of Ox4+ using CAM-B3LYP/def2-TZVP. The vertical transition energy
is given as a vertical grey line.
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S3 Isolated dye in gas phase
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Figure S7: Calculated IMDHO emission spectra of the most stable conformer (black), other conformers (colored)
using CAM-B3LYP/def2-TZVP, and experiment [1] (green) in vacuum of NB+ (a), Ox1+ (b), DR+ (c), CV+ (d),
Ox4+ (e), Ox170+ (f). The experimental spectra are shifted, as indicated in the subcaptions, to align the maximum
position with the calculated spectrum of the corresponding most stable conformer.
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S4 Microsolvation effect of water in gas phase

Table SVIII: Calculated relative Gibbs free energy ∆G (kcal/mol) of the ground (S0) and first excited (S1) state,
absorption Eabs, emission Eems energies (eV), oscillator strength (Osc.), and the corresponding Stokes shift (∆) for
Ox4+ and Ox170+ with the inclusion of one single water molecule at various positions (no.1, no.2, no.3, no.4, no.5)
using CAM-B3LYP/def2-TZVP.

Position no. Structure ∆G (S0) ∆G (S1) Eabs(Osc.) Eems(Osc.) ∆

Ox4+ no.1 1.90 2.96 2.82 (1.0035) 2.69 (0.9542) 0.13

Ox4+ no.2 1.28 1.75 2.79 (1.0040) 2.67 (0.9546) 0.12

Ox4+ no.3 0.00 0.00 2.78 (1.0354) 2.66 (0.9896) 0.12

Ox170+ no.1 0.00 3.42 2.71 (0.9476) 2.55 (0.8961) 0.16

Ox170+ no.2 19.27 2.54 2.70 (0.9485) 2.54 (0.9018) 0.16

Ox170+ no.3 17.34 0.00 2.69 (0.9674) 2.53 (0.9195) 0.16

Ox170+ no.4 19.69 2.37 2.69 (0.9487) 2.52 (0.8931) 0.17

Ox170+ no.5 18.48 0.61 2.65 (0.9803) 2.51 (0.9245) 0.14
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Table SIX: Mode ranking for Ox4+ with the inclusion of a single water molecule at various positions (no.1, no.2, no.3)
using CAM-B3LYP/def2-TZVP. The most important modes with the harmonic frequency νi in cm−1, the absolute
value of the harmonic dimensionless displacement |∆i|, and the resolution measure σi in cm−1.

Position Modei νi |∆i| σi Structure Modei νi |∆i| σi Structure

no.1 3* 49 1.339 342 41 603 0.632 301

40 596 0.535 243 106 1588 0.267 305

no.2 40 594 0.617 289 41 601 0.576 268

106 1584 0.245 279

no.3 39 595 0.699 338 40 602 0.505 230

106 1584 0.236 268 86 1424 0.204 208

*The mode is associated with the vibrations of water
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Figure S8: IMDHO treated (green) and VCI treated (black) vibrational profile with a HWHM of γ = 0.025 eV for
the S0 ← S1 emission for the mode 3 of Ox4+ with the inclusion of a single water molecule at position no.1 using
CAM-B3LYP/def2-TZVP. The vertical transition energy is given as a vertical grey line.
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Table SX: Mode ranking for Ox170+ with the inclusion of a single water molecule at various positions (no.1, no.2,
no.3, no.4, no.5) using CAM-B3LYP/def2-TZVP. The most important modes with the harmonic frequency νi in
cm−1, the absolute value of the harmonic dimensionless displacement |∆i|, and the resolution measure σi in cm−1.

Position Modei νi |∆i| σi Structure Modei νi |∆i| σi Structure

no.1 43 613 0.681 337 95 1420 0.255 260

114 1597 0.248 284

no.2 43 611 0.672 330 114 1594 0.233 266

95 1418 0.2226 230

no.3 42 612 0.687 340 95 1419 0.250 255

82 1232 0.250 221

no.4 43 612 0.706 352 95 1423 0.241 246

114 1595 0.220 251

no.5 42 612 0.718 361 95 1423 0.261 267

114 1594 0.215 245
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Figure S9: IMDHO treated (green) and VCI treated (black) vibrational profile with a HWHM of γ = 0.025 eV for
the S0 ← S1 emission for the mode 82 of Ox170+ with the inclusion of a single water molecule at position no.3 using
CAM-B3LYP/def2-TZVP. The vertical transition energy is given as a vertical grey line.
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S5 Microsolvation effect of betaine in gas phase

Table SXI: Calculated relative Gibbs free energy ∆G (kcal/mol) of the ground (S0) and first excited (S1) state,
absorption Eabs, emission Eems energies (eV), oscillator strength (Osc.), and the corresponding Stokes shift (∆) for
Ox4+ and Ox170+ with the inclusion of one single betaine molecule at various positions (no.1, no.2, no.3, no.4, no.5)
using CAM-B3LYP/def2-TZVP.

Structure ∆G (S0) ∆G (S1) Eabs(Osc.) Eems(Osc.) ∆

Ox4+ no.1 37.18 38.38 2.83 (0.9142) 2.70 (0.8476) 0.13

Ox4+ no.2 35.39 8.55 2.78 (0.9424) 2.61 (0.8290) 0.17

Ox4+ no.3 0.00 0.00 2.77 (1.1009) 2.62 (1.044) 0.15

Ox170+ no.1 6.02 6.97 2.77 (0.8821) 2.47 (0.7546) 0.30

Ox170+ no.2 4.36 6.67 2.73 (0.9142) 2.54 (0.8701) 0.19

Ox170+ no.3 0.00 1.14 2.73 (1.0383) 2.53 (0.9891) 0.20

Ox170+ no.4 5.09 33.10 2.66 (0.8824) 2.51 (0.8252) 0.15

Ox170+ no.5 0.95 0.00 2.61 (1.0542) 2.45 (0.9822) 0.16
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(a) Position no.1
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(c) Position no.3
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Figure S10: Calculated IMDHO emission spectra of isolated (black), with the inclusion of a single water (blue) and
betaine (red) molecule in various positions in vacuum for Ox4+ using CAM-B3LYP/def2-TZVP.
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(a) Position no.1
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(b) Position no.2
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(c) Position no.3
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(d) Position no.4
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(e) Position no.5
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Figure S11: Calculated IMDHO emission spectra of isolated (black), with the inclusion of a single water (blue) and
betaine (red) molecule in various positions in vacuum for Ox170+ using CAM-B3LYP/def2-TZVP.
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Table SXII: Mode ranking for Ox4+ with the inclusion of a single betaine molecule at various positions (no.1, no.2,
no.3) using CAM-B3LYP/def2-TZVP. The most important modes with the harmonic frequency νi in cm−1, the
absolute value of the harmonic dimensionless displacement |∆i|, and the resolution measure σi in cm−1.

Position Modei νi |∆i| σi Structure Modei νi |∆i| σi Structure

no.1 53 600 0.774 392 145 1588 0.280 321

no.2 53 599 0.712 349 89 1131 0.470 399

88 1115 0.279 224 145 1587 0.254 290

93 1172 0.243 204

no.3 52 597 0.732 361 89 1139 0.376 314

93 1172 0.289 245 96 1211 0.238 207

99 1262 0.228 206 145 1584 0.219 248
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Figure S12: IMDHO treated (green) and VCI treated (black) vibrational profile with a HWHM of γ = 0.025 eV for
the S0 ← S1 emission for the different modes of Ox4+ with the inclusion of a single betaine molecule at position
no.2 using CAM-B3LYP/def2-TZVP. The vertical transition energy is given as a vertical grey line.
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Figure S13: IMDHO treated (green) and VCI treated (black) vibrational profile with a HWHM of γ = 0.025 eV for
the S0 ← S1 emission for the different modes of Ox4+ with the inclusion of a single betaine molecule at position
no.3 using CAM-B3LYP/def2-TZVP. The vertical transition energy is given as a vertical grey line.
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Table SXIII: Mode ranking for Ox170+ with the inclusion of a single betaine molecule at various positions (no.1,
no.2, no.3) using CAM-B3LYP/def2-TZVP. The most important modes with the harmonic frequency νi in cm−1,
the absolute value of the harmonic dimensionless displacement |∆i|, and the resolution measure σi in cm−1.

Position Modei νi |∆i| σi Structure Modei νi |∆i| σi Structure

no.1 14 123 1.340 364 56 615 0.498 231

106 1243 0.364 331 98 1157 0.294 246

103 1204 0.292 254 153 1598 0.257 295

120 1378 0.235 232

no.2 56 611 0.585 278 96 1149 0.321 268

106 1241 0.301 270 103 1195 0.275 237

153 1594 0.254 291 104 1220 0.247 216

107 1265 0.236 214 120 1378 0.210 207

no.3 54* 611 0.452 206 106 1240 0.415 381

107 1265 0.257 234 98* 1153 0.256 212

152 1578 0.210 237 124 1417 0.204 206

*The mode is associated with the vibrations of betaine
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Table SXIV: Mode ranking for Ox170+ with the inclusion of a single betaine molecule at various positions (no.4,
no.5) using CAM-B3LYP/def2-TZVP. The most important modes with the harmonic frequency νi in cm−1, the
absolute value of the harmonic dimensionless displacement |∆i|, and the resolution measure σi in cm−1.

Position Modei νi |∆i| σi Structure Modei νi |∆i| σi Structure

no.4 56 612 0.688 341 154 1599 0.223 255

no.5 55 613 0.650 317 52 578 0.624 284

96 1141 0.352 293 125 1427 0.247 253
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Figure S14: IMDHO treated (green) and VCI treated (black) vibrational profile with a HWHM of γ = 0.025 eV for
the S0 ← S1 emission for the different modes of Ox170+ with the inclusion of a single betaine molecule at position
no.1 using CAM-B3LYP/def2-TZVP. The vertical transition energy is given as a vertical grey line.
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Figure S15: IMDHO treated (green) and VCI treated (black) vibrational profile with a HWHM of γ = 0.025 eV for
the S0 ← S1 emission for the different modes of Ox170+ with the inclusion of a single betaine molecule at position
no.2 using CAM-B3LYP/def2-TZVP. The vertical transition energy is given as a vertical grey line.
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Figure S16: IMDHO treated (green) and VCI treated (black) vibrational profile with a HWHM of γ = 0.025 eV for
the S0 ← S1 emission for the different modes of Ox170+ with the inclusion of a single betaine molecule at position
no.3 using CAM-B3LYP/def2-TZVP. The vertical transition energy is given as a vertical grey line.
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Figure S17: IMDHO treated (green) and VCI treated (black) vibrational profile with a HWHM of γ = 0.025 eV for
the S0 ← S1 emission for the different modes of Ox170+ with the inclusion of a single betaine molecule at position
no.5 using CAM-B3LYP/def2-TZVP. The vertical transition energy is given as a vertical grey line.
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Figure S18: Calculated IMDHO (green) and hybrid VCI-in-IMDHO (black) emission spectra of Ox170+ with the
inclusion of a single betaine molecule at position no.5 using CAM-B3LYP/def2-TZVP. The mode treated by VCI in
the hybrid approach is mode 52. The vertical electronic emission energy is represented with grey lines.
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Figure S19: Calculated IMDHO emission spectra of Ox170+ with the inclusion of a single betaine molecule at various
positions using CAM-B3LYP/def2-TZVP. The spectra include all betaine modes (blue) and exclude betaine modes
(red), mode 54 (purple), mode 98 (orange), and both modes (green).
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ABSTRACT: Misfolding and aggregation of transthyretin (TTR)
cause several amyloid diseases. Besides being an amyloidogenic
protein, TTR has an affinity for bicyclic small-molecule ligands in
its thyroxine (T4) binding site. One class of TTR ligands are trans-
stilbenes. The trans-stilbene scaffold is also widely applied for
amyloid fibril-specific ligands used as fluorescence probes and as
positron emission tomography tracers for amyloid detection and
diagnosis of amyloidosis. We have shown that native tetrameric
TTR binds to amyloid ligands based on the trans-stilbene scaffold
providing a platform for the determination of high-resolution
structures of these important molecules bound to protein. In this
study, we provide spectroscopic evidence of binding and X-ray
crystallographic structure data on tetrameric TTR complex with the fluorescent salicylic acid-based pyrene amyloid ligand (Py1SA),
an analogue of the Congo red analogue X-34. The ambiguous electron density from the X-ray diffraction, however, did not permit
Py1SA placement with enough confidence likely due to partial ligand occupancy. Instead, the preferred orientation of the Py1SA
ligand in the binding pocket was determined by molecular dynamics and umbrella sampling approaches. We find a distinct
preference for the binding modes with the salicylic acid group pointing into the pocket and the pyrene moiety outward to the
opening of the T4 binding site. Our work provides insight into TTR binding mode preference for trans-stilbene salicylic acid
derivatives as well as a framework for determining structures of TTR−ligand complexes.

■ INTRODUCTION
Transthyretin (TTR) is a 55 kDa homotetrameric secreted
protein with 127 amino acids in each subunit. TTR is
synthesized mainly by the liver and the choroid plexus, and to
some extent in the pancreas and the eye.1 It is an important
protein for metabolic homeostasis and has also been suggested
to function as a molecular chaperone to prevent aggregation of
proteins associated with neurodegenerative diseases.2 TTR
circulates in human plasma and cerebrospinal fluid and
functions as a transport protein of the metabolic hormone
thyroxine (T4) and retinol (Vitamin A) through complex
formation with retinol-binding protein (RBP).1 T4 binds
directly to TTR. The T4 binding site is characterized by three
subsites, each composed of pairs of symmetric and hydro-
phobic halogen binding pockets (HBPs). HBP 1 and 1′ are in
the outer cavity; HBP 3 and 3′ are the inner binding subsite;
and HBP 2 and 2′ are the intervening interfaces between
them.3,4 Hydrogen bonding to the bound ligand is enabled
through Ser-117 and Thr-119 buried at the bottom of the
binding site. The entrance to the binding site is flanked by

opposing Lys15 residues. In elderly individuals, wild-type TTR
misfolds and aggregates into amyloid fibrils mainly manifesting
as cardiac amyloidosis.5 There are also numerous familial
forms of TTR amyloid disease caused by over 140 point
mutations in the TTR gene often causing familial amyloid
polyneuropathy (FAP).5 Point mutations are inherited
dominantly and cause production of a destabilized tetrameric
TTR protein, elevating the risk for amyloidosis. There are
several treatment options for TTR amyloid diseases including
liver transplantation, which surgically removes the liver-
produced familial TTR protein.6 Transcription downregulation
can be achieved using small interfering RNA (siRNA) and
antisense oligonucleotides (ASOs).7 Small-molecule stabilizers

Received: March 31, 2023
Revised: July 3, 2023
Published: July 21, 2023

Articlepubs.acs.org/JPCB

© 2023 The Authors. Published by
American Chemical Society

6628
https://doi.org/10.1021/acs.jpcb.3c02147
J. Phys. Chem. B 2023, 127, 6628−6635

D
ow

nl
oa

de
d 

vi
a 

80
.1

30
.1

26
.1

71
 o

n 
A

ug
us

t 2
5,

 2
02

3 
at

 0
7:

08
:3

9 
(U

T
C

).
Se

e 
ht

tp
s:

//p
ub

s.
ac

s.
or

g/
sh

ar
in

gg
ui

de
lin

es
 f

or
 o

pt
io

ns
 o

n 
ho

w
 to

 le
gi

tim
at

el
y 

sh
ar

e 
pu

bl
is

he
d 

ar
tic

le
s.

251



can kinetically stabilize the TTR tetramer, thereby reducing
protein misfolding.8 A first clinical trial of CRISPR/Cas9 has
recently been performed with successful results in the
reduction of TTR production in humans.9 Currently, work is
ongoing to better diagnose patients early, to follow up and
monitor the various available treatments, and to find improved
small-molecule ligands as kinetic stabilizers.10−14

We are using TTR as a research platform to understand
small-molecule recognition and binding specificity in our work
to facilitate these efforts.15,16 While the structure of TTR was

originally solved in 197817 and hundreds of structures of TTR
variants and TTR complexes are present in the protein
database (PDB), the binding modes of TTR ligands are still a
matter of intense research: Recently, a quinoline-derived D−
A−D-type fluorescent probe was utilized by Sun et al. to study
its binding to wild-type TTR,18 while previous work by some
of us19 has identified a pyrene-based trans-stilbene ligand with
a salicylic acid moiety (Py1SA) as an amyloid fibril probe for
several different amyloid proteins. Py1SA is an amyloid
fluorophore containing a combination of a salicylic acid

Figure 1. Photophysical properties of the Py1SA fluorescent ligand in PBS with and without the presence of TTR. (a) Schematic representation of
Py1SA ligand. (b) Excitation (@525 nm emission) and emission (@350 nm excitation) spectra. (c) TC SPC traces of 1 μM Py1SA with and
without TTR. (d) Plot of the difference in the fluorescence intensity as a function of the concentration of Py1SA in the presence of a 1 μM solution
of TTR in PBS buffer. The Py1SA/TTR ratios 0.5:1, 1:1, 2:1, and 4:1 are indicated by stars. (e) TC SPC�Changes in the decay traces of TTR (1
μM) tryptophans for different concentrations of Py1SA.
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trans-stilbene conjugated with a pyrene.19 Its design was based
on the pan-amyloid Congo red analogue X-34 and the pyrene
moiety from its extensive fluorescence lifetime. The spectro-
scopic features of Py1SA with a variety of solvents were
reported previously in the context of amyloid binding.19

Excited-state intramolecular proton transfer along with intra-
molecular charge transfer was observed for the anionic form in
polar solvents.19

In the present work, we reveal that Py1SA can in addition to
Aβ1-42 fibrils19 also bind to the native state of TTR through
its T4 binding site. We have previously observed that trans-
stilbene-based small molecules bind to the TTR T4 binding
site,20,21 but a compound comprising a pyrene was rather
surprising due to its bulkiness. The crystallographic data of the
complex, however, do not allow unambiguously demonstrating
the binding mode, mainly due to partial occupancy.
Consequently, the most likely orientation of the ligand in the
binding pocket could not be resolved experimentally. We,
therefore, complement the experimental study with molecular
dynamics and umbrella sampling calculations that give clear
evidence for a dominant orientation of the ligand and thereby
describe the TTR−Py1SA complex at atomic resolution.

■ METHODS
The photophysical properties of typically 1−4 μM TTR and
Py1SA solutions in phosphate-buffered saline (PBS) were
measured using steady-state and time-resolved fluorescence
spectroscopy at room temperature (20 °C) and similar
procedures as in earlier work,22,23 see also Section S-1.1 in
the Supporting Information (SI). The expression and
purification of human TTR as well as the crystallization were
carried out as described previously24 and are briefly
summarized in Sections S-1.2 and S-1.3 in the SI. The X-ray
diffraction (XRD) data were collected under cryogenic
conditions at the MAX VI facility, Sweden, and processed to
a resolution of 1.4 Å.25,26 Phasing was done by molecular
replacement.27 The search model was derived from the
published coordinates 1F41, omitting terminal residues and a
known flexible region. Hence, the protein structure was

determined for residues 11−98 and 104−122 within each
monomer. It was refined against the diffraction data28

including manual map inspection.29 For more details on the
X-ray analysis, we refer to Section S-1.4 in the SI.

For the molecular dynamics (MD) simulations, we applied
Gromacs 2019.330 with the Amber ff14SB force field31 for the
TTR protein, TIP3P32 for water, and a General Amber Force
Field (GAFF)33,34 re-parametrized for Py1SA against B3LYP
data (see Section S-1.5 in the SI). The re-parameterization
procedure has been described in earlier work.35 As initial
structures, we applied refined (but ambiguous) structures from
the X-ray analysis after the required preprocessing.36,37 In these
structures, the ligand is located in the binding pocket. After the
optimization step, all protein atoms, except the ones that are
within 4 Å of the binding pocket, as well as all bonds have been
constrained in the further MD simulations. For each of the
four equilibrated structures, we conducted a 1 μs MD
simulation in the NVT ensemble at 300 K, i.e., under ambient
conditions (see also Section S-1.6 in the SI). The umbrella
sampling (US)38−40 simulations were carried out with
Gromacs version 2021.3. As coordinate, we choose the
center-of-mass (COM) distance between the pyrene or
benzene group of the Py1SA ligand and the binding pocket
starting from the TTR−Py1SA complex for the reverse and
forward binding modes, respectively. Here, the binding pocket
is defined by all atoms within 4 Å from the ligand in the
equilibrated structure. In the US simulations, we constrained
all backbone movement. Further information on the US details
can be found in Section S-1.7 in the SI.

■ RESULTS AND DISCUSSION
Spectroscopic Evidence for Py1SA Ligand Binding to

TTR. Differences in the photophysical properties of the
fluorescent Py1SA ligand19 [see Figure 1a] in buffer and
with TTR can provide valuable evidence for ligand binding.
The excitation and emission spectra in PBS and with a 1:1
stochiometric amount of TTR are shown in Figure 1b: We
observe a distinct red shift for the excitation and a concomitant
blue shift of the emission, which indicates that the Py1SA

Figure 2. Orthogonal views of the crystal structures of the TTR−Py1SA complex. The individual molecules of the TTR tetramer (shown as
ribbons) are highlighted in colors (yellow: A, green: A′, lilac: B, peach: B′). Py1SA (in sticks, here reverse binding mode) binds in the T4 binding
site, formed at the B/B′ interface. The equivalent A/A′ site is devoid of ligand.
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ligand associates with the hydrophobic binding site. The
corresponding time-correlated single photon counting (TC
SPC) decay traces at excitation 337 nm were collected at
emission in the 520−540 nm region, as shown in Figure 1c.
There is a fast single exponential decay in PBS with a decay
time of 0.62 (±0.008) ns that becomes considerably elongated
upon adding equimolar amounts of TTR. In the latter case, a
two-component model can be used to fit the decay. Keeping
the first component fixed at 0.62 ns, a slower component of
1.97 (±0.023) ns contributes with 80% amplitude weight. This
indicates that not all of the Py1SA are associated with the
binding site; however, the elongated decay time upon binding
is also consistent with a considerable increase of the
fluorescence quantum efficiency from 6.9 (±0.4) to 12.7
(±1.7)% (see Figure S-3 in the SI). Furthermore, a
fluorescence binding assay was set up giving a binding curve
shown in Figure 1d that could be fitted to a kD of approx. 1.5
μM, being in rough agreement with the time-decay analysis.
Another indicator of binding within TTR is to monitor the
effect on the fluorescence of tryptophan moieties in terms of
fluorescence resonance energy transfer. By stepwise addition of
Py1SA to a 1 μM solution of TTR, there is a clear shortening
of the tryptophan decay time as shown in Figure 1e. The decay
traces go from being single exponential in PBS to a more
complicated decay with Py1SA present and was modeled with
a double decay. It consists of a slow component associated
with only TTR in solution (fixed at: 3.42 ± 0.011 ns) and a
much faster component (fitted: 0.561 ± 0.034 ns) gradually
growing with increased Py1SA/TTR ratio. At a 4:1 molar ratio
of Py1SA/TTR, the latter contributed with 14% amplitude

weight. Taken together, the spectroscopic data suggest that
Py1SA binds specifically and efficiently to the native protein
also at these low concentrations.
X-ray Diffraction. To gain insight into the ligand binding

on the atomistic level, the crystallized TTR−Py1SA complex
was investigated by X-ray diffraction. The crystals belong to the
space group P21221 with two molecules (the AB dimer) in the
asymmetric unit; the second biological dimer (A′B′) forming
the tetramer can be obtained by rotation along the crystallo-
graphic 2-fold c-axis.17 The inner β-sheets of the dimer-dimer
(AB-A′B′) interface form two ligand-binding site cavities
referred to as sites AA′ and BB′, respectively (see Figure 2).
These two binding sites are symmetry-equivalent.

Clear electron density, deviating from solvent (apo TTR),
confirmed the presence of the ligand Py1SA as depicted in
Figure 3. For model building, ligand “atoms” were “placed”
with an occupancy of 0.3 if visible in the electron density, all
remaining atoms were “placed” at 0.1 occupancy. Occupancy
was increased in line with (i) developing density and (ii)
consistency with surrounding B-factors. However, ambiguity in
the initial electron density, and lack of any subsequent
improvement during the refinement process, did not permit
ligand placement with any degree of confidence.
Molecular Dynamics Simulations. Due to the ambiguity

in the interpretation of the X-ray data, we additionally
performed molecular dynamics (MD) simulations. The
starting points for the MD simulations are the four different
possible structures of the TTR−Py1SA complex obtained from
the refinement of the X-ray data labeled forward-B, forward-B′,
reverse-B, and reverse-B′. Note that forward-B and forward-B′

Figure 3. Close-up of TTR−Py1SA binding site, comparing forward (top) and reverse (bottom) binding modes. Forward is defined as when the
pyrene moiety is encaged predominantly by HBP 1 (highlighted in pink), while in the reverse case, this moiety is directed along HBP 3 (orange)
toward the solvent. In the reverse binding mode, the salicylic group formed hydrogen bonds with Ser-117 and Thr-119. Molecule B′ is depicted in
“worm” representation with color-matched side chain “sticks” for clarity. Ligand is represented as sticks with the associated sigma-A weighted maps
drawn as a mesh (2mFo-DFc in blue contoured at 1.0 σ and mFo-DFc in green/red contoured at 3.0 σ).
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as well as reverse-B and reverse-B′ represent slightly different
structures of symmetry-equivalent binding modes of the
TTR−Py1SA complex. These different structures are a result
of the electron density being averaged over the AA′ BB′
symmetry axis. In the MD simulations, all protein atoms except
for the ones that are within 4 Å from the ligands were under
harmonic constraints.41

The subsequent 1 μs MD simulations suggest that the
reverse mode is more stable than the forward mode. This is
supported by several observations: In one of the forward
trajectories, the Py1SA ligand tends to move somewhat out of
the pocket. In all other trajectories, the ligand is more
stationary in the pocket. The unbinding tendency in this
trajectory is, e.g., illustrated by the longer distance of the
centers of mass of the dye and the pocket (see Figure S-8 in
the SI). This movement is also accompanied by larger
fluctuations of the Coulombic interaction of the protein with
the ligand during the simulation compared to the other
trajectories (Figure S-7 in the SI) as well structural changes of
the ligand upon leaving the pocket (Figure S-4 in the SI).
Further, the reverse mode can establish hydrogen bonds with
the pocket (c.f. Figure 3). It shows an average of 3−5 hydrogen
bonds (Figure S-6 in the SI). In particular, hydrogen bonds are
formed to the residues Ser-117 and Thr-119. This is in line
with previous studies, which show that both residues are
capable of forming hydrogen bonds with the natural ligand, T4,
to stabilize the TTR−T4 complex.3,42

We have further investigated the motion of the ligand in the
binding pocket during the simulation time. In particular, we
find no rotation of the entire ligand, while located in the
binding pocket (Figure S-4 in the SI). For the two dihedral
angles [ϕ1 and ϕ2 indicated in Figure 1a], we find
simultaneous rather than individual switches within the
binding pocket. This can be rationalized by a similar molecular
shape and rather small movements necessary for this
simultaneous switch compared to rotating about only ϕ1 or
ϕ2. However, the simultaneous switch seems to be a rather rare
event (Figure S-5 in the SI).

The Lennard-Jones short-range (LJ-SR), Coulombic short-
range (Coul-SR) potential, and their sum are listed in Figure S-
7 in the SI. Due to the binding and unbinding process, large
fluctuations of the forward-B trajectory are observed in
particular in the Coulomb contribution. The overall short-
range binding energy for the other forward trajectory is higher
than that for the reverse trajectories by about 160−170 kJ/mol.
The shifts observed in the optical spectra suggest a
hydrophobic character of the binding pocket. This observation
is in line with the identified pocket, as it contains apart from
Ser-117 and Thr-119 at the inner binding pocket (which
establish hydrogen bonds to the ligand) mainly amino acids of
hydrophobic nature.
Umbrella Sampling Simulations. This difference in the

binding energy, however, is not conclusive of the actual free
binding energies. For this purpose, we additionally performed
umbrella sampling (US) simulations to construct the potential
mean force (PMF) surface starting from all four initial
structures of the TTR−Py1SA complex. In the pulling
trajectories, we increased the distance of the center of the
TTR binding pocket to the Py1SA molecule.

The corresponding data for all calculated pathways can be
found in Figures S-9 to S-12 in the SI. We have selected the
trajectories for the potential of mean force analysis and binding
free energy calculation as outlined in Section S-4 in the SI. The

averaged PMF profiles for the forward and reverse modes
obtained by evaluating the distance histograms of the
simulations by employing the WHAM algorithm are shown
in Figure 4.

For both binding modes, we observe the deepest minimum
within the first 0.5 nm from the starting point. The binding
free energy was calculated by taking the difference between the
last and the lowest values of the PMF graphs. We observe
binding free energies of 67 ± 4 and 83 ± 5 kJ/mol for the
forward and reverse modes, respectively. This corresponds to a
clear domination of the reverse mode. This finding is in line
with the MD results discussed above and a previous study
where the structure−activity relationships4 revealed the
importance of the presence of the carboxylic acid as well as
its position in the ligand structure in its activity.

■ SUMMARY AND CONCLUSIONS
There is an unmet need in the field of amyloidosis to easily and
accurately diagnose and monitor patients during treatment
with different treatment modalities. TTR in TTR amyloidosis
is a particularly interesting target due to its abundance of
accessible blood samples and numerous successful available
treatments. While this protein and its associated diseases have
been researched for a long time, there is currently no clinically
approved TTR-based biomarker for TTR amyloidosis in blood
plasma or cerebrospinal fluid. One considerable issue is
distinguishing misfolded TTR from native tetrameric TTR.
Our work herein and previously on fluorescent amyloid ligands
that can distinguish misfolded fibrillar TTR and native TTR is
a development toward that end.20 Furthermore, detailed
knowledge of the binding modes of various small-molecule
ligands toward the native TTR tetramer can lead to new
kinetic stabilizers as alternatives to diflunisal and tafamidis
currently approved as anti-TTR amyloid drugs.43 The native
TTR tetramer with its intrinsic symmetry poses a challenge for
X-ray crystallography due to the partial occupancy necessarily
observed due to the crystal lattice. In this work, we have
therefore complemented our biophysical and structural work
with molecular dynamics simulations to establish the most
plausible ligand−TTR complex structure at atomic resolution
of TTR−Py1SA. The work described in this study represents a

Figure 4. Free energy profiles for Py1SA in the forward (orange) and
reverse (blue) modes obtained by the potential of mean force
approach by pulling the ligand from the binding site to become free in
solution.
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successful methodology for mitigating the issue of partial
ligand occupancy.
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581 83, Linköping, Sweden
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S-1 Methodology

S-1.1 Fluorescence measurements of Py1SA ligand binding to TTR

in solution

The photophysical properties in phosphate-buffered saline (PBS) buffer and with TTR

present were examined using steady-state and time-resolved fluorescence. For the former,

excitation and emission spectra were collected using typically 1 µM TTR and Py1SA in

buffer employing a PTI Quantamaster 8075-22 (Horiba Scientific) equipped with Double

Mono 300 spectrometer chambers. Time-resolved fluorescence decays were recorded using

an IBH time-correlated single photon counting (TC SPC) spectrometer system using an ns

LED operating at 337 nm. For details on experimental procedures and signal processing see

refs. 1,2; see caption to Figure 1 in the main text and S-3 for detailed settings. To see how

the emission changed upon the binding between the Py1SA ligand and TTR, titrations to

approximate the dissociation constant (Kd) were performed with increasing concentrations

of Py1SA to 0.5 µM TTR tetramer using a fluorescence plate reader (Tecan Infinity M1000).

Fitting was performed to the standard hyperbolic function using OriginPro.

S-1.2 Recombinant expression and purification of TTR

Expression and purification of human TTR were carried out as described previously.3 Com-

petent Escherichia coli BL21 (DE3) cells were transformed with TTR-gene containing pET-

3a plasmids and were grown overnight on LB agar plates containing 100 µg/mL ampicillin.

A few single colonies were transferred to LB media supplemented with 100 µg/mL ampicillin

and grown with orbital shaking at 37 ◦C. The cells were grown until an OD600 of 0.4 then

the temperature was lowered to 20 ◦C and the cells were grown for another 30 min (to an

OD600 of 0.6) followed by induction with 0.4 mM isopropyl thiogalactopyranoside (IPTG) at

20 ◦C.

After 18 hours of protein expression, the cell pellet was harvested by centrifugation
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and was resuspended in 20 mM Tris-HCl, pH 8.0, 100 mM NaCl, (Buffer A) and lysed by

sonication. The lysate was cleared by centrifugation at 25,000 × g for 30 min at 4 ◦C. The

supernatant was heated to 60 ◦C for 30 min. After heating, the precipitated material was

removed by centrifugation at 14,000 × g for 30 min at 4 ◦C followed by filtration through

0.45 µm cellulose acetate membrane (Millipore) and applied to a Source-15Q 10/10 ion

exchange chromatography column. The column was washed extensively with buffer A and

elution was carried out with a linear gradient of 1M NaCl in buffer A. Sample containing

TTR was further purified by a subsequent size-exclusion chromatography on a HiPrep 16/60

superdex 75 column (Cytiva) equilibrated with 10 mM Na-phosphate buffer, 100 mM KCl pH

7.6 at 20 ◦C. Fractions containing pure TTR were collected, pooled, and concentrated using

an Amicon Ultra centrifugal filter device (Millipore, 3 kDa molecular-weight cutoff). Protein

concentration was determined by using the absorption extinction coefficient 73,156 M−1cm−1

at 280 nm applied for tetrameric TTR. Protein quality and purity were accessed by SDS-

PAGE prior to experiments. Aliquots of purified TTR were flash-cooled in liquid nitrogen

and stored at -80 ◦C until use.

S-1.3 Crystallization of the Py1SA–TTR complex

The protein was crystallized as described previously.3 The purified TTR was dialyzed against

10 mM Na-phosphate buffer with 100 mM KCl (pH 7.6) and concentrated to 5.2 mg·mL−1

using an Amicon Ultra centrifugal filter device (Millipore, 3 kDa molecular-weight cutoff)

and co-crystallized at room temperature with 500 µM concentration of Py1SA added from

DMSO stock solutions at 10 mM, using the vapor-diffusion hanging drop method. A drop

containing 3 µL protein solution was mixed with 3 µL precipitant and equilibrated against

1 mL reservoir solution containing 1.3–1.6 M sodium citrate and 3.5 % v/v glycerol at pH

5.5 in 24-well Linbro-plates. Crystals grew to dimensions of 0.1 × 0.1 × 0.4 mm3 after 5-7

days. Once fully grown, the crystals were further transferred into a new equilibrated drop

containing the same amount of ligand and were incubated for three days. The crystals were

S3

261



cryo-protected with 12.5 % v/v glycerol and to avoid the possibility of the ligand washing out

of the crystals during the brief cryo-protection step, the final cryo-solution always contained

the same amount of ligand.

S-1.4 X-ray data collection, integration, and processing

The X-ray diffraction data of Py1SA–TTR were collected under cryogenic conditions at the

MAX IV facility (MAXIV), Sweden, using PILATUS detectors at a wavelength of 0.97993 Å.

These data were processed to a resolution of 1.4 Å using XDS4and AIMLESS from the CCP4

software suite.5 Data collection statistics are summarized in Table S-I. Phasing was done

by molecular replacement using Phaser6 with a search model derived from the published

coordinates 1F41. In short, residues 11–98 and 104–122 were included in the initial model

omitting a known flexible region. The model was refined against all the diffraction data using

REFMAC.7 Manual map inspections were performed with COOT.8 Ligands and solvent

were placed in density after 1 to 2 rounds of rebuilding the protein model with COOT and

refinement using REFMAC.
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Table S-I: Data collection and interim refinement statistics

Data collection*

Resolution 35.61 – 1.4 Å
Space group P21221
Cell parameters: a, b, c (Å) 43.018, 64.434, 85.441

α, β, χ (◦) 90.00, 90.00, 90.00
Completeness 98.8 (97.8)
Redundancy 6.5 (6.8)
Rmerge 0.059 (1.128)
Rpim 0.025 (0.464)
I/sigI 13.3 (1.5)
CC1/2 0.998 (0.627)
* Values in parentheses are for the highest-resolution shell

Current model (2 rounds
of COOT & REFMAC post
ligand placement)

TTR + Py1SA (forward) TTR + Py1SA (reverse)

Protein
2 chains: 116,
114 residues

2 chains: 116,
114 residues

Waters 158 waters 158 waters
1 Py1SA molecule 1 Py1SA molecule

R factor 0.1453 0.1447
’free’ R factor 0.1865 0.1847
Real-space correlation coefficient 0.966 0.956
G values:
Dihedrals -0.18 -0.19
Covalent 0.31 0.31
Overall 0.03 0.02
Estimated coordinate error (DPI) 0.0544 0.0539
Ligand validation (individual):
Real-space R factor - / 0.246 - / 0.172
Real-space correlation coefficient - / 0.766 - / 0.888
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S-1.5 Forcefield parameters for Py1SA

The geometry optimization using the Gaussian (version 16.B.01) program9 was initially per-

formed at the B3LYP level of theory in combination with the 6-31G(d,p) basis set to identify

the lowest energy conformers. Next, the initial forcefield was generated by deriving the RESP

charges for the most stable conformer (Conf3 in Fig. S-1) with B3LYP/6-31G* (as recom-

mended for RESP charges10) and incorporating the remaining parameters from the General

Amber Force Field (GAFF).11,12 The equilibrium bond distance and bond angle parameters

were further improved based on an optimized structure (B3LYP/6-31G(d,p)). The dihedral

potentials of ϕ1 and ϕ2 (marked in Fig. S-1) calculated from Molecular Mechanics (MM)

were fitted to the DFT potential (see Fig. S-2). For a detailed procedure about force-field

parametrization, refer to supporting information of our previous work.13

To validate the forcefield, the ground state energies of conformers computed using MM

and DFT methods were compared (see Table S-II). The highest error between the two meth-

Conf1 (0.04)
Conf2 (1.68)

Conf3 (0.00) Conf4 (1.21)

φ1

φ2

φ1

φ2

φ1
φ2

φ1

φ2

Figure S-1: Optimized molecular structure of Py1SA conformations with labels indicating
important dihedrals and relative energy in kcal/mol with respect to the most stable conformer
(B3LYP/6-31G(d,p)).
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Figure S-2: Energy profiles for relaxed scans varying the dihedral angles ϕ1 (left) and ϕ2

(right) of Py1SA marked in Fig. S-1 with the fitted force field (MM) and B3LYP/6-31G(d,p)
(DFT), respectively.

Table S-II: Comparison of DFT vs. MM relative ground-state energy of Py1SA conformers
optimized with the respective method.

conf1 conf2 conf3 conf4
MM Relative Energy(kcal/mol) -0.31 1.70 0.00 1.64
DFT Relative Energy(kcal/mol) 0.04 1.68 0.00 1.21
Error (kcal/mol) 0.35 0.02 0.00 0.43

ods was found to be 0.43 kcal/mol for conf4, which falls within the error range of the DFT

method.

S-1.6 Molecular dynamics simulations

All molecular dynamics (MD) simulations were performed using the Gromacs version 2019.314

with the Amber ff14SB force field15 for the TTR protein and re-parametrized General Amber

Force Field (GAFF)11,12 for Py1SA (see Section S-1.5).

The starting structures of the TTR protein with Py1SA ligand existing in two configura-

tions with respect to protein were based on the X-ray crystallography data from the present

study (see Figure 3 in the main text). As a result of electron density being averaged along

the AA’ BB’ symmetry axis, crystallography could not differentiate between four potential

binding models for the ligand, i.e., forward-B, forward-B’, reverse-B, and reverse-B’. All

models were presented as possible starting points for modeling. All initial structures from
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the X-ray analysis were cleaned using the module pdbfixer,16 Gromacs14 utilities, and the

Gauss view17 program by removing water molecules, adding H atoms to the protein and the

ligand, and adding three missing amino acid residues to the two chains of the TTR protein.

We used Gromacs tools to solvate the protein–ligand system in a TIP3P18 water box of

size 7× 7× 9 nm3 with a total of approximately 12,000 water molecules. 21 Na+ ions were

then added to obtain system charge neutrality. The long-range electrostatic interactions

were calculated using the particle mesh Ewald (PME) method19 with a long-range cutoff of

1 nm which also is the cutoff of the short-range van der Waals interactions. Default settings

were used for Fourier spacing (0.12 nm) and PME order (4). Periodic boundary conditions

were applied to all three directions of the simulation box. The energy minimization was then

performed using the steepest decent algorithm with a maximum step size of 0.001 nm and a

maximum force of 10 kJ mol−1nm−1. Subsequently, all protein atoms except the ones that

are within 4 Å from the ligand (4 Å pocket) were under the harmonic constraints with the

strength of 1,000 kJ mol−1nm−2. In addition, the LINCS algorithm20 was used to constrain

all bonds. We first performed short 100 ps equilibration in the NV T 300 K ensemble using

velocity rescaling, followed by a 100 ps equilibration in the NPT ensemble at 1 atm and

300 K. The coupling time used is 0.2 ps for the temperature and 1.0 ps for the pressure.

Subsequently, the MD simulations were performed in the NV T ensemble for 1 µs simulation

time. Processing of the different raw data from MD production was done using Gromacs

utilities.

S-1.7 Umbrella sampling simulations

We computed the potential of mean force (PMF) surface using umbrella sampling.21–23 MD

simulations were employed to extract the initial coordinates for binding free energy calcula-

tions. We applied the same computational settings as in the molecular dynamics simulations

but using Gromacs version 2021.314 and except the box size was set to 7 × 11 × 9 nm3.

We further only constrained the backbone throughout the protein in the US simulations.
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Starting from the last snapshot of each initial structure from the equilibration phase, Py1SA

was pulled away from its binding site about 2.5 nm; we used a force of 5,000 kJ mol−1nm−2

for the first (B) and 8,000 kJ mol−1nm−2 for the second structure (B’) of reverse mode,

7,000 kJ mol−1nm−2 for the first (B) and 8,000 kJ mol−1nm−2 for the other structure (B’)

of forward mode. The Py1SA was pulled at the rate of 0.005 nm/ps. The spring constant

as well as the pulling rate in each simulation were carefully selected based on our empirical

study so that large overlaps of the histograms were obtained (see Section S-4). From these

pulling trajectories, snapshots with equivalent distance of 0.025 nm were set as a starting

configuration for each umbrella sampling simulation, which was independently simulated by

performing an NPT equilibration for 100 ps followed by a 1 ns NV T trajectory. The force

constant of the umbrella potential is set to 4,000 kJ mol−1nm−2 for all trajectories. Each

simulation consists of a total of 101 umbrella windows. Additionally, we added 17 extra

windows between 0.2 nm and 0.4 nm for each trajectory of these modes. Thus in total, for

these modes, each simulation consists of 118 windows.

Finally, the weighted histogram analysis method (WHAM)24,25 was used to combine

several windows into a PMF curve to estimate the binding free energy. For each initial

structure, two pulling simulations followed by umbrella sampling were conducted to get the

average PMF curve.

Molecular graphics were prepared using the VMD program.26
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S-2 Spectroscopic evidence for Py1SA ligand binding to

TTR in solution
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Figure S-3: Absorption and emission spectra and quantum efficiency plots of the Py1SA
fluorescent ligand in PBS in the presence of TTR. a) Representative absorption (black) and
emission (red) spectra for the Py1SA:TTR system. b) Plots of total emission vs. absorption
giving the quantum efficiency from the slope values. Here also data of Py1SA in PBS and
the quantum efficiency standard Coumarin 102 (C102) in ethanol, are shown.27
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S-3 Molecular dynamics simulations
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Figure S-4: Projection of vector 1 (v1, green, showing the orientation of the salicylic acid
group) and vector 2 (v2, black, showing the orientation of the pyrene group) on the respec-
tive reference vectors of reverse-B conformer during the simulation time as a measure of
orientation. For the definition of v1 and v2 see Figure 1 (a) in the main text. In none of the
trajectories, we observe a sign change in the orientation of both, the salicylic acid group and
the pyrene group. That means we observe no rotation of the ligand inside the pocket. The
relatively large change in orientation measures in the forward-B trajectory is accompanied by
an unbinding/binding process. The observed rotations of the pyrene group in the reverse-B’
trajectory represent a rotation of this group at the edge of the pocket, while the orientation
of the more buried salicylic acid group is very stable in the binding pocket.
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Figure S-5: Dihedral ϕ1 (color) and ϕ2 (black) (for the definition of ϕ1 and ϕ2 see Figure
1 (a) in the main text) in the Py1SA the simulation time. ϕ1 and ϕ2 exhibit few changes
over the simulation time. Notably, we observe a tendency to simultaneous switches of both
dihedral angles for instance for forward-B’ at around 250 ns and for reverse-B and about
850 ns. This simultaneous switch may be favored over individual switches as the molecular
shape remains similar during this procedure.
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Figure S-6: Number of hydrogen bonds during 1 µs simulation (red for forward-B mode,
green for reverse-B mode, orange for forward-B’ mode, and blue for reverse-B’ mode), as
defined by the Gromacs utilities. We observe significantly more hydrogen bonds between
Py1SA and the 4 Å-pocket for the reverse mode than for the forward mode.

S13

271



Complex LJ-SR Coul-SR Sum

forward-B

0 250 500 750 1,000
Time (ns)

400

300

200

100

0

100
En

er
gy

 (k
J/m

ol
)

0 250 500 750 1,000
Time (ns)

400

300

200

100

0

100

En
er

gy
 (k

J/m
ol

)

0 250 500 750 1,000
Time (ns)

400

300

200

100

0

100

En
er

gy
 (k

J/m
ol

)

forward-B’

0 250 500 750 1,000
Time (ns)

400

300

200

100

0

100

En
er

gy
 (k

J/m
ol

)

0 250 500 750 1,000
Time (ns)

400

300

200

100

0

100

En
er

gy
 (k

J/m
ol

)

0 250 500 750 1,000
Time (ns)

400

300

200

100

0

100

En
er

gy
 (k

J/m
ol

)
reverse-B

0 250 500 750 1,000
Time (ns)

400

300

200

100

0

100

En
er

gy
 (k

J/m
ol

)

0 250 500 750 1,000
Time (ns)

400

300

200

100

0

100

En
er

gy
 (k

J/m
ol

)

0 250 500 750 1,000
Time (ns)

400

300

200

100

0

100

En
er

gy
 (k

J/m
ol

)

reverse-B’

0 250 500 750 1,000
Time (ns)

400

300

200

100

0

100

En
er

gy
 (k

J/m
ol

)

0 250 500 750 1,000
Time (ns)

400

300

200

100

0

100

En
er

gy
 (k

J/m
ol

)

0 250 500 750 1,000
Time (ns)

400

300

200

100

0

100

En
er

gy
 (k

J/m
ol

)

Figure S-7: Short-range interaction (Lennard–Jones short–range (LJ–SR), Coulombic short-
range (Coul–SR)) energy between ligand and protein during 1 µs MD simulations. While
the average attractive contribution to the interaction energy of LJ-SR in forward modes
(-116 kJ/mol for forward-B, -175 kJ/mol for forward-B’) is greater than Coul-SR potential
(-57 kJ/mol and 10 kJ/mol, respectively) the contribution of these interactions in reverse
mode is very similar. In general, the overall interaction energy for the forward mode is higher
than that for the reverse one by about 160–170 kJ/mol.
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Figure S-8: Distance of the center of mass (COM) of the pocket and the COM of Py1SA
along the MD trajectories. In the forward-B mode, there is a noticeable increase in the
distance between the pocket’s COM and the ligand’s COM, which also fluctuates during the
MD simulation.
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S-4 Umbrella sampling

We have obtained two PMF trajectories for every starting structure. The results are shown

in Figures S-9 – S-12. In our analysis, we focus on the results from the forward-B’ and

reverse-B’. We disregard forward-B due to rather pronounced Coulombic and hydrogen-bond

interaction in the pulling trajectories at distances up to more than 1.5 nm from the original

binding pocket (see the first trajectory of forward-B in Figure S-10). The second trajectory of

forward-B exhibits Lennard–Jones interaction at about the same distance. In both cases, the

PMF shows significantly smaller energetic differences between the minimum and endpoint

than for the trajectories for the forward-B’ (Figure S-9). These observations suggest that

the unbinding process in these two trajectories is not fully finished so we cannot conclude on

a free binding energy in case of the pulling trajectories obtained from the forward-B initial

structure. Similar Coulombic interaction is also obtained for the second pulling trajectory of

the reverse-B’ initial structure and first pulling trajectory of reverse-B initial structure (see

Figure S-12). In contrast to the first case, the latter case is also accompanied by a smaller

energetic difference of the minimum with the endpoint. This is why we disregarded this

trajectory.

For the reverse-B’ trajectories, we observe a shift in the ϕ1 angle close to the minimum

for the pulling trajectories which we do not observe for the remaining pulling trajectory

of reverse-B (c.f. Figure S-12). However, due to the small number of pulling trajectories,

there is no clear evidence for another minor binding mode driven by the ϕ1 angle. If we

include the PMF for reverse-B in the bootstrap for the reverse mode, we obtain a binding

free energy of 80±4 kJ/mol and if we do treat speculative possible minor modes separately,

we obtain binding free energies of 83±5 and 78±4 kJ/mol for the reverse modes. All reverse

mode binding free energies are, hence, clearly larger than the 67±4 kJ/mol obtained for the

forward modes. This leaves the conclusion unchanged that the reverse mode is dominant. In

the main text, we only show the PMFs obtained from the forward-B’ and reverse-B’ initial

structures.

S16

274



Traj. Displacement Force Histogram Profile ∆ (kJ/mol)
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Figure S-9: Displacement, force on the spring over time, bootstrap profile, histogram, and
binding free energy (∆, in kJ/mol) of two independent trajectories (Traj.) derived from
118 fully independent sets of umbrella simulations for forward-B (trajectory 1, 2) and B’
(trajectory 3, 4) initial structures (pulling force = 4000 kJ mol−1 nm−2, pulling rate = 0.005
nm/ps, pulling distance = 2.5 nm).
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Traj. Coul-SR LJ-SR H-bonds Dihedral angles
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Figure S-10: Coulomb and Lennard–Jones interactions, number of hydrogen bonds between
the ligand and protein, dihedral angles ϕ1 (black) and ϕ2 (red) of 2 independent pulling
trajectories (Traj.) of forward-B (trajectory 1, 2) and B’ (trajectory 3, 4) initial structures
(pulling force = 4000 kJ mol−1 nm−2, pulling rate = 0.005 nm/ps, pulling distance = 2.5 nm).
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Traj. Displacement Force Histogram Profile ∆ (kJ/mol)
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Figure S-11: Displacement, force on the spring over time, bootstrap profile, histogram and
binding free energy (∆, in kJ/mol) of two independent trajectories (Traj.) derived from
118 fully independent sets of umbrella simulations for reverse-B (trajectory 1, 2) and B’
(trajectory 3, 4) initial structures (pulling force = 4000 kJ mol−1 nm−2, pulling rate =
0.005 nm/ps, pulling distance = 2.5 nm).
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Traj. Coul-SR LJ-SR H-bonds Dihedral angles
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Figure S-12: Coulomb and Lennard–Jones interactions, number of hydrogen bonds between
the ligand and protein, dihedral angles ϕ1 (black) and ϕ2 (orange) of two independent pulling
trajectories (Traj.) of reverse-B (trajectory 1, 2) and B’ (trajectory 3, 4) intial structures
(pulling force = 4000 kJ mol−1 nm−2, pulling rate = 0.005 nm/ps, pulling distance = 2.5 nm).
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