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ABSTRACT: This dissertation consists of two parts. Part I is an intellectual history of thinking 
about human extinction (mostly) within the Western tradition. When did our forebears first imag-
ine humanity ceasing to exist? Have people always believed that human extinction is a real pos-
sibility, or were some convinced that this could never happen? How has our thinking about ex-
tinction evolved over time? Why do so many notable figures today believe that the probability of 
extinction this century is higher than ever before in our 300,000-year history on Earth? Exploring 
these questions takes readers from the ancient Greeks, Persians, and Egyptians, through the 18th-
century Enlightenment, past scientific breakthroughs of the 19th century like thermodynamics 
and evolutionary theory, up to the Atomic Age, the rise of modern environmentalism in the 
1970s, and contemporary fears about climate change, global pandemics, and artificial general 
intelligence (AGI).  

Part II is a history of Western thinking about the ethical and evaluative implications of 
human extinction. Would causing or allowing our extinction be morally right or wrong? Would 
our extinction be good or bad, better or worse compared to continuing to exist? For what rea-
sons? Under which conditions? Do we have a moral obligation to create future people? Would 
past “progress” be rendered meaningless if humanity were to die out? Does the fact that we 
might be unique in the universe—the only “rational” and “moral” creatures—give us extra rea-
son to ensure our survival? I place these questions under the umbrella of Existential Ethics, trac-
ing the development of this field from the early 1700s through Mary Shelley’s 1826 novel The 
Last Man, the gloomy German pessimists of the latter 19th century, and post-World War II re-
flections on nuclear “omnicide,” up to current-day thinkers associated with “longtermism” and 
“antinatalism.” In the dissertation, I call the first history “History #1” and the second “History 
#2.” 

A main thesis of Part I is that Western thinking about human extinction can be segmented 
into five distinction periods, each of which corresponds to a unique “existential mood.” An exis-
tential mood arises from a particular set of answers to fundamental questions about the possibili-
ty, probability, etiology, and so on, of human extinction. I claim that the idea of human extinction 
first appeared among the ancient Greeks, but was eclipsed for roughly 1,500 years with the rise 
of Christianity. A central contention of Part II is that philosophers have thus far conflated six dis-
tinct types of “human extinction,” each of which has its own unique ethical and evaluative impli-
cations. I further contend that it is crucial to distinguish between the process or event of Going 
Extinct and the state or condition of Being Extinct, which one should see as orthogonal to the six 
types of extinction that I delineate. My aim with the second part of the book is to not only trace 
the history of Western thinking about the ethics of annihilation, but lay the theoretical ground-
work for future research on the topic. I then outline my own views within “Existential Ethics,” 
which combine ideas and positions to yield a novel account of the conditions under which our 
extinction would be bad, and why there is a sense in which Being Extinct might be better than 
Being Extant, or continuing to exist. 

KEYWORDS: human extinction, existential risks, existential ethics 
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Preface and Acknowledgements 

This is a long book that hardly scratches the surface of its subject: human extinction. I 

examine the origins and evolution of this idea from a primarily Western perspective, and hence 

neglect entire universes of thought from other regions of the world, and from other (e.g., Indige-

nous) points of view. Yet even from this Western perspective, my significant limitations as a his-

torian and philosopher will no doubt frustrate those with expertise on particular historical and 

philosophical ideas. Despite these shortcomings, I hope this book outlines a useful and perhaps 

compelling theoretical framework for thinking about how our understanding of humanity’s exis-

tential predicament in the universe has changed over time, and how Western intellectuals have 

thought about the normative issues surrounding the possibility of our species’ disappearance. 

Given the breadth of this work, there should be something of interest to people in many different 

fields: philosophers may learn something about history and science; scientists may learn some-

thing about philosophy and history; and historians may learn something about science and phi-

losophy. At least, I hope this book encourages people to take seriously the many large-scale 

threats to our continued existence and collective wellbeing that now confront us. Tentatively, my 

plan is to someday write one or more additional books exploring the very same topic from non-

Western perspectives. The present work may thus be seen as the first volume of a larger project 

that aims to situate our contemporary predicament within a broader world-historical context. 

How to read this book: the main theses and themes of this lengthy monograph will make 

the most sense—unsurprisingly—if one reads it entirely and in order. However, Part I (History 

#1) and Part II (History #2) are somewhat modular, meaning that they could be understood, to 

some extent, independently of each other. To those primarily interested in how thinking about the 

ethical and evaluative implications of our extinction developed over time, I recommend reading 

chapter 1 for an overview, which may be sufficient to make sense of Part II. On the flip side, 

what one makes of the particular “existential mood” that defines our current moment, in the mid-

morning of the twenty-first century, amidst unprecedented perils to civilization and the continued 

existence of our species, will depend in part on how one assesses the rightness/wrongness, good-

ness/badness, of human extinction, and hence Part I may be greatly enriched by reading Part II. 
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The two halves can be decoupled, but are best thought of as a marriage of overlapping and inter-

acting narratives. 

While Human Extinction took roughly two and a half years to write (March 2020 to Sep-

tember 2022), I began researching the topic back in 2018, when I was living in Philadelphia. I 

produced multiple drafts, including an initial draft in August 2020 that was approximately half as 

long. This was by far the longest single project that I have ever worked on, though in the early 

phase of writing I spent most of my time completing academic papers unrelated to the topic. I 

have no doubt that what I have produced—mostly while in the US, Switzerland, Germany, and 

the UK—could be improved in innumerable, substantive ways. Hence, I would like to publish 

not only a complementary history of thoughts about extinction from various non-Western per-

spectives in years to come, but an improved second edition of this manuscript, as my knowledge 

of the relevant issues grows. I am, as I like to say, flailing about in a dark room desperately look-

ing for a light switch, which might not even exist, or might exist but be out of my reach. Indeed, 

the present book is probably best seen as a “progress report” rather than a definitive statement, 

even though I sometimes make strong(ish) claims about history and philosophy. Finally, a note 

about the title, which is not exactly accurate: it should be read with an “etc.” after “annihilation,” 

as the central topic here is a universe without humanity, which is different than annihilation, a 

particular means of this coming about. I regret the inaccuracy, but could not come up with an al-

ternative, and the publisher rejected The Universe Without Us: A History of the Science and 

Ethics of Human Extinction, which I preferred. 

I am deeply grateful for conversation, debate, feedback, criticisms, and email exchanges 

with/from a large number of extraordinarily brilliant scholars over the past four years. This in-

cludes Fred Adams, Peter Bowler, Gerry Canavan, Lewis Coyne, Oswaldo Chinchilla, Zoe Cre-

mer, Roger Crisp, James Dator, Jason Dawsey, Paul Ehrlich, Kyle Evanoff, Debbie Felton, Eliz-

abeth Finneron-Burns, Bennett Gilbert, Walter Glannon, Martin Glazier, Pavel Gregoric, Thomas 

Hornigold, Tom Hurka, Erika Juhlin, Aatu Koskensilta, James Lenman, Adrienne Mayor, There-

sa Morris, Thomas Moynihan, Ingo Müller, Jan Narveson, Morton Paley, Michael Rampino, Toni 

Rønnow-Rasmussen, Chase Roycroft, Bart Schultz, Will Steffen, Stephen Self, Susan Schneider 

(who secured an office for me at the US Library of Congress on two occasions during which I 
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wrote drafts of this manuscript), Christian Tornau, and Robert Wicks, as well as the Centre for 

the Study of Existential Risk (CSER), which hosted me for several months in 2019, when the 

idea for this project was born. Special thanks to Frances Flannery for helping me understand ear-

ly Christian beliefs, Spencer Weart for insightful feedback on Part I, Simon Knutsson and S. J. 

Beard for incisive comments on Part II, and Mathias Frisch at Leibniz Universität Hannover and 

Ralph Stoecker at Universität Bielefeld for supervising my Ph.D. dissertation, which is coexten-

sive with this book. I am most indebted to Daniel Deudney, Luke Kemp, and Dan Zimmer for 

extensive comments on and criticisms of early and later drafts of this manuscript. Everyone men-

tioned above significantly improved the quality of this manuscript. Finally, infinite thanks to my 

father, John Paul, as well as my sister and brother-in-law, Sylvia and Chris, for giving me a home 

when I found myself jobless and homeless, with only a single suitcase of belongings. Compas-

sion is the glue that holds the world together. Without it, people would fly apart like atoms in the 

void, and there would be nothing but isolation and despair. Through thick and thin, family and 

good friends stick together. 

I take full responsibility for all errata, which will be catalogued here: https://www.xrisko-

logy.com/book-errata. 
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CHAPTER 1: AN APOCALYPSE WITHOUT KINGDOM 

TOO MUCH ALGAE 

 “Oh yes, that could happen,” Malcolm declared. “A meteor could strike Earth. Climate 

change could destroy all plant life, causing animals and humans to starve to death. And if we 

catch too many fish, there will be too much algae filling up the ocean, and without water, we 

die.”  1

If some of this sounds implausible, there is a good reason: Malcolm is a seven-year-old 

Swedish boy responding to a question posed by a colleague of mine, at my behest: “Could hu-

manity go extinct like the dinosaurs or dodo?” I had initially posted this on social media, asking 

friends if they would be willing to query their children about it and relay the answers given. Sev-

eral replied, and in every case the answer was “Yes, our extinction is possible,” often followed 

by some imaginative account of how this might happen. The most common means of annihila-

tion involved asteroid strikes, although other children mentioned climate change and evil robots. 

One clever child even huffed back at her parent that my question was confusing since only the 

non-avian dinosaurs perished 66 million years ago. The avian dinosaurs, which descended from 

the Theropoda clade that boasts of charismatic reptiles like T. rex and the velociraptor, survive 

among us as modern-day birds. In fact, she was right to object, and so I must apologize for not 

being clearer! 

The point of this evidence gathering via anecdotal survey was to get a sense of how 

commonplace the concept or idea of human extinction is today.  Although no large-scale surveys 2

have yet been conducted on the topic, I suspect that most people in the West nowadays would 

acknowledge that our extinction is at least possible.  If this is correct, it points to an ex3 -

traordinary fact, since for much of Western history the concept of human extinction would have 

struck nearly everyone as (P1) unintelligible, incoherent, or self-contradictory, not unlike the 

concepts of married bachelor and circles with corners, and (P2) denoting an outcome that could 

not possibly obtain, just as there are no married bachelors or circles with corners. These phenom-

ena are related but distinct: a concept might be unintelligible to some people but still denote a 
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real possibility in the world, and there are many impossible outcomes that are nonetheless intel-

ligible, such as pigs flying, which we can easily imagine despite pigs lacking the ability to take 

flight. The idea of our extinction, though, wouldn’t have made sense if people in the past had 

considered it, and just about everyone would have claimed that it could never happen. As Mal-

colm shows, this is no longer the case. What changed? 

To better answer this question, it will help to first outline a preliminary account of the 

idea of human extinction so that we know what we are talking about. For now, let’s define human 

extinction as having occurred if there are no more tokens of the type “humanity” in the world. A 

token is the instantiation of a type, and hence this definition states that if there are no living 

members of Homo sapiens at some point in the future, then Homo sapiens will have gone extinct. 

This is intended to be a naturalistic definition, one that precludes humanity from “living on” in 

an afterlife of some sort; it is the kind of extinction that the dinosaurs and dodos underwent—

they existed and now they don’t. Notice right away that this contrasts with religious conceptions 

of humanity’s future. On these accounts, the end of the world is not the end of our story but, in a 

profound sense, the beginning. Religious views anticipate a future transformation, whereas natu-

ralistic extinction entails our complete termination. As the German philosopher Günther Anders 

wrote in 1959, extinction would be “a naked apocalypse,” an “apocalypse without Kingdom.”  4

One of the main contentions of this book is that for approximately 1,500 years, between 

the fourth and fifth centuries of the Common Era (CE) and the nineteenth century, the idea of 

human extinction was almost entirely “blocked,” as I will say, from the minds of most people in 

the West. This differs in important ways from other conclusions defended in the nascent literature 

on human extinction, which as of this writing consists of only a handful of books and articles.  5

For example, the Oxford historian Thomas Moynihan argues in an article for Aeon that “as ideas 

go, human extinction is a comparatively new one,” having “emerged first during the 18th and 

19th centuries.”  I disagree: the idea that humanity could disappear from the universe entirely—6

in other words, go extinct as defined above—turns out to have been entertained by ancient Greek 

philosophers and gestured at by mythological systems of even earlier provenance. There are, in-

deed, ample references to human extinction in the ancient world, as when the Akkadian epic 

poem of Atrahasis, which dates back to the eighteenth century BCE, describes one god attempt-

 10



ing to completely annihilate humanity, or when the Presocratic philosopher Xenophanes posited 

one stage of cosmic evolution as entailing the elimination of all human life on Earth. To over-

simplify somewhat, I will argue that the idea of human extinction first made an appearance be-

fore the Common Era, was subsequently blocked during the roughly 1,500-year period specified 

above, reemerged in the nineteenth century (especially the second half), and has since steadily 

grown in prominence up to the present. 

By “prominence,” I mean the extent to which the idea is salient on the cultural landscape. 

A proxy measure of prominence can be obtained using the Google Ngram Viewer, which its cre-

ators describe as enabling “scholars to make powerful inferences about trends in human thought” 

by combing through Google’s text corpora of roughly 8 million digitized books (see Figure 1.1).  7

Although 8 million books amounts to only about 6 percent of all the books published between 

1500 and 2019, this is currently the best tool available for understanding the salience of ideas 

along a diachronic dimension, and I will rely on it now and then to buttress certain conclusions 

of mine. In sum, human extinction is an old idea, but it disappeared from sight for much of West-

ern history, only to reappear more recently—though not so much in the eighteenth century as in 

the one that followed. 

 

THE GREAT CHAIN, PERSONAL DEATH, AND THE END OF THE WORLD 
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This leads to the question of why the idea of human extinction was blocked for so long. 

The answer concerns two clusters of beliefs that became central to Christianity around the fourth 

or fifth centuries CE, each of which was sufficient to render our extinction unthinkable.  I have 8

separated these into clusters according to which concept in human extinction they target. That is 

to say, human extinction consists of two concepts—human and extinction—and hence my claim 

is that one cluster of beliefs specifically concerns the first concept, while the other concerns the 

second. Let’s take a closer look at this: 

 To understand why extinction seemed unthinkable, we must begin with the Great Chain 

of Being, a model of reality whereby all things, living and nonliving, are ordered in a linear and 

immutable hierarchy. First articulated by the Neoplatonists in the third century CE, it became 

enormously influential within the West after Christian writers like Saint Augustine (354–430 CE) 

incorporated it into the Christian tradition. The Great Chain implies that there are no gaps in na-

ture: everything that can exist does exist, now and forever. This is just the fundamental structure 

of reality, however odd it may strike contemporary readers. It follows that since no links in the 

chain can ever go missing, extinction of any sort is impossible, which means that our own extinc-

tion is impossible as well. In other words, by precluding the disappearance of any kind of thing 

in the universe, the Great Chain rendered our own disappearance inconceivable. As we will see, 

this model of reality collapsed in the early nineteenth century, which thus removed one major 

barrier to imagining our collective demise. 

 The second cluster of beliefs concerns the essential nature of humanity and our unique 

role in the unfolding of God’s grand plan for the world. Most Christians since the middle of the 

first millennium have accepted a dualistic anthropology according to which human beings are 

composed of both material and immaterial parts: a body and a soul. The soul is immortal, al-

though at the end of time it will be reunited with a physical resurrection body, which will also be 

immortal. This has been the standard Christian view of what is called “personal eschatology,” 

which concerns our fate as individuals rather than the cosmos as a whole. Importantly, it yields a 

second reason that human extinction cannot occur: since each individual human is immortal, and 

since humanity is just the sum total of all humans, it follows that humanity itself is immortal. 

Let’s call this the ontological thesis, since it concerns the ontological status of human beings as 
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body-soul composites that, once created by God, will never cease to exist. It also explains why 

the concept of human extinction would have struck many as incoherent or self-contradictory: 

contained within the idea of human is the idea of immortality, since to be human is to be immor-

tal. Consequently, asserting that “humanity can go extinct” would be like saying “an immortal 

kind of thing can undergo a process that only mortal kinds of things can undergo,” which is an 

obvious logical contradiction.  This is why I likened human extinction to concepts like married 9

bachelor and circles with corners, as these are also self-contradictory. 

In contrast, “cosmic eschatology” is about “the ultimate resolution of the entire creation,” 

and thus concerns end-times events like the Second Coming of Christ (Parousia), Battle of Ar-

mageddon, Final Judgment of humanity, and creation of a new heavens and Earth.  An impor10 -

tant idea here is that cosmic eschatology is ultimately about balancing the scales of justice by 

punishing the wicked and rewarding the righteous. In other words, it is about theodicy, a term 

coined by Gottfried Wilhelm Leibniz in the early eighteenth century to denote the problem of 

vindicating God given the presence of evil in the world. As the New Testament scholar Craig Hill 

writes about this, 

at heart, all eschatologies are responses if not quite answers to the problem of 

evil. . . . Eschatologies differ in how they conceptualize God’s triumph, but they 

are essentially alike in asserting God’s victory as the supreme reality against 

which all seemingly contrary realities are to be judged.   11

This yields a third reason that human extinction cannot happen: since there can be no bal-

ancing of the scales of justice without humanity surviving beyond the end of the world, it is in-

conceivable that we might cease to exist. How could God’s grand plan unfold without us? How 

would good prevail over evil? Human extinction simply isn’t on the cards for us; it just isn’t the 

way our story ends. Let’s call this the eschatological thesis, noting that it, like the ontological 

thesis, specifically concerns the idea of human rather than extinction, whereas the Great Chain 

makes a general claim about extinction. 

 13



We thus have three reasons that our extinction is fundamentally impossible: first, because 

it is metaphysically impossible, given the Great Chain model of reality. Second, because it is on-

tologically impossible, given that humanity is immortal. And third, because it is eschatologically 

impossible, as we are the main characters in the cosmic drama of good and evil. Without us, the 

show cannot go on, and since the show must go on, we cannot die out.  Because these beliefs 12

became central to the Christian worldview beginning in the early first millennium, the rise and 

fall of Christianity will be an integral part of this book’s account of the origins and evolution of 

human extinction in a naturalistic sense. However, we will also see that even before Christianity 

took root in the West, there was nonetheless a widespread assumption that our species is inde-

structible, though the reasons tended to be peculiar to the various philosophical, religious, and 

mythological systems that people accepted at the time. 

 

KILL MECHANISMS 

Yet the intelligibility of the concept of human extinction and the possibility of the out-

come it denotes—that is, propositions (P1) and (P2) above—form only half of the story. The oth-

er half concerns the distinct question of whether our extinction could actually happen in our par-
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ticular world, assuming that it is possible in principle. That is to say, it could be that, as a matter 

of fact, our world contains no “kill mechanisms,” which I will define as a means of elimination 

capable of precipitating our complete non-existence. In fact, for much of the twentieth century, 

the scientific community almost unanimously agreed that the universe doesn’t contain any natur-

al kill mechanisms that pose risks to our survival (aside from the Second Law of thermodynam-

ics, discussed in Chapter 3). In other words, nearly everyone believed that we live on a very safe 

planet in a very safe universe—not on an individual level, of course, since any one of us could be 

eaten by lions, crushed by a falling boulder, or catapulted into the grave by a deadly virus, but on 

the species level: the natural world does not pose any real threats to humanity. This view domi-

nated the Earth sciences from at least the 1850s until it was overturned in the 1980s and 1990s, 

after it became clear that the non-avian dinosaurs died out because a large asteroid struck the Yu-

catán Peninsula in southeastern Mexico (as the young respondent mentioned earlier is no doubt 

aware). The implications of this were ominous: if the dinosaurs could be annihilated by naturally 

occurring hazardous phenomena, then so could humanity. The point is that even if extinction is 

possible in principle, if there is no reason to believe it could actually happen, then there may be 

no particular reason to take the idea seriously. 

Glancing across the horizons of history, one is struck by a dazzling array of proposed kill 

mechanisms. Some were associated with supernatural deities or events; others were built into the 

natural cycles of cosmic evolution; and still others involved idiosyncratic speculations about 

phenomena like comets and floods. For the purposes of our study, what matters are kill mecha-

nisms that we could describe as “scientifically credible,” that is, means of elimination that were 

widely accepted by the community of scientists (or natural philosophers) based on compelling 

empirical evidence. The first kill mechanism of this sort was the aforementioned Second Law of 

thermodynamics, which physicists in the mid-nineteenth century immediately recognized as pos-

ing a long-term threat to humanity: Earth will become increasingly inhospitable as the sun cools 

down, until the flickering flames of all forms of life are snuffed out. Since then, a whole constel-

lation of credible kill mechanisms has been discovered and created—in the case of anthro-

pogenic threats—and there is no good reason to believe that more won’t be discovered or created 
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in the future, as science pushes back the envelope of human ignorance and technology enhances 

the violence capacities of state and nonstate actors. 

THE MOOD OF THE TIMES 

The identification of kill mechanisms thus constitutes the second half of the story that spans Part 

I of this book. Since the collapse of the Great Chain and retreat of religion enabled the idea of 

human extinction to become an intelligible possibility, let’s refer to them as enabling conditions. 

And since, as we will see, the discovery, creation, and even mere anticipation of new kill mecha-

nisms often triggered qualitatively novel understandings of our existential vulnerability in the 

universe, let’s refer to them as triggering factors. These two phenomena bring us to one of the 

most important ideas of Part I, namely, that of an existential mood, which provides the organiz-

ing principle behind the periodization outlined in the first half of this book. 

One way to approach the idea of an existential mood is as follows: by combining the 

phenomena of enabling conditions and triggering factors, one can construct an explanatory-pre-

dictive hypothesis that, I argue, accounts for the historical record of thinking about human ex-

tinction and provides insights—predictions—about how this thinking could change in the future. 

(The predictive aspect of this hypothesis will occupy us in Chapter 12.) What, then, does the his-

torical record show? It shows a number of major shifts in how people thought about our existen-

tial predicament. More specifically, these shifts corresponded to different sets of answers to cru-

cial questions like: Is our extinction possible? If so, how could it happen? How many kill mech-

anisms are there? Are they natural or anthropogenic? Do they pose risks in the near term or dis-

tant future? How probable is our extinction? Is this probability rising or falling? Is our extinction 

inevitable? And so on. Let’s define an existential mood as proceeding from a particular set of 

answers to these questions, where “mood” is understood in a collective rather than individual 

sense, as in a “public mood” or the “mood of the times.” As Erik Ringmar explains this idea, be-

ginning with the more familiar moods had by individual people: 
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To be in a certain mood . . . is to attune oneself to the situation in which one finds 

oneself. A mood answers a question of how we feel and thereby reports on the 

state of our attunement. A public mood would thereby be a question of how a pub-

lic attunes itself to the situation in which it finds itself. 

Public moods are something akin to an “atmosphere” that imbues society (or some segment of 

society), thereby “coloring everything we see around us in a certain hue.” The 1950s, for exam-

ple, “was allegedly characterized by a mood of optimism but also of anxiety; the 1960s by a 

mood of liberation, rebellion, and experimentation; the 1970s by disillusionment and lost hopes, 

and so on.”  13

An existential mood thus arises from the situation in which people find themselves given 

some set of epistemologically robust answers to the questions above about the possibility, proba-

bility, and so on of our extinction. The result is a general outlook on our collective future—on 

whether we will have a future—that colors everything we see right now and up ahead in a certain 

hue. An existential mood is an atmosphere that permeates the thoughts and expectations of large 

numbers of people in the same general way, leading them to similar beliefs about where humani-

ty is and might be going. Also relevant to my conception of an existential mood is the etymology 

of its second term, which derives from the Old English word mod meaning “heart, frame of 

mind; courage, arrogance, pride; power, violence,” all of which capture some aspect of being 

“in” one existential mood or another. Of note is that there may also be an etymological connec-

tion between “mood” and “moral,” as the latter comes from the Latin mos, meaning, in plural, 

“mores, customs, manners, morals.”  For reasons hinted at below and elaborated in subsequent 14

chapters, this too will be pertinent. As for “existential,” I take its definiens to be “relating to exis-

tence” rather than “concerned with existentialism,” the mid-twentieth-century cultural and philo-

sophical movement associated with thinkers like Simone de Beauvoir and John-Paul Sartre. This 

sense of the word has become common today, due in part to the attention that the notion of exis-

tential risks has received among academics and within the popular media. 

THE FIVE MOODS 
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Turning back to the historical record, I will argue that it reveals five distinct existential moods, 

thus yielding a five-part periodization of Western thinking about our extinction. There are several 

points to make about this: first, each existential mood was highly stable during its corresponding 

period of time. Second, the shifts between one to another existential mood have all been quite 

abrupt, unfolding over a matter of years or, at most, just over a decade. These transitions were in 

every case accompanied by figurative, and sometimes literal, gasps, as they marked fundamen-

tally new understandings of our existential predicament in the universe. Third, once human ex-

tinction became an intelligible possibility during the nineteenth century, each shift was triggered 

by the discovery of one or more novel kill mechanisms, with one notable exception: the most 

recent shift. Fourth, given that it usually took some time for these shifts to unfold, I will distin-

guish between when an existential mood first emerged and when it fully solidified, at which 

point the mood, or outlook, became stable. And fifth, the emergence and solidification of new 

existential moods was in all cases, except for one, cumulative, that is, each built upon rather than 

replaced the previous existential moods; here, the metaphor of a palimpsest may be useful. The 

only exception was the initial shift in the 1850s, when the new existential mood superseded the 

earlier one rather than building on it, although we will see in Chapter 12 that the first existential 

mood could very well reappear in the future. Each of the five existential moods will receive a 

chapter of its own. In brief, these moods are: 

(1) Indestructibility (ancient times to the 1850s). The notion that human beings are in some 

sense a permanent fixture of reality—that we are fundamentally indestructible—is found 

in many cosmological theories and mythological systems dating back at least to the Pre-

socratics of Ancient Greece. This does not mean that some ancient peoples never imag-

ined the universe without us. Those who did, though, almost always believed that this 

would only be a temporary state of affairs. In other words, they accepted the possibility of 

our extinction in a minimal sense, but rejected the idea that we could disappear forever, 

which is why I said above that the idea dates back to the ancient world. Nonetheless, the 

belief in our indestructibility took on a more radical form once Christianity came to dom-
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inate the Western worldview. During this ~1,500-year period, naturalistic extinction of 

any sort would have been seen by virtually everyone as impossible in the three senses 

specified earlier—metaphysical, ontological, and eschatological. This offered a reassur-

ing sense—a feeling of “Comfort” and “perfect security,” to quote two notable figures 

writing at the end of this period—that no matter what might happen in the future, no mat-

ter what catastrophes might befall humanity, we will ultimately endure forever. (Chapter 

2.) 

(2) Existential Vulnerability and Cosmic Doom (1850s to the mid-twentieth century). This 

was initiated by the discovery of the first scientifically credible kill mechanism, that is, 

the Second Law of thermodynamics, which entails that our planetary and/or cosmic 

abode will become increasingly inhospitable to life, until no life at all is possible. The 

Second Law thus stamped an expiration date on humanity’s forehead, though physicists 

did not expect this to happen for many millions of years. Nonetheless, not only did it be-

come clear to many that our extinction is, in fact, possible, but the fundamental laws of 

nature implied that this outcome is ultimately inevitable—a double trauma that led many 

to despair about the purpose or meaning of life (see Chapter 8). The background condi-

tion for this shift in existential moods was, of course, the loosening of religion’s strangle-

hold on conceptions of human nature and the future of humanity (by the time this mood 

descended, the Great Chain had already been mortally wounded, but the ontological and 

eschatological theses remained largely intact). As we will see, the decline of Christianity 

and the discovery of the first credible kill mechanism swung open the floodgates for all 

sorts of fascinating and creative speculations about how humanity might die out, although 

only the Second Law was widely accepted by scientists (or natural philosophers) as pos-

ing an actual threat to our survival. (Chapter 3.) 

(3) Impending Self-Annihilation (1945/mid-1950s to the 1980s/early 1990s). The emergence 

of this shift coincided with the onset of the Atomic Age in 1945, although it did not solid-

ify until the second half of the 1950s, after it became clear to many leading scientists that 

even a relatively small-scale thermonuclear conflict could blanket the entire planet with 
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lethal quantities of radioactive particles. The following decades witnessed a proverbial 

explosion of credible new anthropogenic catastrophe scenarios, some relating to nuclear 

weapons (for example, the nuclear winter hypothesis), others associated with environ-

mental contamination and degradation caused by pollution and overpopulation, along 

with the possibility of runaway climate change, and still others linked to more hypotheti-

cal threats from biological weapons, self-improving artificial intelligence, and atomically 

precise nanotechnology. Suddenly, human extinction was not merely inevitable in the 

very long run but terrifyingly probable in the near term, due not to one but a multiplicity 

of distinct threats. (Chapter 4.) 

(4) Nature Could Kill Us (1980/early 1990s to the late 1990s/early 2000s). This was initiated 

by the realization that natural phenomena like asteroids, comets, and volcanic supererup-

tions can affect the entire planet and precipitate mass extinctions, during which large 

numbers of species perish on geologically brief timescales. Prior to this, since at least the 

1850s and stretching through most of the Cold War period, it was widely believed that 

naturally occurring catastrophes were always localized affairs, limited to circumscribed 

regions of our planet. The shift to this mood, which took longer than any other, coincided 

with the dramatic implosion of an Earth-sciences paradigm known as uniformitarianism 

during the 1980s, due in large part to novel research showing that the non-avian di-

nosaurs died out 66 million years ago after a large asteroid struck Earth. Suddenly, with 

uniformitarianism replaced by an unsettling new paradigm called neo-catastrophism, it 

became clear that we do not in fact live on a safe planet in a safe universe but are no less 

vulnerable to sudden annihilation from natural hazards than the dinosaurs were. Sooner 

or later, Nature will try to commit filicide. (Chapter 5.) 

(5) The Worst Is Yet to Come (late 1990s/early 2000s to the present). Unlike the previous 

three shifts in mood, this wasn’t driven by the discovery of any new kill mechanisms. In-

stead, it was catalyzed by two developments: first, a radical new philosophical perspec-

tive on the moral importance of avoiding our extinction, which directly inspired efforts to 

outline a maximally comprehensive picture of our existential predicament, or what I will 
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call the “threat environment.” This involved, in part, a “futurological pivot” toward the 

various emerging and anticipated future risks arising from advancements in biotechnolo-

gy, synthetic biology, molecular nanotechnology, and artificial intelligence (including 

“artificial superintelligence”). The second triggering factor concerned new research in the 

environmental sciences showing that human-caused climate change, global biodiversity 

loss, and the sixth major mass extinction event pose dangers that are far more urgent and 

catastrophic than was previously known. This coincided with the idea that humanity 

(specifically the Global North) has initiated a new geological epoch called the “Anthro-

pocene,” in which our actions have permanently altered the geological record. At the 

heart of this mood was the frightening suspicion that however perilous the twentieth cen-

tury may have been, the twenty-first century will be even more so. In other words, the 

worst is yet to come. (Chapter 6.) 

As stated, the two main components of the explanatory-predictive hypothesis that underlies the 

above periodization are enabling conditions and triggering factors. A key idea that connects these 

components—expounded in much more detail below—is what I will call an “existential 

hermeneutics.” This denotes the interpretive lens through which an empirical model of the physi-

cal universe and everything it contains (including us) yields a picture of the threat environment. 

For example, a certain kind of religious existential hermeneutics might lead one to minimize or 

entirely dismiss the risk of an asteroid collision: if God is in control, if humanity is immortal, and 

if the future must unfold according to his prewritten plan, then we have no reason to worry. 

(There are, in fact, many historical examples of precisely this sort of reasoning, as we will see.) 

However, a secular existential hermeneutics according to which there is no omnibenevolent God 

watching out for us, humanity is no less vulnerable to annihilation than any other species, and 

there is no grand narrative of cosmic history in which humanity plays a central role might lead 

one to a rather different conclusion: we should be extremely worried if NASA announces that a 

large asteroid will intersect with Earth’s orbit. Hence, even if people accept the same empirical 

data about potentially hazardous phenomena in our vicinity of the cosmos, different existential 

hermeneutics could lead to wildly different mappings of the threat environment. Even more, this 
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has obvious practical implications: some who accept a religious hermeneutics might see an in-

coming asteroid as an occasion for elation, since, for Christians, the other side of the apocalypse 

is paradise. This could thus promote passivity in the face of danger. In contrast, those who accept 

a secular hermeneutics might see the asteroid as requiring immediate action to divert the incom-

ing mass away from our planet. In a morally indifferent universe, it is our—and entirely our—

responsibility to ensure the continued survival of our species. 

 

RIGHT AND WRONG, GOOD AND BAD 

So far, our focus has been entirely on the possibility, probability, etiology, and so on of 

our extinction, which I bundled together under the concept of an existential mood. But there is a 

cluster of additional questions about our extinction that concern a related but distinct matter, 

namely, the ethical and evaluative implications of disappearing—questions that we can place 

within a philosophical subfield that I will call “Existential Ethics.”  Examples include: Would 15

causing or allowing our extinction be right or wrong? For what reasons? Under which condi-

tions? Would our extinction, however it comes about, be good or bad, better or worse, or perhaps 

just neutral? For what reasons? Under which conditions? Is everything meaningless if extinction 

is inevitable? Would extinction undermine the significance of past progress? Would knowledge 

of our imminent extinction deprive our lives of important sources of value? Do we have an 
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obligation to create future people? Do the unborn have a right to exist? Are there moral obliga-

tions to past individuals that would make dying out wrong? And so on. 

As we will see, philosophers have proposed a fascinating array of answers to these ques-

tions. According to some, causing or allowing our extinction would be very bad, and therefore 

wrong, because of the associated opportunity costs of no longer existing, such as the loss of all 

future generations, or the loss of further scientific and moral development. I will classify these as 

“further-loss views,” which can take many different forms and be interpreted in many different 

ways. Others believe that the badness or wrongness of our extinction boils down entirely to the 

manner in which it is brought about: if there is nothing bad or wrong with how we go extinct, 

then there is nothing bad or wrong with extinction, period. This has the intriguing implication 

that human extinction does not pose any unique moral problem. It is different in degree rather 

than kind from other effects our actions might have or other catastrophes that might befall us. I 

will call the class of positions that accept this idea “equivalence views” and defend a version of it 

in Chapter 11. Still others maintain that the non-existence of our species would be less bad than 

continuing to exist—or perhaps even positively good—since it would mean the absence of all 

human suffering. This has led some to argue that we should actively strive to produce this very 

outcome, preferably through voluntary, peaceful means such as by refusing to have children. 

Let’s label these “pro-extinctionist views,” which, like the other two main categories above, can 

be fleshed out in a variety of ways. 

Because the questions of Existential Ethics are distinct from those linked to existential 

moods, how philosophers have answered them over time constitutes its own unique history. For 

ease of exposition, I will refer to the history of existential moods as “History #1” and the history 

of Existential Ethics as “History #2.”  These are of course causally related: it wasn’t until our 16

extinction was seen as possible (during the nineteenth century, but especially after the second 

existential mood solidified) that philosophers began to seriously contemplate the topic, and not 

until the latter twentieth century (coinciding with the third and fourth existential moods, then 

continuing into the fifth) that it became the focus of sustained and systematic investigation. This 

makes sense, of course, since what reason is there for pondering the ethics of something that one 

believes is impossible? We don’t, for obvious reasons, write books about the ethicality of eating 
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unicorns raised in deplorable conditions on factory farms. Hence, only once it became clear that 

human extinction is really possible and, later, that we could actually bring this about did philoso-

phers begin to seriously consider the normative aspects of extinction. History #1 thus provides, 

as it were, the background context of History #2: in certain important respects, the contours of 

History #1 shaped those of History #2, although we will see that the causal relationship between 

these histories reversed around the turn of the twenty-first century, when developments in Exis-

tential Ethics played a crucial role in triggering the shift to the fifth existential mood, our current 

mood. 

As with the first history, this second history can also be partitioned into segments, which 

I will refer to as “waves.” There are three points to make about this. First, I use “waves” instead 

of “periods” because, in contrast to the well-defined periods of History #1, with each existential 

mood emerging and solidifying in response to specific, datable events, the boundaries between 

these waves are often vague and overlapping. Furthermore, the transitions from one to another 

exhibit a kind of ebb and flow of ideas, unlike the rapid shifts between existential moods. Sec-

ond, whereas I have defined existential moods as involving a certain uniformity of agreement 

about our existential predicament (that is, a stable set of answers to questions about the possibili-

ty, probability, and so on of our extinction), every wave discussed below encompasses a diversity 

of viewpoints on the core questions of Existential Ethics. This does not mean that the periodiza-

tion of History #2 is arbitrary: one can still identify particular waves in the ocean even if their 

boundaries are inherently ill-defined and the molecules they contain are jostling about in oppo-

site directions. Third, I will count a total of four waves in History #2, where these waves do not 

straightforwardly correspond to the five periods of History #1. In brief, the initial wave spans the 

first and second existential moods; the second wave extends across the third and fourth existen-

tial moods (as the discovery that natural hazards could annihilate us did not have much effect on 

the way philosophers thought about our extinction); and while the third wave coincides with the 

onset of the fifth existential mood (due in part to the reversal mentioned above, whereby History 

#2 changed the course of History #1), the fourth wave arose only in the past five years or so, as 

of this writing. This may appear somewhat complicated at first glance, but the mismatch between 

periods and waves makes good sense, as Part II will attempt to show. 
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THE FOUR WAVES 

Following the precedent set above, let’s take a quick bird’s-eye view of the four waves, 

each of which will receive its own chapter: 

(1) Calamity, Pessimism, and the Greatest Conceivable Crime (early modern period to the 

1950s). This covers ruminations about our extinction within the Western tradition until 

the third existential mood commenced in the mid-twentieth century. Most of the earliest 

examples were articulated by atheistic philosophers in the nineteenth century, especially 

its second half, although one can trace the roots of Existential Ethics back to at least the 

early 1700s. During this wave, some philosophical thinkers suggested that our collective 

non-existence would be bad because it would entail the loss of things we care about, such 

as knowledge and laughter, or because it would prevent the realization of all future hap-

piness. Others argued that, since our lives are full of suffering, we should actively work 

to bring about our extinction, if not (somehow) eliminate the very possibility of life exist-

ing anywhere in the universe. Still others, in a rather different mode of reflection, won-

dered whether human existence can be meaningful given that, according to the Second 

Law, the universe will eventually sink into a frozen state of eternal lifelessness. Does 

anything really matter if, in the end, all will be lost? (Chapter 8.) 

(2) An Explosion of Insights (1950s to the ~2000s). The development of nuclear weapons 

provided the first credible means of self-annihilation, and hence the Atomic Age inspired 

a number of philosophers to consider the core questions of Existential Ethics more vigor-

ously than intellectuals had in previous eras. A common theme among early pioneers of 

the field was that our newly acquired powers of action, our ability to affect every person 

on the planet as a result of nuclear weapons or environmental degradation, has rendered 

traditional ethical systems outdated or obsolete. We thus need a new kind of ethics, one 

specifically designed for the possibility of “omnicide,” or “the murder of everyone.” 

Some attempted to construct such an ethical framework, while many others proposed 
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novel arguments, either within or outside a new ethics, for why our extinction might be 

right or wrong, good or bad, better or worse. For example, the fact that humanity could 

exist for millions or billions of years into the future, and that continued progress could 

make future lives much better than current lives, may provide reasons for safeguarding 

our collective survival. Or perhaps the badness of extinction concerns the fact that it 

would remove the only rational and moral beings in the known universe. Others argued 

that, on a “person-affecting” theory of ethics, while dying out in a global catastrophe 

would itself be very bad, the subsequent outcome would not be, since there would be no 

one around to suffer the loss of humanity. Some even argued from a radical environmen-

talist perspective that humanity should stop existing because of our deleterious impact on 

the biosphere, with a few fringe actors endorsing involuntary omnicide. More than any 

other wave, this one saw the articulation of an extraordinary range of innovative new 

ideas, some of which influenced views proposed during the next two waves. (Chapter 9.) 

(3) Astronomical Value, Longtermism, and a Dying-Extinction (~2000s to the present). This 

wave is notable for two developments in particular. First, it witnessed the formation of 

the first cohesive research program focused on the ethics of human extinction and related 

scenarios, which were called “existential risks.” Central to this research program were 

ideas drawn from the futurological vision of transhumanism, the ethics of utilitarianism, 

and a branch of cosmology known as physical eschatology. The result was a radical fur-

ther-loss view according to which our extinction would constitute a moral tragedy of 

quite literally cosmic proportions. Hence, reducing the risk of extinction (and existential 

risks more generally) should be the top “global priority” for our species. Over the past 

decade, this has evolved into an ethic called “longtermism,” which has become influential 

far beyond the perimeter of academia, something that few philosophical ideas can boast 

of doing. Second, at precisely the time that the idea of existential risks was being devel-

oped, a diametrically opposed view took shape, namely, “antinatalism,” which, on this 

version, claims that birth is a net harm, life is much worse than we typically believe, and 

we should all stop having children. The leading advocate of this view further argued that 

the outcome of extinction would be positively good, since it would mean no more births 
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and no more suffering. We should thus—echoing earlier theorists—take steps to precipi-

tate our extinction, and we should do this sooner rather than later. These were the two 

defining features of the third wave. (Chapter 10.) 

(4) Alternative Approaches (~2017 to the present). The most recent wave emerged within the 

Analytic tradition of Western philosophy over the past five years or so, partly in response 

to the first development of the previous wave. A unifying feature of this wave has been an 

approach to Existential Ethics that is non-utilitarian or, more generally, non-consequen-

tialist in orientation. Some have argued that, according to a contractualist theory, anthro-

pogenic human extinction would be wrong only insofar as it causes harm to those living 

at the time, while others proposed that we should avoid extinction because of the particu-

lar value that humanity might possess (“final value”), or because extinction would un-

dermine many of the activities that make our lives “value-laden.”  However, still other 17

philosophers made the case that our disappearance from the universe might on balance be 

good, and hence that if one were to see an asteroid heading toward Earth, one shouldn’t 

try to redirect it away from us. After a critical survey of these positions, I will then out-

line my own views on the matter, which combine elements of the equivalence and pro-

extinctionist views that together yield the rather surprising conclusion that, in practice, 

we should vigorously work to avoid our extinction. (Chapter 11.) 

Readers may have noticed that this summary skips over Chapter 7, which opens Part II. This is 

because Chapter 7 does not discuss any historical wave within Existential Ethics, but rather pro-

vides a theoretical foundation for the second half of the book, which will enable us to understand 

more clearly the various positions outlined in the Existential Ethics literature. In doing so, I dis-

tinguish between multiple senses of “humanity” and six types of “extinction” that are directly 

relevant to ethical and evaluative assessments of our disappearance (all of which build on the 

definition proposed above). I will also argue that, in reflecting on what might be right or wrong, 

good or bad, better or worse about human extinction, it is imperative to differentiate between (a) 

the process or event of Going Extinct and (b) the state or condition of Being Extinct. As noted 

earlier, some ethical theories entail the equivalence thesis, which asserts that the wrongness/bad-
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ness of extinction is wholly reducible to how it comes about, while other theories identify some 

additional loss associated with the outcome as contributing to the badness of our disappearance. 

Hence, the first concerns the details of Going Extinct, whereas the second also focuses on the 

opportunity costs of Being Extinct. There are, furthermore, many pro-extinctionist views that 

admit that Going Extinct may be very bad, as it could cause harms and cut lives short, yet main-

tain that the resulting state or condition of Being Extinct would be better than Being Extant (as 

we can say), if not in some sense good. As we will see, the equivalence view is theoretically 

compatible with certain pro-extinctionist positions, although one who accepts the former need 

not accept the latter. 

Those interested in Existential Ethics are especially encouraged to look over this chapter, 

since the philosophical literature on the topic is replete with confusions and imprecise statements 

arising from a failure to recognize that “human extinction” is highly polysemous. For example, 

some arguments for the conclusion that, as one might see it expressed in the literature, “human 

extinction would be wrong” only concern particular types of human extinction, while other ar-

guments target every type of extinction. Being clear about what it is we are talking about is criti-

cal for the field to progress. 

In sum, Part I is largely an intellectual history, while Part II is a history of ethics. And 

while the periodization of History #2 is imprecise around the edges, I take the periodization of 

History #1 to be a more or less objective fact, something discovered rather than invented. 

EXPLANATION AND PREDICTION 

Why care about the origins and evolution of the idea of human extinction in the first 

place? What is the value of Part I’s intellectual history and Part II’s reconstruction of the devel-

opment of Existential Ethics? Why, in short, does this study matter? One answer comes from 

Aristotle’s Politics, written circa 350 BCE, in which he declares that “he who thus considers 

things in their first growth and origin, whether a state or anything else, will obtain the clearest 

view of them.” As the opening paragraphs of this chapter indicated, human extinction is so com-

monplace today that few have any inkling that the idea is a quite recent addition to our shared 
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library of concepts. Understanding this fact alone can give one a deeper appreciation of the idea 

and its significance in contemporary discourse. 

 Even more importantly, anticipating how the idea of human extinction might evolve in the 

future—because there is no reason to believe that the concept’s story has ended—requires some 

grasp of the causal factors that have shaped its journey so far. A causal story that deals with gen-

eral categories of phenomena rather than particulars can provide not just an explanation of what 

happened in the past but predictions of what might happen in the future. To illustrate, consider 

that historians can give a detailed account of how World War I began: a Yugoslav nationalist 

named Gavrilo Princip shot and killed Archduke Franz Ferdinand; Austria-Hungary then de-

clared war against Serbia; this led the countries allied with Austria-Hungary (Germany and Italy) 

to declare war on the countries allied with Serbia (United Kingdom, France, and the Russian 

Empire); and so on. Here we have a historically unique concatenation of causes and effects, with 

each effect except for the last—the explanandum of interest—functioning as the next cause in the 

sequence, that explains the origins of the Great War, yet does not enable one to predict the onset 

of future wars, at least not in any reliable way. 

In contrast, the triggering factors and enabling conditions that explain the course of His-

tory #1 are sufficiently general to make rough predictions about how this history might unfold in 

the future with some confidence. Rather than “A caused B caused C . . .,” we have “if something 

of type A is the case, then something of type B will be the case . . .” More specifically, if the de-

cline of religion and the discovery of kill mechanisms account for the shifts in existential mood, 

then the further decline of religion and the discovery of additional kill mechanisms could induce 

yet another shift in the coming decades. Alternatively, if recent trends of secularization were to 

reverse and religion were to become more widely adopted, then we should expect the idea of 

human extinction to fade into the background, perhaps becoming incoherent once again, like the 

concept of married bachelor. Hence, understanding the history of human extinction could enable 

one to anticipate its evolution later this century, which may prove important. Why? Because if 

humanity really is at risk of going extinct, but if most people, or those holding the reins of power, 

do not believe that this outcome is even possible, then the probability of catastrophe could rise, 

perhaps significantly. By analogy, if one were convinced for some reason that they could never 
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get in a bicycle accident, they may stop wearing their helmet, which would thus increase the 

chance of serious injury. There are, in other words, major practical implications to understanding 

this history. 

Let’s now turn to History #1. 

PART I: EXISTENTIAL MOODS 

 30



CHAPTER 2: BEGINNINGS OF “THE END" 

A DELUGE OF FLOOD MYTHS 

 One of the first objections I often hear when describing the main contention of Part I—

that the idea of human extinction would have been seen as incoherent and the outcome it denotes 

as impossible for a protracted stretch of Western history—is that tales of global catastrophes, 

even the complete obliteration of humanity, are common in religious and mythological thought. 

In some cases, these involve one-off catastrophes in the past associated with, for example, failed 

attempts by the gods to create humanity. In others, they are the unavoidable result of endless 

cosmic cycles that pass through stages of birth, growth, decline, death, and rebirth, extending 

forever in both temporal directions, past and future. In still others, they are anticipated future 

events embedded within linear eschatological narratives that culminate in the triumphant victory 

of good over evil. Let’s begin by examining a number of examples, the overwhelming majority 

of which are compatible with the idea that humanity is fundamentally indestructible—the es-

sence of this first existential mood. We will then turn to the ~1,500 period during which human 

extinction was “blocked” by the three ideas specified in chapter 1, and show how one of these, 

the Great Chain of Being, was dealt a mortal blow at the turn of the nineteenth century. By virtue 

of the many different issues covered by this chapter, it will be the most discursive in the book. 

 The most obvious example of the first is the flood myth, found in the written and oral tra-

ditions of peoples around the world. It is, indeed, something close to a universal motif spanning 

cultural space and time, with the same basic structure and message.  One of the earliest in18 -

stances comes from Atrahasis, an epic poem within the Akkadian literature, which was first 

recorded during the Late Old Babylonian Period, in the 17th century BCE.  In it the Sumerian 19

god of wind, storms, Earth, and air named Enlil tries to destroy humanity on three occasions, 

each separated by 1,200 years, because our noise-making disturbed his sleep. The first attempt 

involved a plague, the second a drought, and the third a famine, though all failed because of the 

god Ea.  Enraged, Enlil then sends a flood to exterminate humanity, although Ea once again 20

thwarts his plan, warning a man named Atrahasis who builds an ark and survives. While this sto-
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ry is little-known today, it may have been the basis of the flood myth in the Epic of Gilgamesh, 

which many consider to be one of the greatest masterpieces of world literature.  Its account of 21

Enlil’s wrath over humanity’s noisiness similarly involves a great deluge, though in this case the 

(Babylonian) main character is named Utnapishtim, who builds a boat in which “all the living 

beings that I had,” including “all my kith and kin … all the beasts and animals of the field” take 

refuge.  After seven nights and six days of rain, Utnapishtim and the other survivors then 22

emerge to repopulate the planet. 

The most famous Western flood myth, though, is the Noachian story of the Book of Gen-

esis, which very likely drew from one or both of the Akkadian narratives above. Once again, the 

deluge results from divine wrath, in this case because “all the people on earth had corrupted their 

ways” (Genesis 6:12). Hence, God decides to “put an end to all people” and to “destroy all life 

under the heavens,” but due to Noah’s righteousness, God spares Noah, his wife, his sons Shem, 

Ham, and Japheth, and his sons’ wives (Genesis 6:13, 17). 

 One also finds several flood myths within Greek mythology, the most well-known being 

the flood of Deucalion, the son of Prometheus. In this story, Zeus becomes livid after a young 

boy is sacrificed to him, and consequently unleashes a catastrophic deluge. However, 

Prometheus tells his son Deucalion about this beforehand, so Deucalion builds an ark that en-

ables him and his wife Pyrrha to survive the downpour, the only two on the planet who don’t per-

ish. According to Plato’s dialogue Timaeus, this occurred in the 10th millennium BCE and is ac-

tually one of many disasters that have wiped out nearly everyone. The most devastating of these 

involved fire or water; in the former case those in the river valleys survive, while in the latter 

only shepherds in the mountains do. The deluges cause the loss of all culture, which must then be 

rebuilt from scratch. According to Critias, the Athenian statesman Solon—one of the Seven 

Sages and a cousin of Plato’s mother—traveled to Egypt and was told by priests that Athens has 

been obliterated many times in the past, with each instance wiping out all the historical knowl-

edge of the city that had accumulated up to that point. As one priest says, “none of you but the 

unlettered and uncultured” remained post-catastrophe, “so that you become young as ever, with 

no knowledge of all that happened in old times in this land of in your own.” These stories are 

reiterated in (a) the subsequent unfinished dialogue Critias, in which Plato insists that many 
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large floods have previously occurred, and (b) Plato’s Laws, where he again references the “tra-

ditions about the many destructions of mankind which have been precipitated by deluges and 

pestilences, and in many other ways.” In fact, the main topic of the Critias was to be the story of 

Atlantis, a “great and wonderful empire” that was defeated by Athens, after which both were de-

stroyed by a great earthquake, tsunami, and flood, thus causing Atlantis to disappear under the 

sea. 

 Not only have such catastrophes occurred in the past, according to Plato, but they will 

also happen in the future. As the Egyptian priest tells Solon in the Timaeus, “there have been and 

there will be many and diverse destructions of mankind.” This idea was subsequently elaborated 

by Plato’s student Aristotle, who suggested the possibility of “cyclic floods” that destroy whole 

populations and which may be associated with the so-called Great Year, which Plato referred to 

as the “perfect year.” The idea is that just as a month occurs when the moon completes its orbit 

around Earth (the word “month” being etymologically related to “moon”), and just as a year oc-

curs when the sun completes its orbit around our planet (on a geocentric model of the solar sys-

tem), so too is there a “great” or “perfect” year that occurs whenever the sun, moon, and six oth-

er stars or planets end up in perfect alignment relative to Earth, which was thought to happen 

every 36,000 years.  The completion of each cosmic cycle then triggers cataclysmic floods that 23

wipe out previous civilizations, leaving only a few survivors. Aristotle thus believed that 

proverbs and aphorisms popular during his time were bits of wisdom from people who lived pri-

or to the last catastrophe. Writing in the Metaphysics, he asserts that certain “inspired saying[s] 

… have been preserved as a relic of former knowledge,” most of which was lost and therefore 

must be rediscovered. 

CYCLES OF BOOM AND BUST 

 Many other mythological systems reference worldwide disasters as part of their creation 

narratives. As the Egyptologist Geraldine Pinch writes, a common theme across mythological 

systems is God or the gods destroying “the unsatisfactory part of humanity”—i.e., cleansing the 

world of evil races—resulting in “several attempts at creating people before they are satisfied.”  24
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An example comes from the ancient Egyptian Book of the Heavenly Cow, which explains how 

Ra, the god who created the world, found humanity plotting against him. After consulting other 

gods about what to do, he decides to punish humanity, delegating this task to Hathor, the goddess 

of the sun. On the first day, Hathor slaughters many people in the desert, stating that she has 

“overpowered humanity and it was sweet to my heart.”  She plans to continue the attack the fol25 -

lowing day, but for reasons that are unclear Ra changes his mind and tricks Hathor into forgetting 

about the mission by getting her drunk. Consequently, humanity survives. Another example out-

side the Western tradition proper comes from the elaborate creation narrative of the Mesoameri-

can Aztecs (1300-1521). This involves four worlds, or “Suns,” being created and destroyed prior 

to the emergence of current humanity. In each case, the humans who existed were annihilated: 

first by jaguars (First Sun), then by fierce winds of a hurricane (Second Sun), a fiery rain that 

transformed everyone into turkeys, butterflies, and dogs (Third Sun), and a great deluge (Fourth 

Sun), which two people survive (Tata and Nene) but are turned into dogs by the gods who cut off 

their heads and, rather humorously, attach them to their buttocks. The gods then recreate the orig-

inal humans in the Fifth Sun, which is maintained through ritualistic human sacrifice. The 

mythologies of the Hopi and Navajo peoples, who lived around the Four Corners region of the 

United States, specify similar episodes of annihilation and creation, and the same basic pattern of 

creation and recreation is found in the “Five Ages of Man” adumbrated by the poet Hesiod (750-

650 BCE) in his Works and Days (c. 700 BCE). 

 Other non-Western religious systems like Hinduism and Buddhism identify periods of 

decline as part of a larger eschatological cycle in which the cosmos oscillates between periods of 

renovation/growth and deterioration/decline. In Buddhism, for example, cosmic cycles are re-

ferred to as “great eons,” each of which consists of four phases, or “incalculable eons.” The first 

leads to the destruction of the entire universe and is associated with immorality, sickness, epi-

demics, famines, and wars. The universe then stagnates in a state of nonmanifestation until it 

“gradually comes back into being” during the third, which ushers in the final phase of cosmic 

existence.  However, the cosmos is never completely destroyed: some living beings survive and 26

are reborn into the world once it becomes manifest again. 
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Returning to our focus on the West, one finds similarly cyclical accounts among the an-

cient Greeks. For example, the Presocratic poet Xenophanes of Colophon (c. 570-478 BCE) 

posited that the world alternates between two extremes: wetness/water and dryness/Earth. When 

the first occurs, the oceans submerge all the land, turning it into mud and causing everyone alive 

at the time to perish. But when dryness dominates, humanity and other living creatures reappear. 

Our disappearance is thus complete but temporary. An isomorphic model was proposed by the 

poet-sage and vegetarian Empedocles (c. 494-434 BCE). In his poem On Nature, of which only 

fragments remain, he identifies the two extremes as corresponding to Love and Strife, the cosmic 

personifications of attraction/combination and repulsion/separation. “By turns,” he wrote, “they 

dominate while the time revolves.” In the case of Love, everything is fused into an undifferenti-

ated mass and no life is possible; in the case of Strife, everything is pulled apart and, once again, 

life becomes impossible. It is, on one interpretation, during the transition between Love and 

Strife, Strife and Love, that living creatures emerge (through a form of natural selection).  As 27

Empedocles wrote: 

A twofold tale I shall tell: at one time it grew to be one only from many, and at 

another again it divided to be many from one. There is a double birth of what is 

mortal, and a double passing away; for the uniting of all things brings one genera-

tion into being and destroys it, and the other is reared and scattered as they are 

again being divided. And these things never cease their continuous exchange of 

position, at one time all coming together into one through Love, at another again 

being borne away from each other by Strife’s repulsion.  28

Yet another example comes from the Stoics of the Hellenistic period (323-31 BCE), who pro-

posed a cosmological theory involving ekpyrosis, whereby the cosmos is periodically consumed 

and purified by a great conflagration—an idea that the earlier (non-Stoic) philosopher Heraclitus 

may have also accepted.  However, once the purification-by-fire event has occurred, the cosmos 29

starts over again, with all things occurring exactly as they did before. The same tape of history 

plays over and over, on an infinite loop. As Chrysippus of Soli, an ancient Greek Stoic from the 
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third century BCE, wrote in his treatise On Providence, “it is evidently not impossible that we 

too, after our death, will return to the shape we are now, when certain periods of time have 

elapsed.”  The German philologist Friedrich Nietzsche would later popularize this model as the 30

“eternal return” (or “eternal recurrence”).  31

 The notion that the fundamental structure of time takes the shape of a circle (rather than a 

line) has, in fact, been the default diachronic model of cosmic evolution throughout much of his-

tory, captured most memorably by the Egyptian image of the Ouroboros, a snake eating its own 

tail, which “signified the capacity of the universe to perpetually renew itself, so that every end 

could also be a beginning.”  There were, to be sure, linear narratives as well, but these were typ32 -

ically enfolded within larger cycles that stretch infinitely, or at least interminably, into the past 

and future. Consider the ancient Egyptian Coffin Texts (2100 BCE) and Book of the Dead (1550 

BCE), which indicate that, as the creator-god Atum declares in the latter, “in the end I will de-

stroy everything that I have created; the Earth will become again part of the Primeval Ocean, like 

the abyss of waters in their original state.” Yet this state, when only Atum and Osiris exist, will 

be followed by a period of renewal and rebirth. The world begins again. Another example is the 

eschatology of Norse mythology, which originated from the North Germanic peoples (Scandina-

vians) in the 9th century CE. Our world is prophesied to end through a series of bloody battles, a 

worldwide flood (the land sinking into the sea), and a massive conflagration that engulfs the 

planet. This is called Ragnarök, meaning “final Fate of the Gods.” Several gods will perish in 

this disaster, including the thunder-and-lightening deity who wields a hammer and protects Earth, 

Thor. The whole human population will also be annihilated except for two lone survivors: a man 

named Lif (meaning “life”) and a woman named Lifthrasir (meaning “lover of life”), who then 

repopulate the planet. Hence, Ragnarök initially looks like a linear tale of future destruction, at 

which point the world ends, but in fact this is part of a larger undulation of renewal and rebirth, 

whereby the earth emerges from the waters that have covered it, humanity begins anew from a 

single couple, and another generation of gods arises.  33

LINEAR TIME 
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 A genuinely linear view of time—as consisting of a definite beginning and definite end of 

the world—was thus a novel innovation that, as such, deviated from the older view of time as a 

loop by replacing it with an arrow. According to Norman Cohn, this radical new idea originated 

with the ancient Persians, exemplified by the cosmogony and eschatology of Zoroastrianism, a 

monotheistic religion founded by the prophet Zoroaster (or Zarathustra), who may have lived 

during the 10th century BCE.  On this account, cosmic history will culminate with the appear34 -

ance of a virgin-born messiah (the Saoshyant), an Armageddon-like battle, a bodily resurrection 

of the dead, and a final judgment of humanity by God (Ahura Mazda). The striking parallels be-

tween the Zoroastrian tradition and later Christian and Islamic narratives of the world’s end 

might not be coincidental : the storyline motifs of the former may have been picked up by the 35

Jewish people during the Second Temple period, when for roughly two centuries Israel was sub-

ject to the Persian Empire, and subsequently transferred to the other Abrahamic faiths.  Hence, 36

Christians anticipate the Second Coming of Christ, Armageddon, one or more resurrections of 

the dead, and a final judgment, and both the Sunni and Shi’ite branches of Islam accept a similar 

sequence of end-times events. Some Sunnis, for instance, anticipate a messianic figure named the 

“Mahdi” appearing as the Last Hour approaches, who will then lead an army of Muslims into 

battle against the Romans (often interpreted today as the West) near a small town in northern 

Syria named Dabiq, about an hour drive north of Aleppo.  This is the Islamic version of Ar37 -

mageddon, known as Al-Malhama Al-Kubra. Once victorious over the Romans, Jesus will de-

scend to Earth above the White Minaret of the Umayyad Mosque in Damascus (an actual 

mosque, one of the oldest in the world) and defeat the Antichrist, or Dajjāl, after which various 

supernatural happenings will take place, such as the sun rising from the West. The eschaton will 

then culminate with a bodily resurrection of the dead and final judgment of humanity.  38

 In all these narratives, the end of the world coincides with a series of devastating calami-

ties, natural and supernatural disasters, wars, and the like. Al-Malhama Al-Kubra is described as 

being “a fight the like of which would not be seen, so much so that even if a bird were to pass 

their flanks, it would fall down dead before reaching the end of them,” according to the Sahih 

Muslim hadith collection. A verse in the Book of Revelation similarly foretells so much violence 
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that blood “rises as high as the horses’ bridles for a distance of 1,600 stadia,” or roughly 180 

miles (Revelation 14:20). 

TYPES OF TRANSCENDENTAL EXTINCTION 

 But the notions of the end of the world, eschaton, apocalypse, Last Hour, etc. within these 

traditions are fundamentally at odds with the idea of human extinction in the naturalistic sense. 

One ushers in the final phase of cosmic history—eternal life with God, heaven on Earth—while 

the other entails that, like the dinosaurs and dodo, humanity no longer exists. One inaugurates a 

new beginning to our story, while the other marks its conclusion.  In all of these cases, then, our 39

species is ultimately destined to survive rather than fated to die out. 

This being said, there was a kind of human extinction, or quasi-extinction, that people in 

the ancient world and Christians from the Middle Ages up to the present accepted, namely, what 

I earlier called transcendental extinction, which is what the battles of Armageddon and Al-Mal-

hama Al-Kubra precede in their respective narratives. Let’s explore this idea for a moment. We 

can recognize at least three versions of transcendental extinction during this early period, based 

on different interpretations of personal eschatology, some of which remain common among reli-

gious believers today. (i) We survive our physical deaths as purely spiritual beings, i.e., disem-

bodied souls; (ii) at the end of time, our souls are reunited with their physical bodies, which are 

metaphysically enhanced versions of our current bodies; and (iii) at the end of time, our souls are 

reunited with their physical bodies, which are nearly identical to those we now have. The first 

was accepted by many ancient Greeks, who anticipated the soul leaving the body at the moment 

of death to enter the Underworld, known as Hades, where it would encounter a “grim, joyless 

and tedious existence … , with no particular suffering but no pleasure either.”  The notion that 40

we enter the afterlife as pure souls may also be the most common view among the average Chris-

tian believer today, despite this being theologically erroneous. As the Jesuit priest John Sachs 

writes, 
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I suspect that the average Christian thinks of the soul as the real self, a self that is 

non-bodily, immaterial, and therefore immortal. The body tends to be viewed 

more as a dwelling place of this soul-self, and a temporary one at that, for at death 

the soul is separated from the body and enters eternal reward or punishment.  41

This finds expression in statements like, “If you don’t confess your sins, your eternal soul may 

be in danger,” and perhaps reports of near-death experiences in which people remember floating 

to the gates of heaven to be judged by Jesus.  42

With respect to the second possibility, whereby our souls are reunited with metaphysical-

ly enhanced bodies, this was espoused by many in the early first millennium, and has become the 

orthodox view within doctrinal Christianity today (despite the average Christian often thinking 

otherwise). Indeed, one finds general agreement about the idea in the lineage from the bishop 

Saint Irenaeus through Tertullian, Saint Jerome, and Saint Augustine, all of whom saw resurrec-

tion as involving “the reconstitution and glorious transformation of the present mortal body, a 

transformation involving ‘enhancement of what is, not metamorphosis into what is not.’”  In 43

other words, our future bodies will be made of flesh, just as they are now, but altered in signifi-

cant ways by, for example, becoming immortal, glorified, powerful, and spiritual. As M. E. Dahl 

put it in his 1962 book The Resurrection of the Body, “the resurrection body is this body restored 

and improved in a miraculous manner.”   44

 Other notable early Christians proposed slightly different accounts, such as Origen of 

Alexandra, described by one theologian as “undoubtedly the greatest genius the early church 

ever produced.”  Origen placed great emphasis on the Apostle Paul’s claims that the bodies we 45

inhabit after the end of history will be “spiritual” in nature. Consider Paul’s declaration in 1 

Corinthians 6:17 that “whoever is united with the Lord is one with him in spirit.” In verses 

44-49, Paul adds that we are given “a natural body” in life that will ultimately be “raised a spiri-

tual body.” He continued: 

If there is a natural body, there is also a spiritual body. So it is written: “The first 

man Adam became a living being”; the last Adam, a life-giving spirit. The spiritu-
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al did not come first, but the natural, and after that the spiritual. The first man was 

of the dust of the earth; the second man is of heaven. As was the earthly man, so 

are those who are of the earth; and as is the heavenly man, so also are those who 

are of heaven. And just as we have borne the image of the earthly man, so shall 

we bear the image of the heavenly man. 

Origen took such passages as conveying the idea that “the transformation of the person from the 

state of being a mere soul to a higher state through union with God and becoming ‘one spirit’ 

with the Lord.”  However, this “spiritualized” conception of bodily resurrection sounded to 46

some at the time, as well as patristic figures who came later, “dangerously close to the Platonist 

hope for an immortality simply of the soul, or to a Gnostic devaluation of the material cosmos.”  47

Consequently, Origen’s views were condemned by the influential Second Council of Constan-

tinople, which was subsequently accepted by both the Catholic and Eastern Orthodox churches. 

 Finally, with respect to the third possibility, there were apparently some Christians during 

the early first millennium who understood “the resurrection body as exactly the same as our 

earthly one, except that it will be immortal.”  Saint Methodius, for example, argued in his 48

treaties On the Resurrection that “the risen body will not simply retain the continuing metaphysi-

cal ‘form,’ or eidos, that gives the present body continuity and identity amid the flux of material 

life, as Origen had suggested, but will be the same, in appearance and in material components, as 

the body we now possess.”  Saint Epiphanius defended the same idea, writing in Panarion that 49

“the soulish body and the spiritual body are the same.” Yet both Methodius and Epiphanius held 

that this new body, even if comprised of the very same material components that it had before 

being resurrected, will be immune to death. 

 In each of these cases, the outcome could be described as a kind of “extinction,” albeit 

one in which the essence of humanity endures into the afterlife. That is to say, once the final res-

urrection has occurred at the end of time, Homo sapiens will no longer exist as it was, with all its 

particular bio-physical features, but will instead be replaced by a new and different kind of 

“species.” Even with the third possibility, the fact that our resurrected bodies will be immortal 

implies a fundamental transformation of our current state, perhaps analogous to the attainment of 
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naturalistic immortality via radical life-extension technologies, as anticipated by contemporary 

transhumanists. Indeed, some transhumanists have argued that immortality is sufficient for one to 

become “posthuman,” that is, a species that is categorically distinct from Homo sapiens, and 

hence on this often-cited definition within the philosophical literature the possibility of (iii) 

would entail that Homo sapiens no longer exists.  Either way, since transcendental extinction 50

constitutes a form of non-naturalistic extinction, it differs fundamentally from the idea that inter-

ests us here, which involves termination rather than transformation, a final end rather than a new 

beginning.  To believe in transcendental extinction is thus to believe that naturalistic extinction 51

cannot happen; the former excludes the latter from the space of future human possibility. 

EXCEPTIONS TO THE RULE (OF INDESTRUCTIBILITY)? 

 Similar conclusions about our fundamental imperishability also apply to the cyclical 

cosmologies noted earlier. The turning of cosmic cycles never completely extinguishes the hu-

man realm, or if humanity does disappear entirely we will always reemerge at some later point. 

With respect to the flood myths, it is unclear whether there was ever any real danger of humanity 

disappearing entirely or forever. As mentioned in chapter 1, the Book of Genesis describes hu-

manity as the center of creation, the only beings fashioned in the image or likeness of God. One 

might interpret this as meaning that we are ineradicable fixtures of the world, and hence that—if 

you will—Noah wasn’t merely saved because he was righteous but, given God’s plan for the 

cosmos, was righteous so that he could be saved. However, I do not want to push this point too 

hard, and indeed one could make a case that some early flood myths actually did at least gesture 

at our disappearance being both complete and permanent. For example, after Enlil discovers Ut-

napishtim’s boat once the flood has subsided, he becomes “furious” and “filled with rage,” de-

claring: “Where did a living being escape? No man was to survive the annihilation!”  Even in 52

the Noachian account, God at one point states that his aim is to “destroy all life under the heav-

ens,” although this verse appears in the very same paragraph of Genesis in which God tells Noah 

how to survive the disaster. 
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There are other possible exceptions during this early period to the idea that humanity is a 

permanent feature of the universe—or, if our disappearance can happen, it will only ever be tem-

porary. Consider the ancient Greek atomists, who held that everything in the universe is com-

prised of “atoms” (literally, “uncuttable” or “indivisible”). Too small to see with the naked eye, 

they collide with each other while moving about the void, sometimes sticking together due to 

hooks and barbs on their surface. All macroscopic objects are the result of different configura-

tions of atoms: one configuration yields a tree, another the moon, and yet another the human or-

ganism.  Cosmologically, the atomists believed space and time to be infinite, like the number of 53

atoms, and consequently an endless series of worlds, or kosmoi, consisting of an earth, planets, 

and the fixed stars, are formed through the random interaction of these particles.  As Hippolytus 54

of Rome (c. 170-235) describes the idea in his Refutation of All Heresies, Democritus (c. 

460-370), who founded the atomist school along with his teacher Leucippus, maintains that 

in some [kosmoi] there is neither sun nor moon, while in others that they are larg-

er than with us, and with others more numerous. And that [some] attain their full 

size, while others dwindle away and that in one quarter they are coming into exis-

tence, whilst in another they are failing; and that they are destroyed by clashing 

one with another.  55

On this view, the ultimate destiny of all kosmoi is complete dissolution. Hence, it is only a matter 

of time before our own world disappears and, along with it, humanity. While there is no record of 

any atomist philosopher ever writing the sentence, “The entire population of human beings on 

Earth will someday die out,” this is a straightforward implication of their cosmological theory. 

However, this theory also implies that another world exactly like ours will eventually form 

somewhere, sometime, within the infinite corridors of space and time, and hence the disappear-

ance of humanity will always be spatiotemporally localized: in the grand scheme of things we, 

along with every other type of creature, are indestructible. What makes this cosmology unique is 

that the growth and collapse of the world is not part of a serial sequence of evolutionary repeti-

tions, as with the other cyclical models discussed above. It is not our kosmos that perishes and 
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reappears, the same balloon expanding and contracting, so to speak. Rather, it is a causally un-

connected world, perhaps located in some distant region of the infinite void. 

 Finally, it is also worth noting that one finds occasional references in the ancient literature 

to there never having been any humans, in past participle form. This is very similar to the idea of 

human extinction, except backward-looking rather than forward-looking. Consider, for example, 

the following passage from the second tractate in Seder Moed (of the Babylonian Talmud), titled 

Eruvin, in which two schools of early-first-millennium-CE Jewish thought, namely, the schools 

of Beit Shammai and Beit Hillel, disagreed about which is better: the existence or non-existence 

of humanity. To quote the passage in full: 

The Sages taught the following baraita: For two and a half years, Beit Shammai 

and Beit Hillel disagreed. These say: It would have been preferable had man not 

been created than to have been created. And those said: It is preferable for man to 

have been created than had he not been created. Ultimately, they were counted 

and concluded: It would have been preferable had man not been created than to 

have been created. However, now that he has been created, he should examine his 

actions that he has performed and seek to correct them. And some say: He should 

scrutinize his planned actions and evaluate whether or not and in what manner 

those actions should be performed, so that he will not sin.  56

Similarly, the Book of Genesis includes a curious passage in which God, after surveying the 

wickedness of humanity before deciding to send a flood, says he “regretted that he had made 

human beings on the earth.” This suggests that God wished we had never existed at all, which is, 

once again, close to human extinction in that it would involve a state or condition in which we do 

not exist, but different in that extinction can only happen to something that actually has 

existed.  We will revisit this distinction in chapter 10. For now, it is intriguing to note that, even 57

if our complete disappearance in the future might have been difficult to imagine at the time, 

some did entertain the idea of a universe that never contained us in the first place. 
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FISHES THAT HAVE WINGS 

 So far I have aimed to show that many people before the Common Era envisioned global 

catastrophes, cosmic annihilation, and apocalyptic disasters. Some of these were past happenings 

(the flood), others are past and future events (associated with cosmic cycles), while still others 

are anticipated future occurrences (linked to linear eschatological narratives). In most cases, hu-

manity never fully disappears, and perhaps was never really at risk of disappearing, despite pop-

ulation bottlenecks that brought us a couple people shy of extinction. In other cases, humanity 

does disappear entirely, but this is only a temporary rather than permanent state, and hence it 

constitutes a kind of minimal extinction (whereby there are, at some moment, a total of zero peo-

ple in the universe).  We also saw how some people imagined the universe without us having 58

ever existed, concluding that this would have been better, and how some in the opening centuries 

of the Common Era accepted a picture of humanity’s future in which we undergo transcendental 

extinction at the end of time, an idea that became central to the Christian faith. But transcenden-

tal extinction, I noted, is fundamentally incompatible with extinction in the naturalistic sense, 

and thus if one accepts the former one cannot accept the latter. 

 Turning from this colorful mosaic of ideas, beliefs, and speculations to the ~1,500-year 

period during which naturalistic extinction in even its most minimal sense became almost univer-

sally unthinkable to people in the West, let’s begin with what the Great Chain of Being is, when 

it emerged, and how it collapsed, and then examine the historical origins of the ontological and 

eschatological theses. According to Arthur Lovejoy’s magisterial 1936 book The Great Chain of 

Being, the Great Chain can be decomposed into three main ingredients: (1) the principle of pleni-

tude, which originated with Plato and asserts that there are no unrealized possibilities in the uni-

verse. If something can exist, it will exist, meaning that the world is exhaustively “full” of every 

kind of thing. (2) The principle of continuity, which arose from Aristotle’s philosophy and claims 

that “the qualitative differences of things must … constitute linear or continuous series.” This 

gave rise to the idea that all animals can be arranged into a linear hierarchy, or a scala naturae 

(“ladder of being”), based on excellence or perfection.  And (3) the principle of unilinear grada59 -

tion, also from Aristotle, which corresponds to the idea that “living beings are linked to one an-
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other by regularly graduated affinities,” these being infinitesimally small.  Putting these ingredi60 -

ents together: if something can occupy the space between two other kinds of things, then it will 

occupy that space; there are no gaps, only a continuous sequence of minute gradations from top 

to bottom.  61

However peculiar this idea may seem to us today, it was profoundly influential for more 

than a millennium of Western history, having been first articulated in full by Neoplatonists like 

Plotinus in the third century CE. As Lovejoy details, one finds expressions of the Great Chain in 

the writings of many philosophers across time, as when John Locke wrote in his 1689 Essay 

Concerning Human Understanding that 

in all the visible corporeal world we see no chasms or gaps, and a continued series 

that in each remove differ very little one from the other. There are fishes that have 

wings and are not strangers to the airy region, and there are some birds that are 

inhabitants of the water, whose blood is as cold as fishes. 

“Amphibious animals,” he continued, “link the terrestrial and aquatic together … not to mention 

what is confidently reported of mermaids or sea-men.”  Indeed, one could more or less deduce 62

the existence of mermaids and sea-men from the underlying principles of the Great Chain model: 

if there appears to be a gap, something must fill it—so why doubt the veracity of such reports? 

Others identified bats as “intermediate between animals that live on the ground and animals that 

fly,” and believed that “zoophytes” like the “Vegetable Lamb of Tartary,” a plant with sheep as 

fruit, connect the animal and plant realms.  63
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Figure 4. The Vegetable Lamb of Tartary, a zoophyte that some believed grew in Central Asia. 

The key idea for our purposes is that because the Great Chain was taken to be an im-

mutable and complete hierarchical ordering of everything that exists, it precluded the possibility 

of anything ceasing to exist entirely, including species.  As the English poet Alexander Pope 64

famously wrote in his enormously influential 1733/34 poem An Essay on Man : 65

Vast chain of being! which from God began, 

Natures aethereal, human, angel, man, 

Beast, bird, fish, insect, what no eye can see, 

No glass can reach; from Infinite to thee, 

From thee to nothing.—On superior pow’rs 

Were we to press, inferior might on ours; 

Or in the full creation leave a void, 

Where, one step broken, the great scale’s destroy’d; 
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From Nature’s chain whatever link you strike, 

Tenth or ten thousandth, breaks the chain alike. 

Notice the eighth line, in particular: “Where, one step broken, the great scale’s destroy’d.” The 

reasoning behind this could be reconstructed as follows: 

(p1) The immutability and completeness of the Great Chain testifies to God’s ab-

solute perfection. 

(p2) The loss of a single step in the ladder would cause the entire system to col-

lapse. 

(p3) If the entire system were to collapse, then God wouldn’t be perfect.  66

(p4) But God is perfect. 

(c) Therefore, no step in the ladder can be lost. 

Broken chains are metaphysically impossible, and hence so is extinction.  67

A MAMMOTH DISCOVERY 

 The Great Chain dominated Western thought about the fundamental structure of reality 

from the Middle Ages to the early nineteenth century. It is difficult to overstate the influence of 

this model: it shaped philosophy, theology, and (what we would now call) science in profound 

ways; it provided the bedrock, largely unquestioned, but always there, of the Western worldview 

for generations. 

Yet the implication that extinction is impossible, that this would undermine the perfection 

of God and hence cannot occur, was increasingly at odds with a growing collection of fossilized 

bones that did not match any known living creatures. People had known about fossils for millen-

nia, of course; they jut out of cliffs, wash up on beaches, and are sometimes exposed by heavy 

rains. As the folklorist Adrienne Mayor observes, “the ancients collected, measured, displayed, 

and pondered the bones of extinct beasts, and they recorded their discoveries and imaginative 
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interpretations of the fossil remains in numerous writings that survive today.”  Indeed, Xeno68 -

phanes’s cyclical cosmology of water/dryness was inspired by the discovery of fossilized marine 

organisms on Malta (a Mediterranean island south of Italy), which led him to infer was once 

submerged under water. The archaeologist Karl Taube notes that the Aztecs might have believed 

that the fossilized remains of mammoths belong to the ancient race of giants who lived during 

the First Sun.  Some anthropologists have even argued that fossils may have been “prized pos69 -

sessions” among Neanderthals, as they have been found alongside artifacts created by these 

Pleistocene-epoch humans. 

 But a number of fossil discoveries in North America, Siberia, and elsewhere during the 

eighteenth century added urgency to the question of extinction.  To preserve the integrity of the 70

Great Chain, Christian naturalists proposed a range of imaginative hypotheses to explain-away 

these peculiar formations. Some argued they were remnants of the Noachian flood, while others 

suggested that they mysteriously fell from the sky. The Welsh polymath Edward Lhuyd, in 1713, 

proposed that they had “originated from seeds that somehow grew within the rocks and thus 

mimicked living structures,” while John Ray conjectured that they belong to species still alive in 

unknown regions of the world.  The latter view was accepted by the scientifically minded 71

Thomas Jefferson, who believed that mastodon bones unearthed in North America belong to 

creatures still roaming parts of the continent, references to which are found in “the traditionary 

testimony of the Indians.”  To prove this true, he instructed Meriwether Lewis and William 72

Clark to collect evidence of the mastodon during their expedition to the Pacific Coast, writing to 

them in 1803: “Other objects worthy of notice will be … the remains & accounts of any which 

may be deemed rare or extinct.”  73

 A few philosophers prior to the nineteenth century did accept the reality of extinction. For 

example, according to Mayor, the Roman poet Lucretius (c. 99-55 BCE) “provided the clearest 

expression of extinction and ‘survival of the fittest’ in ancient literature,” as when Lucretius 

wrote in On the Nature of Things that certain species incapable of protecting themselves have 

died out.  “It was open season on those brutes,” he wrote, “Until Nature finally drove their 74

species to extinction.”  Seventeen centuries later, Robert Hooke—the “English Leonardo da 75

Vinci”—claimed in a posthumously published treatise that “diverse Species of things” in the past 
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have been “wholly destroyed and annihilated,” citing the Platonic legend of Atlantis as evidence 

of violent earthquakes causing entire islands to disappear.  Others at the time, while rejecting 76

the idea that extinctions can occur naturally, began warming to the idea that this might be possi-

ble if caused by humans, as this was seen as compatible with God having created a flawless nat-

ural order.  The problem was not God but human action enabled by free will, which has corrupt77 -

ed this order by knocking out steps in an otherwise infrangible hierarchy. Still others, such as the 

French Enlightenment philosophe Denis Diderot—once a theist, deist, pantheist, and eventually 

an atheist—argued in 1769 that species, including humanity, can indeed go extinct.  But chan78 -

neling the principle of plenitude, he immediately added that “the whole cycle of life [would be-

gin] anew,” including “man, but not as he is. First, a certain something; then another certain 

something; and then, after several hundreds of millions of years and so many more certain some-

things, the bipedal animal who has the name of man.”  (The most extreme cases came from 79

those who applied the principle more cosmically, arguing that even if humanity were to disappear 

on Earth, rational beings just like us would continue to exist somewhere in the universe, on one 

or another distant exoplanet. See chapter 8 for discussion.) On the whole, however, the notion of 

human extinction was dismissed or rejected, with rare exceptions like these. 

 This situation changed dramatically following the groundbreaking late-century work of 

Georges Cuvier, a French zoologist who was considered to be among the greatest minds of his 

generation (now known as the “Founding Father of Paleontology”). In a 1796 lecture, Cuvier 

presented research demonstrating beyond a reasonable doubt that elephantine bones found in 

North America and Siberia belong to species no longer present: the mammoth and mastodon, the 

latter of which he named in 1817. By 1800, he had identified 23 species that had apparently gone 

extinct, from which he extrapolated that many more must be buried in the stratigraphic graveyard 

of Earth, yet to be discovered.  Twelve years later, he proposed a novel classificatory system 80

that organized the Animal Kingdom into four fundamentally different types, or embranchements, 

thus further breaking the linear Chain of Being, as this organized species based on “similarities 

in their internal structure, not on an ordered ranking of their external characters.”  Although 81

remnants of the Great Chain persisted for several decades—and indeed, its influence has persist-

ed into recent times, to the frustration of evolutionary biologists —Cuvier more or less single-82
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handedly established that extinction is a genuine feature of biological history, something that has 

occurred naturally, perhaps many times, and in doing so he dealt a profound blow to the Great 

Chain, especially its underlying principle of plenitude. Consequently, by the 1830s, the scientific 

community largely came to agree that the Great Chain no longer represents the fundamental 

structure of reality.  To underline this point, the collapse of the Great Chain was arguably among 83

the most significant intellectual developments of the past several decades, and swung open the 

door for subsequent breakthroughs like Darwin’s theory of evolution, in which extinction figured 

prominently (see the next chapter). 

ORIGINS OF THE OTHER CLUSTER OF IDEAS 

 The dissolution of the Great Chain thus played a crucial role in making human extinction 

conceivable, yet it is only part of the story. If biological species can go extinct, but humanity is 

not a biological species in the same sense that, for example, the mammoths and mastodons are, 

then our extinction might still be impossible. This brings us to the ontological and eschatological 

theses. Recall that the first holds that we are embedded within but fundamentally separate from 

the natural world by virtue of our immortal souls. That is, we are physical and spiritual beings, 

and thus differ metaphysically from all other creatures in kind rather than degree. Unlike them, 

life does not end when the physical body dies. The second claims that God’s grand plan for the 

universe—for Good to triumph over Evil, for the scales of cosmic justice to be balanced—cannot 

unfold without us, which also implies our indestructibility. These are individually sufficient to 

block the idea of extinction, although they were mostly bundled up together within the Christian 

worldview, along with the Great Chain model of reality (until the Great Chain collapsed in the 

early nineteenth century). 

The notion of soul immortality was not originally part of the emerging Christian faith at 

the start of the first millennium. The early authors of the New Testament, for example, held a 

view closer to physicalism (also known as materialism) than dualism, following the earlier He-

braic tradition, which said little about the nature of persons or the question of personal eschatol-

ogy. The conception of human beings as spiritually immortal came from Platonic philosophy, and 
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was incorporated into Christianity as the faith spread across the Mediterranean region. By the 

fourth century, this Platonic idea had become fairly well-established within the Christian com-

munity, as exemplified by the theological writings of Saint Augustine, who was himself express-

ly influenced by the “books of the Platonists,” a reference to the Neoplatonists.  With respect to 84

cosmic eschatology, the view of cosmic history as a linear sequence of events, beginning with 

the world’s creation and culminating with an apocalyptic transformation of humanity at the end 

of time, probably originated not with the ancient Greeks but further east with the ancient Per-

sians, as previously noted. It was the Zoroastrian faith, in particular, that codified the linear view 

of time into a religio-eschatological format, thus providing—many scholars have argued—a sort 

of narrative template for the eschatology of Christianity. As mentioned above, the parallels be-

tween Christian (and Islamic) eschatology and that of Zoroastrianism are striking, and we know 

that the ancient Jewish peoples came into contact with Persian culture during the Babylonian Ex-

ile (this may be where they also got the idea of monotheism). 

 Let’s pause for a moment on the implications of this picture. If correct, it means that two 

historical figures may have been disproportionately responsible for the idea of human extinction 

being occluded from collective view for a huge chunk of Western history. On the one hand, Plato 

introduced the principle of plenitude and established the doctrine of soul immortality through his 

influential writings, which thus gave rise to two reasons that naturalistic human extinction is im-

possible: (i) because extinction of any sort is impossible (principle of plenitude), and (ii) because 

our extinction could never happen (soul immortality). On the other hand, the Zoroastrian faith 

was supposedly founded by Zoroaster, which if true means the eschatological thesis can be 

traced back to him (via the Jewish people). Hence, rather astonishingly, one could make a plausi-

ble case that the respective philosophical and religious legacies of these two individuals shaped 

beliefs about the nature and future of humanity, and the fundamental structure of reality, that for 

so long rendered our extinction an unintelligible impossibility, a concept on par with married 

bachelors and circles with corners. Within the history of the idea of human extinction, Plato and 

Zoroaster are thus among the most significant figures, as they articulated views that led genera-

tions of people in the West to believe that our complete disappearance in the universe is funda-

mentally impossible. 
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DEISM AND OTHER DEVELOPMENTS 

 These are the historical origins of the ontological and eschatological theses; but what 

about their eventual downfall? Whereas the Great Chain collapsed in the early nineteenth centu-

ry, it wasn’t until later that century that the ontological and eschatological theses significantly 

declined in influence among the intelligentsia. Since this occurred mostly during the second exis-

tential mood, we will save it for the next chapter. However, it is worth noting briefly that due to 

the rise of deism during the Enlightenment, the eschatological thesis lost at least some of its 

force even before the nineteenth century arrived. Deists generally reject special revelation, and 

since biblical prophecies are based on special revelation, many deists rejected aspects of Christ-

ian eschatology. This removed one barrier from taking seriously the idea of naturalistic extinc-

tion, although many in the eighteenth century—“the century of philosophy par excellence,” as 

D'Alembert famously declared—still held that we are spiritually immortal, and were also influ-

enced by the Great Chain model of reality and its principle of plenitude, an example being 

Diderot’s speculation above. The more definitive blow to the eschatological thesis happened 

when Christianity as a whole became seen by many, in the latter nineteenth century, as untenable. 

Again, we will return to this in the next chapter. 

 For now, it is worth registering a number of developments during this period, toward the 

end of the first existential mood, some of which anticipated ideas and discoveries that would be-

come extremely important in subsequent existential moods. First, the eighteenth and early nine-

teenth centuries witnessed many new thoughts about how natural phenomena (a) could devastate 

large portions of the globe, and (b) potentially reduce the human population to zero, although 

none of these proposed “kill mechanisms” became widely accepted by contemporaries of the 

time. Second, often linked to this, a small handful of writers—typically deists, atheists, or those 

with nontraditional religious beliefs—began to take seriously the possibility of our permanent 

extinction, to imagine the world bereft of human beings forever. After surveying some examples 

of each, we will then explore how the dominant religious worldview led the overwhelming ma-
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jority of people at the time to the conclusion that, even if natural catastrophes could devastate the 

planet, we can rest assured that humanity is safe—because we are, at bottom, indestructible. 

CATASTROPHISM, POPULATION DECLINE, AND THE LIFE CYCLE OF SPECIES 

 Let’s begin with the theory of catastrophism, which explained geological features of 

Earth as the result of large-scale, sudden catastrophes that periodically took place in the past. In 

fact, the theory’s most influential exponent was Cuvier, who referred to such catastrophes as 

révolutions and identified them with huge floods that have caused mass extinctions throughout 

Earth’s history. Of note is that Cuvier did not associate any of these floods with the biblical del-

uge: révolutions were wholly natural, and naturalistic, a point we will return to in chapter 5.  85

Even earlier, in the eighteenth century, the French Enlightenment philosopher Montesquieu 

pointed to various secular phenomena that, he argued, are responsible for the human population 

dwindling over time, until there are no more people left. This was presented in his 1721 episto-

lary novel Persian Letters, which consists of fictional missives written primarily by two Persian 

noblemen, Usbek and Rica, while visiting France. (By examining France through the eyes of a 

foreigner, Montesquieu hoped to enable readers to see their culture from a novel perspective.) In 

a letter to Usbek from his friend Rhedi, the latter reports that 

there are upon the earth hardly one tenth part of the people which there were in 

ancient times. And the astonishing thing is, that the depopulation goes on daily: if 

it continues, in ten centuries the earth will be a desert. Here, my dear Usbek, you 

have the most terrible calamity that can ever happen in the world. But we have 

scarcely perceived it, because it has stolen upon us gradually in the course of a 

great many centuries, which denotes an inward defect, a secret and hidden poison, 

a malady of declining, afflicting human nature. 

Usbek, whose views seem most closely aligned with Montesquieu’s, writes back to Rhedi that 

there have been “catastrophes, so common in history, which have destroyed whole cities and 
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kingdoms: there are general ones which many a time have brought the human race next door to 

destruction.” This includes, he says, floods like the one that reduced humanity to a single fami-

ly—Noah’s family—as well as “universal plagues which have one after the other desolated the 

earth.” In some cases, “one degree more of corruption would have destroyed, perhaps in a single 

day, the whole human race.” He further identifies famine—“the earth tired out with providing 

subsistence for men”—as another possible threat, noting that not “all destructions have … been 

violent.” However, Usbek speculates that the actual cause of the decline noted by Rhedi is the 

result of cultural practices common among Christians and Muslims that lead to people having 

fewer children. This is why “the earth is less populous than it was formerly.”  Here we have, 86

essentially, a causal explanation of how humanity could disappear that is sociological in nature. 

As David Young notes, “Montesquieu’s investigation was meant as a serious population study,” 

and this is how contemporaries read it: the total number of people on Earth is decreasing, and if 

this trend continues, the total number could eventually equal zero.  87

 A few decades later, David Hume penned a refutation of Montesquieu’s depopulation the-

sis in which he contended that Montesquieu had uncritically accepted an exaggerated estimate of 

how large the human population was in the ancient world. There was not, in fact, a much larger 

population in the past than at present, although Hume also conjectured that the human species 

may nonetheless have a “life cycle” not unlike those of its members. “There is very little ground, 

either from reason or observation, to conclude the world eternal or incorruptible,” he wrote. To 

the contrary, the evidence strongly suggests “the mortality of this fabric of the world, and its pas-

sage, by corruption or dissolution, from one state or order to another.” Consequently, Hume con-

cluded that the universe “must therefore, as well as each individual form which it contains, have 

its infancy, youth, manhood, and old age; and it is probable, that, in all these variations, man, 

equally with every animal and vegetable, will partake.”  In other words, both the universe and 88

our species may be subject to the same trajectories of growth and decline that characterize our 

individual lives. This idea—that species have life cycles just like individual organisms—has 

been made many times throughout history. Indeed, one year after Hume’s book, Diderot echoed 

it in conjecturing that “in the animal and vegetable kingdoms, an individual begins, so to speak, 

increases, lasts, withers and passes away; would it not be the same for whole species?”  Hence, 89
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the causal mechanism arises from the fact that species are naturally mortal no less than individu-

als, a theory of so-called “intrinsic” extinction that some naturalists embraced the following cen-

tury.  90

THE FIRST LAST MEN 

 Another population-decline scenario was depicted in Jean-Baptiste Cousin de Grainville’s 

1805 novel Le Dernier homme, or The Last Man. Published posthumously after de Grainville, 

who suffered from a desperate case of loneliness, committed suicide by leaping into the Canal de 

la Somme at two in the morning, the novel follows the peripatetic journey of Omegarus, who 

boards an airship to Brazil in search of the only remaining fertile woman on Earth, Syderia. Of 

note is that this infertility is natural in origin, and hence some scholars have argued that Le 

Dernier homme “extrapolates perhaps the earliest images of a secular apocalypse,” although de 

Grainville ultimately grounded his story “in the Biblical narratives of Genesis and the Apoca-

lypse told in St. John’s Revelations.”  In fact, prior to this decline in fertility, the story describes 91

another secular scenario in which human overexploitation of natural resources destroys the envi-

ronment, an idea that may have been inspired by the population theory of Thomas Malthus, 

which has left an indelible mark on the Western imagination since its introduction in 1798.  Ac92 -

cording to Malthus, the supply of food grows at an arithmetic rate whereas the human population 

increases at a geometric rate, which thus leads to an inevitable collapse of the population. How-

ever, Malthus himself did not identify the outcome as extinction, but instead predicted a “perpet-

ual oscillation between happiness and misery.”  Yet another example of the motif of Ouroboros. 93

 This theory sparked significant debate at the time, as it was widely assumed up to and 

throughout the Enlightenment that, as Montesquieu had believed, the ancient world was far more 

populous than the contemporary world.  In a polemical response to Malthus published in 1820, 94

for example, William Godwin contended that “war, pestilence, and famine” threaten catastrophic 

decreases in the human population, and hence that 

 55



for any thing [sic] that appears from the enumerations and documents hitherto col-

lected, it may be one of the first duties incumbent on the true statesman and friend 

of human kind, to prevent that diminution in the numbers of his fellow-men, 

which has been thought, by some of the profoundest enquirers [a reference to 

Montesquieu], ultimately to threaten the extinction of our species.”  95

It could, of course, be the case that war, pestilence, and famine are the result of a Malthusian cat-

astrophe, and that this could lead not just to misery but our extinction—an idea vigorously pro-

moted by some leading environmentalists in the twentieth century. But this was not Godwin’s 

view, nor was it explored by de Grainville in his tragic novel about the last couple on Earth, 

Omegarus and Syderia. As it happens, de Grainville’s novel inaugurated a literary genre known 

as the “Last Man,” which became immensely popular in the early nineteenth century, inspiring a 

large number of poems, paintings, short stories, and novels. The most well-known example, at 

least since the 1960s, is Mary Shelley’s 1826 The Last Man, which was probably influenced by 

an anonymous English translation of de Grainville’s story. In Shelley’s telling, though, the hu-

man population collapses over a few years due to a worldwide plague transmitted (non-conta-

giously) through miasma.  While the autodiegetic narration of Lionel Verney, the dystopian sto96 -

ry’s main character, does not explicitly end with the complete disappearance of humanity—after 

all, extinction precludes the possibility of any narrator noting this fact, a point made by some ear-

ly critics of the genre—Shelley strongly implied that when Verney dies, so too does the human 

species. Unlike de Grainville, Shelley did not embed her tale within a larger religio-apocalyptic 

narrative in which humanity ultimately “survives” the global pandemic. That is to say, not only 

did she specify a naturalistic etiology of extinction, but she gestured at a naturalistic outcome, 

whereby the human story simply comes to an end, without transcendental extinction initiating a 

new beginning.  97

CONVERSATIONS ABOUT COMETS 
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 A more commonly discussed natural catastrophe scenario in the eighteenth and nineteenth 

centuries involved comets. In contrast to asteroids—derogatorily dubbed the “vermin of the sky”

—humans have known about these shimmering objects for millennia, as indicated by observa-

tions recorded on ancient Chinese oracle bones used by diviners who practiced pyromancy. Often 

considered to be “omens and bearers of bad news,” comets have also triggered occasional fears 

that they could collide with Earth; as Duncan Steel writes, “the possibility of catastrophic impact 

by comets resurfaced from time to time before the modern era.”  For example, in Conversations 98

of Lord Byron (1824), the English poet Thomas Medwin recounts a conversation with Byron in 

which he pondered: “Do you imagine that, in former stages of this planet, wiser creatures than 

ourselves did not exist?,” which he found plausible given that “we are at present in the infancy of 

science.” These past creatures, Byron suggested, had been wiped out by comets colliding with 

Earth, leading him to worry that humanity could suffer the same violent fate. In perhaps the very 

first reference to what is now called a “planetary defense system” to protect Earth from these 

heavenly assassins, Byron declared: 

Who knows whether, when a comet shall approach this globe to destroy it, as it 

often has been and will be destroyed, men will not tear rocks from their founda-

tions by means of steam, and hurl mountains, as the giants are said to have done, 

against the flaming mass.  99

In other words, an annihilatory collision is all but guaranteed unless humanity uses the “power of 

steam” to catapult mountain-sized heaps of rocks at the incoming comet. Of note is that Byron 

was also among the very first of this late period to depict, in his 1816 poem Darkness, a world 

completely bereft of humanity. Unlike Shelley, a close friend of his, Byron did not specify a 

cause of our extinction, but he did paint an eerie, ominous picture of Earth having become “sea-

sonless, herbless, treeless, manless, lifeless/A lump of death—a chaos of hard clay.” However, 

the impetus of this poem wasn’t so much to foreground the possibility of extinction, but rather to 

make a rather unrelated point about the nature of human beings, using the extreme scenario of 

our collective non-existence as a way of undermining Enlightenment views of humanity (a point 
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elaborated in chapter 8). Still, Byron’s speculations and poetic imaginings—followed by Shel-

ley’s 1826 novel—mark an important moment in intellectual history: after ~1,500 years of the 

idea being completely blocked from view, some in the Western tradition were beginning to see 

human extinction as an intelligible possibility. 

 Yet another cometary scenario comes from Edgar Allan Poe’s 1839 short story “The Con-

versation of Eiros and Charmion,” in which humanity perishes due to an “irresistible, all-devour-

ing, omni-prevalent, immediate” conflagration caused by a comet passing by Earth. The comet 

extracts nitrogen from our atmosphere, leaving behind high concentrations of the combustible 

element oxygen, which subsequently ignites as “the nucleus of the destroyer” causes “a wild 

lurid light alone, visiting and penetrating all things.” The timing of this story was no coincidence, 

as Halley’s comet zipped past Earth just a few years earlier; in fact, while Edmond Halley him-

self never entertained the possibility of human extinction, he did suggest in 1694 that a cometary 

collision may have formed the Caspian Sea and been responsible for the flood myth of 

Genesis.  100

 Other natural catastrophe scenarios proposed at the time involved astrophysical phenom-

ena of a different sort. For example, Comte de Buffon, who Ernst Mayr calls “the father of all 

thought in natural history in the second half of the 18th century,” hypothesized that Earth was 

created when a comet slammed into the sun and threw off a giant fragment.  Initially in a 101

molten state, Earth has cooled over the course of some 75,000 years.  Buffon thus likened our 102

planet to a “dying ember of the sun” that will become increasingly inhospitable due to “its grad-

ual refrigeration, a reign of perpetual winter.”  Even earlier, Bernard Le Bovier de Fontenelle 103

discussed the possibility of sun spots forming a crust over the sun in his Conversations on the 

Plurality of Worlds, published in 1686.  He noted that “the ancients saw fixed stars in the sky 104

which we no longer see,” which he took as evidence that our sun could also stop shining.  This 105

idea was popularized the following century by an anonymous Italian astronomer who predicted 

that on July 18, 1816, our sun would extinguish itself, which seemed to be corroborated by 

sunspots that became increasingly visible, not just telescopically but to the naked eye, and the 

peculiar weather of 1816 that led it to be dubbed the “Year Without a Summer” (the result of, 
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unbeknownst to those at the time, the “super-colossal” eruption of Mount Tambora in Indonesia 

in 1815). This was called the Bologna prophecy. 

 A fascinating inventory of these and other doomsday proposals comes from a short article 

published on October 1, 1816, in The New Monthly Magazine. Written by an anonymous author 

going by “H” and titled “Of the End of the World,” its explicit aim is “to stop the mouths of all 

who may be disposed to make light of so serious a subject,” namely, the destruction of humanity. 

As the author opens the article, referring to the failed Bologna prophecy, “because the world was 

not destroyed on the 18th of July, we imagine that it will never be at an end, and laugh as if we 

had never been afraid.” The author proceeds to outline Buffon’s scenario, whereby “the globe is 

growing colder every day.” He further notes that sunspots are, according to some, “scoria adher-

ing to the surface of the luminary,” and that a comet collision should be expected “in three or 

four thousand years at latest.” Additional scenarios include: the moon will someday crash to 

Earth, and the earth will fall into the sun. Before this happens, though, H claims that our planet is 

drying up, and the oceans sinking. As it becomes increasingly desiccated, it will eventually catch 

fire, and “the generation now living, we shall all be burned, and our funeral pile will be kindled 

when there is no more water upon the earth—a consideration which ought to make us tremble 

now that water is become [sic] so scarce.” “Here, then, is a very rational end of the world!,” they 

write. Yet, in a passage that parallels Diderot’s plenitude-based prediction above, the author ar-

gues that Earth will once again contain water, and out of these organic molecules (or 

“zoophytes,” H states) will evolve into lobsters, lobsters into “tatoos” (i.e., armadillos), tatoos 

into apes, and eventually apes into men “who, after some more billions of centuries, will build 

cities, compose operas, and invent cosmogonies.”  106

EXISTENTIAL HERMENEUTICS 

 As this brief survey shows, people throughout the eighteenth and early nineteenth cen-

turies proposed an impressive range of creative ideas about how the world could end and/or hu-

manity be destroyed. But recall from chapter 1 that “kill mechanism” refers to a way that, I will 

now say, the collective whole of humanity could disappear based on established “scientific” 

 59



principles (theories, laws, mechanisms) rather than idiosyncratic speculations or mythological 

belief systems. Prior to the mid-nineteenth century, none of the doomsday scenarios conjured up 

by people involved causal phenomena that satisfy the above conditions. In many cases, the de-

struction of the world was specifically tied to biblical prophecy, and hence did not entail humani-

ty “dying out” or being “eliminated” in the naturalistic sense. In other cases, even if naturalistic 

extinction was imagined, there was no particularly compelling reason to believe that the associ-

ated kill mechanisms could actually kill us off, as in Poe’s account of a global conflagration 

caused by the cometary extraction of atmospheric nitrogen, which earns points for imagination 

but not credibility. (This story also directly linked the catastrophe to “the fiery and horror-in-

spired denunciations of the prophecies of the Holy Book,” and hence was part of a religio-escha-

tological narrative in which humanity ultimately persists. ) 107

Other kill mechanisms may have appeared less outlandish by virtue of being based on 

rational extrapolation from known historical disasters, as with Shelley’s global pandemic: if 

outbreaks of disease can spread across a whole continent—for example, Europe during the four-

teenth-century Black Death—why not across the entire planet? Yet, from the dominant religious 

paradigm, no catastrophe could ever bring about our extinction, since extinction is fundamentally 

impossible due at least to the ontological and eschatological theses. That is to say, even if Shelley 

herself was open to the possibility of humanity dying out, the majority of her readers would have 

understood the pandemic scenario quite differently. Still other scenarios were undermined by ad-

ditional, equally valid considerations. For example, Jérôme Lalande calculated in 1773 that the 

probability of a comet striking Earth is just 1 in 76,000, while in the early nineteenth century 

François Arago put the probability even lower at roughly 1 in 281 million. This suggests that we 

ought not worry about such a collision, even if a collision could in fact occur—i.e., scientific cal-

culations undermined any speculations that cometary collisions might pose an actual threat.  108

As Jefferson reportedly declared in 1807 after being told about the Weston meteorite that, in fact, 

exploded into fragments over Connecticut: “I would more easily believe that two Yankee profes-

sors would lie than that stones would fall from heaven.”  109110

 Here it would be useful to introduce the notion of an existential hermeneutics. Using the 

term “hermeneutics” in a more colloquial rather than technical sense—although the connection 
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to biblical studies is not entirely accidental—this denotes an interpretive framework through 

which one can assess the potential consequences and probability of catastrophic phenomena. An 

existential hermeneutics could be religious or secular to varying degrees, and the extent to which 

a particular hermeneutics is one or the other will crucially shape one’s beliefs about the riskiness 

of our world. To elaborate on an example mentioned in chapter 1, imagine that astronomers iden-

tify an asteroid barreling toward Earth, large enough to cause global-scale damage to the planet. 

Our empirical model of the world thus changes in response to this discovery. 

But there is a second, hermeneutical question: what should we make of this threat? 

Viewed through a religious hermeneutics, one might initially react with fear given the suffering 

that the collision itself would inflict—for example, to oneself and one’s family and friends. But 

beyond this, the news of impending catastrophe may be an occasion for eschatological excite-

ment, since what lies on the other side of the apocalypse is eternal life with God in paradise. Al-

though the Bible does not explicitly mention asteroidal impacts, eschatological narratives can be 

extremely elastic, able to fill, like a fluid, pretty much any container in which they are placed. 

This is partly because of the ambiguity of scriptural passages; one could easily find verses that 

appear to reference a collision, such as 2 Peter 3:10, which states that in the end “the heavens 

will disappear with a roar; the elements will be destroyed by fire, and the earth and everything 

done in it will be laid bare.” The Bible—religious believers might say—thus predicted this event 

all along, although we were unable to see this until now. In contrast, when viewed through a sec-

ular hermeneutics, one might react quite differently to the astronomical discovery: not with ex-

citement but terror and despair, since for atheists there is no redemption, no hope of an afterlife, 

when the end of the world comes. There is, in a phrase, no silver lining to the news of imminent 

extinction; the apocalypse is suffering and death, and what lies beyond it is nothing but the obliv-

ion of eternal non-existence. 

THE IMPULSE OF CELESTIAL AGENTS 

 The important point is that models of potentially dangerous phenomena must be inter-

preted, and it is this interpretation—via some existential hermeneutics—that gives rise to what I 
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will call the threat environment. Thus, the threat environment is what one gets when a particular 

world-model is filtered through an interpretive framework. When filtered through certain reli-

gious frameworks, phenomena that might otherwise, from a secular perspective, be cause for 

alarm may instead appear benign, thus resulting in radically different mappings of the threat en-

vironment in which we are embedded. Indeed, one finds many examples of this during the first 

existential mood. Isaac Newton, for instance, rejected the idea that comets dashing about our so-

lar system pose any real threat to humanity. Why? Because the laws of nature were crafted by the 

hands of an all-good, loving God; consequently, he maintained that “comets obeying them [are] 

far more likely to have beneficial effects, such as replenishing the Earth’s water supply from the 

tail during a close passage, than to bring disaster to the planet.”  Newton also thought that grav111 -

ity could cause the universe to collapse in on itself, and accumulated perturbations of the orbits 

of planets could throw the solar system into disarray. If true, these would be obvious reasons to 

worry from a secular perspective. But Newton believed that God occasionally intervenes to en-

sure that no such catastrophes occur; as he told the Scottish mathematician David Gregory in 

1694, “a continual miracle is needed to keep the Sun and the fixed stars from rushing together 

through gravity,” and this is precisely what God provides.  Hence, by looking at the universe 112

through the lens of a religious hermeneutics, Newton came to the conclusion that the threat envi-

ronment does not, in fact, include any topographical features that correspond to these phenome-

na. We—God’s beloved children—are safe. 

 Or consider the following comments from Benjamin Franklin and the British minister 

Thomas Dick, made roughly 80 years apart.  In his 1757 Poor Richard’s Almanac, Franklin 113

said the following about comets: 

Should a Comet in its Course strike the Earth it might instantly beat it to Pieces, 

or carry it off out of the Planetary System. The great Conflagration may also, by 

Means of a Comet, be easily brought about. All the Disputes between the Powers 

of Europe would be settled in a Moment; the World, to such a Fire, being no more 

than a Wasp’s Nest thrown into an Oven. But our Comfort is, the same great Pow-
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er that made the Universe, governs it by his Providence. And such terrible Cata-

strophes will not happen till ‘tis best they should.  114

Similarly, Dick argued in The Sidereal Heavens and Other Subjects Connected with Astronomy, 

published in 1840, that 

when we consider that a Wise and Almighty Ruler super-intends and directs the 

movements of all the great bodies in the universe, and the erratic motions of 

comets among the rest; and that no event can befall our world without his sov-

ereign permission and appointment, we may repose ourselves in perfect security 

that no catastrophe from the impulse of celestial agents shall ever take place but in 

unison with his will, and for the accomplishment of the plans of his universal 

providence.  115

Both passages make clear that however dangerous the world may be for us as individuals, as a 

species we exist in “perfect security.” Even if a catastrophe were to materialize, they argued, this 

wouldn’t “happen till ‘tis best [it] should” or “without [God’s] sovereign permission.”  This 116

captures, succinctly and powerfully, the essence of the existential mood that defined this period: 

humanity will not be destroyed. 

There were, we saw, some writers at this late period during the first existential mood who 

seemed not to accept this, but (a) they were very much the exception (a fact explored further in 

chapter 8), and (b) every notable example involves someone who espoused non-traditional, irre-

ligious beliefs. For example, Hume could be described as an atheist.  Godwin became an athe117 -

ist.  When writing The Last Man, Shelley took seriously the possibility of there being no divine 118

plan and that God is actively malevolent.  And Byron held various deistic, agnostic, and skepti119 -

cal views during his life, although he was also famously sympathetic with Islam and Catholi-

cism.  Hence, these aberrations aside, the overwhelming majority of people during this peri120 -

od—at times virtually everyone, going back so many centuries—would have accepted what 

Franklin so nicely termed “Comfort,” a public mood, the existential mood, that prevailed even 
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after the Great Chain was mortally wounded by Cuvier’s work on mammoths and mastodons. 

Let’s now turn to the second existential mood. 
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CHAPTER 3: ‘TILL ENTROPY DEATH DO US PART 

CARNOT, CLAUSIUS, AND KELVIN 

 The first major shift in existential moods unfolded during the 1850s. It was triggered by 

the discovery of the first widely accepted, scientifically credible kill mechanism and enabled by 

the waning influence of Christianity throughout the West, especially among the intelligentsia. 

This shift was especially traumatic to those at the time for a combination of three reasons: first, 

with the reality of species extinctions having been established by Cuvier and others in the early 

nineteenth century, secularization fostered novel conceptions of humanity that rendered the con-

cept of human extinction intelligible. That is to say, the naturalistic picture of humanity and our 

place within the biological world that emerged during this period opened up the necessary con-

ceptual space for thinking that our complete disappearance could happen at least in principle. 

Second, the identification of a means of elimination whose existence was justified by consider-

able, robust scientific evidence implied the physical—not just logical—possibility of our extinc-

tion. It turns out that our world contains at least one way that humanity could disappear forev-

er—and if it contains one kill mechanism, then might it contain more? This leads to the third rea-

son: the particular mechanism discovered arises from a nomological generalization that implies 

more than the possibility of our extinction; it implies the eventual inevitability of this outcome. 

Hence, the transition to this new existential mood wasn’t a small step-change from “couldn’t 

happen” to “could happen,” but a giant leap from “extinction is fundamentally impossible” to 

“extinction is actually inevitable” that left a permanent scar on the Western psyche, as Part II will 

examine in more detail. Let’s begin with a look at the triggering factor behind this shift, then turn 

to the broader cultural changes that constituted its enabling condition, and finally examine some 

additional developments that anticipated the second shift of existential mood in the early years of 

the Atomic Age. 

 We have seen that leading up to the middle of the nineteenth century, people proposed a 

wildly diverse range of catastrophe scenarios—even some kill mechanisms, in the technical 

sense of the term—although none were widely accepted on robust scientific grounds. This 
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changed with the founding of thermodynamics, in particular with the formulation of the Second 

Law in the very early 1850s. The origins of this law can be traced back most notably to the 

groundbreaking work of Sadi Carnot, a mechanical engineer who died in 1832 from a cholera 

epidemic at the age of 36.  In his 1824 Reflections on the Motive Power of Fire, Carnot offered 121

an analysis of heat engines, which produce work through the transfer of heat, as in the case of 

steam engines that use heat generated by burning fuels into mechanical work that can be used, 

for instance, to drive a rail vehicle forward.  Whereas the standard model of the relationship 122

between science and technology is that the former yields the latter—often referred to as the 

“fruits of science”—in this case it was technologies like the steam engine, mentioned in the 

opening paragraph of Carnot’s book, that came before the science. Carnot’s aim was to under-

stand the workings and efficiency limits of such engines, which he described as driving the ma-

chinery of an engine through the transfer of heat—considered to be a fluid called “caloric,” ac-

cording to the caloric theory of heat—from higher- to lower-temperature components, not unlike 

how water turns a waterwheel by spilling onto it from a higher to a lower position. Intriguingly, 

Carnot’s research was almost completely ignored for more than a decade after its publication—in 

fact, much of his work has been lost because it was buried with him, due to cholera being conta-

gious—it was revived by Carnot’s former classmate, Emile Clapeyron, who elaborated and car-

ried its arguments in 1834.  123

 Subsequent work by James Prescott Joule concluded that work and heat are interconvert-

ible, which presented a problem: Carnot assumed that caloric (heat) is indestructible and hence 

conserved while performing work—again, just as the amount of water remains constant while 

turning a waterwheel—while Joule’s notion of work-heat equivalence contradicted this idea. If 

heat is caloric, it cannot be converted into work; rather, it performs work by being transferred 

from hot to cold parts of a heat engine. However, Rudolf Clausius realized that one could com-

bine the framework of Carnot’s theory with Joule’s insights about energy conservation, which led 

him to propose two fundamental principles in an 1850 paper titled “On the Moving Force of 

Heat”: first, that energy, whether manifested as heat or work, remains constant (energy conserva-

tion), and second, that heat can never be transferred from a lower- to a higher-temperature body 

within the system of a self-acting cyclic machine.  These are, in rough outline, the First and 124
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Second laws of thermodynamics. Around the same time, William Thomson—who I will 

anachronistically call “Lord Kelvin,” as he joined the House of Lords much later in 1892—made 

a similar realization, publishing an 1851 paper “On the Dynamical Theory of Heat” in which he 

declared that “it is impossible for a self-acting machine, unaided by any external agency, to con-

vey heat from one body to another at a higher temperature.”  The following year, he described 125

this as a fundamental tendency in nature: “There is at present in the material world a universal 

tendency to the dissipation of mechanical energy.”  Clausius meanwhile continued his research, 126

and by 1865 had mathematically formulated the idea of entropy to describe the “transformation 

content” (Verwandlungsinhalt) between two states of a system. He then concluded his paper as 

follows: 

If for the entire universe we conceive the same magnitude to be determined, con-

sistently and with due regard to all circumstances, which for a single body I have 

called entropy, and if at the same time we introduce the other and simpler concep-

tion of energy, we may express in the following manner the fundamental laws of 

the universe which correspond to the two fundamental theorems of the mechani-

cal theory of heat. 1. The energy of the universe is constant. 2. The entropy of the 

universe tends to a maximum.  127

THE FROZEN POND OF A HEAT DEATH 

 The eschatological implications of this were immediately recognized in the 1850s: our 

world will become increasingly inhospitable over time until it reaches a state of thermodynamic 

equilibrium, at which point all life will become impossible. This notion of entropic death (or an 

entropy death) took two distinct forms depending on the scope of application, which we can call 

the solar death and the heat death, where the latter entails the former but not vice versa. The 

most prominent early statement of the former comes from Kelvin, who wrote in a draft of his 

1851 paper that “the tendency in the material world is for motion to become diffused, and that as 

a whole the reverse of concentration is gradually going on,” adding that “I believe that no physi-
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cal action can ever restore the heat emitted from the sun, and that this source is not 

inexhaustible.” Consequently, as he later elaborated, “the end of this world as a habitation for 

man, or for any living creature or plant existing in it, is mechanically inevitable,”  where the 128

term “world” refers specifically to our planetary system rather than the whole cosmos. But 

Kelvin believed that the physical universe must be infinite, which implies that there will never be 

a final condition—a dysteleological state, as it were—in which all matter and energy are uni-

formly distributed throughout. He articulated this idea in an 1852 paper titled “On the Age of the 

Sun’s Heat” as follows: 

The second great law of thermodynamics involves a certain principle of irre-

versible action in Nature. It is thus shown that, although mechanical energy is in-

destructible, there is a universal tendency to its dissipation, which produces grad-

ual augmentation and diffusion of heat, cessation of motion, and exhaustion of 

potential energy through the material universe. The result would inevitably be a 

state of universal rest and death, if the universe were finite and left to obey exist-

ing laws. But it is impossible to conceive a limit to the extent of matter in the uni-

verse; and therefore science points rather to an endless progress, through an end-

less space, of action involving the transformation of potential energy into palpable 

motion and thence into heat, than to a single finite mechanism, running down like 

a clock, and stopping for ever.  129

In contrast, other physicists took the bold step of applying the Second Law to the whole cosmos, 

concluding that a state of thermodynamic equilibrium—“of universal rest and death”—would 

indeed be reached. The initial statement of this theoretical extension came from Hermann von 

Helmholtz in an 1854 lecture delivered in Königsberg, Prussia. “If the universe be delivered over 

to the undisturbed action of its physical processes,” he told his audience, 

all force will finally pass into the form of heat, and all heat will come into a state 

of equilibrium. Then all possibility of a further change would be at an end, and 
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the complete cessation of all natural processes must set in. … In short, the uni-

verse from that time onward would be condemned to a state of eternal rest.  130

Clausius himself reiterated this conclusion the following decade, in 1867, arguing that science 

had finally settled the perennial debate over whether time is fundamentally linear (as the ancient 

Persians claimed) or cyclical (as Plato and others insisted). In his words: 

It is often said that the world goes in a circle … such that the same states are al-

ways reproduced. Therefore the world could exist forever. The second law contra-

dicts this idea most resolutely. … The entropy tends to a maximum. The more 

closely that maximum is approached, the less cause for change exists. And when 

the maximum is reached, no further changes can occur; the world is then in a dead 

stagnant state.  131

With thermodynamics, a subfield of physical science, being more or less completed by 1860, the 

dismal notion of Earth and/or the universe irreversibly sinking into a frozen pond of maximal 

entropy quickly seeped into other domains of scientific inquiry and the cultural consciousness 

more generally. The Victorian poet Algernon Charles Swinburne, for example, concluded his 

1866 poem “The Garden of Proserpine” with a depiction of entropic decay to a condition of per-

manent quiescence: 

Then star nor sun shall waken, 

 Nor any change of light: 

Nor sound of waters shaken, 

 Nor any sound or sight: 

Nor wintry leaves nor vernal, 

Nor days nor things diurnal; 

Only the sleep eternal 

 In an eternal night. 

 69



Another example comes from the 1870 book Sketches of Creation, written by the geologist 

Alexander Winchell.  Quoting from Charles Woodruff Shield’s 1877 commentary on this book, 132

Winchell, perhaps gesturing back to the “Last Man” literary motif mentioned in the previous 

chapter, 

describes the awful catastrophe which must ensue when the last man shall gaze 

upon the frozen earth, when the planets, one after another, shall tumble, as charred 

ruins, into the sun, when the suns themselves shall be piled together into a cold 

and lifeless mass, as exhausted warriors upon a battle-field, and stagnation and 

death settle upon the spent powers of nature.  133

Seven years later, the Austrian scientist Josef Loschmidt lamented what he evocatively called 

“the terroristic nimbus of the second law,” which acts as “a destructive principle of all life in the 

universe.”  In 1884, the psychologist Henry Maudsley offered a similar narrative of humanity’s 134

ultimate fate on Earth. The sun’s radiative output will gradually diminish until it has been com-

pletely “extinguished,” and consequently 

species after species of animals and plants will first degenerate and then become 

extinct, as the worsening conditions of life render it impossible for them to con-

tinue the struggle for existence; a few scattered families of degraded human be-

ings living perhaps in snowhuts near the equator, very much as Esquimaux live 

now near the pole, will represent the last wave of the receding tide of human exis-

tence before its final extinction; until at last a frozen earth incapable of cultivation 

is left without energy to produce a living particle of any sort and so death itself is 

dead.  135
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Perhaps no one summed up the gloominess of these ideas better than Bertrand Russell in his 

widely circulated 1903 essay “The Free Man’s Worship,” initially published in The Independent 

Review and later changed to “A Free Man’s Worship.”  Because of the Second Law, he wrote, 136

all the labors of the ages, all the devotion, all the inspiration, all the noonday 

brightness of human genius, are destined to extinction in the vast death of the so-

lar system, and that the whole temple of Man’s achievement must inevitably be 

buried beneath the debris of a universe in ruins.  137

FACTS IN FICTION 

 While scientists—a term introduced to the lexicon by William Whewell in 1833—were 

grappling with the eschatological implications of thermodynamics, the notion of entropic death 

was also making its way to the public arena via science fiction novels within the “Dying Earth” 

genre, which was earlier anticipated by the likes of de Grainville, Lord Byron, and Mary Shelley. 

Of note are two novels in particular, the first by Camille Flammarion and titled La fin du monde, 

or Omega: The Last Days of the World (1894). Interestingly, the first half of this book explores 

scientific and religious responses to news that an incoming comet could threaten the survival of 

humanity—essentially, an early examination of the varying gestalts corresponding to different 

existential hermeneutics—and offers a scientifically informed survey of several possible kill 

mechanisms associated with long-term geological and atmospheric phenomena (discussed more 

below). However, the novel culminates with a poignant Last Man-esque depiction of the final 

two humans—Omegar and Eva—amidst a frozen wasteland, as “the oblique rays of the sun 

[prove] insufficient to warm the soil which was frozen to a great depth, like a veritable block of 

ice.” As Flammarion describes this atrophy into oblivion: 

The world’s population had gradually diminished from ten milliards [i.e., billion] 

to nine, to eight, and then to seven, one-half the surface of the globe being then 

habitable. As the habitable zone became more and more restricted to the equator, 
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the population had still further diminished, as had also the mean length of human 

life, and the day came when only a few hundred millions remained, scattered in 

groups along the equator, and maintaining life only by the artifices of a laborious 

and scientific industry. 

While Flammarion believed, like Kelvin, that the universe is infinite and hence will never reach 

a state of thermodynamic equilibrium—rather, “the future of the universe is its past”—his ac-

count of humanity’s entropic demise, its “pitiless destiny,” helped to popularize the general 

idea.  So did H. G. Wells’ celebrated novel The Time Machine, published in 1895, which fol138 -

lows the adventures of an anonymous traveler who builds a “time machine” (Wells’ coinage). In 

the book’s penultimate chapter, the protagonist ventures into the future to find an “abominable 

desolation that hung over the world,” dimly illuminated by a dying vermillion sun. “All the 

sounds of man,” he says, “the bleating of sheep, the cries of birds, the hum of insects, the stir that 

makes the background of our lives—all that was over.” The chapter ends with a lugubrious im-

age of “moaning wind,” “rayless obscurity,” and “awful twilight” that renders the traveler on the 

verge of syncope. “A horror of this great darkness came on me,” the traveler recounts: 

The cold, that smote to my marrow, and the pain I felt in breathing, overcame me. 

I shivered, and a deadly nausea seized me. Then like a red-hot bow in the sky ap-

peared the edge of the sun. … Then I felt I was fainting. But a terrible dread of 

lying helpless in that remote and awful twilight sustained me while I clambered 

upon the saddle.  139

A NEW MOOD DESCENDS 

 As these excerpts show, the development of thermodynamics, in particular the Second 

Law, during the 1850s radically transformed our understanding of the existential predicament of 

humanity. No longer was it a matter of mere speculation whether global catastrophes could kill 

us; our eventual demise is, to the contrary, guaranteed by the fundamental laws of thermodynam-
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ics. There had been, as noted in the previous chapter, earlier hypotheses about the gradual refrig-

eration of the planet, such as Comte de Buffon’s theory of Earth’s formation and his prognostica-

tion that Earth will someday become intolerably frigid. Indeed, Helge Kragh notes that in the 

waning decades of the eighteenth century, the notion that our sun was “a huge chemical ma-

chine” from which Earth and the other planets were birthed, which then cooled to their present 

temperatures from an initial molten state.  But these claims were not derived from a law of na140 -

ture. They were instead based on empirical observations of Earth’s past; as Comte de Buffon 

wrote, to understand the history and future of our planet, we must “dig through the archives of 

the world,”  which was, incidentally, enabled in part by steam-powered excavations of strata in 141

Earth’s crust that provided evidence of Earth being hotter in the past. It was then a simple ex-

trapolation to the diachronic proposition that the average temperature of Earth has fallen over 

time and will continue to drop in the future. In Buffon’s particular formulation, Earth is a “dying 

ember of the sun” that, as such, is cooling down over time (quoted in the previous chapter). 

 In contrast, the prophecies from thermodynamicists were founded on a nomological gen-

eralization understood as invariant and exceptionless across cosmic space and time no less than 

Newton’s law of universal gravitation. It as a fundamental feature of the universe, not a contin-

gent fact about our planet or planetary system, and it was supported by an enormous body of em-

pirical evidence that had been collected over many decades leading up to the 1850s. As Arthur 

Eddington later put it, “the law that entropy always increases, holds, I think, the supreme posi-

tion among the laws of Nature.”  Similarly, Albert Einstein declared in his autobiographical 142

notes that thermodynamics “is the only physical theory of a universal content which I am con-

vinced … will never be overthrown.”  It was these features of the Second Law—its fundamen143 -

tality and robustness, along with its annihilatory implications—that triggered the first shift in ex-

istential mood in the second half of the nineteenth century. Whether or not the universe is infi-

nite, Earth will eventually become unfit for life, which seems to imply that our extinction is not 

only possible but inevitable. There is no escaping the brutal dictatorship of entropy; we are im-

prisoned by the inviolable laws of physics, on death row awaiting our execution in the distant 

future. 
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 How distant? Fortunately, everyone agreed that Earth will remain habitable for at least 

“many million years longer,” to quote Kelvin.  Wells, for example, describes the “stillness” and 144

“bitter cold” of a nearly lifeless planet over 30 million years in the Future. In Omega, Flammari-

on states that we should expect “a future for the Sun of at least twenty million years.” By the 

twentieth century, some calculations pushed our ineluctable demise ever farther toward the dis-

tant temporal horizon. Sir James Jeans provides an example: he argued in 1929 that “if the solar 

system is left to the natural course of evolution, the earth is likely to remain a possible abode of 

life for something of the order of a million million years to come,” which means that “our race 

may look forward to occupying the earth for a time incomparably longer than any we can imag-

ine. … [A]s inhabitants of the earth, we are living at the very beginning of time.”  This idea 145

was humorously captured by a supposed exchange between an “old lady” and a professor follow-

ing a lecture on the future. “Excuse me, Professor,” she said, “but when did you say that the uni-

verse would come to an end?” “In about four billion years,” he replied. “Thank God,” she re-

marked with a sigh, “I thought that you said four million.”  146

 Although such vast timespans mean that nobody in the foreseeable future will encounter 

our entropic extinction, the eschatology of thermodynamics nonetheless elicited powerful feel-

ings of what Russell described in 1903 as “unyielding despair” when one takes a cosmic perspec-

tive of the human existential predicament. Our existence is now framed by a sense of cosmic 

doom rather than indestructibility, and indeed this new recognition that extinction is a matter of 

“when” rather than “if” was integral to the existential mood that emerged at the time, which has 

changed from then to the present day only by what has been added to it—i.e., the notion that our 

survival prospects are cosmologically bounded by the indisputable laws of fundamental physics 

persists, although the precise nature of the universe’s end have been disputed (see chapter 10). 

COMPETING PERSPECTIVES ON THE PROSPECT OF DOOM 

 Yet not everyone at the time accepted the gloomy existential implications of the Second 

Law for humanity, even if they fully embraced the new science of thermodynamics. For some, 

the threat environment hadn’t changed, even though our descriptive model of the nature and 
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workings of the cosmos had. The issue hinges upon the extent to which the Second Law was 

viewed through a religious or secular hermeneutics of existence. For example, Kelvin was a de-

vout Christian who, in some of the same papers quoted above, admitted to being agnostic about 

what the solar death means for our future in the cosmos. “A state of universal rest and death” is 

inevitable, he wrote, “if the universe were finite and left to obey existing laws.” Yet he added that 

it is “impossible to conceive either the beginning or the continuance of life, without an overrul-

ing creative power,” which he took to imply that “no conclusions of dynamical science regarding 

the future condition of the earth can be held to give dispiriting views as to the destiny of the race 

of intelligent beings by which it at present inhabited.”  The same year, he co-authored an article 147

in the Presbyterian magazine Good Works for “the non-scientific reader,” which seems to gesture 

at the heat death, rather than merely the solar death. (Note that Clausius coined the term “en-

tropy” in 1865.) It reports that, based on current scientific understanding, “all energy tends ulti-

mately to become heat,” and that “when all the chemical and gravitation energies of the universe 

have taken their final kinetic form, the result will be an arrangement of matter possessing no re-

alizable potential energy, but uniformly hot … chaos and darkness as ‘in the beginning,’” an ob-

vious reference to the opening verses of the Book of Genesis. The article concludes with two ad-

ditional biblical references: Hebrews 1:11 and 2 Peter 3:12-13, the latter of which asserts that 

“the elements will melt into heat,” which could be interpreted as supporting the dysteleological 

prediction of eventual thermodynamic equilibrium. “We have the sober scientific certainty,” they 

write, 

that heavens and earth shall “wax old as doth a garment”; and that this slow 

progress must gradually, by natural agencies which we see going on under fixed 

laws, bring about circumstances in which “the elements shall melt with fervent 

heat.” With such views forced upon us by the contemplation of dynamical energy 

and its laws of transformation in dead matter, dark indeed would be the prospects 

of the human race if unilluminated by that light which reveals “new heavens and a 

new earth.”  148
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Hence, Kelvin and his co-author were still operating within the parameters of the previous exis-

tential mood and its associated hermeneutics, according to which our fate is inextricably tangled 

up with the eschatological narratives of holy scripture. In the end, we can expect a transforma-

tion of the universe rather than its termination, resulting in a new heaven and Earth “where right-

eousness dwells” (2 Peter 3:13).  149

 In contrast, those who drew less sanguine conclusions about our fate on a dying planet 

were mostly agnostics or atheists. For example, Swinburne was an atheist, as was Russell in his 

popular writings, although Russell clarified in 1947 his preference for the term “agnostic” when 

speaking to other philosophers, since proving through “logical demonstration” that God—

whether Zeus or Yahweh—does not exist is difficult or impossible.  Maudsley, Helmholtz, 150

Jeans, and Einstein were all agnostic, while Winchell and Flammarion strove to merge some 

form of religion with the established facts and methodology of science, as a self-correcting 

process. Wells’ religious views changed throughout his life, and although he did not endorse 

atheism until his geriatric years, he seems to have held an idiosyncratically theistic, albeit explic-

itly non-Christian, view when he composed The Time Machine.  Almost nothing is known 151

about Clausius’ personal views on religion. Nonetheless, considering what we do know, the con-

trast between religious and secular interpretations of the Second Law are striking, with those in 

the former camp quickly integrating its implications and entailments into the pliable web of bib-

lical “truth,” and those in the latter camp embracing, gloomily, the apparent fact that our “finite 

material universe [is] destined to become gradually but systematically impoverished,” quoting 

Einstein.  In fact, some Christian scientists, including Kelvin, believed the Second Law could 152

actually undermine “what they considered the materialistic and un-Christian notion of a cyclic 

world” by proving that, as Clausius observed above, cosmic time exhibits a linear directionality 

from states of lower to higher entropy.  153

DRIVERS OF DECLINE 

 Yet the materialistic worldview rejected by Kelvin was gradually, perhaps inexorably, 

overtaking the Christian worldview that dominated the Western world from the fourth/fifth cen-
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tury onwards, thus undermining the ontological and eschatological components of the aforemen-

tioned constellation of ideas, which for so long had rendered our extinction unthinkable. With the 

Great Chain having been seriously injured by Cuvier, the only remaining obstacle to human ex-

tinction being seen as conceptually coherent was the particular notion of humanity inherited from 

Plato and Zoroaster. Earlier, we saw how some irreligious thinkers in the early nineteenth centu-

ry, such as Byron and Shelley, as well as philosophers from the previous century, such as 

Diderot, flirted with the idea of Earth completely bereft of humanity (if only temporarily, given 

the principle of plenitude).  In fact, as also noted in the last chapter, the first extinction-block154 -

ing idea to take a serious hit was the eschatological thesis during the eighteenth century, as a re-

sult of the rise of deism among some leading Enlightenment figures. Deists tended to reject spe-

cial revelation as a source of knowledge, and hence also tended to dismissed eschatological 

“truths” privately revealed to prophets like John of Patmos, who is said to have written the Book 

of Revelation. While most deists during the Enlightenment fervently accepted the immortality of 

the soul, the extent of their interest in eschatology was mostly limited to the personal rather than 

cosmic realm, i.e., it concerned our fate as individuals in the afterlife rather than God’s grand 

plan for humanity within a narrative of cosmic history that involves, in the end, supernatural 

forces intervening to bring about a final state of heaven on Earth. 

 However, the most significant cultural transformation with respect to religious disbelief 

occurred during the nineteenth century, especially the second half. As Gavin Hyman writes, it 

was this period during which “atheism—and religious doubt more generally—became a central 

and inescapable feature of the cultural landscape.”  This not only enabled the Second Law to be 155

interpreted as posing an annihilatory threat to humanity millions of years from now, but the secu-

larized existential hermeneutics that attended this cultural shift swung opened the door for novel 

speculations about other potential kill mechanisms, both natural or anthropogenic. In other 

words, if our survival is not in fact guaranteed, what else might trip us into the eternal grave of 

extinction before the Second Law renders Earth uninhabitable? More on this momentarily. 

 We can identify three main causes of secularization during the nineteenth century, al-

though the origins of this transformation (arguably) date back to the beginning of theological and 

philosophical modernity, as inaugurated by the work of Rene Descartes.  The first is the most 156
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obvious: revolutionary scientific breakthroughs, most notably Charles Darwin’s theory of evolu-

tion by natural selection, which he delineated in an 1859 tome titled On the Origin of Species. 

This synthesized a mountain of evidence for the proposition that species are not immutable or 

fixed types (the typological view of species, a central assumption of the Great Chain) but popula-

tions of individuals whose statistical features can change over time in response to alterations in 

the (selective) environment. Darwin further argued that these changes are non-teleological (i.e., 

not directed toward a goal, or telos), and that biological evolution does not follow a predeter-

mined plan—an idea known as orthogenesis—as exemplified by the theory proposed by Jean-

Baptiste Lamarck. Rather, species evolve through natural selection, whereby those individuals 

most adapted to their selective environment will tend to have more offspring, thus increasing the 

prevalence of their adaptive phenotypic traits within the population. This brought together nu-

merous ideas prominent at the time: William Paley’s emphasis on “design” in nature, for which 

natural selection provides a naturalistic explanation; Thomas Malthus’ notion of a “struggle for 

existence,” which accounts for why better-adapted individuals reproduce more; Adam Smith’s 

idea of the “invisible hand,” which tends toward better overall outcomes through individual 

competition; and Charles Lyell’s uniformitarian theory of geological change, which posits vast 

stretches of geological time, thus enabling small adaptations to snowball into large alterations in 

average phenotype.  157

 However, Darwin lacked an adequate theory of inheritance, which is one reason his theo-

ry of natural selection was largely rejected until the Modern Synthesis of the early twentieth cen-

tury, which integrated the mechanism of selection with the particulate theory of heredity pub-

lished by Gregor Mendel in 1866. The more immediate triumph of Darwin’s work was that it 

convinced many people that evolution is a fact about the biological history of Earth; as Peter 

Bowler writes, “by 1875 the majority of educated people in Europe and America had accepted 

evolution. Even religious thinkers were now trying to come to terms with the prospect of a natur-

al origin for humanity.”  Yet not everyone at the time saw Darwin’s theory as vitiating central 158

tenets of Christianity. The Christian Socialist priest Charles Kingsley, for example, wrote to 

Darwin that he found evolution “just as noble a conception of Deity, to believe that He created 

primal forms capable of self-development … as to believe that He required a fresh act of inter-

 78



vention to supply the lacunas which He Himself had made.”  But the unavoidable materialist 159

implications of Darwinian theory were quickly grasped by many others. If Homo sapiens 

evolved through natural processes from earlier humanoids, then we are different in metaphysical 

degree rather than kind from all other creatures. There is no unbridgeable ontological gap be-

tween humanity and the rest of nature. 

 Darwin himself initially avoided the topic, writing to Alfred Russell Wallace—the co-dis-

coverer of natural selection—in 1857 that “I think I shall avoid the whole subject, as so sur-

rounded with prejudices.” Hence, he reassured readers at the end of the Origin that there are “no 

good reasons why the views given in this volume should shock the religious feelings of 

anyone.”  However, slightly more than a decade later, he confronted human evolution head-on 160

in The Descent of Man (1871), which boldly affirmed that Homo sapiens is “like every other 

species.”  He elaborated, emphasizing the cognitive-evolutionary unity of humanity and our 161

primate cousins: 

It is notorious that man is constructed on the same general type or model with 

other mammals. All the bones in his skeleton can be compared with correspond-

ing bones in a monkey, bat, or seal. So it is with his muscles, nerves, blood-ves-

sels and internal viscera. The brain, the most important of all the organs, follows 

the same law. … There is no fundamental difference between man and the higher 

mammals in their mental faculties. 

The result was a major step toward establishing a conceptualization of humanity that is compati-

ble with the possibility of extinction. Perhaps the single greatest blow to Christianity at the time 

was that, by explaining the apparent “design” of nature via material forces, Darwinism rendered 

God explanatorily superfluous. If one no longer to needed posit a watchmaker to explain the ex-

istence of watches (to use Paley’s famous analogy), then what reason is there for believing that 

the watchmaker exists? As one evolutionary biologist has observed, “Darwin made it possible to 

be an intellectually fulfilled atheist.”  162
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 The second major cause behind the nineteenth-century decline in religion was biblical 

criticism, which had its origins in what is now Germany. This aims to, in the words of the Victo-

rian theologian Benjamin Jowett, “interpret the Scripture like any other book.”  A deep explo163 -

ration of this fascinating field and its impact on the fierce “debate” between science and religion 

at the time, doused with jet fuel by Darwin’s theory, goes beyond the limited scope of this book. 

Suffice it to say that when Jowett’s “precept” was followed, a flurry of problems arose that called 

into question the historicity and internal coherence of biblical narratives.  Some had been noted 164

the previous century, as when John Mill found a whopping 30,000 textual variants among 100 

ancient texts of the New Testament ; others emerged later, as when the missionary bishop John 165

Colenso used his mathematical expertise to demonstrate scriptural inconsistencies in his The 

Pentateuch and Book of Joshua Critically Examined (1862). Especially noteworthy within the 

Anglophone world was a mid-century edited collection given the nondescript title of Essays and 

Reviews (1860), from which the above Jowett quote is extracted. This brought together scholar-

ship from previous decades, some from the German universities, and ignited an uproar that “in 

some quarters overshadowed that concerning the Origin of Species.”  Or as Bernard Reardon 166

writes, its publication was “the most sensational theological event in England in the mid-nine-

teenth century—apart from the appearance a year earlier of Darwin’s epoch-making treatise in 

the realm of biology.”  These developments cast a shadow of doubt on the infallibility and 167

trustworthiness of the Bible. 

 The final driver of secularization arose from moral considerations, such as “How is eter-

nal damnation an appropriate punishment for disbelief?” and “How can an omniscient, om-

nibenevolent, and omnipotent deity allow any, much less every, evil in the world?”  Human 168

existence is drenched in suffering, much of it gratuitous, often the result of “natural” rather than 

“moral” evils (i.e., those outside the control of moral agents, so-called “acts of God”). Salient 

examples in Western history include Mount Vesuvius covering Pompeii in 6 meters (19 feet) of 

ash and debris, the aforementioned Black Death pandemic that eliminated up to 60 percent of the 

European population, and the 1755 Lisbon Earthquake that struck the Portuguese city on All 

Saints’ Day, while churches were full, virtually destroying the city. How could the world—“the 

best of all possible worlds,” as Gottlieb Leibniz triumphantly proclaimed in 1710—have been 
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crafted by the hands of a Being who claims to love us yet permits such tragedies? What theodicy 

(Leibniz’s coinage) could vindicate God from these crimes of pointless harm, the infliction of 

which he could have but chose not to prevent? The lack of a clear or compelling answer to these 

questions further chipped away at the foundation of Christianity by undermining its moral legit-

imacy. 

THE SPECTACLES OF SECULARISM 

 Let’s take stock: by the turn of the twentieth century, Christianity was losing its strangle-

hold on our conception of human nature and understanding of humanity’s place in the cosmos. 

God’s goodness was under harsh scrutiny, the Bible was widely recognized as historically unreli-

able, and humanity was no longer seen as having been created in the likeness of God. Instead, 

according to the Darwinian worldview established the same decade that thermodynamics took 

shape, we are nothing more than the contingently pieced-together assemblages of bone and flesh 

over millions of years of blind evolution from soulless ancestral forms in a universe devoid of 

inherent meaning. Or as Russell wrote in the essay quoted above, “Man is the product of causes 

which had no prevision of the end they were achieving; that his origin, his growth, his hopes and 

fears, his loves and his beliefs, are but the outcome of accidental collocations of atoms.”  Re169 -

flecting this sea change in religious orientation, T. H. Huxley—known as “Darwin’s Bulldog” for 

his spirited public defenses of Darwinism—coined the term “agnostic” in 1869, which he charac-

terized as “of the essence of science,” since it “means that a man shall not say he knows or be-

lieves that which he has no scientific grounds for professing to know or believe.”  Meanwhile, 170

Karl Marx famously described religion—a superstructural component of the capitalist mode of 

production—as “the sigh of the oppressed creature … the opium of the people,” and Friedrich 

Nietzsche no less famously declared that “God is dead! God remains dead! And we have killed 

him!”  171

 Concomitant with these cultural transformations was the emergence of a new secularized 

existential hermeneutics, which by the end of the nineteenth century had become firmly estab-

lished among many intellectual groups in Europe and America. It was this interpretive frame-
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work that led—or enabled—so many at the time to despair (Russell’s word) about our ultimate 

fate in a universe inexorably sinking into thermodynamic equilibrium. But, importantly, the new 

hermeneutics also spurred a dramatic reassessment of the potential hazards associated with nat-

ural and anthropogenic phenomena, resulting in revised maps of the threat environment in which 

find ourselves embedded. If there is no God watching out for us, if we are no more invulnerable 

to extinction than any other species, then what other kill mechanisms might be hiding in the 

cosmic shadows? What other scientific discoveries might reveal our more immediate precarity? 

Which technologies might be double-edged swords that end up slicing humanity into pieces? 

What if civilizational “progress” is actually leading us toward the precipice of self-destruction? 

Without the reassurance of immortality and eschatological purpose, the possibility of risk sud-

denly began to appear everywhere: in nature, science, technology, and politics. By scanning our 

surroundings through the spectacles of secularism, features of the world once thought benign 

were all-of-a-sudden seen as candidate threats to our survival on Earth. The result was a minor 

explosion of novel fears, worries, anxieties, and speculations about how humanity could be de-

stroyed or destroy itself before the Second Law renders Earth unsuitable for life. Although none 

of the proposed kill mechanisms became as widely accepted by the scientific community as the 

Second Law, they indicate how momentous the decline of Christianity was with respect to think-

ing about the possibility of our species disappearing entirely and forever. We can organize these 

speculations roughly into three categories, namely, (i) evolutionary, (ii) naturogenic, and (iii) 

technoscientific. Let’s consider them in turn. 

CROUCHING FOR ITS SPRING 

 Perhaps the best starting place is a short 1893 essay by Wells titled “The Extinction of 

Man.”  This is particularly notable for three reasons: first, it explicitly acknowledged that if one 172

accepts the Darwinian worldview, then humanity is no more protected from extinction than any 

other biological species. If we are no different in life, then we are no different in death, either. 

Hence, referring to this possibility, Wells wrote that “surely it is not so unreasonable to ask why 

man should be an exception to the rule. From the scientific standpoint at least any reason for 
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such exception is hard to find.” He followed this with an exhortation for readers to wake up from 

their dogmatic slumber, to shake-off their complacent assumption that “because things have been 

easy for mankind as a whole for a generation or so, we are going on to perfect comfort and secu-

rity”—a fascinating and powerful, albeit unintentional, reference to the two words identified in 

the previous chapter as defining the previous existential mood, namely, “Comfort” and “perfect 

security.” Wells continued: 

Even now, for all we can tell, the coming terror may be crouching for its spring 

and the fall of humanity be at hand. In the case of every other predominant animal 

the world has ever seen, I repeat, the hour of its complete ascendency has been the 

eve of its entire overthrow.  173

But how might this happen? This leads to the second reason the article is notable: Wells took se-

riously the prospect of natural phenomena wiping out humanity in a way that people embedded 

in the earlier existential mood did not, a point that we will return to just below. For example, he 

suggested that a devastating famine could potentially bring about our extinction, or “a plague 

that will not take ten or twenty or thirty per cent., as plagues have done in the past, but the entire 

hundred.” As with Shelley’s 1826 novel The Last Man, this was based on rational extrapolation 

from past incidents, although by the time Wells was writing, far more people would have found it 

plausible than they might have in the early nineteenth century. But—and this is the third rea-

son—Wells also seriously considers the possibility that we go extinct as a result of evolutionary 

pressures rather than temporally bounded catastrophe events (e.g., a pandemic). Competition 

with rival species for limited resources could itself constitute a kill mechanism that precipitates 

our demise, not in a sudden disaster event but from losing the Malthusian struggle for existence 

over millions of years.  Perhaps a new ferocious species—a “terrible monster,” in his words—174

could evolve in the ocean or on land that out-competes humanity for food and/or space. This is a 

real “possibility,” Wells writes, “if perhaps a remote one.” (Recall that natural selection wasn’t 

widely accepted until the Modern Synthesis, so this proposal in Wells’ article may have been 

dismissed by most scientists.) 
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EVOLVING EVOLUTIONARY POSSIBILITIES 

 It is perplexing that Darwin himself never once entertained this idea, at least not in writ-

ing, to my knowledge (nor that of the many Darwin scholars with whom I have consulted). He 

never considered the termination of our evolutionary lineage as a result of too many organisms 

fighting over too few resources, or from outright violence between antagonistic species. This is 

especially perplexing because (a) extinction was an integral part of his theory of evolutionary 

change, (b) he rejected our ontological uniqueness within the Animal Kingdom, and (c) he em-

phasized that, in his own words, “of the species now living, very few will transmit progeny of 

any kind to a far distant futurity.”  All the ingredients were there, yet the cake was never baked. 175

The closest Darwin came to imagining our extinction (in any naturalistic sense of the term ) 176

was in a brief passage of his autobiography, published posthumously in 1887. This passage is 

notable because, first, Darwin acknowledged the inevitable annihilation of humanity due to the 

Second Law, which is curious given that Kelvin was among the fiercest critics of steady-state 

uniformitarianism, which Kelvin believed (justifiably at the time) is inconsistent with the laws of 

thermodynamics. Second, Darwin states one of the main theses of Part I of this book, namely, 

that belief in the soul’s immortality confers to the believer a degree of Franklinian Comfort when 

confronted with the possibility of world-destroying catastrophes. To quote Darwin’s thoughts on 

these matters: 

With respect to immortality, nothing shows me how strong and almost instinctive 

a belief it is, as the consideration of the view now held by most physicists, name-

ly, that the sun with all the planets will in time grow too cold for life, unless in-

deed some great body dashes into the sun and thus gives it fresh life. Believing as 

I do that man in the distant future will be a far more perfect creature than he now 

is, it is an intolerable thought that he and all other sentient beings are doomed to 

complete annihilation after such long-continued slow progress. To those who fully 
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admit the immortality of the human soul, the destruction of our world will not ap-

pear so dreadful.  177

Notice here Darwin’s statement that “man in the distant future will be a far more perfect 

creature,” which is ambiguous between two readings: it could mean that, relative to some 

species-specific model of excellence and potentiality, Homo sapiens will increasingly move to-

ward this normative ideal. Or it could mean that, given enough time, we will evolve into a new 

species that is in some respect superior to current Homo sapiens. If the latter is the case—and 

indeed Darwin elsewhere wrote in the Origin that “judging from the past, we may safely infer 

that not one living species will transmit its unaltered likeness to a distant futurity”—then he did 

anticipate our eventual extinction, but only in the sense of “phyletic extinction,” whereby Homo 

sapiens disappears by evolving into a new species without there being a break in the evolution-

ary lineage across time. (See chapter 7 for further explication.) Given the prevalence of “progres-

sionist” notions of evolution at the time that clearly influenced Darwin, despite the supposedly 

non-teleological character of his theory, we can refer to this kind of phyletic extinction as 

progress.  178

 However, it wasn’t long after the Origin that people began imagining the opposite out-

come: evolutionary degeneration, defined by Sir Edwin Ray Lankester in his 1880 book Degen-

eration: A Chapter in Darwinism “as a gradual change of the structure in which the organism 

becomes adapted to less varied and less complex conditions of life.”  At the extreme, this could 179

result in an entirely novel species—again, without a gap in the continuity of the phylogenetic lin-

eage—as happens in Wells’ novel The Time Machine, which was almost certainly inspired by 

Lankester’s book given that Wells was Lankester’s student and friend.  Before he ventures mil180 -

lions of years into the future, the anonymous time traveler arrives at 802,701 AD to discover the 

human lineage having bifurcated into two distinct creatures: the Eloi, a beautiful but intellectual-

ly stunted species that lives above ground, and the Morlocks, a brutish subterranean species that 

provides goods to the Eloi, who they devour for sustenance on moonless nights. (Consequently, 

the Eloi are terrified of the new moon.) The traveler conjectures that this evolutionary split may 

have resulted from class divisions in society: the Eloi were the “Capitalists” and the Morlocks 
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were the “Labourers”—which somewhat poetically complements suspicions that Darwin’s theo-

ry was influenced by the economic conditions of his time, i.e., free-enterprise capitalism.  As 181

Wells writes: “So, in the end, above ground you must have the Haves, pursuing pleasure and 

comfort and beauty, and below ground the Have-nots, the Workers getting continually adapted to 

the conditions of their labour.”  Yet over time the power dynamics were inverted such that the 182

Eloi became the livestock of the more intellectually vigorous Morlocks. Hence, over hundreds of 

thousands of years evolutionary forces had swapped humanity with two “lesser” species, one 

childlike and the other subhuman. 

 Yet there is another possibility that arose from the Darwinian notion of Homo sapiens be-

ing phylogenetically plastic. Whereas the three options above all involve mechanistic processes 

of evolutionary change that are natural, what if humanity were to usurp the role of natural selec-

tion by intentionally altering the statistical frequency of characteristics within its population 

through selective breeding? If intelligence, for example, is heritable, then the average intelli-

gence of humanity could go up if “intelligent” people were to reproduce more than “unintelli-

gent” people. The first to suggest this was Darwin’s half-cousin Sir Francis Galton in his 1869 

book Hereditary Genius, which coined the term “eugenics,” meaning “good birth,” and intro-

duced our modern vocabulary of “nature versus nurture,” perhaps taking this distinction from the 

Shakespearean play The Tempest in which Prospero complains about his adopted son Caliban: “A 

devil, a born devil, on whose nature / Nurture can never stick.” Eugenics—or as Rudolf Hess, the 

Deputy Führer to Hitler, would later call it “applied biology”—became one of the most horrify-

ing ideas of the twentieth century, of course, although before its association with the many moral 

atrocities of the Third Reich it was enthusiastically championed by respected at the time scien-

tists like J. B. S. Haldane, Sir Julian Huxley, and J. D. Bernal. Huxley, for example, was presi-

dent of the British Eugenics Society and later popularized a normative worldview called tran-

shumanism, which grew out of the Anglo-American eugenics movement.  As Huxley expressed 183

the transhumanist creed in his 1927 book titled Religion Without Revelation, 

civilised man is beginning to realise that he can, if he so wishes, in large measure 

model the world in accordance with his desires. … [But] there is [an] extension of 
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the same outlook to his own nature. … [T]he study of heredity and population-

growth, and the knowledge of eugenics and of birth-control are pointing the way 

to wholly new aims—to a conscious control by man of his own nature and racial 

destiny.  184

In more contemporary phraseology, Huxley was arguing here that just as we use science and 

technology to engage in world-engineering, resulting in the “built environment,” so too could we 

use it for person-engineering purposes, whereby we turn our engineering impulses back on our-

selves, remaking our bodies and brains in the image of whatever “God”—Homo deus—we 

would like to become.  This proposal was echoed two years later by Bernal’s The World, the 185

Flesh, and the Devil, which argued that if humanity wishes to keep up evolutionarily with the 

transformations we have brought about in our surroundings, we will need to modify our pheno-

types in equally radical ways, by either altering our genes or using technology to extend the phe-

notypic features of our bodies. In his words: 

Man himself must actively interfere in his own making and interfere in a highly 

unnatural manner. The eugenists and apostles of healthy life, may, in a very con-

siderable course of time, realize the full potentialities of the species: we may 

count on beautiful, healthy, and long-lived men and women, but they do not touch 

the alteration of the species. To do this we must alter either the germ plasm or the 

living structure of the body, or both together.  186

While the initial focus of eugenicists was to prevent the “human stock” from withering into “de-

generate” forms, over time this shifted toward more grandiose visions of creating one or more 

new, superior species of posthumanity.  As Huxley articulated this idea in a subsequent 1957 187

book: “The human species can, if it wishes, transcend itself—not just sporadically, an individual 

here in one way, an individual there in another way, but in its entirety, as humanity.”  A close 188

examination of this idea and its implications, though, will have to wait until chapters 6 and 10. 

The point for our purposes here is that the notion of humanity being neither a fixed type (the so-
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called typological view) nor the ultimate telos of biological evolution opened the theoretical door 

to novel thoughts about how we might grab ahold of and determine our own evolutionary trajec-

tory by controlling differential birth rates, modifying our genes, technologically extending our 

phenotypes, and ultimately becoming biologically distinct posthumans through a kind of “intelli-

gent design.” 

 Hence, within the first category of evolutionary speculations about our possible disap-

pearance (via phyletic extinction), made possible by the secularizing hermeneutics of the latter 

nineteenth century, we find four distinct possibilities, which are differentiated by their outcomes 

and etiologies. These are: (1) elimination via competition with other species (Wells); (2) progress 

via natural processes (Darwin ); (3) degeneration via natural processes (Lankester, Wells); and 189

(4) transcendence via artificial processes (Haldane, Huxley, Bernal). Each of these could result 

in the disappearance of our species—i.e., either we die out like the dodo (which of course per-

ished when a new species, humanity, appeared on the previously isolated island of Mauritius)—

or we evolve into something different via natural or artificial selection, where the novel species 

that replaces us could be either better (as in the cases of progress and transcendence) or worse (as 

in the case of degeneration). Here, then, was a set of novel kill mechanisms, although (a) this 

term itself may be inapt with respect to scenarios in which we disappear by evolving into a better 

species (a merely terminological objection), and (b) none of these possibilities was widely ac-

cepted at the time, or at least not (nearly) as widely accepted as the Second Law. In other words, 

Darwin not only undermined the ontological thesis that Homo sapiens is unique by virtue of its 

immaterial properties (the soul), but his particular mechanistic explanation of biological evolu-

tion pointed toward at least four ways that our species could stop existing; yet most discussion of 

evolution at the time tended to focus on the past rather than the future, on how Homo sapiens and 

other species came to be what they are today rather than what they could become tomorrow. 

THREATS FROM ABOVE AND BELOW 

 With respect to the second category of naturogenic speculations, we have already seen 

how Wells warned about pandemics and agricultural failures, in addition to his evolutionary con-
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cerns. One of the most comprehensive and informed snapshots of such thinking is found in 

Flammarion’s Omega, which focuses primarily on potential geophysical causes of our extinction. 

To the contemporary reader, it may be surprising that none of these involved sudden catastro-

phes, but this is because, despite the new existential mood of vulnerability and eventual cosmic 

doom, the Earth sciences were dominated by uniformitarianism at the time, according to which 

all change in the world is gradual, caused by the operations of physical mechanisms in operation 

today.  As several characters in Omega put the point, “worlds do not die by accident, but of old 190

age.”  

 In the midst of a discussion about whether a comet heading toward Earth might destroy 

humanity (it doesn’t), a motley collection of scientific experts outline what one describes as “an 

admirable resumé of the curious theories which modern science is in a position to offer us, upon 

the various ways in which our world may come to an end.” In addition to the entropic death of 

the solar system, other potential kill mechanisms include the following: 

- “The gradual leveling of the continents and their slow submergence beneath the 

invading waters,” which is estimated to occur in about 4 million years. 

- “The amount of water on the surface of our planet is decreasing from century to 

century,” and will eventually disappear entirely, thereby killing us. 

- Earth will eventually lose its atmosphere, which provides a blanket of warmth in 

the frigidness of space. Consequently, “the very blood would freeze in our veins 

and arteries, and every human heart would soon cease to beat.” 

- A star could “emerge from space” that becomes intertwined with our sun, caus-

ing Earth to stop spinning or orbiting the solar system. Consequently, Earth’s 

“mechanical energy would be changed into molecular motion, and its temperature 

would be suddenly raise to such a degree as to reduce it entirely to a gaseous 

state.” 

- Our solar system could enter “into some kind of nebula” in space, causing the 

sun to explode, as has been observed in space with other stars.  191
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Of note is that these are presented as scientifically plausible doomsday scenarios, supported by 

empirical evidence and arithmetical calculations confidently delineated by the various scientists 

who defend each idea. Yet one scientist after another, for this or that scientific reason, rejects 

some or all of the scenarios outlined. In other words, Omega provides a fascinating example of 

how educated people in the late nineteenth century were beginning to take seriously the scientific 

study of kill mechanisms, but also how there was no consensus at the time on whether astronomi-

cal or geophysical—not to mention epidemiological—phenomena could actually bring about our 

collective non-existence. It thus remained unclear whether our world is such that human extinc-

tion could actually happen, that is, beyond the dreaded “entropy of the universe tend[ing] to a 

maximum.”  We appeared to be safe from annihilation, at least in the near term. 192

EXPLODING BOILERS, ATOMIC ENERGY 

 This brings us to the third category of speculations, which proved to be the most menac-

ing, especially after the First World War: the possibility of technoscientific kill mechanisms that 

destroy humanity. As numerous scholars have pointed out, the nineteenth century witnessed a 

growing sense of foreboding about the expanding human capacity to inflict harm and effectuate 

destruction. Warren Wagar, for example, argues that beginning in the Romantic era with Shelley 

and others there was a gradual shift of focus from natural to anthropogenic scenarios (the vast 

majority of which ended in transformation rather than termination), which culminated with WWI 

(1914-1918).  Meanwhile, Spencer Weart traces the motif of the “mad scientist,” whose actions 193

driven by malign intention or incurable curiosity spell disaster, back to Shelley’s Frankenstein 

(1818), which emerged from the same sojourn near Lake Geneva, during the Year Without a 

Summer, that spawned Byron’s Darkness.  This evolved, Weart argues, from earlier tales of 194

sorcerers and witches that were adapted to and shaped by the nineteenth century milieu of accel-

erating scientific and technological “progress,” in which a rapidly growing concentration of 

power—for better or worse—was being placed in the hands of scientific experts and specialists. 

 According to Weart, no one did more to establish this new stereotype than Jules Verne, 

often lionized as the “Father of Science Fiction” along with his contemporary Wells. For exam-
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ple, he offers what may have been the first description of technology accidentally obliterating the 

planet in his 1863 novel Five Weeks in a Balloon.  As the Scotsman Dick Kennedy, a character 195

in the book, says: “By dint of inventing machinery, men will end in being eaten up by it! I have 

always fancied that the end of the earth will be when some enormous boiler … shall explode and 

blow up our Globe!”  The same year, Samuel Butler published “Darwin among the Machines,” 196

which offered a new technological interpretation of the theme of the first category above. Ac-

cording to Butler, our machinic creations are evolving (with humans instantiating the role of nat-

ural selection in the biological world) and, as a result, they may eventually take humanity’s place 

atop the dominance hierarchy in the world. “It appears to us,” he writes, “that we are ourselves 

creating our own successors … In the course of ages we shall find ourselves the inferior race. … 

[T]he time will come when the machines will hold the real supremacy over the world and its in-

habitants.” Hence, Butler concluded with the hortatory exclamation that “every machine of every 

sort should be destroyed by the well-wisher of his species. Let there be no exceptions made, no 

quarter shown.”  A similar idea was later explored in Karel Čapek’s 1920 science fiction play 197

R.U.R., in which a population of “robots”—Čapek’s coinage—rise up to overtake humanity, 

founding a new world order in our place from their own Adam and Eve, named Primus and He-

lena. 

 But such fears weren’t relegated to science fiction only. There were also rumors that actu-

al scientists, engineers, and inventors would soon have the technological tools necessary to uni-

laterally destroy the world. As Weart writes, “typical of public thinking [about the dangers of sci-

ence] was an 1892 rumor that Thomas Edison was building an electrical device that could annihi-

late a city from a distance, followed by a newspaper satire about the great inventor destroying 

England with a pushbutton ‘doomsday machine.’”  Around the same time, scientists were mak198 -

ing new discoveries that would soon add to the plausibility of apocalyptic scenarios made possi-

ble by scientific knowledge. A case in point is Henri Becquerel’s discovery of radioactivity (or 

radioactive decay) in 1896, followed in 1902 by the realization that such decay occurs when one 

type of atom transmutes into another, as when uranium-238 decays into lead-206 over the bil-

lions of years, or thorium-228 decays into radium-224 over about two years. This breakthrough 

was the work of Frederick Soddy and Ernest Rutherford, who shortly afterwards hypothesized 
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that a “planetary chain reaction” of radioactive decay could decimate the planet by converting all 

of Earth’s elements into new elements like helium, which thus “provided the first superficially 

rational destruction of how a person might in fact destroy the world.” Indeed, the French poly-

math Gustave Le Bon reported in 1903, with some hyperbole, that Rutherford himself had “play-

fully suggested to the writer the disquieting idea that, could a proper detonator be discovered, an 

explosive wave of atomic disintegration might be started through all matter which would trans-

mute the whole mass of the globe into helium or similar gases.”  199

 Other scientists quickly picked up on this idea. For example, a 1923 textbook titled The 

Atom and the Bohr Theory of Its Structure, which includes a foreword by Rutherford, explores 

“what would happen if it were possible to bring about artificially a transformation of elements 

propagating itself from atom to atom with the liberation of energy.” How much energy could this 

liberate? The answer comes from Einstein’s theory of special relativity, which gave rise to the 

notion that mass is concentrated energy—that is, these are not two distinct categories of funda-

mentally different physical properties, but equivalent. However, the amount of energy per unit of 

mass is huge, expressed by perhaps the most famous equation in history: E = mc2. This says that 

the energy (E) equals the mass (m) multiplied by the square of the speed of light, which is 

299,792,458 meters per second. Thus, as the book puts it, “the quantities of energy which would 

be liberated in this way would be many, many times greater than those which we now know of in 

connection with chemical processes.” It continues: 

There is then offered the possibility of explosions more extensive and more vio-

lent than any which the mind can now conceive. The idea has been suggested that 

the … catastrophes represented in the heavens by the sudden appearance of very 

bright stars [i.e., novae] may be the result of such a release of sub-atomic energy, 

brought about perhaps by the “super-wisdom” of the unlucky inhabitants them-

selves. But this is, of course, mere fanciful conjecture.  200

However, there was no known way of artificially inducing stable elements into becoming ra-

dioactive atoms at the time—hence the fancifulness of the conjecture. But this changed in 1934, 
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when the wife-and-husband team of Irene and Frédéric Joliot-Curie devised a way to do precise-

ly this, converting stable atoms of aluminum into radioactive atoms of the same element by ex-

posing them to alpha particles produced by a (separate) radioactive source. In other words, ra-

dioactive atoms (the source) could make stable aluminum atoms radioactive. As Weart notes, this 

“looked like a step toward contagious radioactivity, the fateful chain reaction that Soddy and 

Rutherford had wondered about decades earlier.”  It also awarded the Joliot-Curies a Nobel 201

Prize the following year, and in his acceptance speech Frédéric explicitly warned about the po-

tential for artificial transmutation to precipitate a worldwide catastrophe: 

If such transmutations do succeed in spreading in matter, the enormous liberation 

of usable energy can be imagined. But, unfortunately, if the contagion spreads to 

all the elements of our planet, the consequences of unloosing such a cataclysm 

can only be viewed with apprehension. Astronomers sometimes observe that a star 

of medium magnitude increases suddenly in size; a star invisible to the naked eye 

may become very brilliant and visible without any telescope—the appearance of a 

Nova. This sudden flaring up of the star is perhaps due to transmutations of an 

explosive character like those which our wandering imagination is perceiving now

—a process that the investigators will no doubt attempt to realize while taking, we 

hope, the necessary precautions.  202

THE RACE BETWEEN WISDOM AND POWER 

 By the 1930s, the idea of a runaway energy experiment had become so widespread that 

even many children were aware of it,  although at this point in chronological time the story’s 203

conclusion—the harnessing of “atomic energy”—takes is directly into the next existential mood, 

and hence will be examined in the following chapter. For now, it is enough to note that some of 

these speculations were articulated after WWI, which immensely amplified worries about the 

general trajectory of scientific and technological development. With the mechanization of mass 

violence, the creation of new arsenals of horrifyingly nightmarish weaponry—machine guns, 
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flamethrowers, poisonous gases, tanks, and submarines—earlier questions about the overall net 

desirability of “progress” were suddenly front-and-center in debates about the anthropogenic 

threat environment. As a Minnesota Alumni Weekly article published in 1919 warned, “we cannot 

go farther on the road we have been taking; we have learned that. It would lead to ultimate hu-

man extinction. Because progress has furnished the key to destruction.”  Similarly, Sigmund 204

Freud closed the final chapter of his 1930 book Civilization and Its Discontents with a discussion 

of “the derangements of communal life caused by the human instinct of aggression and self-de-

struction,” adding ominously that “men have brought their powers of subduing the forces of na-

ture to such a pitch that by using them they could now very easily exterminate one another to the 

last man.”  This should be seen as hyperbolic, though, perhaps the result of a Eurocentric view 205

of the world that tended to conflate the destruction of European civilization with the extinction of 

humanity. Indeed, throughout the history of thinking about our extinction, the term “human ex-

tinction” has often been used loosely, even sloppily, as a sensationalized synonym of “civiliza-

tional collapse,” despite these being radically different outcomes with potentially quite distinct 

moral implications (see Part II). 

 Still, Freud’s point stands: it was not difficult after WWI to imagine the enterprise of 

technoscience eventually carrying us over the cliffs of self-annihilation. This is the direction we 

seemed to be heading. As Wagar observes, two-thirds of the apocalyptic scenarios presented in 

works of fiction were, prior to 1914, the result of natural causes whereas after this turning point 

in world history, two-thirds were depicted as resulting from human action, with a whopping 

three-quarters involving “world wars with scientific weapons.”  According to many, the dan206 -

gers confronting us in the foreseeable future arise from a race between the power of our tech-

nologies and the moral character or wisdom of our species. Winston Churchill, for example, 

wrote in a 1924 article titled “Shall We All Commit Suicide?” that “mankind has never been in 

this position before. Without having improved appreciably in virtue or enjoying wiser guidance,” 

he continued, 

it has got into its hands for the first time the tools by which it can unfailingly ac-

complish its own extermination. … Death stands at attention, obedient, expectant, 
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ready to serve, ready to share away the people en masse; ready, if called on, to 

pulverize, without hope of repair, what is left of civilization.  207

The same year, Haldane wrote in Daedalus; or, Science and the Future that “Man armed with 

science is like a baby armed with a box of matches,” to which he added that “the future will be 

no primrose path. It will have its own problems. Some will be the secular problems of the past, 

giant flowers of evil blossoming at last to their own destruction. Others will be wholly new.”  208

The general sentiment of anticipatory anxiety about what the future might hold given the trends 

of the past was perhaps best summarized (once again) by Russell, who wrote in a response to 

Haldane’s essay that the problem isn’t merely technology, which many at the time understood as 

a morally neutral or non-normative tool to be used however one likes, but the “political and eco-

nomic institutions” that wield this newly acquired power. “The changes that have been brought 

about have been partly good, partly bad,” Russell writes. “Whether, in the end, science will 

prove to have been a blessing or a curse to mankind, is to my mind, still a doubtful question.”  209

COSMIC DOOM AND EXISTENTIAL VULNERABILITY 

 To summarize this chapter, the first shift in existential mood unfolded in the 1850s, being 

triggered by the discovery of the very first scientifically credible, widely accepted kill mecha-

nism: the Second Law of thermodynamics. However, without a secular existential hermeneutics, 

there is no reason to believe that this would have been the case—that our understanding of hu-

manity’s existential predicament in the universe would have changed. Rather, people would have 

merely interpreted the Second Law the way Kelvin did, as subject to the will of God, by whom 

the laws of nature were created. It was therefore the secularization of Western intellectual culture 

during the nineteenth century that enabled a new hermeneutics, a novel Gestalt, according to 

which the entropy death of our solar system and/or the entire universe posed an actual threat to 

our long-term survival. Yet the same secularization trends that revealed the Second Law as a 

genuine kill mechanism also stimulated a series of radical reassessments of the threat environ-

ment surrounding us. If our extinction is both possible in principle and could (or will) actually 
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happen, then what other dangers might emerge to our horror through the mist of human igno-

rance as the march of scientific “progress” and the development of powerful new technologies 

continues apace? The result of these transformations was a new existential mood marked by a 

sense of cosmic doom and existential vulnerability. There is no guarantee that we won’t en-

counter a near-term threat to our existence, but there is a guarantee that in the distant future 

everything that humanity has built and worked for will ultimately come crashing down in an in-

creasingly dilapidated cosmos. 
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CHAPTER 4: THE INVENTION OF OMNICIDE 

TRAUMATIC TRANSFORMATIONS 

 We saw in the previous chapter how the new existential hermeneutics that emerged with 

the secularization of Western intellectual culture throughout the nineteenth and early twentieth 

centuries provoked a reassessment of the potential dangers associated with natural phenomena 

and human activities, especially after the First World War. The result was a widespread forebod-

ing that, as the existentialist philosopher Martin Buber described it in 1949, “we were living in 

the initial phases of the greatest crisis humanity has ever known,” one in which “what is in ques-

tion … is nothing less than man’s whole existence in the world.” He continued: 

During the ages of his earthly journey man has multiplied what he likes to call his 

“power over Nature” in increasingly rapid tempo, and he has borne what he likes 

to call the “creations of his spirit” from triumph to triumph. But at the same time 

he has felt more and more profoundly, as one crisis succeeded another, how frag-

ile all his glories are; and in moments of clairvoyance he has come to realize that 

in spite of everything he likes to call “progress” he is not travelling along 

the high-road at all, but is picking his precarious way along a narrow ledge be-

tween two abysses.  210

Despite the unease that gripped many at the time—a creeping suspicion that the growing power 

of science and technology were nudging humanity toward one of the abysses referenced by Bu-

ber—the only widely accepted kill mechanism throughout the period was the Second Law, which 

threatens to drown humanity in a frozen pond of thermodynamic equilibrium many millions of 

years from the present. One might summarize the situation like this: while certain technoscientif-

ic trendlines appeared ominous, the existential headlines remained heartening, at least in one im-

portant respect: there was no scientifically credible reason to believe that near-term human ex-
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tinction was actually possible. We may be vulnerable—the central insight of the new hermeneu-

tics—but we are not in any immediate danger of dying out. 

 This changed dramatically in the mid-twentieth century, between the end of World War II 

and the late 1950s. The result was a qualitatively new existential mood that descended upon the 

Western world—if not the world more generally—with a crushing thump. This momentous shift 

was triggered by the development of nuclear weapons, which fundamentally transformed our un-

derstanding of two important properties of the threat environment, namely, the etiology and tem-

porality of risks to our collective survival. The first pertains to the fact that thermonuclear 

weapons, in particular, introduced the first scientifically credible anthropogenic kill mechanism 

in human history. While the bombings of Hiroshima and Nagasaki initiated the shift in existential 

moods, it was the 1954 Castle Bravo debacle (paired with insights about the deleterious health 

effects of radioactivity) that convinced many leading experts that even a relatively small-scale 

thermonuclear exchange could blanket Earth’s surface with potentially lethal quantities of ioniz-

ing radiation, thus bringing a sudden end to the human story.  The second property concerns the 211

realization, directly connected to the phenomenon above, that our collective demise could now 

occur on timescales relevant and meaningful to those living in the postwar era. Whereas the en-

tropic death of humanity is a distant inevitability, something that has no chance of harming one’s 

children or grandchildren, a thermonuclear conflict could precipitate our extinction in the near 

term, perhaps even tomorrow. Together, these point to the defining feature of this mood: a wide-

spread sense of impending self-annihilation, where the first term corresponds to temporality and 

the second to etiology. 

 But this period also differed from the previous one in another significant way: whereas 

the second mood of cosmic doom and vulnerability was catalyzed by the discovery of a single 

kill mechanism, this one witnessed a veritable explosion of scientifically plausible catastrophe 

scenarios that were also (a) anthropogenic, and (b) threatening in the near term. The most prom-

inent were associated with environmental degradation, which scientists beginning in the early 

1960s linked to phenomena like synthetic chemicals, overpopulation, the burning of fossil fuels, 

and ozone depletion. These served to strongly reinforce the newly established mood initiated by 

thermonuclear weapons. Some reputable scientists at the time also began sounding the alarm 
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about additional potential threats, such as biological warfare and future developments in artificial 

intelligence (AI) and atomically precise (molecular) nanotechnology, although they were not tak-

en seriously by influential scholars until the 2000s. The result of these developments was that 

over just a few short decades, from the 1950s to the 1980s, the doomsday menu of human-origi-

nating threats expanded from zero to three or four, depending on one’s counting criteria, with a 

small but menacing swarm of anticipated future hazards buzzing on the temporal horizon. Put 

differently, the threat environment underwent an additional transformation with respect to the 

property of multiplicity: suddenly, there was not just one means of self-extermination but many. 

“Here, then, are many rational ends to the world,” as the anonymous author H from chapter 2 

might say in an updated survey of the threat environment. 

 Once again, this shift in existential mood was crucially enabled by the background condi-

tion of secularization. By the end of the nineteenth century, the notion that human extinction is a 

real possibility was accepted by many leading intellectuals, but the contagion of disbelief had not 

significantly infected the general public. It was during the 1960s that Western culture as a whole 

underwent a rapid decline in religiosity, inaugurating what some have called the “Age of Athe-

ism.”  Why this occurred when it did is one of the main explananda of “secularization theory,” 212

a topic that goes beyond the scope of this book.  Whatever caused this cultural metamorphosis, 213

the effect was to make possible the new epiphanies about etiology, temporality, and multiplicity 

to induce a radical step-change in our understanding of the existential predicament of humanity. 

Indeed, we will see how the lingering influence of a religious existential hermeneutics may have 

nontrivially increased the probability of catastrophe, not just during the Cold War but up to the 

present, given the persistent effects of misguided environmental policies. 

 Finally, before turning to the substance of this chapter, it might be worth making explicit 

that, as noted in chapter 1, this new existential mood didn’t supplant the previous one, but ex-

panded it. The scientific conviction that cosmic doom awaits humanity, or whatever we evolve 

into, in the far future remained as solid as ever. However, it was greatly eclipsed on the land-

scape of our collective attention by the flurry of near-term risks that emerged from the 1950s 

onward.  
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AN EXPLOSIVE DISCOVERY 

 Let’s begin with a brief account of how nuclear weapons were developed. Recall from the 

previous chapter that Soddy and Rutherford discovered that radioactive decay involves the 

transmutation of one type of atom into another, which led to worries about a “planetary chain 

reaction” of infectious decay that converts the chemical mosaic of Earth’s elements into helium. 

In the process, a huge amount of energy would be liberated, according to the equation E = mc2, 

which led some to speculate about the causes of nova observed in the firmament. Later, in 1934, 

the Joliot-Curies figured out how to convert certain stable atoms into radioactive atoms, by 

which time the notion of “atomic energy” had inspired a profusion of utopian and dystopian 

proclamations about its potential to usher in a post-scarcity world or tear the planet asunder. A 

notable example that combined both themes was Wells’ 1914 novel The World Set Free, which 

was written the previous year and dedicated to Soddy’s work on radium. This book describes a 

catastrophic world war (initiated by Germany in the 1950s, as it happens) that ultimately leads to 

the creation of a harmonious world state. What is most relevant for our purposes is that the war 

involves what Wells called, coining the term, “atomic bombs” that pilots fling from their cock-

pits on urban centers below, destroying entire cities. However, these are not like the “atomic 

bombs” dropped on Hiroshima and Nagasaki in 1945; rather than producing a sudden massive 

explosion, they utilize a fictional radioactive element called “Carolinum” to generate “a blazing 

continual explosion” that “is never entirely exhausted,” and which would create “puffs of lumi-

nous, radio-active vapour drifting sometimes scores of miles from the bomb centre and killing 

and scorching all they overtook.”  214

 Although this was science fiction, the idea greatly influenced one of the pioneers of nu-

clear weapons: a young Hungarian physicist named Leó Szilárd, who read The World Set Free in 

1932 and included Wells within his circle of acquaintances.  As the now-famous story goes, 215

Szilárd read an article in The Times the following year that quoted Rutherford as saying that 

“anyone who looked for a source of power in the transformation of the atoms was talking moon-

shine.” The reason is that, as another newspaper article on Rutherford’s talk explained, “walls of 

electric energy surround the nucleus. To break down wall after wall and eventually reach the holy 
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of holies [i.e., the nucleus] in which almost incredible energy is concentrated, the physicist must 

lay siege to the atom. So he tries to batter it and blast it apart” by shooting alpha particles at the 

nuclei. The problem is that only “one particle in 10,000,000 strikes the nucleus,” meaning that 

the process is extremely inefficient (quoting here a New York Times article published the same 

day on Rutherford’s comments).  216

 Finding himself “irritated” by Rutherford’s confidence—one is here reminded of Clarke’s 

First Law —Szilárd went for a walk and, standing at a street corner in London, devised a 217

method for unlocking the vast stores of energy trapped in atomic nuclei: a nuclear chain reac-

tion. Whereas earlier experiments had involved alpha particles, which consist of two protons and 

neutrons (the latter of which were first discovered in 1932), Szilárd instead imagined bombard-

ing atoms with free neutrons, which unlike alpha particles have a neutral rather than positive 

charge. This would enable them to easily trespass the aforementioned “walls of electric energy,” 

thus striking a greater number of nuclei. Furthermore, Szilárd reasoned that if an atom struck by 

a free neutron were to subsequently release two additional neutrons, the process—the chain reac-

tion—could become exponential and self-sustaining. Over just a few millionths of a second, bil-

lions of atoms could be struck by and release neutrons, thereby liberating enormous quantities of 

energy at once rather than (as with natural radioactive decay) over protracted stretches of time. 

Szilárd quickly realized that, as he later wrote, “in certain circumstances it might become possi-

ble to set up a nuclear chain reaction, liberate energy on an industrial scale, and construct atomic 

bombs.”  218

 This was the abstract idea, but could it work? Are there elements whose atoms release 

two neutrons when struck by one? If so, which elements? An important step toward answering 

these questions came in 1938 with the discovery of nuclear fission in uranium atoms by a team 

of scientists in Berlin, the capital of Nazi Germany, which found that irradiating uranium with 

neutrons causes the atoms to split into fragments. Upon hearing about this the following year, 

Szilárd, in his words, “saw immediately that these fragments … must emit neutrons, and if 

enough neutrons are emitted in this fission process, then it should be, of course, possible to sus-

tain a chain reaction. All the things which H. G. Wells predicted,” he continued, “appeared sud-

denly real to me.”  Now the crucial question became, “Is this actually the case? Does uranium 219
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fission produce neutrons and, if so, how many?” To answer the first question—to confirm his 

suspicions—Szilárd conducted an experiment with his colleague Walter Zinn in March of 1939. 

It involved using a cathode-ray oscillograph to track the movements and kinetic energy of neu-

trons that might be released by uranium atoms when split by slow neutrons striking them. Flash-

es appearing on the oscillograph’s display screen would indicate that uranium does indeed pro-

duce neutrons, which “in turn would mean that the large-scale liberation of atomic energy was 

just around the corner.”  After initiating the experiment, Szilárd and Zinn were relieved that no 220

flashes appeared, although they soon realized that the screen had been unplugged.  Once the 221

screen was powered on, the two scientists “turned the switch and saw the flashes,” Szilárd later 

recalled. “We watched them for a little while and then we switched everything off and went 

home. … That night, there was very little doubt in my mind that the world was headed for 

grief.”  222

 Having spent much of the 1930s anxious that atomic energy—more accurately called nu-

clear energy—could be weaponized to produce “atomic bombs,” Szilárd scheduled a meeting 

with Einstein in a Peconic, Long Island, cottage where Einstein was staying. Szilárd explained 

how nuclear energy could be unlocked and turned into a bomb, to which Einstein reportedly said, 

“I haven’t thought of that at all.”  Worried that the world was on the brink of another war and 223

that Nazi Germany might develop an atomic bomb, Szilárd penned a letter—now called the 

“Einstein-Szilard letter”—intended for US President Franklin Roosevelt to alert him of the dan-

ger. Szilárd noted that “some of the American work on uranium is now being repeated” at a 

Berlin-based university with connections to the German Under-Secretary of State, and that Nazi 

“Germany has actually stopped the sale of uranium from … the German Under-Secretary of 

State,” and that “Germany has actually stopped the sale of uranium from the Czechoslovakian 

mines which she has taken over.”  This letter, whose only signatory was Einstein, spurred the 224

creation of the Manhattan Project, described by some as the first “Big Science” project in history, 

which aimed to design, build, and test the first atomic bombs.  It cost $2 billion USD ($23 bil225 -

lion in 2018 dollars) and involved more than 130,000 scientists, although only a handful were 

aware of the project’s details and ultimate goals. The research arm of the endeavor, based in the 

top-secret Los Alamos Laboratory near Santa Fe, New Mexico, was run by the physicist, child 
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prodigy, and chainsmoker (an incredible four to five packs per day) Robert Oppenheimer, known 

today as the “Father of the Atomic Bomb.” 

 The first atomic bomb, nicknamed the “Gadget,” was detonated at 5:29 in the morning on 

July 16, 1945, in the desert of Jornada del Muerto, sometimes translated as “Journey of the Dead 

Man,” in New Mexico. This was the Trinity test, which created a burst of smoke and fire that 

rapidly rose 40,000 feet into the early morning sky. Less than a month later, on the 6th and 9th of 

August, the United States dropped two atomic bombs—Little Boy, a uranium bomb, and Fat 

Man, a plutonium bomb—on the Japanese archipelago, killing more than 100,000 people and 

helping, some argue, to bring the Second World War to an end. 

A NEW MOOD EMERGES (1945-1954) 

 News of the catastrophic effects of Little Boy and Fat Man presented the public with hor-

rifying scenes of mass death and destruction, sometimes using explicitly apocalyptic language to 

convey the unprecedented magnitude of the bombs’ explosive power. For example, a newsreel 

shown in movie theaters throughout the United States described Hiroshima as having been “pul-

verized” and nearly “wiped off the earth” by bombs that unleashed “hellfire … violence de-

scribed by eyewitnesses as Doomsday itself!”  H. V. Kaltenborn declared on NBC, in one of 226

the first public statements about the Hiroshima bombing, that “Anglo-Saxon science has devel-

oped a new explosive 2,000 times as destructive as any known before. … For all we know, we 

have created a Frankenstein!”  The same day—August 6—President Harry Truman said in a 227

televised address that the atomic bomb “is a harnessing of the basic power of the universe,” and 

that “with this bomb we have now added a new and revolutionary increase in destruction.”  228

Two days later, Delphos Daily Herald relayed reports from Tokyo that “practically all living 

things, human and animal,” had been “seared to death,” adding that “only a few skeletons of 

concrete buildings still remained [while] both the dead and wounded had been burned beyond 

recognition.”  The Freeport Journal-Standard described Nagasaki in an August 10 article as 229

having been “smashed” in an “inferno of smoke and flame that swirled more than 10 miles into 

the stratosphere and could be seen for 250 miles.”  Shortly afterwards, major outlets like the 230
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New York Times and BBC began publishing images of the aftermath: whole city blocks razed to 

the ground, the twisted steel frames of former buildings mutilated and mangled amidst “flattened 

acres of debris,” as one caption put it.  On August 20, Life magazine printed the first images, 231

taking up entire pages, of ginormous mushroom clouds rising over both cities, describing Hi-

roshima has having been “blown … of the face of the earth” and Nagasaki as being “disembow-

eled.”  The first Western journalist to enter (surreptitiously) Hiroshima, Wilfred Burchett, re232 -

ported on September 5 that “Hiroshima does not look like a bombed city. It looks as if a monster 

steamroller had passed over it and squashed it out of existence.” At the time, little was publicly 

known about the radiological aspects of atomic explosions, information about which US officials 

would work vigorously over the next few years to suppress through campaigns of censorship and 

disinformation. Hence, believing that the ground, soaked with radioactivity, was releasing a poi-

son gas of some sort, Burchett described the weary survivors as suffering from what he called 

“atomic plague.”  233

 The month before, many witnesses of the Trinity test found themselves staggered by the 

destructive forces their scientific research had unleashed. Oppenheimer described the mood as 

“extremely solemn,” adding that “a few people laughed, a few people cried. Most were silent.”  234

He himself claims to have recited a haunting passage from the Bhagavad Gita, a sacred Hindu 

scripture, which reads: “Now I am become Death, the destroyer of worlds,” although his brother 

Frank, who also worked the Manhattan Project, reports that what he and Robert likely said was 

simply, and eerily: “It worked.”  One finds a similar sense of trepidation among some of the 235

military officers who watched the explosion. For example, an August 7, 1945, article in the New 

York Times quotes Brigadier General Thomas Farrell as describing “a searing light with the in-

tensity many times that of the midday sun. It was golden, purple, violet, gray, and blue. It lighted 

every peak, crevasse, and ridge of the near-by mountain range with a clarity and beauty that can-

not be describe but must be seen to be imagined.” He continued: 

Thirty seconds after the explosion came first the air blast pressing hard against the 

people and things, to be followed almost immediately by the strong, sustained, 

awesome roar which warned of doomsday and made us feel that we puny things 
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were blasphemous to tamper with the forces heretofore reserved to the 

Almighty.  236

Although the story may be apocryphal, Einstein is said to have muttered “I could burn my fin-

gers that I wrote that letter to Roosevelt” after hearing of the casualties in Japan.  What we do 237

know is that both he and Szilárd tried frantically to convince the US government to halt or at 

least slow down the Manhattan Project after Germany surrendered in early May; as mentioned, 

their explicit aim in convincing Roosevelt to fund research on atomic bombs was to beat the 

Germans to the finish line. With the Nazis defeated, they worried that continued work on the 

project would lead the US to use the bomb anyway, which is of course precisely what happened. 

When Einstein was asked by a newspaper reporter on August 6 about the day’s momentous news, 

he is quoted as saying, “Ach! The world is not ready for it.”  The following month, a group of 238

scientists founded the Atomic Scientists of Chicago, which began publishing the Bulletin of the 

Atomic Scientists in December of that year, a periodical aimed (in part) at educating “the public 

to a full understanding of the scientific, technological, and social problems arising from the re-

lease of nuclear energy.”  In 1947, the Bulletin created the iconic “Doomsday Clock,” which 239

metaphorizes our collective proximity to “destroying our world” and was intended, as Eugene 

Rabinowitch’s words, “to preserve civilization by scaring men into rationality.”  The minute 240

hand was initially set at 7 minutes before midnight, or doom, but was moved forward to 3 min-

utes before midnight in 1949 after the Soviet Union conducted its first nuclear test in August of 

that year. 

 The dire implications of the atomic bomb were thus recognized by many people around 

the world almost immediately. As one chapter was titled in the book The Atomic Age Opens, pub-

lished a little more than one week after the Nagasaki bombing (consisting of news articles, 

politicians’ statements, and editorials during that period), declared, “The Whole World 

Gasped.”  This was one of the first uses of “Atomic Age,” an unsettling new entry in the Eng241 -

lish lexicon, although the term is often attributed to William Laurence, who was the only journal-

ist allowed to witness the Trinity test. As Laurence wrote in a September 26, 1945, article for the 

New York Times, the Atomic Age began in the early morning of July 16, 1945, and marks a piv-
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otal moment in human history, comparable to “the moment in the long ago when man first put 

fire to work for him,” later describing the explosion as “terrifying,” “crushing,” “ominous,” 

“devastating,” and “full of … great forebodings.”  Meanwhile, the New York Herald Tribune 242

wrote that “one senses the foundation of one’s own universe trembling … It is as though we had 

put our hands upon the levers of a power too strange, too terrible, too unpredictable in all of its 

sudden consequences.”  The New Republic described a “curious new sense of insecurity, rather 243

incongruous in the face of a military victory,” an idea echoed by a Rockefeller Foundation offi-

cial who characterized the country’s mood after the war as gloomier than before December 

1941.  Still others gripped by “paralyzing fear,” the bomb having “cast a spell of dark forebod244 -

ing over the spirit of humanity.”  In a 1946 article titled “Consequences of Atomic Energy,” 245

Robert Redfield wrote that “everywhere you go, this greatest of all events in the history of hu-

man technology and science has become a nightmare in the minds of men.”  Among the more 246

poignant descriptions of the times came from Norman Cousins’ article “Modern Man Is Obso-

lete,” which opens: 

Whatever elation there is in the world today because of final victory in the war is 

severely tempered by fear. It is a primitive fear, the fear of the unknown, the fear 

of forces man can neither channel nor comprehend. This fear is not new; in its 

classical form it is the fear of irrational death. But overnight it has become inten-

sified, magnified. It has burst out of the subconscious and into the conscious, fill-

ing the mind with primordial apprehensions. It is thus that man stumbles fitfully 

into a new age of atomic energy for which he is as ill-equipped to accept its po-

tential blessings as he is to counteract or control its present dangers.  247

ANTS AND SPEARS 

 Hence, it was in the flickering shadows of Hiroshima and Nagasaki that a new existential 

mood was born, one marked by subdued panic and existential disquietude centered around the 

radical expansion of our ability to obliterate an entire metropolis with a single explosive. “The 
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world would not be the same,” as Oppenheimer later stated. Or to quote the German philosopher 

and poet Günther Anders, writing in his 1962 article “Theses for the Atomic Age,” “with 6 Au-

gust 1945, the Day of Hiroshima, a New Age began: the age in which at any given moment we 

have the power to transform any given place, on our planet, and even our planet itself, into a Hi-

roshima.”  Anders later suggested a new calendar organized around this date, thus arguing in 248

1958 that “we live in the Year 13 of the Calamity. I was born in the Year 43 before. Father, who I 

buried in 1938, died in the Year 7 before” (see chapter 9 for further discussion).  249

 Yet, tellingly, there were hardly any explicit references at the time to human extinction. 

The focus instead tended to center around the possibility of civilizational destruction in another 

global conflict. Exceptions can be found, of course, as when an article in the St. Louis Post-Dis-

patch declared that “either the world’s people—our own included—will learn to use it not for 

war but for peace, or else science has signed the mammalian world’s death warrant and deeded 

an earth in ruins to the ants.” But most such assertions are ambiguous in their meaning. For ex-

ample, three days after Nagasaki was obliterated, Edward R. Murrow told his radio audience that 

“seldom, if ever, has a war ended leaving the victors with such a sense of uncertainty and fear, 

with such a realization that the future is obscure and that survival is not assured.” But whose sur-

vival is in question here? The United States’ or humanity’s? Or consider Bertrand Russell’s first 

public comments about the atomic bomb on August 18. “The prospect for the human race is 

sombre beyond all precedent,” he wrote. “Mankind are faced with a clear-cut alternative: either 

we shall all perish, or we shall have to acquire some slight degree of common sense.” Yet Russell 

added that if the next war involves atomic bombs, we can expect that “all large cities … will be 

completely wiped out … Communications will be disrupted, and the world will be reduced to a 

number of small independent agricultural communities living on local produce, as they did in the 

Dark Ages.”  In other words, despite his initial remarks, the outcome he foresees is the destruc250 -

tion of civilization rather than total extinction, which, as mentioned, is characteristic of the most 

extreme atomic worries of the time. 

 Among the more memorable expressions of this civilizational rather than extinctional fo-

cus comes from an anonymous Army lieutenant in a September 25, 1946, issue of The Zanesville 

Signal, a local Ohio newspaper. A reporter named Joseph Laitin “reports that reporters at Bikini,” 
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a coral reef in the Marshall Islands where atomic bombs were being tested at the time (called 

Operation Crossroads), asked the lieutenant “about what weapons would be used in the next 

war.” He replied, “I dunno … but in the war after the next war, sure as hell, they’ll be using 

spears!,” which of course conveys the idea that nuclear conflict would not be fatal to the species, 

though it would catapult us back to the sticks and stones of the Paleolithic.  This quote was ap251 -

parently later repeated by Einstein, to whom it is now commonly (mis)attributed.  To mention 252

just one more example, consider a 1980 lecture from the Nobel laureate Richard Feynman, who 

worked on the Manhattan Project as a young physicist, in which he recalled that after returning 

to Cornell University from Los Alamos, he would find himself wondering what the point of 

building anything is when the atomic bomb could so easily destroy it. In his words: 

I’d sat in a restaurant in New York, for example, and I looked out at the buildings 

and how far away, I would think, you know, how much the radius of the Hiroshi-

ma bomb damage was and so forth. How far down there was down to 34th Street? 

All those buildings, all smashed … And I got a very strange feeling. … [T]hey’re 

crazy, they just don’t understand, they don’t understand. Why are they making 

new things, it’s so useless?  253

But nowhere does Feynman indicate that he or his colleagues feared that the new atom-splitting 

weapons had introduced (what we are calling) a kill mechanism that, as such, could completely 

exterminate the human species. There was, in the years following WWII, almost no explicit talk 

of what Russell would later, in 1954, call “universal death,” i.e., total annihilation. One does find 

anticipations that the next generation of nuclear weapons could potentially do this, but this leads 

us to the next crucial development in this story, whereby the existential mood initiated by the 

Hiroshima and Nagasaki bombings becomes solidified. 

IS MANKIND EXTERMINABLE? 
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 The solidification of this new mood was catalyzed by one event in particular: the March 

1, 1954, Castle Bravo test on Bikini Atoll in the Marshall Islands. This involved a thermonuclear 

(“hydrogen”) rather than atomic weapon. Thermonuclear weapons use the fission of heavy ele-

ments—e.g., uranium and plutonium—to cause the fusion of lighter elements—e.g., hydrogen 

isotopes (deuterium and tritium) and lithium deuteride (lithium-7 plus deuterium)—and can pro-

duce explosions 1,000 times more powerful than atomic bombs. The first thermonuclear explo-

sion, codenamed Ivy Mike, occurred in 1952, and produced an explosive yield of 10,400 kilo-

tons, more than 500 times the yield of the Trinity test. The Castle Bravo test was supposed to 

produce a yield of 6,000 kilotons, but an unexpected reaction with lithium-7 caused the explo-

sion to be 2.5 times larger. Within a few seconds, the fireball ballooned to be over 3 miles wide, 

and “for a moment it seemed to cling to the earth, but then it sprung into the sky,” carrying some 

“ten million tons of pulverized coral debris … coated with radioactive fission products.”  Prior 254

calculations suggested that the radioactive debris resulting from the explosion would be catapult-

ed into the stratosphere, where they would be trapped by the tropopause (the boundary between 

the troposphere and the stratosphere). This would prevent them from immediately falling back to 

Earth, thereby contaminating Earth’s surface with high concentrations of dangerous particles. 

Rather, they would be dispersed around the globe, undergoing normal radioactive decay such 

that by the time much of the debris had returned to the surface, the associated radiological hazard 

would be small. 

 But this “stratospheric trapping” phenomenon did not occur: the relatively large particles 

of debris quickly fell from the stratosphere, thus raining dangerous amounts of radioactivity over 

a much larger region than scientists thought was possible.  Consequently, residents of the Ron255 -

gelap and Rongerik atolls had to be evacuated, and a Japanese fishing vessel named the Lucky 

Dragon was covered in odorless, tasteless white flakes of radioactive coral, described by one 

crew member as “just like sleet,” which ultimately covered some 7,000 square miles of the 

ocean.  By the evening, those onboard the Lucky Dragon began showing signs of sickness con256 -

sistent with the symptomatology of acute radiation syndrome, and upon returning to Japan, they 

were found to be highly radioactive.  Over the next few weeks, “traces of radioactive fallout 257

were found on the Japanese mainland, in Australia, India, and parts of Europe and even the Unit-
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ed States,” and later that year one of the crew members died—the first victim of the hydrogen 

bomb, according to the Japanese.  258

 It quickly dawned on people that the most dangerous feature of thermonuclear weapons is 

not their immediate effects—the blast, shock wave, heat, fires, etc.—but the subsequent radioac-

tive fallout, which could affect areas far from the detonation site. As an “Instructor’s Guide” pub-

lished in 1955 by the United States Civil Defense titled Introduction to Radioactive Fallout 

states, 

before the facts of the 1954 H-bomb explosion were announced, fallout was of 

little concern to us. If you lived a few miles from a possible target, you could as-

sume that you were safe from the effects of enemy bombing. … That is no longer 

the case. The 1954 tests in the Pacific showed that deadly fallout could be carried 

nearly 200 miles by the winds.  259

This seemed to imply that even a relatively small-scale thermonuclear conflict could potentially 

blanket every inhabited region of the planet with dangerous levels of radioactivity, thereby 

threatening the very existence of humanity. Indeed, one finds a marked shift in how people—sci-

entists, philosophers, political theorists, politicians, etc.—began to describe the threats posed by 

thermonuclear weapons. As we have seen, before the Castle Bravo debacle the primary focus 

was the possible destruction of civilization enabled by the amplified violence capacities of states; 

this was essentially an extension of the technoscientific worries expressed by Churchill (1924) 

and Freud (1930) in the previous chapter. Atomic bombs had simply given state actors a bigger 

hammer with which to smash each other. Almost immediately after the Castle Bravo debacle, the 

rhetoric came to emphasize the prospect of complete self-annihilation if a thermonuclear war 

were to break out. For example, in his book Human Society in Ethics and Politics (1954), Russell 

warned of “universal destruction” if present policies of interstate competition continue, and in 

the final chapter evocatively titled “Prologue or Epilogue?” argued that “the future of man is at 

stake.” Drawing from this and other writings, he penned a short but powerful radio address for 

the BBC titled “Man’s Peril,” which he delivered in December of 1954. In it, he pleaded with his 
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listeners—an audience of 6 to 7 million people—to recognize that a thermonuclear conflict, en-

tire cities like London, New York, and Moscow could be utterly decimated by single bombs. But, 

referencing Castle Bravo, 

we now know, especially since the Bikini test, that hydrogen bombs can gradually 

spread destruction over a much wider area than had been supposed. It is stated on 

very good authority that a bomb can now be manufactured which will be 25,000 

times as powerful as that which destroyed Hiroshima. Such a bomb, if exploded 

near the ground or under water, sends radio-active particles into the upper air. 

They sink gradually and reach the surface of the earth in the form of a deadly dust 

or rain. It was this dust which infected the Japanese fishermen and their catch of 

fish although they were outside what American experts believed to be the danger 

zone. No one knows how widely such lethal radio-active particles might be dif-

fused, but the best authorities are unanimous in saying that a war with H-bombs is 

quite likely to put an end to the human race. It is feared that if many H-bombs are 

used there will be universal death—sudden only for a fortunate minority, but for 

the majority a slow torture of disease and disintegration.  260

He proceeds to quote several “eminent men of science,” such as Sir John Slessor, who said that 

“a world war in this day and age would be general suicide; Lord Edgar Adrian, who warned that 

such “a fight … might end the human race”; and Sir Philip Joubert, who declared that “with the 

advent of the hydrogen bomb, it would appear that the human race has arrived at a point where it 

must abandon war as a continuation of policy or accept the possibility of total destruction.” Rus-

sell then states that while no one will claim that “the worst results are certain,” 

what they do say is that these results are possible and no one can be sure that they 

will not be realized. I have not found that the views of experts on this question 

depend in any degree upon their politics or prejudices. They depend only, so far as 

my researches have revealed, upon the extent of the particular expert’s knowl-
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edge. I have found that the men who know most are most gloomy. … Here, then, 

is the problem which I present to you, stark and dreadful and inescapable: Shall 

we put an end to the human race; or shall mankind renounce war? … Is our race 

so destitute of wisdom, so incapable of impartial love, so blind even to the sim-

plest dictates of self-preservation, that the last proof of its silly cleverness is to be 

the extermination of all life on our planet?—for it will be not only men who will 

perish, but also the animals, whom no one can accuse of Communism or anti-

Communism. I cannot believe that this is to be the end.  261

The presentation was an incredible success and the text was widely reprinted. As Russell wrote 

to his cousin, it “brought an avalanche of letters, mostly sympathetic,” including some from top 

scientists like Max Born and Frédéric Joliot-Curie. Born wrote to express interest in producing a 

statement co-signed by Nobel laureates warning about the profound dangers posed by thermonu-

clear weapons, while Joliot-Curie proposed a conference of leading scientists. The first led to 

what is now called the “Russell-Einstein Manifesto” and the second to the Pugwash Conferences, 

which Russell cofounded in 1957 with Joseph Rotblat, the only scientist to leave the Manhattan 

Project on moral grounds.  262

 Signed by 11 of the most prominent scientists and intellectuals at the time, including 

Born, Joliot-Curie, Rotblat, and Einstein (just days before his death), the Russell-Einstein Mani-

festo gained international attention. Presented on July 9, 1955, it largely recapitulated points 

made in “Man’s Peril,” sometimes verbatim. It begins with an appeal to for people to consider 

their common humanity. “We are speaking on this occasion,” it states, “not as members of this or 

that nation, continent, or creed, but as human beings, members of the species Man, whose con-

tinued existence is in doubt. … we want you, if you can, to set aside such feelings and consider 

yourselves only as members of a biological species which has had a remarkable history, and 

whose disappearance none of us can desire.” It proceeds to mention the Castle Bravo debacle, 

stating that 
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the best authorities are unanimous in saying that a war with H-bombs might pos-

sibly put an end to the human race. It is feared that if many H-bombs are used 

there will be universal death, sudden only for a minority, but for the majority a 

slow torture of disease and disintegration. … We have not yet found that the 

views of experts on this question depend in any degree upon their politics or prej-

udices. They depend only, so far as our researches have revealed, upon the extent 

of the particular expert’s knowledge. We have found that the men who know most 

are the most gloomy.  263

Six days later, another consensus statement was released that included signatures from 18 Nobel 

laureates (a total of 34 within the next year): the Mainau Declaration, which took shape in Ger-

many and shared many similarities with the Russell-Einstein Manifesto. Also signed by Born, 

who was a driving force behind its composition, it states: 

With pleasure we have devoted our lives to the service of science. It is, we be-

lieve, a path to a happier life for people. We see with horror that this very science 

is giving mankind the means to destroy itself. By total military use of weapons 

feasible today, the earth can be contaminated with radioactivity to such an extent 

that whole peoples can be annihilated. Neutrals may die thus as well as belliger-

ents. … If war broke out among the great powers, who could guarantee that it 

would not develop into a deadly conflict? A nation that engages in a total war thus 

signals its own destruction and imperils the whole world.  264

These statements were followed by a flurry of equally dire warnings about the possibility not 

merely of civilizational destruction, but total self-annihilation, which could now plausibly hap-

pen in the immediate future. Among the most notable voices in Germany was Anders, who ar-

gued in his 1956 paper “Reflections on the H Bomb” that “all history can be divided into three 

chapters, with the following captions: (1) All men are mortal, (2) All men are exterminable, and 

(3) Mankind as a whole is exterminable.” Whereas the Holocaust triggered the shift from (1) to 
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(2), according to Anders, the advent of thermonuclear weapons has introduced the third, even 

more terrifying epoch of, on a different translation, the “killability” of humanity.  Two years 265

later, Karl Jaspers worried about “the total doom of mankind” in in The Future of Mankind, argu-

ing that “an altogether novel situation has been created by the … bomb. Either all mankind will 

physically perish or there will be a change in the moral-political condition of man.”  And the 266

famed journalist Arthur Koestler warned in his 1967 book The Ghost in the Machine that “the 

bomb has given us the power to commit genosuicide,” adding that “it is as if a gang of delin-

quent children had been locked in a room filled with inflammable material, and provided with 

match-boxes—accompanied by the warning not to use them.”  267

OMNICIDE, FALLOUT, COBALT, AND KUBRICK 

 The shift in thinking about the existential predicament of humanity between 1945 and the 

late 1950s could hardly have been more pronounced. It began with the startling realization that 

the Atomic Age marked a fundamentally new era in human history, and culminated with the 1954 

Castle Bravo test, which triggered a torrent of panicked declarations about not just the feasibility 

of civilizational destruction but the even more extreme possibility of complete self-annihilation, 

or omnicide. To pause for a moment on this neologism, the coining of the word “omnicide” is 

almost universally attributed to the philosopher John Somerville (1905-1994), who worked tire-

lessly to abolish nuclear weapons—a project he described as “preventive eschatology”—and co-

founded an organization in 1983 called the “International Philosophers for the Prevention of Nu-

clear Omnicide” (now the “International Philosophers for Peace and the Elimination of Nuclear 

and Other Threats to Global Existence,” or IPPNO).  As an obituary for him in the Los Angeles 268

Times states, “Somerville started thinking of a word that transcended suicide, genocide, infanti-

cide—the killing of all humans—and ended up with omnicide. Now … Somerville is given credit 

for inventing the word, which he says is the only true description of the end result of nuclear 

holocaust.”  269

 On Somerville’s definition, “omnicide” refers to “the annihilation of all human beings by 

some human beings,” or “the final madness of some humans killing all humans including them-
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selves,” which he described as “the logical (and terminal) extension of the series of such nouns 

as suicide, infanticide, homicide, genocide.”  This, he declared, is a “crime so enormous that it 270

could be committed only once, the sin so unspeakable it never even had a name.”  Incidentally, 271

whether Somerville intended it or not, these statements echo the origin story of the word “geno-

cide,” another twentieth-century neologism. In brief: during a live BBC broadcast in 1941, Win-

ston Churchill addressed the Nazi’s mass murder of Russians, reporting to his listeners that “the 

whole of Europe has been wrecked and trampled down by the mechanical weapons and barbaric 

fury of the Nazis,” with “whole districts … being exterminated. Scores of thousands—literally 

scores of thousands—of executions in cold blood are being perpetrated by the German police 

troops upon the Russian patriots who defend their native soil.” He then declared that “we are in 

the presence of a crime without a name.”  Shortly afterward, having heard Churchill’s evoca272 -

tive phrase, Raphael Lemkin coined the word “genocide” in his 1944 book Axis Rule in Occu-

pied Europe, this being quickly incorporated into the lexicon of popular discourse and, later, into 

international criminal law with the 1948 Genocide Convention.  Similarly, “omnicide” was a 273

crime without a name once it became clear that a thermonuclear conflict could plausibly destroy 

all human life on the planet. Hence, as Somerville wrote, “we have to invent new words to ex-

press [the] actual scope and content” of self-annihilation, “for this crime encompasses the killing 

not only of all people but all forms of life on the planet; it not only annihilates all present human 

life but all future human possibilities, as well as all the records and remains of past human 

achievements.”  However, my own rummaging through the postwar archives indicates that the 274

word has an earlier origin: it was first used in a 1959 article by the theater critic Kenneth Tynan, 

published in The New Yorker.  Following a parallel line of reasoning as Somerville’s, Tynan 275

wrote that “we have always had the ability to commit suicide and the skill to commit homicide; 

after many a chiliad, we mastered the art of genocide; and we are now equipped for a new crime, 

as yet untitled, though a good name for it would be omnicide—the murder of everyone.” Al-

though the word “omnicide” itself had actually been around for some time (a company called 

Superior Chemical Products, Inc. filed a US federal trademark registration in 1936 for an insecti-

cide that they called “Omnicide”), this was the first instance, so far as I am aware, of the term 

being used to denote the killing of all people on the planet.  276
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 Returning to our historical narrative of existential moods, many at the time not only rec-

ognized the possibility of omnicide—this term becoming widely used only in the 1980s—but 

implicit in numerous quotes reproduced in previous sections was the startling idea that nuclear 

omnicide could occur in the imminent future, at any moment. Or, to mention a passage not quot-

ed above, consider the following from President John F. Kennedy’s 1961 address to the UN Gen-

eral Assembly. “Today,” he declared, 

every inhabitant of this planet must contemplate the day when this planet may no 

longer be habitable. Every man, woman, and child lives under a nuclear sword of 

Damocles, hanging by the slenderest of threads, capable of being cut at any mo-

ment by accident or miscalculation or by madness. The weapons of war must be 

abolished before they abolish us.  277

Thus, at the heart of this new existential mood was a radical shift in our understanding of the eti-

ology and temporality of human extinction: (1) the Second Law is no longer the only scientifical-

ly credible means of elimination, and (2) it is now possible for humanity to commit omnicide on 

timescales relevant to those in the postwar era—which includes the present. Here, then, was the 

first widely agreed upon anthropogenic kill mechanism in human history: global thermonuclear 

fallout. 

 Yet this was not the only kill mechanism associated with nuclear weapons that people 

proposed at the time. Aside from global fallout, the two most credible mechanisms prior to the 

early 1980s came from Edward Teller, a Manhattan Project physicist known as the “Father of the 

Hydrogen Bomb,” and Szilárd. In 1942, Teller wondered whether the first atomic explosion 

could trigger a “self-propagating chain of nuclear reactions” in the atmosphere that would anni-

hilate all human life on Earth, resulting in what Arthur Compton, who won a Nobel Prize in 1927 

and also worked on the Manhattan Project, described in a 1959 interview as “the ultimate cata-

strophe.”  Although calculations made by Hans Bethe within a few hours showed this to be im278 -

probable, Tellers speculations nonetheless resulted in a classified report titled “LA-602: Ignition 

of the atmosphere with nuclear bombs” (1946), which some have described as quite possibly 
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“the first quantitative risk assessment of human extinction.”  Despite reassurances that the at279 -

mosphere would not ignite, the report concluded on an unsettlingly ominous note: “There re-

mains the distinct probability that some other less simple mode of burning may maintain itself in 

the atmosphere [that] might become catastrophic on a world-wide scale,” adding that “the com-

plexity of the argument and the absence of satisfactory experimental foundations makes further 

work on the subject highly desirable.” Of course, if the report’s conclusions had been wrong, 

there would be no one around to talk about its conclusions having been wrong. Incredibly, the 

Manhattan Project physicist Emilio Segrè, who was later awarded a Nobel prize, wrote that, 

upon witnessing the Trinity test, he “for a moment I thought the explosion might set fire to the 

atmosphere and thus finish the earth, even though I knew that this was not possible.”  280

 Later, in 1950, Szilárd participated in a roundtable discussion on the radio in which he 

imagined a version of the hydrogen bomb that could produce extraordinary quantities of radioac-

tivity on purpose, such that, as one of the interlocutors (a fellow scientist) summarized the pro-

posal, “all people on Earth could be killed under the circumstances.”  Interestingly, every his281 -

torical account of the “cobalt bomb” dates the idea to comments made by Szilárd during this ra-

dio program, although Szilárd doesn’t once explicitly mention or allude to cobalt. He instead ad-

umbrates a general mechanism by which a hydrogen bomb could spread large amounts of ra-

dioactive dust around the planet over the course of months or years. Nonetheless, as an article 

published later that year in the Bulletin notes, the only two chemical elements that could instanti-

ate this mechanism are cobalt and zinc, and since “the yield of effective gamma radiation per 

neutron is eight times less for zinc than for cobalt,” the optimal element for the stated purpose of 

omnicide is cobalt.  So perhaps Szilárd had this in mind after all, despite his silence about the 282

details. 

 Either way, while a number of scientists argued that a bomb of this sort is not 

practicable,  others backed Szilárd’s speculations. Einstein, for example, is quoted in a news283 -

paper article written by Laurence, the journalist mentioned above, as worrying that if a cobalt 

bomb were successfully built, then “radioactive poisoning of the atmosphere and hence annihila-

tion of any life on Earth, will have been brought within the range of technical possibility.”  The 284

following decade, the Nobel laureate and anti-nuclear testing activist Linus Pauling calculated 
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that for only “six billion dollars—one twentieth of the amount spent on armaments each year by 

the nations of the world—enough cobalt bombs could be built to assure the death of every person 

on Earth.”  Such claims gave rise to the notion of a “doomsday device” or, in Herman Kahn’s 285

1960 phraseology, a “Doomsday Machine,” which was catapulted into the public consciousness 

by Stanley Kubrick’s black comedy Dr. Strangelove or: How I Learned to Stop Worrying and 

Love the Bomb (1964). The cobalt bomb also gained recognition from Nevil Shute’s 1957 novel 

On the Beach, which describes a devastating all-out nuclear war waged with cobalt bombs, and 

was later made into a movie (in both 1959 and 2000). According to public records, no state has 

ever built a cobalt bomb, although the Soviet did establish a system known as “Dead Hand” that 

would automatically launch a barrage of nuclear intercontinental ballistic missiles (ICBMs) at 

the US in the event of a preemptive attack—a kind of doomsday device. There is some specula-

tion that Russia never discontinued the program. 

OZONE AND GLOBAL COOLING 

 Many other kill mechanisms associated with nuclear weapons were also proposed, al-

though most were scientifically incredible. For example, the Democratic presidential candidate 

Estes Kefauver claimed in 1956 that hydrogen bombs could “right now blow the earth off its axis 

by 16 degrees,” and the following year Nikita Khrushchev supposedly declared that the Soviet 

Union had a bomb capable of “melt[ing] the Arctic icecap and send[ing] oceans spilling all over 

the world.”  A decade later, in his 1967 book, Koestler seems to have channeled earlier worries 286

expressed in the textbook The Atom and the Bohr Theory of Its Structure (1923), and by Joliot-

Curie in his 1935 Nobel prize speech (both discussed in the previous chapter), in asserting that 

the bomb has not only “given us the power to commit genosuicide” but “within a few years we 

should even have the power to turn our planet into a nova, an exploding star.”  287

 More plausible concerns centered around the possibility of ozone depletion. The immense 

heat produced by the nuclear fireball creates nitrogen oxides (NOx), about 1032 molecules per 

megaton of explosive yield, which can be carried into the stratosphere as the fireball rises 

through convection. The possibility of NOx depleting the ozone was identified by Paul Crutzen in 
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1970, who found that when NO interacts with O3 (ozone), it yields NO2 (nitrogen dioxide) and 

O2 (the ordinary oxygen molecule that we breath); the resulting NO2 then combines with O 

(monoatomic oxygen created when ozone interacts with the sun’s light) to yield NO and O2 such 

that NO ends up being recycled, with each cycle causing more ozone depletion.  Subsequent 288

research raised enough alarm to galvanize the US government to fund further research on the 

phenomenon, which led to a 1975 book published by the National Academy of Sciences (NAS) 

titled Long-Term Worldwide Effects of Multiple Nuclear-Weapons Detonations. Startlingly, it 

“confirmed the potential for stunning impoverishment of ozone in the stratosphere,” leading the 

ACDA director at the time to worry aloud that there could be any number of additional kill 

mechanisms that scientists have not yet identified.  As he made the point during a speech to the 289

Chicago Council on Foreign Relations the same year: “The more we know, the more we know 

how little we know. … Each of these discoveries tore a hole in the facile assumptions that 

screened the reality of nuclear war. Each brought a new glimpse into the cauldron of horrors. 

What unexpected discovery will be next?”  290

 This threat was further popularized by Jonathan Schell (1943-2014) in his magisterial 

1982 bestseller The Fate of the Earth, which offered a comprehensive, highly compelling survey 

of the threats posed by thermonuclear weapons (as well as the ethical and evaluative implications 

of our extinction, which will be examined in Part II). There are, he argued “three grave direct 

global effects,” which would “produce innumerable secondary effects of their own throughout 

the ecosystem of the earth as a whole.” One is of course global fallout. Another is ozone deple-

tion, which he notes, citing the NAS study mentioned above, could have devastating global con-

sequences. “Without the ozone shield,” he writes, “sunlight, the life-giver, would become a life 

extinguisher.” Hence, 

in judging the global effects of a holocaust, therefore, the primary question is not 

how many people would be irradiated, burned, or crushed to death by the imme-

diate effects of the bombs but how well the ecosphere, regarded as a single living 

entity, on which all forms of life depend for their continued existence, would hold 

up. The issue is the habitability of the earth, and it is in this context, not in the 
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context of the direct slaughter of hundreds of millions of people by the local ef-

fects, that the question of human survival arises. 

The last direct global consequence is the possibility that ground bursts could catapult huge quan-

tities of dust into the stratosphere, where it could block out incoming sunlight and thus cause 

Earth’s surface to cool. This idea had been expressed as early as 1949, and the polymath John 

von Neumann suggested during congressional testimony in 1955 that a large number of nuclear 

explosions could potentially loft enough dust into the atmosphere “to bring back the conditions 

of the last ice age.”  Later, Tom Stonier calculated in his 1964 book Nuclear Disaster how 291

much soil a nuclear explosion could inject into the stratosphere and examined historical data of 

cooling periods after volcanic eruptions, as occurred following the Tambora eruption in 1815. He 

concluded that “although radioactive fallout could inflict a great ecological catastrophe, it could 

not change the climate. Other debris injected into the atmosphere from explosions, however, did 

have the potential to do this.” Later, the above-mentioned book by the Ehrlichs and Holdren 

“pointed to explosive dust injections and smoke from huge fires as potential engines of regional 

and global climate change,” while Stephen Schneider, a climatologist at the National Center for 

Atmospheric Research, conjectured that “ozone depletion and dust injections into the stratos-

phere might cause Earth’s surface to cool from a fraction of a degree to a few degrees 

Celsius.”  292

FIRE(STORMS) AND ICE 

 However, as Lawrence Badash notes, speculations about stratospheric dust were little 

more than “hand-waving” at the time, given the state of scientific knowledge. Although ozone 

depletion did appear credible, global cooling as a result of stratospheric dust injection was not 

accepted as especially worrisome by many scientists, which explains why Schell did not spend 

much time discussing it. Yet, as fate would have it, the same year that Schell’s book was pub-

lished, scientists proposed a revolutionary new idea that would soon be called the nuclear winter 

hypothesis. Whereas von Neumann, Stonier, Schell, and others had focused on dust, Crutzen and 
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John Birks explored the possible climatic effects of smoke released into the lower atmosphere by 

fires “in cities, forests, agricultural fields, and oil and gas fields,” ignited by nuclear 

explosions.  This smoke would produce a thick layer of particulate matter floating in the at293 -

mosphere that could reduce “the average sunlight penetration to the ground … by a factor be-

tween 1 and 150 at noontime in the summer,” thus greatly damaging agriculture in the Northern 

Hemisphere. The study also found a significant increase in average ground ozone levels after the 

smoke had settled, which would further harm agricultural productivity by subjecting crops “to 

severe photochemical pollutant stress.”  A paper published the same year by Richard Turco, 294

Owen Toon, James Pollack, and Carl Sagan focused on a possible climatic effect that Crutzen 

and Birks had ignored: a reduction in average surface temperatures. In a large number of “full-

scale” nuclear war scenarios examined by the authors, the outcome would be 

a combination of stresses caused by severe climate perturbations (surface coolings 

of 10° C or more), radiation doses in the tens of rem, and tenfold increases in uv-

B solar radiation exposures, together with widespread shortages of food and 

potable water, epidemics, serious injuries, and lack of medical facilities and sup-

plies, cumulatively imply the widespread death in man and possible extinction of 

numerous land and marine species.  295

The following year, the above-mentioned scientists along with Thomas Ackerman published 

“Nuclear Winter: Global Consequences of Multiple Nuclear Explosions” in Science, which in-

troduced the term “nuclear winter,” coined by Turco, into the riskological lexicon. This has come 

to be called the “TTAPS” study (pronounced “tee-taps”) because of the order of author names on 

the paper (an acronym coined by Newell Mack in 1983), and it instigated a frenzied public de-

bate thanks to Sagan’s explication of the idea in two popular articles published the same year: 

one in Parade magazine and another in Foreign Affairs. 

 Although most presentations of “nuclear winter” assume this refers to a single phe-

nomenon—i.e., the reduction of global surface temperatures due to nuclear-caused urban 

firestorms that produce large amounts of soot (black carbon) that becomes lodged in the stratos-
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phere where it blocks incoming solar radiation—this is not entirely accurate. Rather, the term 

denotes an ensemble of effects “involving darkening, cooling, enhanced radioactivity, toxic pol-

lution, and ozone depletion.”  As Sagan explained in his Foreign Affairs article, a nuclear war 296

would loft dust into the stratosphere and ignite firestorms that, as just mentioned, would produce 

dark soot; this soot would disperse mostly in the troposphere and, along with the stratospheric 

dust, cause and subfreezing temperatures for months on end and nearly pitch-black skies at noon. 

Urban firestorms would also release large quantities of pyrotoxins, and once the soot and dust 

fell out of the atmosphere, the depletion of ozone (mentioned by Crutzen and Birks) would en-

able dangerous levels of ultraviolet radiation to torch Earth’s surface. These factors would cause 

catastrophic food shortages, and the combination of fallout, pyrotoxins, and ozone depletion 

would increase the likelihood of global pandemics, possibly involving microorganisms with en-

hanced pathogenicity due to mutations induced by the shower of ultraviolet radiation. Adding to 

the catastrophe, months of extraordinary cold, even along the equator, would greatly reduce the 

availability of fresh water and, as Sagan poignantly notes, it could freeze the top meter of the 

ground, thereby “making it unlikely that the hundreds of millions of dead bodies would be 

buried, even if the civil organization to do so existed.” Sagan concludes that the interacting com-

bination of “cold, dark, radioactivity, pyrotoxins, and ultraviolet light following a nuclear war … 

would imperil every survivor on the planet. There is a real danger of the extinction of 

humanity.”  He made the point in his Parade article like this: 297

There is little question that our global civilization would be destroyed. The human 

population would be reduced to prehistoric levels, or less. Life for any survivors 

would be extremely hard. And there seems to be a real possibility of the extinction 

of the human species.  298

Although the possibility of firestorms caused by nuclear explosions had been known for decades

—e.g., a firestorm was observed in Hiroshima roughly 20 minutes after Little Boy exploded —299

the TTAPS study outlined a new, composite kill mechanism in which the soot produced by rag-

ing fires plays a central causal role in bringing about potentially lethal outcomes for humanity. In 
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the decades since, studies have not only affirmed the existence of this mechanism but found, to 

the dismay of scientists, that even fewer nuclear weapons may be necessary to precipitate a nu-

clear winter than had been previously thought. For example, a 2007 study co-authored by some 

of the TTAPS scientists (along with some additional authors) used modern climate models to 

simulate the effects of 100 Hiroshima-sized bombs detonated in the subtropics, which corre-

sponds to “less than 0.03% of the explosive yield of the current global nuclear arsenal.” It found 

that earlier studies had inadequately represented the amount of smoke that would end up in the 

stratosphere, where the primary removal mechanism is gravity rather than precipitation, and 

hence it concluded that the effects of even a quite small regional nuclear war (e.g., between India 

and Pakistan) could cause “significant cooling and reductions of precipitation.” While these ef-

fects would be less dramatic than those produced in simulations of large-scale nuclear ex-

changes, they would nonetheless last much longer because of the large stratospheric injections of 

smoke.  300

 This led Alan Robock and Toon, both of whom contributed to the aforementioned study, 

to introduce the notion of self-assured destruction, or SAD, in 2012.  Whereas the threat of mu301 -

tually assured destruction, or MAD, coined by von Neumann, had terrorized the US and Soviet 

Union throughout the Cold War like Dionysius’ sword over Damocles, the nuclear winter hy-

pothesis implies that even if country A were to attack country B without B retaliating, the result 

would be doom for both B and A. As Oppenheimer told Szilárd before the end of WWII, “the 

atomic bomb is shit.” Why? Because, he said, “this is a weapon which has no military signifi-

cance. It will make a big bang—a very big bang—but it is not a weapon which is useful in 

war.”  This turns out to have been more true than Oppenheimer could have known. There is no 302

game-theoretic strategy to navigate here; a first strike would be the last strike for all parties in-

volved. 

THE AGE OF APOSTASY 

 We have now outlined the various triggering factors that brought about, solidified, and 

reinforced the shift to a new existential mood in the postwar era, especially since the mid-1950s. 
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But of course without a secular existential hermeneutics through which to interpret these devel-

opments, neither global thermonuclear fallout nor the nuclear winter scenario would have fun-

damentally altered the dominant understanding of humanity’s existential predicament. As previ-

ously argued, there is no necessary connection between the identification of credible ways the 

world might be destroyed and the belief that humanity is vulnerable to, or in danger of, going 

extinct. The threat environment, which I take to be an epistemic construct, arises from how we 

answer questions like: Is our extinction fundamentally possible? If so, could it actually happen? 

How probable is it? How many kill mechanisms are there? What are they? Etc.  How we an303 -

swer these questions will in turn depend upon our (a) model of the world around and including 

us, and (b) interpretation of this model. The latter concerns one’s existential hermeneutics, which 

we can understand as a filter through which models of the world produce particular conceptions, 

or mappings, of the threat environment. For example, to use an example from the last chapter, 

despite a change in the world-model that Lord Kelvin accepted following his (co-)discovery of 

the Second Law, his religious hermeneutics did not necessitate any major revisions to the threat 

environment, as he understood it. In contrast, those inclined toward more secular worldviews, 

such as Wells and Russell, were compelled to redraw the threat environment in fundamental 

ways, since from a secular perspective the Second Law did indeed imply our inevitable extinc-

tion on a planet sinking slowly into the frozen abyss of thermodynamic equilibrium. The same 

set of world-interpretation relationships applies no less to the present period, of course. Hence, 

even if one were to accept thermonuclear fallout and nuclear winter as physically possible and 

globally catastrophic (i.e., they could actually devastate the whole world) within their world-

model, this needn’t entail any corresponding modifications of the threat environment. It all de-

pends on how (b) filters these risky features of (a). 

 I mentioned above that the second half of the twentieth century witnessed a significant 

decline in the prevalence of religion throughout the Western world. More specifically, surveys 

indicate that religious belief remained strong in the United States during the 1940s and 1950s, 

and may have actually grown. But this changed dramatically during the 1960s, a decade of radi-

cal cultural change that inaugurated what Gavin Hyman, borrowing a term from Gerhard Ebel-

ing, calls the “Age of Atheism,” during which Nietzsche’s “God is dead!” declaration finally 
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came to fruition.  Of note is that while the intelligentsia was already quite irreligious at this 304

point—indeed, virtually every major contributor to the story above described themselves as ei-

ther agnostic or atheist —the tentacles of secularization gripped the general public like never 305

before. As Michael Buckley writes in At the Origins of Modern Atheism, this period saw the 

emergence of a “radical godlessness” that was “as much a part of the consciousness of millions 

of ordinary human beings as it [was] the persuasion of the intellectual.”  This trend continues 306

to the present within the West, although the opposite is true in the world more generally (see 

chapter 12). 

 What was it about the Sixties that brought about this radical drop in religiosity? Histori-

ans and secularization theorists have singled-out a plethora of possible causes, including better 

education, lower levels of insecurity and deprivation, the spread of Marxism, second-wave femi-

nism, the hippy counterculture, multiculturalism, and the importation of Eastern religions like 

Buddhism and Hinduism.  Whatever the underlying causes were, the important consequence of 307

this secularity growth spurt is that it greatly increased the cognitive availability of non-religious 

hermeneutical perspectives, thus shaping the broader cultural response to key triggering events 

like the bombings of Hiroshima and Nagasaki, Castle Bravo debacle, and discovery of the nu-

clear winter phenomenon. Whereas the previous existential mood of vulnerability was mostly 

concentrated within the intellectual class, radiating outward into the general public via popular 

science articles and science fiction novels (like Wells’ and Flammarion’s works), the mood that 

emerged in the postwar era percolated into almost every corner of Western society. Never before 

had so many people thought seriously about the prospect of our complete disappearance; never 

before had the general public been so open to the possibility of our extinction; never before had 

the fear of impending self-annihilation haunted the Western world, if not the world more general-

ly. As the final section of this chapter explores, the result was an unprecedented surge in the con-

ceptual prominence of the idea of human extinction, as indicated 1 by Google Ngram searches 

for relevant keywords, which I have compiled in Appendix 1. 

ATOMS AND THE ANTICHRIST 
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 Yet despite the broad trend away from religion that began during the Sixties, Christianity 

in one form or another remained a powerful force in society. Consequently, a significant portion 

of the population, including some at the highest echelons of the US government, watched the 

events mentioned above through the interpretive prism of biblical prophecy, i.e., through a reli-

gious existential hermeneutics. To quote Edward Shils’ 1956 book The Torment of Secrecy, “the 

atomic bomb was a bridge over which the phantasies ordinarily confined to restricted sections of 

the population … entered the larger society which was facing an unprecedented threat to its con-

tinuance. The phantasies of apocalyptic visionaries now claimed the respectability of being a rea-

sonable interpretation of the real situation.”  Indeed, for many Christians the development of 308

nuclear weapons did not undermine the eschatological narratives of the Bible but were instead 

rapidly integrated into them, being seen as the fulfillment of ancient prophecy, and hence as fur-

ther evidence of the Bible’s truth. A striking example comes from Ronald Reagan during a dinner 

in 1971, while he was Governor of California. Because of nuclear weapons, he claimed, 

for the first time ever, everything is in place for the battle of Armageddon and the 

second coming of Christ. … It can’t be long now. Ezekiel [38:22] says that fire 

and brimstone will be rained upon the enemies of God’s people. That must mean 

that they’ll be destroyed by nuclear weapons. They exist now, and they never did 

in the past.  309

He reiterated this idea in a 1980 television interview, while campaigning for president, with the 

televangelist Jim Bakker, averring that “we may be the generation that sees Armageddon.” This 

view was shared by many other evangelicals at the time, leading Andrew Lang of the Christic 

Institute to warn in 1984 about the dangerous ascent of what he called “nuclear dispensational-

ism” within the Republican Party.  Evangelicalism is a Protestant movement most well-known 310

for the idea that one must be “born again” to enter heaven, and it gained prominence in the US 

during the 1940s and 1950s, led by preachers like Billy Graham. Dispensationalism is a frame-

work for interpreting scripture (including the eschatological parts) that was first popularized in 

the 1830s by John Nelson Darby of the Plymouth Brethren. Accepted by many evangelicals, its 
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most influential innovation is the idea of the “Rapture,” which denotes a future event in which 

Jesus swoops down from the clouds to collect every Christian, both dead (resurrected) and alive. 

This is followed by the emergence of the Antichrist, a seven-year Tribulation, the Battle of Ar-

mageddon, Second Coming of Christ, and a literal 1,000-year period of peace called the Millen-

nial Kingdom. At the end of this period, God and Satan—rather than Christ and the Antichrist, as 

with Armageddon—fight one last cosmic battle. God of course wins, casts Satan into the Lake of 

Fire, remakes the heavens and the earth, and establishes paradise, i.e., Heaven on Earth, in which 

every believer throughout history, all now with glorified bodies (humanity having undergone 

what I earlier called transcendental extinction), reside forever with God. 

 Although the eschatology of dispensationalism was widely taught by the mid-twentieth 

century at Bible institutes, Bible colleges, and evangelical seminaries in the US—e.g., the 

Moody Bible Institute, Philadelphia College of the Bible, and Dallas Theological Seminary, re-

spectively—it gained widespread popular attention following the 1970 publication of The Late 

Great Planet Earth, written by Hal Lindsey, a graduate of the aforementioned seminary 

school.  In fact, this was the best-selling “non-fiction” book in English of the entire decade, 311

selling some 28 million copies by 1990. One reason for the book’s extraordinary success was that 

Lindsey superimposed the narrative of dispensationalist eschatology onto contemporary geopo-

litical affairs; he provided a concrete account of how postwar developments tie into the prewrit-

ten narrative of prophetic scripture. Of particular relevance to the present study was his con-

tention that thermonuclear weapons would play a central role in the Battle of Armageddon be-

tween, he claimed, us on the one side, and Russia and the Antichrist on the other. As the journal-

ist Grace Halsell wrote in 1986, Lindsey’s main thesis is that “God has foreordained that we fight 

a nuclear Armageddon.”  In fact, Reagan was almost certainly channeling Lindsey’s account in 312

the above block quote, as reports suggest that Reagan had read the book, and indeed Reagan later 

“invited Lindsey to speak at the Pentagon on his geopolitics of the future,” an experience about 

which Lindsey subsequently wrote: “It seems that a number of officers and non-military person-

nel alike has read Late Great and wanted to hear more.”  By 1984, according to a Yankelovich 313

poll, an incredible 39 percent of the American public, equaling roughly 85 million Americans, 
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agreed that “when the Bible speaks of the earth being destroyed by fire, this means that we our-

selves will destroy our earth in a nuclear Armageddon.”  314

 Hence, as I argued in chapter 1, eschatological narratives can be simultaneously rigid and 

elastic, eternal and unchanging yet capable of adapting to novel world developments that neither 

earlier apocalypticists nor the inspired authors of biblical prophecy could possibly have imag-

ined. Yet another example of this comes from Edgar Whisenant’s 1988 book 88 Reasons Why the 

Rapture Will Be in 1988, which sold some 4.5 million copies. This was, of course, written after 

the nuclear winter hypothesis had been proposed, and Whisenant wasted no time incorporating it 

into his own dispensationalist account of the world’s end. In the final section of the book titled 

“A Message to the United States,” he writes that 

nuclear winter will last five years in the northern third (60 degrees) of the earth 

(which covers the United States) from statements made by Carl Sagan on Nuclear 

Winter, plus additional statements made in the Bible. We also know the whole 

continent will be as dark as midnight 24 hours a day for this entire five-year peri-

od, with temperatures never rising above zero fahrenheit [sic]. Mass starvation 

and unburied bodies will result. … [T]he destruction [will] be so complete that 

you can walk from Little Rock to Dallas over ashes only. All food will be gone; 

all water will be radioactive, except for underground water.  315

The postwar era thus provides a number of striking examples of how antithetical existential 

hermeneutics can produce radically different maps of the threat environment. Even more, one’s 

mapping of the threat environment can yield important pragmatic conclusions about which 

course(s) of action one should pursue in response to the perceived threats facing humanity. Once 

again, the decades after WWII, during the Cold War, offer some of the most compelling exam-

ples of this. 

 On the one side, those with more secular worldviews, who believed that our extinction 

could actually happen and that this would constitute a moral tragedy for one reason or another, 

found themselves impelled to take urgent steps to mitigate the risk. For example, a number of 
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Manhattan Project scientists founded the Bulletin, as mentioned. After delivering “Man’s Peril” 

and releasing his manifesto with Einstein, Russell cofounded the Pugwash Conferences in 1957 

with Joseph Rotblat, which vigorously promoted nuclear disarmament. Einstein himself, along 

with many scientists, philosophers, and political theorists at the time, argued vigorously for the 

establishment of a world government to contain the threat of nuclear proliferation, an idea that 

Daniel Deudney calls “nuclear one worldism.”  Sagan made similar claims, arguing that our 316

extinction would be tragic not just because of those who would die in the event but because it 

would prevent trillions of future people from coming into existence. Although Sagan was ac-

cused of nuclear alarmism by critics on the political right, when Mikhail Gorbachev met Reagan 

in 1988 he specifically identified Sagan as having been “a major influence on ending prolifera-

tion.”  317

 On the other side, dispensationalists like Hal Lindsay proclaimed that since a nuclear 

holocaust is inevitable, God’s ultimate will for the world, the US shouldn’t pursue arms-control 

agreements with the “Evil Empire,” as Reagan described the Soviet Union. To quote the televan-

gelist Jim Robins, who Reagan invited to given the 1984 Republican National Convention open-

ing prayer, “there’ll be no peace until Jesus comes. Any preaching of peace prior to this return is 

heresy; it’s against the word of God.” Similarly, the dispensationalist Jimmy Swaggart, a friend 

of Reagan, declared in 1985 that “we should not make any agreements with the Soviet Union,” 

but should instead withdraw from the United Nations and increase our nuclear stockpile. “I wish 

I could say we will have peace,” he said, but “Armageddon is coming … They can sign all the 

peace treaties they want. They won’t do any good. There are dark days coming. … It’s going to 

get worse.”  This perspective on future history affected not just US foreign policy but environ318 -

mental policy at home, as well (see below). For example, Reagan’s pick for Secretary of the Inte-

rior was a dispensationalist named James Watt. When asked “about his views on preserving nat-

ural resources for future generations” during a Senate hearing, he answered that we shouldn’t 

worry much about destroying the natural world and overexploiting Earth’s resources because “I 

do not know how many future generations we can count on before the Lord returns.”  As the 319

philosopher Jerry Walls writes, “dispensationalist eschatology inclines its adherents not only to 

despair of changing the world for good, but even to take a certain grim satisfaction in the face of 
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wars and natural disasters, events which they interpret as the fulfillment of prophecy pointing to 

the end of the world.”  But this is too weak: in many cases, the inclination was not merely to 320

relinquish hope of ameliorative change but to adopt positions that actively contribute to the over-

all risk of global catastrophe for the sake of accelerating the onset of the apocalypse, since on the 

other side of the apocalypse lies paradise.  321

 The radical secularization of Western culture that commenced in the Sixties thus crucially 

enabled the emergence of a new existential mood. Without a secular hermeneutics, the threat en-

vironment may not have undergone any significant, qualitative revisions, despite the unprece-

dented events that unfolded between 1945 and 1954. Even more, the secular recognition that nu-

clear conflict could bring about our extinction may have nontrivially decreased the actual proba-

bility of this outcome obtaining by impelling those who value humanity’s survival to advocate 

for anti-proliferation policies, the establishment of a world government, and the abolition of nu-

clear weapons altogether, which Sagan once memorably described as “elementary planetary hy-

giene.”  322

THE LONE WOLF 

 So far, our discussion has covered transformations in our understanding of all three prop-

erties of the threat environment specified at the beginning of this chapter: etiology, temporality, 

and multiplicity. Each was altered by a single invention, namely, nuclear weapons, which for the 

first time in history made human self-annihilation not only physically possible but unsettlingly 

probable in the near future. With respect to multiplicity, nuclear weapons introduced several dis-

tinct kill mechanisms, the most scientifically credible of which were global thermonuclear fallout 

and nuclear winter, which includes global fallout and ozone depletion within its ensemble of ef-

fects. Yet a key feature of this period was the identification of various anthropogenic phenomena 

that pointed toward additional kill mechanisms that might be, or become, no less threatening 

than nuclear conflict in the coming decades or centuries. The most salient were associated with 

forms of environmental contamination and degradation caused by radioactive fallout from ther-

monuclear testing, mutagenic synthetic chemicals, exponential population growth, and (later) 
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greenhouse gases like CO2. Some reputable scholars also sounded the alarm about the potential 

threats posed by modified pathogens, recursively self-improving AI systems, and self-replicating 

nanobots. Let’s take these in turn. 

 The modern environmental movement can be traced back to the postwar neo-Malthusian 

theorists Fairfield Osborne and William Vogt, both of whom published commercially successful 

books in 1948 about humanity’s harmful impact on the natural world: Our Plundered Planet and 

Road to Survival, respectively. According to Charles Mann, Vogt’s work spawned what some 

have called apocalyptic environmentalism, which refers to “the belief that unless humankind 

drastically reduces consumption and limits population, it will ravage global ecosystems.”  323

However, by far the most significant contribution to modern environmentalism was the 1962 

book Silent Spring by Rachel Carson, described by a New York Times article as having “influ-

enced the environmental movement as no one had since the 19th century’s most celebrated her-

mit, Henry David Thoreau, wrote about Walden Pond.”  So impactful was Carson’s publication 324

that it inspired the creation of the US Environmental Protection Agency (EPA) in 1970, and 

“prompted the Federal Government to take action against water and air pollution—as well as 

against the misuse of pesticides—several years before it otherwise might have moved,” to quote 

the EPA’s official history website.  Other major works included Paul and Ann Ehrlich’s The 325

Population Bomb (1968) and The Limits to Growth (1972), the latter of which was commissioned 

by the newly formed Club of Rome, whose stated mission was to address the interconnected con-

stellation of problems facing humanity, dubbed the “world problematique.”  326

 Environmentalism burgeoned during the 1970s. This decade saw not only the formation 

of the EPA but the first Earth Day, the founding of Greenpeace, the United Nations Conference 

on the Environment (the first of its kind), the Endangered Species Act, and the rise of “deep 

ecology,” an ethical view that embraces what its progenitor, Arne Naess, called biospherical 

egalitarianism, which posits that all living creatures are endowed with the same amount of in-

trinsic (as opposed to merely instrumental) value.  By the 1980s, more radical forms of envi327 -

ronmentalism associated with ecocentrism started gaining traction. Whereas the main focus of 

most environmentalists in the 1970s was the effects of ecological destruction on humanity, eco-

centrists went beyond anthropocentrism (the natural world has value only as a means to human 
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ends), biocentrism (that nonhuman organisms possess some intrinsic value), and biocentric egali-

tarianism (the contemporary term for Naess’ biospherical egalitarianism) in assigning value to 

non-living entities in addition to human and nonhuman organisms, such as the land and rivers.  328

These non-anthropocentric views were promulgated most notably by Earth First!, founded in 

1980, which drew attention to environmentalist issues through monkeywrenching antics like re-

turning people’s trash, vandalizing roads in wilderness areas, and tree spiking, as well as other 

forms of “ecotage,” a portmanteau of “ecological sabotage.”  As a document published by 329

Earth First! and signed “El Lobo Solo,” which translates as “The Lone Wolf,” states: “Earth 

First! is a verb, not a noun.”  330

 From its inception, leading environmentalists were explicit that the contamination and 

degradation of nature could plausibly bring about the collapse of society or civilization, if not the 

complete extinction of humanity.  This remained the case even as the background axiological 331

commitments of some movement leaders shifted from “the extinction of humanity would consti-

tute an extraordinary tragedy” to “the extinction of humanity might actually be desirable,” the 

first of which yields the imperative to care for the environment (if only) for the sake of saving 

humanity, while the second leads to the opposite conclusion, namely, that we should welcome 

our extinction or, at the very extreme, actively work to bring it about. 

 For example, Osborne wrote that humanity is at war with nature, a war far more perilous 

than the Second World War, one that “contains potentialities of ultimate disaster greater even 

than would follow the misuse of atomic power. … [I]f we continue to disregard nature and its 

principles the days of our civilization are numbered.”  Similarly, Vogt declared that “excessive 332

breeding and abuse of the land” risks “a catastrophic crash of our civilization,” which might pre-

cipitate “at least three-quarters of the human race [being] wiped out.”  The difference between 333

“Malthusian” and “neo-Malthusian” concerns about overpopulation is the spatial scope. Whereas 

Malthus focused on how the divergence between the availability of sustenance (arithmetic rate) 

and growth of populations (geometric rate) within circumscribed regions of the planet, which he 

argued will establish a “perpetual oscillation between happiness and misery,” Osborn, Vogt, and 

subsequent theorists like the Ehrlich husband-wife team claimed that global overpopulation 

would result in global catastrophes. 
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 Although parts of the Ehrlichs’ book seem to suggest that the worst-case outcome of this 

demographic trend would be, as they write, that “in the 1970’s the world will undergo famines—

hundreds of millions of people are going to starve to death” (updated in a later edition of the 

book to “the 1970s and 1980s”), although they also repeatedly gesture at far more extreme out-

comes.  For example, in the prologue of the original edition they warn that we must curb over334 -

population and “take action to reverse the deterioration of our environment before population 

pressure permanently ruins our planet. … The birth rate must be brought into balance with the 

death rate or mankind will breed itself into oblivion.”  This was reiterated in the book’s for335 -

ward, authored by the (co)founder of Friends of the Earth (in 1969) and Earth Island Institute (in 

1982), David Brower. Environmentalist organizations, Brower declared, “have been much too 

calm about the ultimate threat to mankind,” and hence they will need to “awaken themselves and 

others, and awaken them with an urgency that will be necessary to fulfillment of the prediction 

that mankind will survive.”  As Adam Rome observes, referencing earlier fears of annihilation 336

engendered by nuclear weapons, “the mounting evidence of environmental degradation in the 

1960s provoked similar anxieties about ‘survival,’ a word that appeared again and again in envi-

ronmentalist discourse.”  337

THE BIOCIDE BOMB 

 The connection between environmentalist concerns and nuclear weapons is best exempli-

fied in the early literature by Carson’s book, and later foregrounded in the 1980s by Jonathan 

Schell. Carson explicitly linked the contamination of the environment with synthetic chemicals 

to contamination caused by thermonuclear tests during the 1950s. It is here that the Castle Bravo 

disaster enters the picture once again: on the one hand, it convinced many at the time that, as 

mentioned above, even a relatively small-scale thermonuclear conflict could potentially poison 

every human being on Earth. On the other hand, it alerted the public that testing thermonuclear 

weapons, whether in the Nevada desert, the Marshall Islands, or Kazakstan (where the Soviet’s 

primary test site was located), could spread small amounts of radioactivity around the entire 

planet. The question then was whether such radioactive particles—“Death Dust,” as one reporter 
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called it—could produce adverse health effects, a possibility that the US government vigorously 

denied (from the very beginning, when Burchett reported on “atomic plague” in Hiroshima).  338

However, credible warnings about the deleterious effects of (ionizing) radiation for our genes, in 

particular our germ cells or “germ plasm,” had been made for several decades, most notably by 

Hermann Muller, a geneticist and outspoken proponent of eugenics who won the 1946 Nobel 

Prize for discovering that X-rays can induce genetic mutations. Since we pass our germ cells—in 

contrast to our somatic cells—down from one generation to the next, a mutation in these cells 

will affect all future offspring for as long as the genealogy persists. This means that germ-cell 

mutations, if sufficiently widespread, could potentially threaten the entire future of humanity. As 

Muller wrote in 1933 

we must remember that the thread of germ plasm which now exists must suffice 

to furnish the seeds of the human race even for the most remote future. We are the 

present custodians of this all important material and it is up to us to guard it care-

fully and not contaminate it for the sake of any ephemeral benefits to our own 

generation. 

This was written as a reminder to X-ray specialists at the time, since the only significant artificial 

source of radiation exposure to people in the 1930s was from medical procedures, e.g., X-ray 

images.  The Castle Bravo test made it impossible to deny that nuclear tests were exposing 339

people to a new source of radiation, a fact startlingly confirmed by the famous 1961 “Baby Tooth 

Survey,” which found that the radioactive isotope strontium-90, a byproduct of nuclear fission, 

was present in the bones and deciduous teeth of babies, and that the quantity of strontium-90 in 

children had appreciably risen throughout the 1950s.  Although there was reasonable scientific 340

debate about the health consequences of fallout exposure throughout the 1950s, many leading 

scientists warned that even minuscule amounts of exposure could be injurious to our genes, a 

point made by biologists at the 1955 Atoms for Peace conference in Geneva. The following year, 

the Genetics Committee of a National Academy of Sciences study, which included Muller, “an-
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nounced that any amount of radiation, no matter how small, would cause some genetic damage,” 

which newspapers turned into front-page news.  341

 Carson tapped into this debate by channeling fears over genetic mutation caused by ther-

monuclear tests toward a cluster of distinct concerns about the effects of synthetic pesticides like 

DDT, which became widely used in agriculture following the Second World War. As Carson 

opened the third chapter, titled “Elixirs of Death”: 

For the first time in the history of the world, every human being is now subjected 

to contact with dangerous chemicals, from the moment of conception until death. 

In the less than two decades of their use, the synthetic pesticides have been so 

thoroughly distributed throughout the animate and inanimate world that they oc-

cur virtually everywhere.  342

The ubiquity of chemical exposure is dangerous for many reasons, Carson argued, one of which 

is that pesticides might harm “the genetic material of the [human] race by causing gene muta-

tions.” In support she quotes Muller as warning that “various chemicals (including groups repre-

sented by pesticides) ‘can raise the mutation frequency as much as radiation.’” Hence, she asks 

the question: “We are rightly appalled by the genetic effects of radiation; how then, can we be 

indifferent to the same effect in chemicals that we disseminate widely in our environment?” If 

nuclear testing is unacceptable because of its apparent “threat to our genetic heritage”—and in-

deed nuclear tests above ground, under water, and in space were banned by international treaty in 

1963—then surely we should take similar actions to eliminate what Carson labelled 

“biocides.”  Failing to do this risks making Earth “unfit for all life.” Continuing on our current 343

path will only end in “disaster.” But there is still time to change course, as we must, because this 

may be “our last, our only chance to reach a destination that assures the preservation of our 

Earth.” Tying together the nuclear and pesticidal threats under the powerful theme of contamina-

tion, Carson declared: 
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Along with the possibility of the extinction of mankind by nuclear war, the central 

problem of our age has … become the contamination of man’s total environment 

with such substances of incredible potential for harm—substances that accumu-

late in the tissues of plants and animals and even penetrate the germ cells to shat-

ter or alter the very material of heredity upon which the shape of the future de-

pends.  344

Carson’s book triggered a fierce backlash, with some claiming that her warnings lacked scientific 

credibility. A Vanderbilt University professor named William Darby, for example, wrote a 

scathing review in 1962 with the overtly sexist title “Silence, Miss Carson,” which appeared in 

Chemical & Engineering News, a weekly trade magazine published by the American Chemical 

Society. He accused Carson of writing the book for “emotional” reasons and of “ignor[ing] the 

sound appraisals of … responsible, broadly knowledgeable scientists.” “In view of her scientific 

qualifications,” Darby continued, “in contrast to those of our distinguished scientific leaders and 

statesman, this book should be ignored,” although he concludes by exhorting scientists to do the 

opposite, i.e., to “read this book to understand the ignorance of those writing on the subject and 

the educational task which lies ahead.”  Along similar lines, Time magazine described the book 345

as “hysterical” and “patently unsound.”  However, the following year a US government report 346

ordered by President John F. Kennedy, titled “Use of Pesticides,” supported Carson’s concerns 

about the indiscriminate and excessive use of synthetic chemicals, and the Toxic Substances 

Control Act of 1976 banned or severely restricted every one of the six compounds that Carson 

singled-out—DDT, chlordane, heptachlor, dieldrin, aldrin, and endrin—which was Carson’s 

“greatest legal vindication.”  347

 The most important contribution of Carson’s work, though, wasn’t drawing attention to 

this or that particular toxin, or the chemical industry’s prioritization of profit over people. Rather, 

it was popularizing the idea that there exists a delicate balance of biotic and abiotic forces within 

the various complex, interlinked ecological systems upon which our survival and flourishing de-

pends, the sum total of which comprises the “biosphere,” a word coined in 1875. As Carson ar-
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ticulated this insight in a 1963 CBS documentary released six weeks before the Kennedy admin-

istration’s report on pesticides: 

The balance of nature is filled of a series of interrelationships between living 

things, and between living things and their environment. You can’t just step in 

with some brute force and change one thing without changing many others. Now 

this doesn’t mean, of course, that we must never interfere, but we must not at-

tempt to tilt that balance of nature in our favor. … [U]nless we do bring these 

chemicals under better control we’re certainly headed for disaster.  348

This became quite influential within the budding movement of modern environmentalism, and it 

continues to shape contemporary thinking about natural systems: if nature exists in a state of bal-

ance with everything connected to everything else, and if maintaining this balance is necessary 

for our survival, then any change that destabilizes this balance could pose a threat to our contin-

ued existence. 

 Hence, the “balance of nature” model implied a new category of kill mechanism: whereas 

a thermonuclear conflict would destroy large parts of the biosphere suddenly, as the result of a 

single event that unfolds in a temporally well-defined manner, a similar outcome could result 

from the incremental accumulation over time of small ecological perturbations, none of which 

are individually sufficient to cause large-scale harm, but which over time add up to seriously 

damage the integrity of the entire system. Whether or not pesticides or overpopulation actually 

instantiate this kill mechanism is one question, and as mentioned there were plenty of reputable 

scientists at the time who believed that they do, or at least would if current demographic, techno-

logical, agricultural, etc. trends were to continue into the future unabated. But the more important 

insight was that (a) nature’s balance must be maintained if humanity is to survive on Spaceship 

Earth (a metaphor that became popular in the 1960s), and (b) science, technology, and population 

growth are making it increasingly feasible for humanity to induce precisely the sort of perturba-

tions that could destabilize this balance on a planetary scale.  (As we will see in chapter 6, the 349
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basic insight that nature exists in a “delicate balance” was updated in the 2000s as a result of re-

search on “tipping points,” “critical thresholds,” and “planetary boundaries.”) 

GLASS-BOTTOM BOATS 

 Yet the multiplication of risks did not end with the identification of pollution and the ex-

ponential growth of the human population as possible ways that humanity could perish. The 

1960s and 1970s also witnessed the first warnings that anthropogenic CO2 emissions could alter 

Earth’s climatic system in deleterious ways.  For example, a 1958 film titled The Unchained 350

Goddess, which was part of a TV series described as “among the best known and remembered 

educational films ever made,”  includes a dialogue between the actor and English professor 351

Frank Baxter and the actor Richard Carlson, who plays “Mr. Fiction Writer.” It went like this: 

Baxter: Even now, man may be unwittingly changing the world’s climate through 

the waste products of his civilization. Due to our release through factories and au-

tomobiles every year of more than six billion tons of carbon dioxide, which helps 

air absorb heat from the sun, our atmosphere seems to be getting warmer. 

Carlson: This is bad? 

Baxter: Well, it’s been calculated a few degrees rise in the Earth’s temperature 

would melt the polar ice caps. And if this happens, an inland sea would fill a good 

portion of the Mississippi valley. Tourists in glass-bottom boats would be viewing 

the drowned towers of Miami through 150 feet of tropical water. For in weather, 

we’re not only dealing with forces of a far greater variety than even the atomic 

physicist encounters, but with life itself. 

In 1965, during Lyndon Johnson’s presidency, a team of scientists conveyed the first explicit 

warning about climate change to the US government. They wrote: “Man is unwittingly conduct-
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ing a vast geophysical experiment. Within a few generations he is burning the fossil fuels that 

slowly accumulated in the earth over the past 500 million years.” The outcome could be, the au-

thors concluded, “deleterious from the point of view of human beings.”  By the late 1970s, fol352 -

lowing a debate about whether aerosols from industrial pollution that reflect incoming sunlight 

could counteract the greenhouse effect, scientific opinion had largely converged on the view that 

warming surface temperatures could pose a significant threat in the twenty-first century.  In353 -

deed, a committee convened by the US National Academy of Sciences calculated in 1979 that the 

average surface temperature of Earth would increase by roughly 3 degrees C if the concentration 

of CO2 in the ambient air were to double relative to pre-industrial levels, which was expected to 

happen sometime next century. The most significant event for shaping public opinion was un-

doubtedly James Hansen’s 1988 Congressional testimony, in which he argued not only that sur-

face temperatures are indeed rising but that “global warming has reached a level such that we can 

ascribe with a high degree of confidence a cause and effect relationship between the greenhouse 

effect and the observed warming.”  This was extensively covered by the news media, and the 354

issue of anthropogenic climate change, which up to that point had been generally ignored by the 

environmental movement, quickly became its number one concern.  355

 Over this period, climatologists and other scientists voiced a number of dire prognostica-

tions about the possible effects of tinkering with Earth’s natural thermostat setting, although few 

experts directly linked anthropogenic climate change with human extinction, or even the collapse 

of civilization. The “survival” language that pervaded the environmentalist literature from Vogt 

and Osborn onwards was thus largely absent from this discussion. There was of course talk of 

global-scale effects, such as rising sea levels, which would occur around the entire planet. As a 

widely read article in Discover magazine about Hansen’s testimony reported, sea-level rise 

threatens “places like the Marshall Islands in the Pacific, the Maldives off the west coast of In-

dia, and some Caribbean nations” with “national extinction,” but of course national extinction is 

a far cry from human extinction.  Other potential consequences of climate change identified at 356

the time include devastating but survivable phenomena like more extreme weather events 

(droughts, floods, and wildfires), increased rates of plant and animal extinctions, refugee crises 

as people are forced to relocate, and geopolitical tensions over dwindling resources; however, 
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almost everyone acknowledged that the repercussions of global warming are impossible to know 

given the current state of science, which provides a reason to worry more rather than less about 

what might happen. To quote the Discover article once more, “the unprecedented rapid change” 

means that “we’re altering the environment far faster than we can possibly predict the conse-

quences,” and the global extent of this impact entails that we “are affecting the ecological bal-

ance of not just a region but the entire world, all at once.”  357

 While the possibility of unknown effects was indeed worrying, the worst predictions 

would be best categorized as “gloomsday” rather than “doomsday,” borrowing a term from a 

1979 article in Science on the topic.  The one exception to this arose from the possibility of a 358

runaway greenhouse effect. Research in the 1960s on the planetary conditions of Venus, second 

rock from the sun, led to the conclusion that it had undergone a runaway greenhouse effect dri-

ven by water vapor and/or CO2, resulting in its surface temperature hovering around 900 degrees 

F.  Given the similarities between Earth and Venus, this suggests that “there are circumstances 359

in which we could change the Earth’s environment so that it would run away to where Venus is,” 

as Sagan, who wrote his 1960 dissertation mostly about the Venus greenhouse effect, told the 

House of Representatives Subcommittee on Space Science and Applications in 1975. “It’s impor-

tant to understand what went wrong on Venus,” he continued, “so we know what not to do.”  A 360

month later, the planetary scientist Bruce Murray reiterated this point to the same subcommittee, 

as did Thomas Mutch, the NASA Associate Administrator, Office of Space Science, in 1980.  361

As Mutch made the point, understanding how exactly the runaway greenhouse effect unfolded on 

Venus—e.g., what role did CO2 play? Might CO2 have been the main driver?—has 

contemporary importance to us because human activities are significantly adding 

to the amount of carbon dioxide in the Earth’s atmosphere. This build-up may 

lead to increases in atmospheric temperatures which, in turn, may add to the 

evaporation of more water vapor into the atmosphere with its additional insulating 

effect: conceivably the Earth could suffer a runaway effect. Since even small 

changes in global temperatures can have marked, if not catastrophic, effects on 
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the environment, it is clear that we must gain an in-depth understanding of this 

potential problem. Understanding the Venus greenhouse is an obvious first step.  362

Although none of these statements mentioned human extinction explicitly, the implication was 

obvious: human life would be impossible in Venusian temperatures hot enough to melt lead and 

zinc. Here, then, was a genuine kill mechanism associated with climate change: a positive-feed-

back loop involving CO2 and water vapor that would, if triggered, inexorably bring about the 

complete annihilation of Homo sapiens along with all (or most) of our fellow creatures on the 

planet. Yet the scientific understanding of this phenomenon was far too impoverished at the time 

for anyone to make strong assertions about the probability of this occurring, i.e., of CO2 emis-

sions pushing civilization past a critical threshold, a Rubicon of runaway warming. Hence, it was 

mostly raised to justify funding for the US space program. Like the possibility of igniting the at-

mosphere when testing the first atomic bomb, the danger was plausible, but more research was 

needed to determine its actual credibility. 

 Independent of whether a runaway greenhouse effect on Earth is likely to occur if human-

ity continues to alter the chemical composition of the atmosphere on a global scale, the discovery 

of anthropogenic climate change provided additional evidence for proposition (b) in the previous 

section, i.e., that human activities resulting from technoscientific advancements, industrial de-

velopment, and a growing worldwide population could have far-reaching, long-lasting environ-

mental consequences. 

BLACK DEATH 2.0 

 A survey of this crucial period of radical change in our understanding of humanity’s exis-

tential predicament would not be complete without mentioning a few seeds planted about the 

possibility of future threats associated with microbes, algorithms, and nanobots. None of these 

gained widespread acceptance as kill mechanisms capable of destroying humanity in the twenti-

eth century or beyond, although each was endorsed by reputable (if not also controversial) theo-

rists. 
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 Taking these in turn, the first concerns the possibility of wiping out the human species, 

whether intentionally or inadvertently, through biological warfare and/or bioterrorism. The histo-

ry of pathogens being weaponized for offensive purposes goes back centuries.  The Mongols, 363

for example, gathered the bodies of people who died from the plague and catapulted them over 

the walls of Kaffa, a Crimean city on the coast of the Black Sea, which may have introduced the 

plague to Europe, thus leading to the Black Death that killed up to 60 percent of the European 

population. During the First World War, Germany infected horses shipped to the Allies with an-

thrax and glanders (an infectious disease that mainly affects horses), and multiple countries pur-

sued bioweapons capabilities during WWII.  In many cases, the target of biological agents was 364

crops and animals, although Imperial Japan’s infamous Unit 731 dropped fleas infested with the 

plague and flies covered in cholera on Chinese populations, which killed up to half a million 

people.  In the last few months of WWII, the director of Unit 731, Shirō Ishii, developed a plan 365

to kill thousands by contaminating San Diego with plague-infected fleas, an attack that never oc-

curred because of the events in Hiroshima and Nagasaki. 

 As we saw in chapter 3, some visionaries during the nineteenth century seriously enter-

tained the possibility of a worldwide outbreak of infectious disease causing the global population 

to collapse. This was central to the apocalyptic narrative of Mary Shelley’s The Last Man (1826), 

and H. G. Wells singled it out in his 1893 essay “The Extinction of Man,” in which he worried 

about a future “plague that will not take ten or twenty or thirty per cent., as plagues have done in 

the past, but the entire hundred.”  At the time, the imagined possibilities were limited to natural 366

outbreaks, perhaps enabled by global trade and travel. However, the rise of modern bacteriology 

in the late nineteenth century, around the time of Wells’ essay, “offered new prospects for those 

interested in biological weapons because it allowed agents to be chosen and designed on a ratio-

nal basis.”  The same can be said about the emergence of molecular genetics in the mid-twenti367 -

eth century, as this made, or would soon make, it seemed to informed observers, selecting and 

modifying pathogenic germs even more feasible—terrifyingly feasible. 

 Consequently, a number of leading scientists and intellectuals of the era began to fret 

about the potential for extremely dangerous germs to become weapons of war that devastate not 

just a single region but the entire human population. As Russell wrote to Einstein in a letter, dat-
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ed February 1955, “although the H-bomb at the moment occupies the centre of attention, it does 

not exhaust the destructive possibilities of science, and it is probable that the dangers from bacte-

riological warfare may before long become just as great.”  The following decade, Joshua 368

Lederberg, a pioneer in microbial genetics who won the Nobel Prize at the age of 33 for discov-

ering that bacteria can exchange genetic material with each other, presented a statement before 

the US Subcommittee on National Security Policy and Scientific Developments, which was later 

published as “Biological Warfare and the Extinction of Man” (which curiously includes the title 

of Wells’ essay). The development of biological weapons, Lederberg declared, “puts the very fu-

ture of human life on Earth in serious peril.” After discussing the potential for his research to 

prevent certain “serious human diseases,” he said: 

However, whatever pride I might wish to take in the eventual human benefits that 

may arise from my own research is turned into ashes by the application of this 

kind of scientific insight for the engineering of biological warfare agents. … We 

simply have no way of assuring ourselves that a bacterial warfare development 

activity will not eventually seed a catastrophic world-wide epidemic that ignores 

national boundaries. … Unless we learn to apply our common energies against the 

common enemies of all mankind, we are foolish and arrogant to doubt that history 

will record “Black Death II,” and more.  369

Of particular note is Lederberg’s emphasis on the differences between biological and nuclear 

weapons. Whereas “nuclear weaponry depends on the most advanced industrial technology,” 

bioweapons could be adopted “as a technique of aggression by smaller nations and insurgent 

groups,” a point that will become absolutely central to discussions of the threat environment in 

the twenty-first century. As Lederberg added, “our continued participation in [biological 

weapons] development is akin to our arranging to make hydrogen bombs available at the super-

market.”  For the present purposes, it suffices to note that a handful of scientific notables in the 370

decades after WWII warned about the potential for future advancements in molecular genetics—

followed in the 1970s by the field of genetic engineering and, more recently, synthetic biology—
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to empower smaller states and even nonstate actors to wreak catastrophic havoc and, in doing so, 

unilaterally jeopardize the continued existence of humanity. 

ALGORITHMS MAKING ALGORITHMS 

 Another possibility discussed in the postwar era concerns artificially intelligent machines. 

Recall from chapter 3 (once again) that among the various “technoscientific” speculations about 

how we might destroy ourselves that were proposed during the previous existential mood was the 

possibility of machines gaining “supremacy over the world and its inhabitants,”  an idea subse371 -

quently explored by Karel Čapek in R.U.R., which added “robot” to the lexicon. In the scenario 

outlined by Samuel Butler, humanity plays the evolutionary role of natural selection, crafting in-

creasingly sophisticated and powerful machines that eventually become capable of self-regulat-

ing and “self-acting,” until “the mechanical kingdom,” as Butler called it, comes to dominate the 

Animal Kingdom. However, far more plausible mechanisms of machinic domination were pro-

posed and elaborated by computer scientists from the 1950s onwards. For example, Alan Turing 

presented an essay titled “Intelligent Machinery, a Heretical Theory” on a BBC radio program 

The ’51 Society, in which he argued that 

it seems probable that once the machine thinking method had started, it would not 

take long to outstrip our feeble powers. There would be no question of the ma-

chines dying, and they would be able to converse with each other to sharpen their 

wits. At some stage therefore we should have to expect the machines to take con-

trol, in the way that is mentioned in Samuel Butler’s Erewhon.  372

(Note that Erewhon was a novel based in part on Butler’s aforementioned essay “Darwin Among 

the Machines.”) A central idea in Turing’s work is the possibility of machines learning through 

experience. As he wrote in a 1950 paper that introduced the famous “Turing Test” (which he 

called the “imitation game”), “instead of trying to produce a programme to simulate the adult 

mind, why not rather try to produce one which simulates the child’s? If this were then subjected 
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to an appropriate course of education one would obtain the adult brain.”  This idea was ex373 -

panded in 1959 by I. J. Good, who considered a scenario in which machines begin to take over 

the activity of designing better machines, leading to what he later called an “intelligence explo-

sion.” In his words: 

Let an ultraintelligent machine be defined as a machine that can far surpass all the 

intellectual activities of any man however clever. Since the design of machines is 

one of these intellectual activities, an ultraintelligent machine could design even 

better machines; there would then unquestionably be an “intelligence explosion,” 

and the intelligence of man would be left far behind.  374

In other words, AI systems could undergo recursive self-improvement, either on themselves or 

by building new machines, thereby activating a positive-feedback loop that, like the splitting of 

the uranium atom with free neutrons, proceeds exponentially. As he wrote in 1959, “at this point 

an ‘explosion’ will clearly occur; all the problems of science and technology will be handed over 

to machines and it will no longer be necessary for people to work,” which is why he later de-

clared that “the first ultraintelligent machine is the last invention that man need ever make, pro-

vided that the machine is docile enough to tell us how to keep it under control.”  But would it 375

be so docile? How could we control the resulting intelligence if its capacities tower above ours to 

the extent that our capacities tower above those of a cockroach? “Whether this will lead to a 

Utopia or to the extermination of the human race,” Good added, “will depend on how the prob-

lem is handled by the machines,” meaning that once the critical threshold—the Rubicon of a run-

away intelligence explosion, borrowing language from above—is crossed, our collective fate 

may no longer be within our control.  The machines will have gained supremacy, the mechani376 -

cal kingdom will dominate, or perhaps exterminate, the biological world to which we belong. 

This pointed toward a novel, scientifically plausible kill mechanism. Indeed, as Marvin 

Minsky pointed out in 1984, even a superintelligent AI system that “wants” to fulfill our wishes, 

i.e., an AI servant, could lead to catastrophic outcomes. “The first risk is that it is always danger-
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ous to try to relieve ourselves of the responsibility of understanding exactly how our wishes will 

be realized,” he wrote, adding that 

the greater the range of possible methods we leave to those servants, the more we 

expose ourselves to accidents and incidents. When we delegate those responsibili-

ties, then we may not realize, before it is too late to turn back, that our goals have 

been misinterpreted, perhaps even maliciously. We see this in such classic tales of 

fate as Faust, the Sorcerer’s Apprentice, or the Monkey’s Paw by W. W. Jacobs.  377

Hans Moravec proposed something similar in his 1988 book Mind Children, arguing that we 

“have produced a weapon so powerful it will vanquish the losers and the winners alike” because 

this “weapon” will replace the current biological regime of earthly existence with “a postbiologi-

cal world dominated by self-improving, thinking machines.” “What awaits,” he continued, “is a 

world in which the human race has been swept away by the tide of cultural change, usurped by 

its own artificial progeny.”  378

 As we will see in chapter 6, this possibility was taken up by later futurists like Ray 

Kurzweil and Nick Bostrom, and although climate change became the most-discussed threat to 

humanity among the general public in the 2000s, artificial superintelligence is frequently cited as 

the single greatest known risk within certain academic circles. Once again, for our purposes here 

it is enough to note that this threat—recursively self-improving AI systems with, as theorists now 

say, “misaligned” goals—was first articulated around the same that global thermonuclear fallout, 

pollution, and overpopulation were becoming major sources of existential anxiety throughout the 

West (and the world more generally), decades (in the case of Good) before the nuclear winter 

hypothesis and climate change caused by CO2 had been identified. 

A SINGLE SPECK 

 This leads to the final kill mechanism speculation articulated during this period: self-

replicating nanobots. The idea of nanobots, or nanotechnology, in general dates back to a lecture 
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delivered by Feynman in 1959 titled “There’s Plenty of Room at the Bottom.” In it, he discussed 

the possibility of creating tiny machines that could perform various tasks like manufacturing 

“small elements for computers in completely automatic factories,” now called nanofactories. 

These machines, or nanobots, could also have applications in biomedicine. As Feynman said 

about an idea mentioned to him by his colleague: 

Although it is a very wild idea, it would be interesting in surgery if you could 

swallow the surgeon. You put the mechanical surgeon inside the blood vessel and 

it goes into the heart and “looks” around. … It finds out which valve is the faulty 

one and takes a little knife and slices it out. Other small machines might be per-

manently incorporated in the body to assist some inadequately-functioning 

organ.  379

This idea was almost entirely ignored until the 1980s, when Eric Drexler published Engines of 

Creation: The Coming Era of Nanotechnology. It explored the possibility of manufacturing 

macroscopic products with atomic precision, by moving single atoms or molecules at a time. 

Two computers, for example, produced this way would not only look identical to the human eye, 

but if one were to zoom-in to the atomic level, one would find their constituent particles identi-

cally arranged. Of relevance to our discussion is that Drexler not only prophesied radical abun-

dance from a future nanotechnology revolution but warned that self-replicating nanobots could 

spill into the environment, convert all organic matter into wriggling clones of themselves, and 

consequently destroy all human life on the planet: the “gray goo scenario.” As he wrote, “to dev-

astate Earth with bombs would require masses of exotic hardware and rare isotopes, but to de-

stroy all life with replicators would require only a single speck made of ordinary elements. 

Replicators give nuclear war some company as a potential cause of extinction.”  This wasn’t 380

the only serious threat posed by advanced nanotechnology, but it was the most direct. (Drexler 

also warned about the “basic threats to people and to life on Earth” posed by “thinking 

machines.”) Despite capturing the imagination of journalists, science fiction writers, and the 

general public (even inspiring a neo-Luddite terrorist organization that has targeted and killed 
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nanotechnologists ), it was not until the early 2000s that the danger gained traction among seri381 -

ous academic futurists contemplating the array of hazards confronting humanity in the coming 

century. 

MEASURING THE MOOD 

 We have now covered in some detail the second shift in existential mood within the 

Western intellectual and cultural tradition. Whereas a key feature of the previous existential 

mood was the realization that humanity is existentially vulnerable, an insight enabled by the 

nineteenth-century decline of religious belief, especially among the intelligentsia, the defining 

characteristic of this existential mood was that we are not merely vulnerable in principle but face 

a growing multiplicity of anthropogenic threats in the near term. This was triggered by the iden-

tification of thermonuclear global fallout as a scientifically credible means of self-extermina-

tion—a kill mechanism—followed by similarly dire warnings from reputable scientists about 

mutagenic pollutants, overpopulation, nuclear winter, runaway climate change, biowarfare/

bioterrorism, self-improving machines, and ecophagic (“ecosystem eating”) nanobots. It was also 

made possible by the culture-wide metamorphosis that commenced in the Sixties, that is, the 

growth spurt in secularization that gave rise to the Age of Atheism, an era of radical godlessness, 

which enabled a growing percentage of the Western population to interpret the proliferation of 

new anthropogenic threats through a secular rather than religious existential hermeneutics. As 

mentioned above, never before had so many people, in both absolute and relative terms, thought 

so seriously about the prospect of our complete disappearance; never before had it been so clear 

that, to quote Buber once again, “in spite of everything he likes to call ‘progress’ he is not travel-

ling along the high-road at all, but is picking his precarious way along a narrow ledge between 

two abysses” (Buber 1949).  382

 With “human extinction” no longer seeming to be self-contradictory, and being faced 

with so many novel threats to the human species, the prominence of this idea steadily and at 

times rapidly exploded not just within the intelligentsia but Western culture more generally. Re-

call from chapter 1 that the prominence of a concept refers to the extent to which it is visible on 
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the cultural or intellectual landscape, and that a useful proxy measure of an idea’s “prominence 

score” is given by Google Ngram Viewer. Hence, let’s pause on what the results of Google 

Ngram searches of relevant keywords suggest about changing patterns of thought during this pe-

riod. As Appendix 1 shows, searches for “human extinction,” “extinction of humanity,” “the ex-

tinction of Homo sapiens,” “human self-extinction,” “human self-annihilation,” and “omnicide” 

reveal that all underwent an upward trend in relative frequency after WWII and the Castle Bravo 

debacle, followed by a sudden, significant spike during the 1980s. Why in the 1980s? The most 

obvious answer is that this is when the nuclear winter hypothesis was proposed and popularized 

by Sagan, although the perceived danger of a nuclear winter/nuclear conflict may have been en-

hanced by more general developments at the time, such as the end of détente in the mid-1970s, 

the Soviet invasion of Afghanistan in 1979, the US Presidential election of Ronald Reagan in 

1980, and Schell’s worldwide bestseller in 1982. (The Alvarez hypothesis, discussed in the next 

chapter, may also have directly contributed to this result.) The confluence of these factors may 

help explain the observed curve shape. The more important point, though, is how these Google 

Ngram searches confirm the thesis that the aforementioned triggering factors and enabling condi-

tions thrust the idea of human extinction into our collective consciousness like never before. 

 It is also worth noting that the ideas that (a) we could go extinct (i.e., our extinction is 

possible), and (b) we could cause this to happen (i.e., self-extinction) appear to be tightly cou-

pled. Consider a distinction between what I will call outcome terms and etiological terms (or 

concepts). By way of example, “death” is an outcome term because it denotes a state of affairs 

independent of how it obtained. In contrast, “murder” is an etiological term because it includes 

not only the obtaining of death but some additional information about the causal circumstances 

that led to this state of affairs, namely, that a person died because of the premeditated actions of 

another person. On the species level, terms like “human extinction,” “extinction of humanity,” 

and “the extinction of Homo sapiens” are outcome terms whereas “human self-extinction,” “hu-

man self-annihilation,” and “omnicide” are etiological terms. The latter three not only include the 

former but further specify that the causal agent responsible for humanity’s extinction is humanity 

itself. Furthermore, “omnicide,” if understood as “the murder of everyone,” goes even further in 

specifying that our extinction is brought about involuntarily and probably violently, for example, 
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as the result of actions that cause harm and are perpetrated by one or more agents acting unilater-

ally—in contrast to, say, a decision on the part of everyone to stop having children, which would 

constitute “human self-extinction” but not “omnicide.” “Human self-extinction,” then, is an ex-

tensionally broader term that encompasses both voluntary and involuntary, violent and non-vio-

lent, instances of going extinct, whereas “human self-annihilation” is much closer semantically 

to “omnicide” than “human self-extinction,” given that annihilation, at least in contemporary us-

age, is typically associated with violence and destruction. As the diagrams in Appendix 1 show, 

the frequency of these etiological terms closely parallels the frequency of the outcome terms. 

Why would this be? The obvious answer is that thermonuclear weapons, pollution, and so on, are 

all anthropogenic threats to our collective survival, and since the idea of self-extinction contains 

within it the idea of human extinction, an increase in the former’s prominence will entail a corre-

sponding rise in the latter’s. Hence, the main focus was on outcomes denoted by etiological 

terms, which had the effect of making extinction in general more salient. 

 Let’s now turn to the fourth existential mood in our periodization of History #1, which 

swung attention back toward naturogenic risks, albeit of a rather different character than the Sec-

ond Law. 
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CHAPTER 5: MOTHER NATURE WANTS TO KILL US 

A BARRISTER AND HIS MYTH 

 Throughout nearly the entire Cold War period, while the traumatic developments, star-

tling discoveries, ominous epiphanies, and dire warnings outlined above were unfolding, the sci-

entific community as a whole was virtually certain about one thing: natural geophysical and as-

tronomical phenomena do not pose any immediate threats to our collective survival on Earth. 

Aside from the increasingly formidable risks created by humanity itself, we live on a very safe 

planet in a very safe universe—one that will ultimately murder us all, but which has no intention 

of doing this for the next few millions or billions of years. The potentially lethal dangers associ-

ated with earthquakes, hurricanes, cyclones, floods, tsunamis, tornadoes, landslides, sinkholes, 

blizzards, and avalanches were of course universally recognized; our world is an obstacle course 

of naturogenic death traps. But these were considered to be, at most, regional in scope, while kill 

mechanisms are by definition global in scope (i.e., affecting everyone everywhere). However 

perilous the natural world may be to us as individuals or geographically bound groups, we could 

at least rest assured that Homo sapiens itself is not at risk of suddenly perishing in a worldwide 

catastrophe precipitated by natural causes. 

 This view, almost unanimously accepted within the Earth sciences (or geosciences) for 

nearly one and a half centuries, was founded on a paradigm called uniformitarianism. (Note that 

“Earth sciences” is an umbrella term that subsumes a broad range of fields including biology, 

geology, paleontology, geochemistry, ecology, and climatology.) The origins of uniformitarian-

ism are found in the late eighteenth-century work of James Hutton (1726-1797), specifically his 

1785 book Theory of the Earth. Often called the “Father of Modern Geology,” Hutton proposed a 

cyclical theory of geological change that strove to explain the formation of Earth’s geological 

features entirely in terms of causes, processes, mechanisms, and operations acting today. Hence, 

if a cause is not currently in operation, then we cannot invoke it to explain some past geological 

occurrence. On this account, the world we see around us is the product of endless cycles, perfect-

ly balanced in dynamic equilibrium, involving erosion, deposition, consolidation, and uplift: the 
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erosion of land deposits sediment into the sea or ocean; this sediment then consolidates and is 

subsequently elevated above the water by volcanoes, which are animated by “an internal fire or 

power of heat, and a force of irresistible expansion, in the body of this Earth.”  Furthermore, 383

since geological processes like land erosion occur very slowly, Hutton argued that Earth’s must 

be incomprehensibly ancient. This is not to say that Earth had no beginning—Hutton himself 

was a deist who believed that “God made all things with creative power” —only that any evi384 -

dence of this has long since been permanently erased by the slow-motion churning of the ma-

chinery of nature, and hence the geologist can say nothing about this cosmogonic event. As he 

famously wrote in a passage, frequently misinterpreted as asserting a metaphysical rather than 

epistemological point, “we find no vestige of a beginning,—no prospective of an end.”  385

 Hutton’s uniformitarianism—a cumbersome term he never used, as it was coined in 1832 

by William Whewell—was largely ignored during his lifetime, partly because Theory of the 

Earth was a sprawling 2,138 pages long and included lengthy untranslated passages in French, 

one of which extended across 41 pages. The book was so rambling and unpalatable that, as 

Stephen J. Gould notes, it made Hutton “a man renowned … as the all-time worst writer among 

great thinkers.”  However, the uniformitarian approach was revived the following century by 386

Charles Lyell’s 1830 publication Principles of Geology. This outlined a similarly cyclical theory 

and, in the process, convinced generations of Earth scientists that the alternative theory of cata-

strophism—another term coined by Whewell—was deeply unscientific, infected by religious 

dogmas and inclined toward supernatural, catastrophic explanations for Earth’s features that 

harken back to a prescientific age awash in superstition. As Gould argues, “much of [Lyell’s] 

enormous success reflects his verbal skills—not mere felicity in choice of words, but an uncanny 

ability to formulate and develop arguments, and to find apt analogies and metaphors for their 

support.” Referencing Lyell’s first profession as a barrister, Gould characterizes Principles of 

Geology as “the most brilliant brief ever written by a scientist.”  387

 For our purposes, we can analyze Lyell’s theory into four core components. The first is 

the Huttonian methodological constraint mentioned above: the only legitimate kinds of causes, 

processes, etc. for explaining past events in geological history are those currently operating in the 

world right now. In other words, we cannot simply invent new kinds of causes to explain puz-
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zling phenomena, an idea sometimes called actualism. The second component goes beyond this 

in asserting that past and present-acting causes are also fundamentally the same with respect to 

their rate and scope, meaning that such causes, processes, etc. are both qualitatively (kind) and 

quantitatively (rate, scope) alike. This is a substantive thesis: it allows for discontinuities in 

Earth’s history, but only on the local, or perhaps regional, levels.  A volcanic eruption, flood, 388

earthquake, or tsunami, for example, can cause sudden changes in the physical conditions of our 

planet—we know this from observation and recorded history—but such events never affect Earth 

beyond their local vicinity. Most scholars refer to this as “gradualism,” although I find the term 

misleading because “gradual” suggests a temporal, but not spatial, dimension, whereas this idea 

concerns both time and space. Put differently, it states that while (a) slow changes (with respect 

to currently operating kinds of causes) happen locally and globally, (b) fast changes (again, with 

respect to these causes) only ever happen locally. Nonetheless, with this caveat in mind, I will 

follow terminological tradition and refer to this as gradualism. The third component is also Hut-

tonian: it states that the forces of erosion and uplift are perfectly balanced, and consequently 

there is no cumulative change over time; geological history has no directionality. Let’s refer to 

this as the steady-state model. Finally, since fast changes are highly restricted in their spatial 

scope, we cannot invoke them to explain large-scale geological features like Mount Everest, the 

Grand Canyon, or the Great Lakes of North America. Hence, if these were produced by erosion 

and uplift, then since erosion and uplift are very slow-moving processes, Earth must have existed 

for an incredibly long period of time—so long that, as Hutton declared, we can see no evidence 

of a beginning or auger of an end. Let’s label this the interminability thesis. 

 Despite Lyell’s insistence that catastrophism was unscientific whereas uniformitarianism 

places geology on firm scientific ground, the truth is, if anything, just the opposite. For example, 

many catastrophists embraced a form of actualism, arguing that scientific theorizing should begin 

with known causes, and that catastrophes should be invoked only when these causes are unable 

to adequately explain the past. Often, the catastrophes invoked were simply more rapid (rate) and 

widespread (scope) versions of phenomenon known from the present, such as floods and vol-

canic eruptions.  As one of the most “radical” catastrophists of the nineteenth century, Alcide 389

d'Orbigny, made the point: “Natural causes now in action have always existed … To have a satis-
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factory explanation of all past phenomena, the study of present phenomena is indispensable,” to 

which he added that topographical alterations caused by violent earthquakes are “for us, on a 

small scale, and with effect much less marked, the same phenomenon as one of the great and 

general perturbations to which we attribute the end of each geological epoch.”  Even more, cat390 -

astrophists like Cuvier—who, recall from chapter 3, believed that sudden changes in sea level 

have occasionally punctured Earth’s history, causing many species to go extinct over short peri-

ods of time—adhered to what Gould calls “empirical literalism.”  That is to say, unlike Hutton 391

and Lyell, they read the geological record literally; and this record clearly suggests that major 

transition events, Cuvier’s révolutions, have indeed occurred. As Cuvier wrote in his 1813 Essay 

on the Theory of the Earth, 

the breaking to pieces, the raising up and overturning of the older strata, leave no 

doubt upon the mind that they have been reduced to the state in which we now see 

them, by the action of sudden and violent causes; and even the force of the mo-

tions excited in the mass of waters, is still attested by the heaps of debris and 

rounded pebbles which are in many places interposed between the solid strata.  392

In contrast, Hutton based key aspects of his uniformitarian theory on first principles which he 

then sought to support with empirical evidence, which undermines the textbook myth passed 

down since Lyell that he built his ideas from the ground up, by engaging in fieldwork. Hutton 

was thus closer to Lyell’s caricature of the catastrophists than actual “catastrophists” like Cuvier 

and d'Orbigny were.  In fact, when Whewell coined the term “catastrophism,” he specifically 393

referred to, and only to, the “intensity” of geological change; catastrophists are those who “firm-

ly believ[e] in the universality of natural laws and geologic processes, but not in a constancy of 

their rates of operation,” and that is all.  As Elizabeth Kolbert notes, pretty much the only sci394 -

entist at the time who wouldn’t have counted as a catastrophist was Lyell.  395

ENTROPY, EVOLUTION, AND THE FOSSIL RECORD 
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 Uniformitarianism also proved to be more at odds with other scientific ideas at the time 

than catastrophism was, and consequently exponents of the former view found themselves hav-

ing to modify some of the core components enumerated above. Although Lyell’s book made an 

immediate splash of the time, it did not establish itself as the dominant paradigm until the middle 

of the nineteenth century. The 1850s, of course, is when thermodynamics emerged as a founda-

tional subfield of physics and Darwin published his Origin of Species. Taking these in order: the 

laws of thermodynamics clearly contradict both the steady-state model and interminability thesis. 

As Peter Bowler observes, although “Hutton’s theory certainly looks modern at first sight, … he 

applied his cyclic view of the earth’s history so rigorously that the earth had to be seen, in effect, 

as a perpetual motion machine.”  But the Second Law, in particular, banishes perpetual motion 396

to the ashcan of physical impossibility, meaning that Earth could not have existed in its current 

state indefinitely. Entropy is increasing and will continue to do so until the solar system, if not 

the entire universe, reaches the irreversible end-point of thermodynamic equilibrium: the solar 

death and heat death, respectively. This implies not only that time is directional (from lower to 

higher states of entropy) but that Earth’s cannot be much older than, according to calculations 

made by Lord Kelvin, 100 million years or so, although Kelvin later shortened this estimate, in 

1897, in claiming that Earth’s crust had solidified “less than 40 million years ago, and probably 

much nearer to 20 than 40.”  397

 Throughout the 1850s, the tension between uniformitarianism and thermodynamics was 

mostly ignored by scientists in both camps. This changed the following decade when Kelvin 

launched a series of attacks against the aforementioned components of Lyell’s theory, quite pos-

sibly spurred on by his reading of Darwin’s Origin. Darwin was immensely influenced by Lyell, 

who he considered a mentor, and came to embrace every aspect of Lyellian uniformitarianism 

except for one (see below). As he wrote in the Origin, mocking the use of catastrophes to explain 

sudden shifts in the fossil record, “so profound is our ignorance, and so high our presumption, 

that we marvel when we hear of the extinction of an organic being; and as we do not see the 

cause, we invoke cataclysms to desolate the world … !”  According to Darwin’s theory, natural 398

selection brings about changes in the frequency of traits within a population through differential 

reproduction, and is thus a transgenerational mechanism. As such, natural selection requires long 
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periods of time (many generations) to operate. That of course dovetails nicely with the uniformi-

tarian theses of gradualism and interminability: Earth has existed long enough for natural selec-

tion to have produced the extraordinary diversity of species observed today, and the slow rate of 

environmental change enabled natural selection to, at least for a time, ensure that organisms are 

sufficiently well-adapted to their surroundings. 

 While Kelvin was not opposed in principle to biological evolution, he accused Darwin 

and Lyell of defending a theory that violates arguably the most fundamental law of physics, and 

by the end of the 1860s he had convinced many that “a strictly Lyellian view was … 

untenable.”  The abandonment of the steady-state model was also helped along by Darwin’s 399

theory of evolution, since evolution involves cumulative change—seen most clearly in the fossil 

record, which includes many past species no longer around—and cumulative change implies 

some sort of direction (if not toward an end, or telos, then away from a beginning). Hence, the 

only component of uniformitarianism that Darwin initially rejected, in 1859, was its denial of 

any directionality in history—specifically, within the domain of biology. In subsequent editions 

of the Origin, though, he also shortened his estimates of Earth’s age. For example, he had origi-

nally calculated that the denudation of the Weald in South England, a structure formed by ero-

sion, took up to 300 million years, which is of course far longer than Kelvin’s first estimate of 

Earth’s age. 

 To recap, the Second Law and Darwin’s theory of evolution both undermined the steady-

state model, while the Second Law contradicted the interminability thesis. However, we should 

not that Kelvin’s estimates turned out to be wildly inaccurate. The reason is that Earth’s core con-

tains several radioactive elements that, as a result of decay, provide an extra source of energy to 

warm Earth’s mantle, in addition to the residual primordial heat from the planet’s formation in 

the solar nebula. The rate of Earth’s cooling is therefore much slower than Kelvin could have 

known, as radioactivity was first discovered in 1896 and its capacity to release heat wasn’t rec-

ognized until 1903, when Pierre Curie and Albert Laborde announced that radium salts “emit 

heat continuously and to a measurable extent,” to quote a Popular Science article of the time.  400

Not long after, newly discovered radiometric dating techniques confirmed that our planet has ex-

isted for far longer than Kelvin believed, at least for a few billion years; today we know that 
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Earth is roughly 4.5 billion years old. Although this is orders of magnitude larger than Kelvin’s 

largest estimates, it is still a far cry from time being indefinitely long. There is, contra Hutton, a 

vestige of a beginning. 

 Hence, two of the core components of Lyell’s uniformitarianism had been seriously 

wounded by the end of the nineteenth century. But there was another problem, too, that became 

increasingly salient and difficult to ignore throughout the twentieth century in particular: the fos-

sil record, which posed a challenge to the uniformitarian component of gradualism, at this point 

still firmly established within the Earth sciences. As mentioned above, Cuvier and other leading 

catastrophists were not biblical but empirical literalists: evidence of sudden, worldwide catastro-

phes in the stratigraphic record and buried within ancient fossiliferous rocks should be interpret-

ed as precisely that; the language of geological history is clear and unequivocal. Hence, in addi-

tion to the physical evidence cited by Cuvier above, he also argued, based on his reading of the 

data, that 

life … has often been disturbed on this Earth by terrible events. Numberless living 

beings have been the victims of these catastrophes; some, which inhabited the dry 

land, have been swallowed up by inundations; others, which peopled the waters, 

have been laid dry, from the bottom of the sea having been suddenly raised; their 

very races have been extinguished forever, and have left no other memorial of 

their existence than some fragments, which the naturalist can scarcely 

recognize.  401

On Cuvier’s view, species are fixed and unchanging over time, but some had on occasion been 

annihilated together by large-scale (at least continent-wide) disasters. Lyell and Darwin both vig-

orously rejected this. For them, quoting Kolbert, “extinction was a lonely affair,” in the sense 

that it happens to individual species, one at a time, in an uncoordinated manner, over long 

stretches of history.  As Darwin wrote in the Origin, “the complete extinction of the species of 402

a group is generally a slower process than their production,” which comports with his view that 

the fundamental cause of extinction is competition within and between species over scarce re-
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sources (the Malthusian premise to his argument for natural selection).  This means that there 403

are no mass extinctions. If there had been, then gradualism would almost certainly be false, as 

the most plausible explanation for how large numbers of species distributed over broad geo-

graphical areas could disappear simultaneously on evolutionary timescales is to invoke catastro-

phes like a global flood, massive volcanic eruption, worldwide earthquake, and so on.  404

 How, then, did Lyell and Darwin explain the obvious patterns of discontinuity in the fos-

sil record? They claimed that the appearance of mass extinctions in the fossil record is an arti-

fact of its incompleteness, an illusion produced by the fact that fossilization is the exception 

rather than the rule. Consequently, this record is an unreliable source of data, and hence it should 

not be read literally. As Darwin explained the idea: 

Those who believe that the geological record is in any degree perfect, will un-

doubtedly at once reject my theory. For my part, following out Lyell’s metaphor, I 

look at the geological record as a history of the world imperfectly kept and written 

in a changing dialect. Of this history we possess the last volume alone, relating 

only to two or three countries. Of this volume, only here and there a short chapter 

has been preserved, and of each page, only here and there a few lines. Each word 

of the slowly-changing language, more or less different in the successive chapters, 

may represent the forms of life, which are entombed in our consecutive forma-

tions, and which falsely appear to have been abruptly introduced. On this view the 

difficulties above discussed are greatly diminished or even disappear.  405

This incompleteness hypothesis, as we could call it, became the canonical view within the Earth 

sciences for more than a century, during which the gradualism component of uniformitarian-

ism—at this point the only component still standing aside from actualism—continued to domi-

nate thinking and constrain theorizing about Earth’s past. In fact, since natural selection is a 

gradualistic mechanism, the Modern Synthesis of the 1930s further entrenched this idea, since 

(recall from earlier) Mendel’s theory of heredity made natural selection far more plausible than it 

previously was (in part by countering the “blending” objection first put forward in the 1860s ). 406
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In other words, the Modern Synthesis strongly implied that biological evolution does indeed un-

fold in piecemeal fashion rather than through, say, saltations involving “hopeful monsters” (a 

view defended by Otto Schindewolf, mentioned below). 

 The uniformitarian bias against global catastrophes was at this point a centerpiece of 

many scientific textbooks, and the standard picture of early-nineteenth-century debates within 

geology pitted Cuvier against Hutton, a religionist who naively accepted the Mosaic chronology 

against a dedicated scientist who put fieldwork first. This was, as implied above, not remotely 

accurate, although it was reinforced in the postwar emergence of creation science (or scientific 

creationism), which embraced a catastrophist theory of Earth, and the pseudoscientific work of 

Immanuel Velikovsky. Taking these in turn: catastrophism appealed to young-Earth creationists 

because it could explain why Earth looks old even though it is really quite young—born on Oc-

tober 23, 4004 BCE, according to the famous calculation by James Ussher. Meanwhile, Ve-

likovsky published a book in 1950 titled Worlds in Collision that “inspired a popular reaction” 

against uniformitarianism, which reverberated through the corridors of American culture for sev-

eral decades.  He began with the idea that we should take seriously the ancient legends, myths, 407

tales, and lore about catastrophes having devastated the planet long ago, and then built an ac-

count of history according to which sometime around the fifteenth century BCE, Jupiter “eject-

ed” the planet Venus, which drifted through the solar system and, while passing by Earth, trig-

gered changes in Earth’s orbit and axis. This caused a series of catastrophes that ancient civiliza-

tions recorded in the fragmentary documents and mythological stories bequeathed to us. Al-

though Velikovsky’s proclamations, some of which contradicted Newtonian physics, “made him 

a hero in the eyes of the counterculture of the 1960s,” his flawed methodology further discredited 

catastrophism among working scientists.  408

ALIEN ASSASSINS, EXTRATERRESTRIAL EXECUTIONS 

 Despite these ossifying forces, reputable scientific work did chip away at the gradualist 

consensus among professional Earth scientists. Around the same time Velikovsky was making 

mischief, a small handful of notable researchers—perhaps affected by anxieties triggered by the 
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possibility of nuclear annihilation —began to suggest that mass extinctions were real features 409

of life’s history rather than mirages. For example, Norman Newell argued in 1952 that the fossil 

record “is an adequate sample of the evolutionary history of the better known groups,” and con-

sequently we are justified in inferring that “mass extinctions of marine genera on a global scale” 

have punctuated the deep past.  A few years later, he again made the case that “enigmatic, ap410 -

parently world-wide, major interruptions in the fossil record … are real, approximately syn-

chronous, and are recognizable at many places in different parts of the world,” where such “criti-

cal events in the history of life evidently were responsible for these world-wide revolutionary 

changes.”  Still, Newell was quite cautious about describing such mass extinction events as 411

“catastrophic,” claiming instead that they are best explained by cumulative environmental 

changes caused by, e.g., alterations in sea level, and unfolding across periods of a few hundred to 

a few million years.  As Kolbert writes about these tentative developments: 412

[T]he more that was learned about the fossil record, the more difficult it was to 

maintain that an entire age, spanning tens of millions of years, had somehow or 

other gone missing. This growing tension led to a series of increasingly tortured 

explanations. Perhaps there had been some sort of “crisis” at the close of the Cre-

taceous [when the non-avian dinosaurs rapidly vanished], but it had to have been 

a very slow crisis. Maybe the losses at the end of the period did constitute a “mass 

extinction.” But mass extinctions were not to be confused with “catastrophes.”  413

This is a crucial piece to the puzzle of understanding the developmental trajectory of human ex-

tinction, the idea, across history because if gradualism is true, then we do indeed live on a very 

safe planet in a very safe universe. If this component of the uniformitarian paradigm is correct, 

then the only naturogenic risk facing our species is the far-future threat of thermodynamic equi-

librium and hence the only immediate risks are those arising from our own technoscientific and 

large-scale activities. Of particular note is that gradualism, at this point, had become so engrained 

within Earth-scientific thinking that only the most groundbreaking discoveries could hope to dis-

lodge it. The notion that fast changes only occur on the local level became something of a dog-
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ma, to the point that the Earth sciences would tend to dismiss talk of sudden, worldwide cata-

strophes out of hand. This greatly hampered, and delayed, the realization that nature does in fact 

pose a multitude of threats to our collective survival, threats coming not just from the heavens 

above but the Earth below. For most of the twentieth century, and for nearly the entire Cold War 

era, the scientific community had a false sense of existential security. 

 The pivotal transition event, which established a qualitatively new existential mood, in-

volved two discoveries in particular, separated by more than a decade. Steps toward the first dis-

covery began to unfold in the late 1970s, when rock samples collected in 1977 at the city of 

Gubbio, Italy, were tested the following year and found to contain anomalously high amounts of 

iridium. This was perplexing because iridium is an iron-loving element that has, as a result, 

mostly sunk into Earth’s core, thus making it one of the rarest elements in Earth’s crust. To con-

firm that the iridium anomaly wasn’t restricted to Gubbio, another sample was tested from Den-

mark, and later on from New Zealand. All showed the same spike in iridium content. Even more, 

the iridium layer coincided exactly with the boundary between the Cretaceous and Tertiary peri-

ods of geological history, i.e., the K-T boundary, now called the K-Pg boundary after the Tertiary 

was renamed the Paleogene, which is when the non-avian dinosaurs mysteriously vanished from 

the planet—about 66 million years ago.  The obvious question was: Could there be a connec414 -

tion? 

 The scientists leading this project included the father-son team of Luis and Walter Al-

varez, along with Frank Asaro and Helen Michel. Amazingly, Luis Alvarez was a Nobel laureate 

who not only worked on the Manhattan Project and witnessed the first atomic bomb explosion in 

New Mexico, but also watched the August 6 bombing of Hiroshima from an observation aircraft 

that accompanied the B-29 Superfortress that dropped the bomb. It is interesting to speculate 

about whether Luis Alvarez might have been more inclined toward catastrophist explanations 

given his personal history with the device that introduced the very first anthropogenic kill mech-

anism. Either way, the initial hypothesis that they considered was that the iridium might have 

originated from a nearby supernova explosion. In the 1950s and 1960s, Schindewolf defend the 

hypothesis that cosmic radiation (cosmic rays), perhaps emitted by supernovae, killed off the di-

nosaurs, although this was generally ignored at the time.  Others in the early 1970s suggested 415
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something similar, which led the Alvarez team to investigate the idea, but the evidence didn’t 

support this hypothesis. Suspecting an extraterrestrial source, they then turned to the possibility 

that an asteroid or comet, which contain concentrations of iridium higher than those in Earth’s 

crust, had collided with our planet. Although, as discussed in chapter 2, speculations about 

cometary collisions are found here and there over the centuries—from Halley’s claim that an im-

pactor may have formed the Caspian Sea to Lord Byron’s conjecture that past beings had been 

destroyed—it was only in the 1960s that the scientific community came to accept that certain 

craters on Earth’s surface were the result of extraterrestrial impactors. Most believed, instead, 

they were the result of the explosive release of gas from Earth, and that if rocks can in fact fall 

from the sky (paraphrasing Jefferson) they haven’t really affected Earth’s history for the past 500 

million years.  As Trevor Palmer writes, few believed that celestial bodies pose any 416

physical threat to the Earth, as far as could be ascertained from two centuries of 

scientific observation. Although 200 years was not a long time in relation to the 

age of the Earth, the reassuring conclusions from this brief period could easily be 

extrapolated in view of the prevailing uniformitarian paradigm.  417

Nonetheless, the Alvarez team came to believe that an extraterrestrial collision was probably the 

best explanation for the iridium anomaly. Yet this presented another conundrum: if a large aster-

oid or comet had slammed into Earth 66 million years ago, how could this have caused species 

around the entire planet to suddenly perish? What was the global spread mechanism? Could it 

have been the heat produced, as M. W. de Laubenfels suggested in 1956, an idea that fewer sci-

entists at the time paid attention to than Schindewolf’s cosmic-rays hypothesis?  After a year of 418

ruminating over the puzzle, Luis Alvarez remembered having read that the 1883 volcanic erup-

tion of Krakatau, Indonesia, catapulted such large quantities of dust and ash into the atmosphere 

that it changed the color of sunsets in London, roughly 11,604 km away, for several months.  In 419

fact, the first study to affirm a connection between major volcanic eruptions and alterations in the 

optical properties of the atmosphere was published by the “Krakatoa Commission” in 1888.  420

This seemed to be the missing clue: a large object from outer space struck Earth and injected 
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huge quantities of pulverized rock into the stratosphere; this dust, being above the weather, 

spread around the globe, blocking out incoming solar radiation and consequently reducing pho-

tosynthesis; food chains collapsed, with the largest animals, the dinosaurs, being most affected; 

and consequently a planetary-scale mass extinction event ensued. This scenario was later labelled 

an “impact winter,” which of course evokes the nuclear winter idea proposed by Crutzen and 

Birks and elaborated by the TTAPS group in 1983.  421

CODSWALLOP 

 In 1980, the Alvarez team published their results and hypothesis linking the iridium 

anomaly with a catastrophic impact event that wiped out the dinosaurs by darkening the sky. It is 

difficult to overstate how momentous this paper was; in William Glen’s words, the “Alvarez hy-

pothesis,” as it became known, was “as explosive for science as an impact would have been for 

Earth.”  It received considerable—and often times favorable—coverage in the popular media, 422

and immediately split the scientific community into two opposing camps. On the one hand, “a 

large portion of the world’s paleontologists,” to quote a 1988 New York Times article, were over-

whelmingly hostile to the idea, in part because they felt that the Alvarez team—which included a 

physicist (Luis), geologist (Walter), and two chemists (Asaro, Michel)—were trespassing on 

their epistemic territory and hence insufficiently knowledgeable about paleontological events 

leading up to the Tertiary (Paleogene) period.  As Robert Bakker, a paleontologist who helped 423

initiate the “dinosaur renaissance” in the late 1960s, complained to the New York Times in 1985: 

“The arrogance of those people is simply unbelievable. … They know next to nothing about how 

real animals evolve, live, and become extinct. But despite their ignorance, the geochemists feel 

that all you have to do is crank up some fancy machine and you’ve revolutionized science.” He 

continued: 

The real reasons for the dinosaur extinctions have to do with temperature and sea-

level changes, the spread of diseases by migration and other complex events. But 

the catastrophe people don’t seem to think such things matter. In effect, they’re 
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saying this: “We high-tech people have all the answers, and you paleontologists 

are just primitive rock hounds.”  424

William Clemens, also a paleontologist, dismissed the Alvarez hypothesis as “codswallop.” The 

pervasiveness of this sentiment was attested by a survey conducted during the 1985 Society of 

Vertebrate Paleontologists meeting. While most participants concurred that “some large extrater-

restrial object probably did hit the earth 65 million years ago … in considering the effects of such 

an impact, the paleontologists parted company with the Alvarez group.” Indeed, only five of the 

118 respondents agreed that “an asteroid or comet had caused the extinction of dinosaurs and 

many other land animals at the end of the Cretaceous period.” Another 32 respondents argued 

that no mass extinction even occurred at the K-T boundary; the disappearance of land animals at 

the end of the Cretaceous had unfolded over millions of years and hence was “neither instanta-

neous nor simultaneous.” Consequently, they claimed, “there was no need to speculate about cat-

astrophes.”  Skepticism about the impact hypothesis within certain factions of the scientific 425

community persisted for many years, and indeed the 1988 NYTs article mentioned above reported 

that “the debate over dinosaur extinction rages on,” with “growing doubts about [the Alvarez] 

theory expressed by some scientists.” Robert Jastrow, a prominent science communicator at the 

time, even declared that “it is now clear that a catastrophe of extraterrestrial origin had no dis-

cernible impact on the history of life as measured over a period of millions of years.”  Walter 426

Alvarez himself described in his 1997 book T. rex and the Crater of Doom how “disturbing” he 

found the thought of a sudden global catastrophe, given his education in geology. “As a geology 

student,” he wrote, “I had learned that catastrophism is unscientific. I had seen how useful the 

gradualistic view had been to geologists reading the record of Earth history. I had come to honor 

it as the doctrine of ‘uniformitarianism’ and to avoid any mention of catastrophic events in the 

Earth’s past.”  427

 Yet, putting aside the turf wars among scientists that at times became quite vicious and 

personal, the evidence for an asteroid collision at the K-T boundary was far from conclusive.  428

Most notably, the Alvarez team could not point to any crater on Earth to corroborate their hy-

pothesis. If an asteroid or comment 10 ± 4 km in diameter, according to their calculations, had 
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collided with our planet, it should have left behind a massive concave indentation in Earth’s sur-

face. Even if it had landed in the ocean, geologists estimate that only about 20 percent of the 

ocean crust dating back to the K-T boundary has been subducted, and an ocean-landing would 

have produced additional evidence resulting from the enormous tsunami that would have washed 

over entire continents.  Without a crater, the Alvarez team was missing the smoking gun. 429

 This changed around 1990, after years of relentless sleuthing for the missing link led Alan 

Hildebrand, a graduate student at the time, to rediscover a ~180-km-wide crater buried nearly a 

kilometer beneath the Yucatan Peninsula, near the Mexican town of Chicxulub. This huge geo-

logical structure had been identified earlier, in 1978, by Glen Penfield of the national oil compa-

ny of Mexico, Pemex, although some geologists on the Pemex team believed it was formed by a 

submarine volcano, and details of their investigations were kept secret.  The following year, in 430

1991, analyses of cores that were drilled earlier by Pemex found shocked quartz at the K-T 

boundary, which strongly implied that the crater had been produced by an impactor, since 

shocked quartz is produced by explosions, and volcanic eruptions are decompression rather than 

explosion events (and consequently they don’t cause shock waves in rocks). Led by Hildebrand, 

a group of scientists published a paper later that year linking the Chicxulub crater with an impact 

collision that, in their words, “may have caused the K/T extinctions.”  431

Almost immediately, this bombshell convinced nearly all of the scientific community that 

a sudden, violent, global-scale catastrophe had indeed wiped out the dinosaurs 66 million years 

ago; as Alvarez recalls, it was the winter between 1991 and 1992 that “seemed like the turning 

point.”  Most importantly, though, the Chicxulub crater discovery paired with the Alvarez hy432 -

pothesis convinced nearly everyone that sudden, violent, global-scale catastrophes are in fact 

possible, and hence that the uniformitarian component of gradualism must be abandoned just like 

the steady-state model and interminability thesis were earlier.  In the place of uniformitarian433 -

ism, a new paradigm was established, sometimes called neo-catastrophism. At its core is a signif-

icantly weakened form of qualified gradualism according to which (a) catastrophes can occur 

and have occurred (and by implication will occur) at the global level, although (b) the probability 

of global catastrophes will generally be much lower than the probability of local catastrophes, 

i.e., greater scope equals lower probability, which is to say that small asteroids striking Earth are 
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more likely than large ones. This was a revolutionary pivot in the history of science, with direct 

implications for understanding our existential predicament in the universe. As Kolbert quotes Al-

varez in her book The Sixth Extinction: 

Just think about it for a moment. Here you have a challenge to a uniformitarian 

viewpoint that basically every geologist and paleontologist had been trained in, as 

had their professors and their professors’ professors, all the way back to Lyell. 

And what you saw was people looking at the evidence. And they gradually did 

come to change their minds.  434

By accepting a neo-catastrophist theory of nature, the Earth sciences flung open the door to fu-

ture catastrophes that could pose a threat to humanity, and in doing this layered a new existential 

mood on the palimpsest of the previous two. In particular, the Alvarez team and the Hildebrand 

group introduced a novel naturogenic kill mechanism to the menu of scientifically credible 

doomsday scenarios, one capable of wiping out our species in a mass extinction event in the near 

term. As David Morrison of the NASA Ames Research Center and two colleagues wrote in 1993, 

the new Earth-science paradigm “cannot exclude the possibility of a large comet appearing at 

any time and dealing the Earth such a devastating blow—a blow that might lead to human extinc-

tion.”  Suddenly, after the threat environment had rapidly complexified beginning in the 1950s 435

due to anthropogenic developments, it acquired a completely novel and unexpected source of 

additional complexity in the early 1990s: the natural world, Mother Nature, the heavens above. 

COSMIC RAYS, KRAKATAU, AND A SUPERERUPTION ON SUMATRA 

 But this immediately raised another question: are there additional natural kill mechanisms 

lurking in the cosmic shadows of our scientific ignorance? We have already seen that Schinde-

wolf proposed that cosmic rays, a form of ionizing radiation, have precipitated the mass extinc-

tions seen in paleontological record, the causal mechanism of death being the accumulation of 

deleterious mutations in the genomes of exposed organisms.  Schindewolf tentatively tied these 436
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waves of radiation to supernovae, although subsequent research pointed to a different mechanism 

of risk: the bursts of gamma rays produced by some supernovae can dissociate atmospheric mol-

ecules of N2 and O2, which then combine to form nitrogen oxides (NOx). As discussed in chap-

ter 4, nitrogen oxides eliminate ozone (O3), thereby leaving the biosphere dangerously vulnera-

ble to DNA-damaging UV radiation. As John Ellis and David Schramm explained in a 1995 pa-

per, 

a supernova explosion of the order of 10 [parsecs] away could … destroy the 

ozone layer for hundreds of years, letting in potentially lethal solar ultraviolet ra-

diation. In addition to effects on land ecology, this could entail mass destruction 

of plankton and reef communities, with disastrous consequences for marine life as 

well.  437

Supernovae are one possible source of gamma-ray bursts, although there may be others. By the 

mid-1990s, it was clear that gamma-ray bursts of any sort could strip Earth of its protective layer 

of ozone, thus bringing about “dramatic, biosphere-wide effects” that would pose direct and indi-

rect hazards to our survival.  Another astrophysical scenario discussed was the possibility of a 438

false vacuum decay, first identified in the mid-to-late 1970s.  If the universe is in a 439

“metastable” energy state, it could be possible for perturbations to initiate a phase transition to a 

more stable energy state, resulting in the nucleation of a vacuum bubble that expands in all direc-

tions at nearly the speed of light, destroying everything within the accessible region of the cos-

mos. Although the probability of a phase transition was calculated in 1983 to be “completely 

negligible,” if it were to occur it would constitute “the ultimate ecological catastrophe,” since “in 

a new vacuum there are new constants of nature; after vacuum decay, not only is life as we know 

it impossible, so is chemistry as we know it.”  440

 These are all threats from above—from the heavens—but the most unsettling discovery 

aside from the Alvarez hypothesis during this period pertained to threats from below—from 

Earth itself. I mentioned earlier that the Alvarez team struggled to identify a global spread mech-

anism that might explain how an impact on one side of the planet could affect species every-
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where. The breakthrough came when Luis Alvarez remembered the aberrant climatic conditions 

caused by the Krakatoa eruption. In fact, a link between unusual weather patterns and volcanic 

eruptions had been made a century before Krakatoa by Benjamin Franklin, in 1784, while he was 

in Europe as the US minister to France. The winter between 1783 and 1784 was unusually cold, 

and Franklin noticed a dry, lingering fog that dimmed the sun to such an extent that, in his words, 

“when collected in the focus of a burning glass, they would scarce kindle brown paper.”  Hav441 -

ing heard about a volcanic eruption in Iceland during 1783—the eruption of Laki, which Frank-

lin misidentified as Hekla—he hypothesized a connection between the dimmed sun, frigid 

weather, and smoke injected into the atmosphere by the eruption.  442

 Some research in the early twentieth century supported Franklin’s hypothesis, although 

the data was inconclusive and some studies reported no correlation between reduced solar radia-

tion, cooling of Earth’s surface, and volcanic eruptions.  However, subsequent investigations 443

found that what matters isn’t the amount of volcanic smoke or ash but the sulfur dioxide (SO2) 

and hydrogen sulfide (H2S) content of the volcanic gases. When SO2, for example, reaches the 

stratosphere, it undergoes a chemical reaction to becomes sulfuric acid (H2SO4), which re-

flects—or backscatters—incoming sunlight. This reduces the amount of solar radiation reaching 

Earth, which causes surface temperatures to fall. An opportunity to test this hypothesis came with 

the eruptions of Mount St. Helens, in 1980, and the El Chichón volcano in Mexico, in 1982. Both 

produced roughly the same volumetric quantity of ejecta, but the latter was rich in SO2 while the 

former wasn’t. Confirming the volcanologist’s suspicions that sulfate aerosols are the critical fac-

tor, the climatic effects of El Chichón were appreciably more pronounced than those of Mount 

St. Helens. This established a mechanism by which large volcanic eruptions could potentially 

bring about what came to be called a “volcanic winter,” on the model of “nuclear winter.” 

 But are there eruptions capable of injecting enough SO2 into the stratosphere to cause 

worldwide devastation? In 1982, Chris Newhall and Stephen Self introduced the “Volcanic Ex-

plosivity Index” based on criteria like volume of ejecta, column height, duration, and stratospher-

ic injection.  The most mild eruptions were classified as “VEI 1” and the most catastrophic as 444

“VEI 8,” which correspond to what are now called supereruptions. Newhall and Self classified 

Laki as VEI 4, Krakatau as VEI 6, and Tambora as VEI 7, although far larger eruptions had been 
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identified in the geological record by the 1970s, such as the Toba supereruption on the Indone-

sian island of Sumatra some 75,000 years ago.  In a 1988 paper titled “Volcanic Winters,” 445

Michael Rampino, Stephen Self, and Richard Stothers argued that the Toba supereruption could 

have produced “conditions of total darkness … over a large area for weeks to months,” and that 

“the atmospheric after effects of a Toba-sized explosive eruption might be comparable to some 

scenarios of nuclear winter.” They conclude with the observation that even the largest eruptions 

in historical memory have been 

small compared with the very large explosive and effusive eruptions that are well 

known from the geologic record. A simple scaling-up of the effects of historic 

eruptions suggests that the much larger eruptions could have brought about se-

vere, short term coolings of “volcanic winters” over considerable portions of the 

globe.  446

Although they did not explicitly link this to the possibility of human extinction, the implications 

were clear, and the historian of science Matthias Dörries describes this very article as coming 

“closest to something like doomsday science within the constraints of a scholarly journal.”  447

The connection was further reinforced in 1993 by Ann Gibbons, who speculated in a Science ar-

ticle that the volcanic winter caused by the Toba event may have been responsible for an appar-

ent population bottleneck around the time of the eruption that nearly wiped out Homo sapiens, an 

idea known today as the “Toba catastrophe theory.” The same year, Rampino and Self responded 

with approval to Gibbons’ proposal, affirming that “climate cooling for 1 or 2 years after the 

[Toba] eruption could have been quite severe, representing ‘volcanic winter’ conditions similar 

to those proposed in scenarios of nuclear winter following a major nuclear exchange,” and con-

sequently “it may have been connected to a possible unique Late Pleistocene bottleneck in hu-

man evolution.”  Although the human population is much larger today, and the conditions cre448 -

ated by our technological civilization are far different than those of our Paleolithic hunter-gather-

er ancestors, the effects of a multi-year “winter” event could arguably be no less severe, perhaps 

inching humanity just as close to the precipice of extinction as we came ~7,000 centuries ago. As 
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Rampino declared in a documentary on “supervolcanoes” for the BBC, if the Yellowstone vol-

cano, for example, were to produce another supereruption, it would “be disastrous for the United 

States and eventually for the whole world,” causing “civilization … to creak at the seams.”  449

 

Figure 5: Picture of Lake Toba, taken by Stephen Self. Used with permission. 

 It should be clear at this point that the various “winter” scenarios—nuclear, impact, and 

volcanic—are connected, not just with respect to their global spread mechanisms—soot, pulver-

ized rock, or sulfate aerosols affecting the entire planet via stratospheric dispersal—but historical 

discovery. The causal chronology goes as follows: early work from Franklin and the Krakatau 

Commission connected smoke, dust, and/or ash in the atmosphere with changes in the climate. 

This inspired the Alvarez team to devise their impact winter hypothesis, and indeed the original 
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paper includes an entire section on the Krakatau eruption. The Alvarez hypothesis directly in-

spired Crutzen and Birks (1982) and the TTAPS group (1983), both of which cite the Alvarez 

paper. The TTAPS paper also discusses eruptions like Tambora. This in turn directly inspired sci-

entists like Self, Rampino, and Stothers to propose the volcanic winter hypothesis in the later 

1980s and 1990s, outlined in papers that typically cited all the aforementioned scientists, and in 

fact the Toba supereruption became something of “a test case in supporting or discrediting” the 

nuclear winter hypothesis.  It is also worth noting that one of the critical pieces of evidence in 450

favor of the Alvarez hypothesis and identification of the Chicxulub crater as having an extrater-

restrial origin was shocked quartz, which was first observed at the sites of nuclear test explo-

sions.  Finally, as mentioned, Luis Alvarez himself was involved in the Manhattan Project, 451

even witnessing the Hiroshima bombing. One lesson from this is that if there are future kill 

mechanisms to discover, it could be that the identification of a single type of mechanism, in this 

case the injection and spread of particles in the stratosphere, will lead to a sudden explosion of 

new ideas about how humanity might go extinct. 

THE END OF AN AGE 

 These developments, especially research on supereruptions, further solidified the existen-

tial mood initiated by the Alvarez hypothesis. We saw in the previous chapter that key changes in 

the threat environment in the early postwar era concerned the temporality and multiplicity of an-

thropogenic threats: humanity introduced more than a few ways we could destroy ourselves with-

in the foreseeable future, perhaps even tomorrow. Similar transitions occurred during, and hence 

characterized, the shift to this new existential mood: the natural world contains numerous phe-

nomena that could, on timescales relevant to those alive right now, bring about the complete an-

nihilation of humanity. We are not, in fact, living on a very safe planet in a very safe universe, 

although calculations of the (low) probabilities of these threat scenarios occurring provided some 

reassurance; i.e., supereruptions are rare (about once every 50,000 years), large impactors smash-

ing into Earth are even rarer (once every 20 million years for asteroids with diameters of 5 km), 

gamma-ray bursts might be even less frequent, and the likelihood of a vacuum decay event might 
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be negligible. Still, the nature of some of these phenomena implies that a global catastrophe of 

naturogenic origin is a matter of when rather than if: at some point, a 10 km asteroid or comet 

will collide with Earth; at some point, another supereruption will occur; and so on. Our only hope 

is to devise some technological strategy to avert such catastrophes, to neutralize the threat, such 

as building spacecraft capable of deflecting incoming asteroids away from Earth. (Although, as 

Carl Sagan noted, deflection spacecraft would be “dual-use”—see the next chapter—and as such 

they could enable nefarious actors to direct asteroids toward our planet, a risk he called the “de-

flection dilemma.” ) 452

 As with every shift in existential mood thus far discussed, a secular existential hermeneu-

tics was integral to this new mapping of the threat environment. Without affirmation that our ex-

tinction is possible in principle, the discoveries above would not have implied that our existential 

predicament in the universe is any less precarious. However, while many religious apocalypti-

cists in the postwar era, the Atomic Age, eagerly integrated thermonuclear weapons into their 

eschatological narratives, few paid much attention to the implications of neo-catastrophism with-

in the Earth sciences. This is interesting given that some earlier religious writers had connected 

natural catastrophes with the eschaton, as in the case of Edgar Allan Poe’s “The Conversation of 

Eiros and Charmion” (1839). Many others, to be clear, including Young Earth Creationists in the 

twentieth century, linked global catastrophes involving natural phenomena with past events, such 

as the Noachian flood; but the focus here was backward- rather than forward-looking, retrospec-

tive rather than prospective.  A notable exception came from the influential televangelist Pat 453

Robertson. In his 1995 book The End of the Age, a large asteroid slams into the Pacific Ocean 

near Los Angeles, triggering a massive tidal wave, fires, earthquakes, and other disasters that kill 

millions of people. The whole world then “tumbles into political, social, and economic chaos—

the biblically prophesied Great Tribulation.”  But, on the whole, and despite the 1998 movie 454

starring Bruce Willis about a Texas-sized asteroid heading for Earth being named Armageddon, 

there was little contact between neo-catastrophism and religious apocalypticism. 

 This brings us to the final shift in existential mood—so far. 
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CHAPTER 6: THE PERFECTION OF EVIL 

THE AGE OF ATHEISM OSSIFIES 

 Every shift in mood so far discussed has been unique in its own way. Nonetheless, all 

have been triggered by the discovery of one or more scientifically credible kill mechanisms, and 

the first two shifts in particular were crucially enabled by the steady (nineteenth century), and 

then rapid (1960s), retreat of religion in the West. By the turn of the twenty-first century, Chris-

tianity’s influence among leading scientists was almost non-existent, and its prevalence among 

the general public was continuing to wane, especially among young people. A 1998 survey, for 

example, found that “among the top natural scientists, disbelief is greater than ever—almost to-

tal,” while another from 2013 reports that “eminent” scientists “overwhelmingly … affirmed 

strong opposition to the belief in a personal god, to the existence of a supernatural entity, and to 

survival of death.”  Another study surveyed the American professoriate and found that 23 per455 -

cent of professors either don’t believe in God (atheism) or don’t know if God exists (agnosti-

cism), while 19 percent believe in a higher power of some sort, 17 percent believe in God but 

have doubts, and only 35 percent claim to know that God exists. On the whole, academia in the 

US is not quite as secular as one might suspect, but traditional theism is now a minority view. 

With respect to the public, surveys show that overall religiosity in the US remained 

somewhat stable during the 1990s, although it fell precipitously among people between 18 and 

35 years old: a whopping 14-point drop in religious affiliation between 1991 and 1998, accord-

ing to data from the General Social Survey. In Europe, religion declined during the 1990s in 

every age group, with studies showing a generational gap between Baby Boomers, Gen Xers, 

and Gen Yers, with each appreciably less religious than the next.  An even more pronounced 456

decline in belief occurred during the 2000s, which may have been helped along by the traumatic 

events of September 11, 2001, that led many to associate “terrorism” with “religion,” as well as 

the so-called New Atheist movement that encouraged this association and frequently cited the 

9/11 attacks as evidence that religion is not merely foolish but dangerous.  As chapter 12 dis457 -
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cusses in more detail, these secularization trends continue up to the present throughout the Glob-

al North. One study from 2011 even concludes that religion is heading toward “extinction”—the 

authors’ word—in nine Western countries, namely, Australia, Austria, Canada, the Czech Repub-

lic, Finland, Ireland, the Netherlands, New Zealand, and Switzerland.  This is of course causal458 -

ly—and therefore explanatorily—relevant to the most recent shift in existential mood. But given 

that Christianity no longer dominates the Western worldview, there is not much else to say about 

it in this chapter.  

DUAL TRIGGERS, DIRE MOOD 

 However, unlike every previous shift, the emergence of the fifth existential mood be-

tween the mid-1990s and the early 2000s wasn’t triggered by the discovery of any new kill 

mechanisms. Rather, its two main triggers took a different form: the first originated largely from 

philosophical considerations, especially within Existential Ethics, or the study of whether our 

extinction would be right or wrong, good or bad, better or neutral. It was here that History #2 

directly collided with History #1, inspiring a new perspective on our existential predicament that 

spurred a radical remapping of the threat environment. Since understanding what motivated this 

perspective requires considerable background knowledge about ethics and axiology, we will ex-

amine them separately in Part II. Suffice it to say that philosophers (especially utilitarians) and 

techno-futurists (especially transhumanists) began to see our extinction as tragic for reasons that 

go way beyond the deaths of those who might perish in the extinction-causing catastrophe. It 

would be, they held, the worst-possible outcome by far, a tragedy of potentially cosmic propor-

tions, an event orders of magnitude worse than a recoverable catastrophe that kills, say, “only” 

99 percent of humanity. The implication is that avoiding our extinction is extremely important, 

and hence should be one of our top global priorities as a species, if not the top priority. 

But how can we ensure our continued survival? The answer is to identify every possible 

kill mechanism that could destroy us, as this would enable us to devise targeted strategies to mit-

igate such threats. The result was a reversal of the usual direction of causality between (a) kill 

mechanisms, and (b) thoughts about our extinction, that held throughout History #1: rather than 
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the discovery of new kill mechanisms prompting thoughts about extinction, thoughts about ex-

tinction inspired efforts to discover new kill mechanisms and compile exhaustive lists of every 

way we could die out. By compiling such a list, we could then take steps to effectively protect us 

against this outcome, however it might be caused. This yielded a far more expansive picture of 

the threat environment than had previously been drawn, in at least two senses: on the one hand, it 

encompassed not just the more familiar threats arising from nuclear war, environmental degrada-

tion, and asteroid impacts, but various improbable, speculative, hypothetical, and exotic risks. 

Examples include extraterrestrial invasions, physics experiments accidentally destroying Earth or 

the universe, and even the sudden termination of our simulation, as some philosophers came to 

believe that we might not be living in “base reality” but some high-resolution virtual world. The 

reasoning was that even if there is only a tiny chance that any of these cause our extinction, the 

stakes are so high that we must not ignore them. Second, it also encompassed various “emerg-

ing” and “anticipated future” risks of the twenty-first century in addition to the “existing” threats 

that could wipe us out today. This includes risks associated with biotechnology, synthetic biolo-

gy, molecular nanotechnology, stratospheric geoengineering, and advanced artificial intelligence 

(AI). To borrow a phrase from Ray Kurzweil’s 1999 book The Age of Spiritual Machines, one 

could describe these as “clear and future dangers” that, as such, do not threaten us today but 

probably will later this century, if certain technoscientific trends continue.  By expanding the 459

scope of analysis along the diachronic dimension, a central feature of this shift was what I will 

call the futurological pivot, whereby riskologists—as I will say—cast their eyes on the temporal 

horizon of possibility, with many coming to believe that the risks posed by emerging and antici-

pated future technologies could be even greater than those arising from nuclear weapons and 

other such phenomena during the twentieth century. 

The sense that our existential predicament will become more rather than less dire in the 

twenty-first century was further reinforced by additional philosophical and scientific considera-

tions. On the one hand, novel work in the 1990s on anthropics, as it is informally called, led one 

theorist in particular to develop the Doomsday Argument and the idea of “observation selection 

effects,” both of which imply that the probability of extinction may be higher than empirical 

studies of kill mechanisms by themselves suggest. This was, on the other hand, often paired with 
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reflections on the Fermi paradox, given that one solution to this paradox—explained below—is 

that technological civilizations tend to self-destruct at roughly our level of development, i.e., the 

universe may be silent because there is a “Great Filter” between our current stage and the next 

stage of space colonization and intergalactic communication that almost no civilization can get 

through. 

 We can already see that the fourth shift in existential mood was much more complicated 

than previous shifts. Yet this was just one of the triggering factors. The other pertains to a body 

of rapidly accumulating evidence from the environmental sciences, based on empirical studies 

and computer models, showing that anthropogenic phenomena like climate change, biodiversity 

loss, and the sixth extinction pose near-term risks to humanity that are far more devastating and 

irreversible than had previously been recognized. In some cases, specific predictions of disaster 

remained the same, but our scientific confidence in those predictions increased; in other cases, 

novel frameworks (e.g., planetary boundaries, tipping points) gave rise to new warnings about 

how little time humanity has left to avert a global catastrophe, if the hour is not already too late. 

As an article published in Nature and co-authored by more than twenty scientists from around 

the world declared (in characteristically restrained language), “the next few decades offer a brief 

window of opportunity to minimize large-scale and potentially catastrophic climate change that 

will extend longer than the entire history of human civilization thus far.”  460

 Sociologically speaking, although these triggers unfolded in parallel, they have to some 

extent occupied different arenas: the first has been most influential among academics, spurring 

the early-2000s formation of an interdisciplinary field sometimes called “Existential Risk Stud-

ies,” whereas the second has for the past two decades consistently been a topic of major public 

concern, and has given rise to the most salient secular-apocalyptic worry in the world today—

catastrophic climate change—as evidenced by the extraordinary growth of global movements 

like Fridays for Future (FFF) and Extinction Rebellion (XR). 

 Nonetheless, each has played an integral role in producing the new existential mood, 

whose defining feature has been a pervasive sense of dreadful apprehension that the worst is yet 

to come, or that however perilous the twentieth century was—and most scholars agree that hu-

manity came extremely close on multiple occasions to initiating an all-out thermonuclear ex-
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change during the Cold War—the twenty-first century will be even more perilous. One expres-

sion of this has taken the form of probability estimates of human extinction, which, as we will 

see below, tend to hover between a 10 and 20 percent chance of humanity disappearing before 

~2100. Many other leading scientists and philosophers have more simply declared, without giv-

ing the impression of mathematical exactitude, that humanity is closer to the precipice of annihi-

lation right now than ever before in our species’ 300,000-year history on Earth (the one possible 

exception being the Toba catastrophe).  In the words of Stephen Hawking, “we are at the most 461

dangerous moment in the development of humanity.”  Surveys of the general public also show 462

that anxiety about extinction is intense and pervasive, with one reporting that among respondents 

in the US, the UK, Canada, and Australia “a majority (54%) rated the risk of our way of life end-

ing within the next 100 years at 50% or greater,” and another finding that “four in ten Americans 

(39%) think the odds that global warming will cause humans to become extinct are 50% or high-

er.”  Never before in human history has the idea of human extinction been so prominent, so 463

bound up with existential trepidation, than it is right now, in the mid-morning of the twenty-first 

century. 

 In what follows, we will examine the development and nature of these two triggering fac-

tors in roughly chronological order, beginning with the historical roots of, and motivation be-

hind, the futurological pivot. We will then dive deeper into the nature of this existential mood, 

and consider a few ways our thinking about human extinction might evolve in the future. 

PROFESSORS OF FORESIGHT 

 As just noted, an integral part of the first triggering factor was the futurological pivot, 

which focused attention on the emerging and anticipated future threats that could leap out from 

the shadows in the coming decades and centuries. The focus on these threats mattered, according 

to riskologists, because many firmly believed that humanity will likely spread into the solar sys-

tem, establishing Earth-independent colonies on Mars, or perhaps venturing further into the gal-

axy, within the next few centuries, and that once we do this, the overall probability of extinction 

will fall significantly. To justify this belief, many point to an analogy here on Earth: the greater 
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the geographical spread of a species, the lower the probability of extinction, since environmental 

alterations or catastrophes localized to one region could wipe out one subpopulation without af-

fecting another, thereby enabling the species to persist. Similarly, the reasoning goes, the greater 

the cosmographical spread of humanity, the lower the probability of any single catastrophe wip-

ing us out completely. As Larry Niven once joked, “the dinosaurs became extinct because they 

didn’t have a space program,” which could be interpreted as meaning that they died out because 

they lacked the means to redirect the incoming asteroid, or that if they had been able to spread to 

other planets, then even if an asteroid had struck Earth, they could have still survived.  Hence, 464

the goal is to survive long enough to colonize space, at which point humanity’s survival 

prospects will dramatically increase, and this is one reason the scope of analysis came to include 

not just present-day threats but the whole obstacle course of hazards extending from our current 

location in spacetime to the future point at which we plant the seeds of civilization elsewhere in 

the cosmos. 

 Just as the third existential mood (chapter 4) had roots in the previous period, during 

which people began discussing the possibility of human self-annihilation enabled by science and 

technology (chapter 3), so too does the futurological pivot have roots going back to the early 

twentieth century (chapters 4 and 5).  Recall from earlier that eugenicists like J. S. B. Haldane 465

and J. D. Bernal proposed visions of perfecting the human race, even “produc[ing] new species 

with special potentialities,” through the application of future science and technology. Bernal, for 

example, discussed the possibility of altering the chemical reactions in our bodies, modifying our 

germ plasm, and integrating technology “into the actual structure of living matter.”  Prior to 466

this, H. G. Wells published, in 1901, the first wide-ranging study of the future titled Anticipations 

of the Reaction of Mechanical and Scientific Progress upon Human Life and Thought, which is 

often abbreviated as Anticipations. The success of this book—it was a bestseller—resulted in 

Wells receiving an invitation to give a lecture to the Royal Institution the following year, which 

he accepted. According to Warren Wagar, this lecture, titled “The Discovery of the Future,” ef-

fectively founded the field of Futures Studies, which attempts to employ the methods of scientif-

ic inquiry to understand “the shape of things to come,” as Wells would late say.  Today, Futures 467

Studies is typically characterized as studying the “three Ps and a W,” meaning the possible, 
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probable, and preferable futures along with wildcards, or low-probability high-impact events, 

which of course includes global catastrophes.  468

 However, it was not until the 1950s and 1960s that we find the first sustained discussions 

of the potential dangers, some catastrophic and even existential, posed by emerging technologies 

like those listed above (biotechnology, nanotechnology, AI, etc.). Many of these were identified 

by theorists either within or adjacent to the field of Artificial Intelligence, which was “officially” 

founded in 1956 during a two-month-long workshop at Dartmouth College. This brought togeth-

er researchers such as Marvin Minsky, Claude Shannon, Ray Solomonoff, and John McCarthy, 

the last of whom coined the term “artificial intelligence” specifically for the workshop. The 

1960s were also when Futures Studies finally emerged as a proper field of study, decades after 

Wells had explicitly called for the creation of “Professors of Foresight” and “whole Faculties and 

Departments of Foresight” during a BBC radio address.  Notable figures, some mentioned 469

above, who helped establish the field include Herman Kahn, whose theorizing about “Doomsday 

Machines” partly inspired Dr. Strangelove; Marshall McLuhan, who coined the term “global vil-

lage” and talked about technologies as “extensions” of humanity; Buckminster Fuller, who popu-

larized the idea of Spaceship Earth; and Rachel Carson, whose Silent Spring inspired environ-

mental futures studies by encouraging people to think about the long-term consequences of de-

grading the natural world. Although most Futures Studies scholars at the time were not directly 

involved in speculations about how anticipated future technologies could destroy humanity, they 

did contribute to an overall shift in focus toward the secular future, toward thinking scientifically 

about what lies ahead, which helped set the stage for the futurological pivot to unfold later that 

century. Burnham Beckwith, for example, published an extended study offering what he de-

scribed as “scientific predictions of major social trends” in his 1967 book The Next 500 Years, 

which as the title suggests offered many detailed predictions of how the world will change in the 

coming five centuries with respect to population, agriculture, communication, education, health 

care, religion, philosophy, science, and so on.  Bruce Tonn later argued—without making any 470

such futurological prophecies—that policymakers should adopt a radically expanded framework 

for thinking about the very-long-term consequences of policies implemented today. He called 

this “500-year planning,” intending it “to encompass the goals, practice, and mythology of that 
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responsibility,” which he subsequently expanded into the notion of “integrated 1000-year plan-

ning.”  The mid-1980s is also when Danny Hillis proposed building a “10,000-year clock” that 471

would tick only once a year. In Stewart Brand’s words, the clock’s aim would be to “do for think-

ing about time what the photographs of Earth from space have done for thinking about the envi-

ronment” (a reference to the famous “Earthrise” photo taken by the astronaut William Anders 

from lunar orbit in 1968, which helped spur the modern environmentalist movement).  Accord472 -

ing to the 10,000-year clock, which is currently being built by the Long Now Foundation with 

money from Jeff Bezos, the year during which I am writing this is 02022.  All of these devel473 -

opments laid the foundation for the futurological pivot. 

CYBORGS AND EXTROPY 

 The fields of Artificial Intelligence and Futures Studies were also incubators of the mod-

ern transhumanist movement, which was one of the two main normative ingredients behind the 

first triggering factor specified above (alongside the ethical theory of utilitarianism).  Both 474

Haldane and Bernal could be considered early transhumanists, a term that Sir Julian Huxley de-

fined in his 1957 book New Bottles for New Wine as the proposition that “the human species can, 

if it wishes, transcend itself—not just sporadically, an individual here in one way, an individual 

there in another way, but in its entirety, as humanity.”  However, proposals for how to achieve 475

this transcendence tended to be highly speculative flights of fancy that, as such, were not taken 

seriously by most contemporary scientists. For example, in a 1960 paper that coined the term 

“cyborg,” Manfred Clynes and Nathan Kline examined how the human body could be modified 

for the purposes of space travel; they proposed linking humans and machines via information 

feedback loops to yield “self-regulating man-machine systems.” One way, they wrote, to allevi-

ate “disorientation or discomfort resulting from disturbed vestibular function due to weightless-

ness might be … through the use of drugs, by temporarily draining off the endolymphatic fluid 

or, alternatively, filling the cavities completely, and other techniques involving chemical 

control.” Or consider their suggestion to control the intake and output of fluids: 
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Fluid balance in the astronaut could be largely maintained via a shunt from the 

ureters to the venous circulation after removal or conversion of noxious sub-

stances. Sterilization of the gastrointestinal tract, plus intravenous or direct intra-

gastric feeding, could reduce fecal elimination to a minimum, and even this might 

be reutilized. 

The authors themselves acknowledged that some of their proposals “are projections into the fu-

ture which by their very nature must resemble science fiction.”  476

 Yet several developments during the next few decades made the prospect of radical tran-

scendence much more plausible than it had previously appeared. For example, breakthroughs in 

genetic engineering, such as the first transgenic organism being created in 1973, suggested that it 

may soon be possible to induce genetic alterations in human beings, thus moving us a step closer 

to the transhumanist dream of usurping control over our evolutionary trajectory. It was also be-

coming increasingly clear that technological “progress” within multiple domains was unfolding 

at an exponential (or even superexponential) pace, an idea most famously exemplified by 

“Moore’s Law.” This was named after the cofounder of Intel Corporation, Gordon Moore, who in 

1965 observed that the number of transistors on microchips was doubling every two years.  477

Such trends and projections, pertaining to both the type and rate of technological change, seemed 

to imply that a fundamental transformation of the human condition is not only possible but might 

be imminent, within the twenty-first century. As a 1994 article in Wired magazine put it, 

people have dreamed such dreams before, of course: they’ve wanted to fly like 

eagles, to run like the wind, to live forever. They’ve dreamed of becoming like the 

gods, of having supernatural powers. The difference is that now, suddenly, all of it 

is entirely possible. For the first time in history, science and technology have 

caught up to the wildest of human aspirations and hopes.  478

This is what engendered the modern transhumanist movement, which coalesced via the Internet 

in the late 1980s and 1990s. The earliest transhumanist organization was founded in California 
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and embraced a libertarian ideology called extropianism (e.g., Ayn Rand’s Atlas Shrugged was 

on their recommended reading list), where “extropy” was intended to contrast with “entropy.”  479

According to a document titled “Extropian Principles,” written by Max More, who changed his 

surname from O'Connor to reflect his extropian worldview, the five fundamental principles of the 

ideology were Boundless Expansion, Self-Transformation, Dynamic Optimism, Intelligent Tech-

nology, and Spontaneous Order, which yield the acronym BEST DO IT SO.  Several years lat480 -

er, in 1998, Nick Bostrom and David Pearce founded the World Transhumanist Associated 

(WTA) “to provide a general organizational basis for all transhumanist groups and interests, 

across the political spectrum.”  This was followed by the emergence of a new transhumanist 481

variant called singularitarianism, most prominently championed by Kurzweil.  482

 The common denominator linking together all these groups and variants was the millenar-

ian conviction that technoscientific “progress” will, or at least could, lead to a “Utopian” world 

of endless material abundance, bliss, superintelligence, and eternal life.  Hence, transhumanism 483

offered a sort of Religion Without Revelation, to quote the title of Huxley’s 1927 book. As the 

“Transhumanist FAQ” published in 1999 explains, “unlike most religious believers, transhuman-

ists seek to make their dreams come true in this world, by relying not on supernatural powers but 

rational thinking and empiricism, through continued scientific, technological, economic, and 

human development.”  484

This leads to an important historical fact: it was precisely because transhumanists saw the 

development of powerful new technologies as integral to “paradise-engineering,” as some called 

it, that they ended up on the vanguard of thinking about hypothetical future technological 

risks.  Put differently, reaching Utopia involves satisfying two necessary conditions: first, the 485

creation of advanced technologies, and second, making sure that these technologies do not de-

stroy us in the process. As we will see, the field of Existential Risk Studies was founded to iden-

tify the ways these technologies could destroy us, for the sake of then devising strategies to neu-

tralize such “existential risks,” a technical term that Bostrom originally defined as any future 

event that would permanently prevent us from creating a stable, flourishing civilization of 

posthuman beings.  486
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A DIZZYING PROSPECT 

 This was the general intellectual and cultural context in which the futurological pivot de-

veloped. But amidst a flurry of utopian proclamations about the possibility of using advanced 

technologies to engineer paradise, many techno-futurists also acknowledged that the dangers to 

humanity could be substantial, and that emerging/anticipated future technologies might introduce 

risks far greater than those identified during the twentieth century. Some of the earliest worries 

were briefly discussed in chapter 4, such as I. J. Good’s claim that recursively self-improving AI 

systems could initiate an “intelligence explosion” that produces an “ultraintelligent machine,” 

which he defined as one “that can far surpass all the intellectual activities of any man however 

clever.”  The result, he argued, could “lead to a Utopia or to the extermination of the human 487

race,” an idea that continues to dominate thinking about artificial superintelligence (ASI) today, 

i.e., the outcome of ASI will very likely be binary: if not Utopia, then total annihilation, but if 

not total annihilation, then Utopia. 

 Eric Drexler echoed some of these worries in his 1986 Engines of Creation, arguing that 

“Al systems able to build better AI systems will allow an explosion of capability with effects 

hard to anticipate,” and that “depending on their natures and their goals, advanced AI systems 

might accumulate enough knowledge and power to displace us, if we don’t prepare properly.” He 

also emphasized the possibility of states exploiting AI and nanotechnology for nefarious, totali-

tarian ends. For example, “using nanotechnology like that proposed for cell repair machines, they 

could cheaply tranquilize, lobotomize, or otherwise modify entire populations.” Together, he 

contended, “the combination of nanotechnology and advanced AI will make possible intelligent, 

effective robots; with such robots, a state could prosper while discarding anyone, or even (in 

principle) everyone.”  This was, of course, in addition to the gray-goo scenario—a completely 488

novel type of kill mechanism—whereby self-replicating nanobots convert all organic matter into 

wriggling copies of themselves and, in the process, obliterate the biosphere. Yet Engines of Cre-

ation was also a techno-utopian manifesto of sorts, emphasizing the potentially immense benefits 

of advanced AI, nanotechnology, space colonization, and cryonics, which made Drexler “some-

thing of a patron saint among Extropians.”  For example, he argued that the future could in489 -
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volve “great material abundance” and even the “opportunity to regain youthful health and to 

keep it almost as long as [you] please” via the aforementioned “cell repair machines.” In a pas-

sage nicely expressing the intertwined promises and perils of advanced technologies, he wrote: 

This transformation is a dizzying prospect. Beyond it, if we survive, lies a world 

with replicating assemblers, able to make whatever they are told to make, without 

need for human labor. Beyond it, if we survive, lies a world with automated engi-

neering systems able to direct assemblers to make devices near the limits of the 

possible, near the final limits of technical perfection.  490

These themes were taken up two years later by Hans Moravec in his Mind Children: The Future 

of Robot and Human Intelligence, which predicted that “the human race [will be] swept away by 

the tide of cultural change, usurped by its own artificial progeny.” Moravec, however, welcomed 

this outcome, even hoping to bring it about.  As he wrote in what was intended to be a reassur491 -

ing passage about the future, “what awaits is not oblivion but rather a future in which, from our 

present vantage point, is best described by the words ‘postbiological’ or even ‘supernatural.’”  492

Referring to our artificial progeny, the children of our minds, he declared that 

we humans will benefit for a time from their labors, but sooner or later, like natur-

al children, they will seek their own fortunes while we, their aged parents, silently 

fade away. Very little need be lost in this passing of the torch—it will be in our 

artificial offspring’s power, and to their benefit, to remember almost everything 

about us, even, perhaps, the detailed workings of individual human minds.  493

This was followed by one of the most influential articles on future AI published to date: Vernor 

Vinge’s “The Coming Technological Singularity: How to Survive in the Post-Human Era,” which 

was published in 1993 and introduced our modern vocabulary of the technological “Singularity” 

(hence “singularitarianism,” defined as the view that the Singularity is something we should 

strive to bring about). Vinge borrowed the term “singularity” from a comment made in the 1950s 
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by John von Neumann about the accelerating rate of technological development, but redefined it 

to refer specifically to Good’s notion of an intelligence explosion (i.e., von Neumann’s idea was 

similar but different ). The essence of the Singularity, for Vinge, was the creation of “superhu494 -

manity,” which could be created either through directly programming an AI system or through 

either the creation of large computer networks that suddenly “wake up,” technologically enhanc-

ing the brains of biological humans, or linking people and computers to create superhuman cy-

borgs. The last three possibilities were grouped together under the umbrella of “Intelligence Am-

plification” (IA), which provided a memorable pair of inverted acronyms. 

 Either way, Vinge argued that the Singularity is “an inevitable consequence of the hu-

mans’ natural competitiveness and the possibilities inherent in technology” and, with Moore’s 

Law in mind, we should expect it to occur at least by 2030, given the exponential rate of “im-

provements in computer hardware.” But what about the outcome? Should we look forward to the 

new “Post-Human” world that the Singularity will introduce? Vinge is not entirely clear. On the 

one hand, he writes that the “Post-Human era” will be so “essentially strange and different” that 

it may be impossible “to fit into the classical frame of good and evil.” On the other hand, he 

writes that it could very well realize “our happiest dreams: a place unending, where we can truly 

know one another and understand the deepest mysteries,” though he adds: “just how bad could 

the Post-Human era be? Well … pretty bad. The physical extinction of the human race is one 

possibility.”  While the picture here presented is not quite as Manichaean as that painted by 495

Good’s work—and most contemporary scholarship on the topic—it still gestures at the notion 

that superintelligence, whether brought about via AI or IA, will likely be either extremely good 

or extremely bad. 

 These speculations, some of which originated during the third existential mood and fur-

ther developed while the uniformitarian paradigm was simultaneously collapsing in the Earth 

sciences, were central to the futurological pivot. But as mentioned above, this pivot was part of a 

broader shift toward thinking as comprehensively as possible about the entire temporally extend-

ed range of possible threats lurking between our current position and the colonization of space, 

usually couched as “threats of the twenty-first century” because of (a) the conceptual tidiness of 

centurial timescales, and (b) an assumption held by many (but not all) that humanity will proba-
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bly have left Earth by 2100 or be close to doing so. Although Drexler considered both nanotech-

nology and AI, the scope of his analysis doesn’t stretch much further than this. For example, he 

mentions environmental degradation in passing to say that “future planet-healing machines will 

also help us mend torn landscapes and restore damaged ecosystems.”  The other theorists tend496 -

ed to focus exclusively on AI, just as many scientists and philosophers during the postwar era 

tended to focus entirely on either the nuclear threat or the dangers posed by meddling with na-

ture’s delicate balance. The Bulletin of the Atomic Scientists, incidentally, has based its decision 

on how to set the Doomsday Clock mostly on developments pertaining to the nuclear threat, such 

as the status of nuclear proliferation, the size of global nuclear arsenals, rising/falling political 

tensions between the nuclear nations, and so on. Only in 2007 did it widen the scope of consider-

ations to include climate change (followed, more recently, by the inclusion of risks linked to 

emerging technologies). Hence, few intellectuals and organizations took a big-picture view of 

our whole existential predicament, since few gave human extinction much thought beyond its 

connection with this or that kill mechanism. 

One of the only exceptions came from Isaac Asimov’s 1979 nonfiction book A Choice of 

Catastrophes, which provides a sprawling survey of the various natural and anthropogenic risks 

facing humanity, some of which involve anticipated future technologies, such as computers that 

might “become capable of self-correction and of modification of their programs.” But ultimately, 

after roughly 350 long pages, Asimov’s conclusion is that we have little to actually worry about: 

our universe is safe in the near term, and the dangers facing us today are wholly surmountable. In 

his words, “we can deliberately choose to have no catastrophes at all. And if we do that over the 

next century, we can spread into space and lose our vulnerabilities.”  Although an entertaining 497

read, the book did not provide a serious study of the various scientifically credible failure modes 

that could lead to our disappearance. 

DOOMSDAY DATA 

 The first scholarly work that offered a genuinely panoramic view of our threat environ-

ment while also embodying the futurological pivot was John Leslie’s 1996 tome The End of the 
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World: The Science and Ethics of Human Extinction. This was, we might say, the founding doc-

ument of contemporary riskology, and the book that marks the very beginning of the new exis-

tential mood. Although Leslie was not to my knowledge a transhumanist, he appears open to the 

possibility of radical human enhancement. However, he was a utilitarian whose research history 

reveals a long-time interest in anthropics, at the heart of which lies the “Anthropic Principle,” 

introduced by the theoretical physicist Brandon Carter in the early 1970s.  Whereas the Coper498 -

nican principle asserts that our position in the universe is not privileged, the Anthropic Princi-

ple—on one version, as there are many—states that “although our situation is not necessarily 

central, it is inevitably privileged to some extent.”  For example, observers like us can only 499

ever find themselves in universes where the fundamental constants and laws of nature allow ob-

serves like us to exist. Hence, we should not be surprised to find ourselves in such a universe. Or 

consider what Leslie called the observation selection effect, which implies that certain types of 

catastrophes are incompatible with observers like us, and hence we will never, because we can 

never, find evidence of them having occurred in our past, either the recent or deep past.  It will 500

never be the case, for instance, that we discover an impact crater on Earth the size of the Chicxu-

lub crater that dates back 1,000 years ago, since if an asteroid or comet large enough to create 

such a crater had collided with our planet, large complex lifeforms would almost certainly have 

perished in the ensuing impact winter. Consequently, our data set will be skewed; a literal read-

ing will be unreliable. Even if huge collisions were extremely common, the only planets on 

which we could find ourselves are ones on which such a catastrophe had not recently occurred. 

We must therefore correct for this bias inherent in the evidential record. 

 Anthropic reasoning also gave rise to the so-called Doomsday Argument, which is the 

primary focus of Leslie’s book. Although many people who first hear of this argument immedi-

ately think they have spotted a fatal flaw in its line of reasoning, it has proven to be very resilient 

in the face of attempted refutations.  The standard way of explaining the argument is by analo501 -

gy: to begin, imagine two urns. The first contains 10 balls numbered 1 through 10, while the oth-

er contains 1 million balls numbered 1 through 1 million. Not knowing which is which, your task 

is to reach into one of the urns, pick a ball, look at the number, and guess which one it came 

from. Let’s say you begin with a 50-50 prior probability of picking from either urn, and the ball 
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you select is numbered 7. Using Bayes’ theorem, the posterior probability of having picked a ball 

from the urn with 10 balls is thus 0.99999.  Now consider two hypotheses about the total num502 -

ber of human beings who come to exist between the birth of our species and its eventual extinc-

tion. Hypothesis One states that there will be 150 billion, while Hypothesis Two states that there 

will be 150 trillion. Since about 117 billion people have existed thus far, according to the Popula-

tion Reference Bureau,  if you treat yourself as a randomly selected “ball” pulled out of the 503

“urn” of everyone who will ever exist, then Hypothesis One is far more probable than Hypothesis 

Two. Applying this to our situation today, Leslie explains that 

if the human race came to an end within, say, the next two centuries, then quite a 

large proportion of all humans would have found themselves where you and I do: 

in a period of extremely rapid population growth which immediately preceded 

extinction (and probably helped produce it). If, on the other hand, the human race 

were to survive for another thousand centuries, then the late twentieth century 

would have been a period of human history occupied by (proportionately) hardly 

any humans at all: perhaps far fewer than 0.001 per cent of all the humans who 

would ever have been born. This ought to decrease our confidence that hu-

mankind will have a long future.  504

The conclusion here is not that our extinction is imminent but, crucially, that however likely our 

extinction actually is, we must increase the number. In slogan form, we have been systematically 

underestimating the probability of doom, and thus need to correct for this.  It follows that to 505

apply the Doomsday Argument, one must have already generated some quantitative estimate of 

how likely our extinction is—not the probability of some particular threat causing our collective 

demise, but an overall probability of annihilation per increment of time.  This is why Leslie 506

dedicated the first two-thirds (almost exactly) of his book to exhaustively surveying every possi-

ble risk to our survival, whether known or speculative, existing or emerging, natural or anthro-

pogenic, probable or even highly improbable given our best available scientific knowledge. By 

offering an encyclopedic catalogue of kill mechanisms and related phenomena, which drew from 
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both Drexler’s and Moravec’s warnings about nanotechnology and AI, Leslie can then begin to 

outline an overall probability estimate of doom, and from there use the Doomsday Argument to 

claim that the resulting number should be higher. All of this, by the way, was motivated by the 

underlying ethical conviction that human extinction would constitute a moral catastrophe that 

goes far beyond whatever suffering those alive at the time might experience, an idea that Leslie 

seems to have borrowed from utilitarian or utilitarian-leaning philosophers like Jonathan Glover, 

J. J. C. Smart, and Derek Parfit (see Part II). 

 Toward this end, Leslie grouped the various threats to our existence within three cate-

gories: “risks already well recognized,” “risks often unrecognized,” and “risks from philosophy.” 

The first includes (quoting Leslie at times): 

- Nuclear war and nuclear terrorism. 

- Biological warfare and bioterrorism. 

- Chemical warfare and terrorism. 

- Destruction of the ozone layer (e.g., by chlorofluorocarbons). 

- Greenhouse effect (specifically, a runaway greenhouse effect triggered by an-

thropogenic CO2 and other gases). 

- Poisoning by pollution. 

- Disease (specifically, infectious disease). 

The second category is subdivided into natural and anthropogenic threats. Note that Leslie was 

writing shortly after the Alvarez hypothesis had become widely accepted and the possibility 

supereruptions was first proposed: 

Natural disasters: 

- Volcanic eruptions (causing a volcanic winter). 

- Hits by asteroids and comets (given that “the death of the dinosaurs as very 

probably caused by an asteroid”). 
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- An extreme ice age due to passage through an interstellar cloud (highly unlikely 

within “the next few hundred thousand years,” he adds). 

- A nearby supernova explosion, galactic center outburst, or solar flare. 

- Other massive astronomical explosions (e.g., a merger of two black holes). 

- Essentially unpredictable breakdown of a complex system (in accordance with 

chaos theory). 

- Something-we-know-not-what (since “it would be foolish to think we had fore-

seen all possible natural disasters”). 

Anthropogenic disasters: 

- An “unwillingness to rear children” (although Leslie added that this “may be 

hard to take seriously”). 

- A disaster from genetic engineering. 

- A disaster from nanotechnology (“very tiny self-reproducing machines … might 

perhaps spread world wide within a month in a ‘gray goo’ calamity”). 

- Disasters associated with computers (e.g., if “the task of designing computers 

had been given to computers themselves”). 

- Some other disaster in a branch of technology, perhaps just agricultural, which 

had become crucial to human survival. 

- Production of a new Big Bang in the laboratory. 

- The possibility of nucleating a vacuum bubble, thus causing a phase transition 

(if the universe is in a false vacuum state). 

- Annihilation by extraterrestrials (perhaps because they accidentally nucleated a 

vacuum bubble with their physics experiments). 

- Something-we-know-not-what (since “we cannot possibly imagine every single 

danger which technological advances might bring with them”). 

The third category, risks from philosophy, includes negative utilitarianism, which entails (on one 

version) that it would be best if all sentient life in the universe were annihilated, as well as 
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Schopenhauerian pessimism, which could incline adherents toward “thinking that we ought to 

make [Earth] lifeless.”  Leslie also pointed to religion as a possible “philosophical” risk. In 507

what appears to be an oblique reference to Reagan’s anti-environmentalist Secretary of the Inte-

rior James Watt, mentioned in chapter 4, he wrote that “it could be dangerous, for example, to 

choose as Secretary for the Environment some politician convinced that, no matter what anyone 

did, the world would end soon with a Day of Judgement.”  508

 In compiling this list, Leslie drew on both Drexler’s and Moravec’s speculations about 

advanced nanotechnology and AI, as well as Feynman’s 1959 lecture on nanotechnology, the 

Ehrlichs’ 1968 book on overpopulation, the Alvarez team’s seminal publication in 1980 on the 

K-T extinctions, and the 1983 TTAPS paper on nuclear winter. Leslie thus wove together, for the 

very first time, all the sundry strands discussed in previous chapters, although he only mentioned 

the “heat death” in passing because it is irrelevant to the Doomsday Argument. (That is, we know 

that the heat death is a “hard limit” on our survival. The Doomsday question concerns the proba-

bility of extinction before this event. ) After surveying this panoply of threats, Leslie then 509

wrote: “Now that we have seen what some of the risks might be, we can usefully return to [the] 

‘doomsday argument’ for thinking them more dangerous than we’d otherwise have thought.”  510

This led him to conjecture that the probability of extinction within the next five centuries is at 

least 30 percent, although he adds that if we survive for the next 500 years then humanity “would 

be likely either to continue onwards for many thousand centuries [through space colonization] or 

else to be replaced by something better,” such as by a new species of “advanced computers.”  511

A DEAFENING SILENCE 

 As alluded to above, Leslie’s book has been hugely influential among riskologists, as evi-

denced by the fact that almost every major contribution to the corresponding literature mentioned 

below cites it. Not only did it provide a single cohesive picture of our evolving existential 

predicament, but it emphasized the emerging and anticipated future risks associated with “genet-

ic engineering” and “intelligent machines,” in particular, which he described as “the chief risks” 

to our survival within the foreseeable future.  Leslie also highlighted the dangers of nanotech512 -
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nology and the possibility of what are now often called “unknown unknowns,” a pleonastic locu-

tion made famous by (the infamous war criminal) Donald Rumsfeld, i.e., a risk that we don’t 

know we don’t know about, a kind of second-order ignorance. Lord Kelvin, for example, was 

not only oblivious of the potential risks posed by self-replicating nanobots but oblivious of the 

fact that he didn’t know this. According to many contemporary riskologists, unknown unknowns, 

which I have called “monsters,” may very well constitute one of the most significant categories 

of risk to human survival in the future. We should, in other words, be very afraid of monsters.  513

 Furthermore, Leslie brought into the conversation what was dubbed the “Fermi paradox” 

in the late 1970s, although Robert Gray argues that this is “neither Fermi’s nor a paradox.”  In 514

its standard form, the “paradox” is supposed to be that, usually based on calculations using the 

“Drake equation,” even if the emergence of intelligent lifeforms almost never happens, the age 

and size of the universe implies that there should be many technological advanced civilizations. 

Yet, ignoring a plethora of dubious reports from people here and there, we see no compelling ev-

idence of their existence, an eerie data point that David Brin called the “Great Silence.”  How515 -

ever, the “paradox” was initially developed, in separate papers, by Michael Hart and Frank 

Tipler, who both “resolved” it by arguing that the absence of observable evidence that aliens ex-

ist should be interpreted as evidence of their absence, or non-existence.  Tipler in particular 516

claimed that at least some sufficiently advanced civilizations would launch self-replicating 

spacecraft called “von Neumann probes” that would hop from star to star creating copies of 

themselves, preparing the way for the species that launched them to colonize space, if only be-

cause doing so “increases the probability that it [i.e., the species] will survive the death of its star, 

nuclear war, etc.”  The question, then, is: What explains the Great Silence? 517

 One possibility comes from the “Rare-Earth Hypothesis,” according to which, on one 

version, simple lifeforms may be common throughout the universe but complex intelligent be-

ings are either exceedingly rare or completely non-existent.  Another is what Hart called the 518

“Self-Destruction Hypothesis,” also known as the “Doomsday Hypothesis” (which of course is 

not to be confused with the Doomsday Argument). This states that nearly all civilizations that 

reach our stage of technological development promptly self-destruct, perhaps because they dis-

covered how to unlock the vast stores of energy within atomic nuclei, altered the climates of their 
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exoplanets such that they became uninhabitable, acquired the capacity to synthesize super-lethal 

pathogens, built high-powered particle accelerators that accidentally create strangelets, and so 

on. As Carl Sagan described the idea in 1978, “Why are they not here? … [E]ither because we 

are one of the first technical civilizations to have emerged, or because it is the fate of all such 

civilizations to destroy themselves before they are much further along.”  Today, the Rare-Earth 519

Hypothesis and the Doomsday Hypothesis are the two most prominent explanations of the Great 

Silence, and indeed Leslie himself identified these as the most plausible.  On the one hand, he 520

argued that “very possibly, almost all galaxies will remain permanently lifeless. Quite conceiv-

ably the entire universe would for ever remain empty of intelligent beings if humans became ex-

tinct,” since the emergence of life from non-life—abiogenesis—could be extremely improbable, 

or “the leap from primitive life to intelligent life could also be very difficult.” On the other hand, 

he contended that “our failure to detect intelligent extraterrestrials may indicate not so much how 

rarely these have evolved, but rather how rapidly they have destroyed themselves after develop-

ing technological civilizations.”  521

 Two years after Leslie’s book, the futurist Robin Hanson, an active participant in the mid-

1990s transhumanist scene,  proposed a framework for thinking about these possibilities and 522

their practical implications.  As Leslie (and Sagan) gestured at above, we can think about the 523

path from dead matter to spacefaring civilization as a linear sequence of steps. Hanson assumed 

that any sufficiently advanced civilization would initiate a “colonization explosion,” whereby it 

expands to, e.g., exploit cosmic resources, mass and negentropy, at close to the speed of light.  524

Hence, somewhere along the path from lifelessness to a colonization explosion there must lie at 

least one “Great Filter,” or a highly improbable transition that explains why we see no evidence 

of a colonization explosion around us today—the Great Silence. The steps that Hanson identifies, 

which he notes may be incomplete, are the following: 

1. The right star system (including organics). 

2. Reproductive something (e.g. RNA). 

3. Simple (prokaryotic) single-cell life. 

4. Complex (archaeatic & eukaryotic) single-cell life. 
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5. Sexual reproduction. 

6. Multi-cell life. 

7. Tool-using animals with big brains. 

8. Where we are now. 

9. Colonization explosion.  525

If the Great Silence does, in fact, indicate that we are alone in our galactic corner of the cosmic 

neighborhood, then it must follow that nothing within our light cone over the past million years 

or so, among roughly a billion trillion stars, has successfully traversed this entire path.  If the 526

Great Filter lies between steps 8 and 9, then neither will we; but it lies between any other steps, 

then we may be optimistic that our chances of surviving into the far future could be extremely 

high. This is not to say that there can’t be multiple Great Filters: perhaps the step of abiogenesis 

is vanishingly improbable, but so is a species of intelligent beings surviving their own advanced 

technological creations. However, if we were to find evidence that one or more of the previous 

steps coincides with a Great Filter, this would shift the probability toward the hypothesis that a 

Great Filter does not haunt our future, since even just a single Great Filter in our past would be 

sufficient to explain the Great Silence all around us. As Hanson writes: 

Rational optimism regarding our future … is only possible to the extent we can 

find prior evolutionary steps which are plausibly more improbable than they look. 

Conversely, without such findings we must consider the possibility that we have 

yet to pass through a substantial part of the Great Filter. If so, then our prospects 

are bleak, but knowing this fact may at least help us improve our chances.  527

The last sentence points to the practical implications of this framework, namely, that we should 

study each of these transitions much more to determine their probability. If we find none of them 

to be extremely improbable, then we should be far more inclined to accept the Doomsday Hy-

pothesis, i.e., that a catastrophe of some sort, such as total human extinction due to “nuclear war 

or ecological collapse” (quoting Hanson), will happen in the relative near future, before coloniz-
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ing space. This in turn gives us extra reason to focus on mitigating the myriad known threats be-

fore us, and to sleuth around the shadows of our ignorance to find other doomsday scenarios that 

we might have missed—i.e., to ensure that our view of the threat environment, temporally ex-

tended from our present to the moment of explosive colonization, is as maximally panoramic as 

it could possibly be. After citing Leslie’s “long list of such scenarios for concern,” he exhorts that 

“we might, for example, take extra care to protect our ecosystems … We might be even especial-

ly cautious regarding the possibility of world-destroying physics experiments. And we might 

place a much higher priority on projects like Biosphere 2, which may allow some part of human-

ity to survive a great disaster.”  528

 Unlike the Leslie-Carter Doomsday Argument, this is not an argument based in anthropic 

reasoning, but relies much more heavily on the research findings of exobiology, a term coined by 

Joshua Lederberg, more commonly called astrobiology today. Hence, astrobiological discoveries 

that shift the probability toward the hypothesis that a Great Filter lies in our future, along with an 

encyclopedic assessment of every known threat facing us, could yield a probability estimate of 

extinction that would still be subject to further inflation by the Doomsday Argument. Here we 

can see the beginnings of a methodologically systematic approach to studying human extinction 

built upon both scientific and philosophical foundations. 

GENETICS, NANOTECH, AND ROBOTICS 

 As mentioned above, Leslie’s book was also notable because it brought into focus the 

various hypothetical threats posed by emerging and anticipated future technologies, such as ge-

netic engineering, nanotechnology, and AI. In particular, he noted, albeit fuzzily at times, that 

many of these technologies exhibit three properties that make them potentially far more danger-

ous than anything humanity has previously encountered. These properties are: (i) their unprece-

dented power, (ii) their dual-usability, and (iii) their increasing accessibility (in terms of knowl-

edge, skills, and instrumentation).  Let’s consider these in turn: 529

 There is a clear historical trend stretching back to the Paleolithic of technological artifacts 

amplifying our capacity to manipulate and rearrange the physical world, including ourselves. The 
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stone tools of our hominid ancestors millions of years ago, such as the Oldowan choppers, scrap-

ers, and pounders, enabled them to engage in woodworking and meat processing that would oth-

erwise have been difficult or impossible. Spears and swords augmented our ability to hunt and 

fight. The invention of gunpowder during the 9th century CE Tang dynasty in China, dynamite in 

the 1860s by Alfred Nobel (whose fortune made possible the Nobel Prize), and TNT a few 

decades later gave us the ability to kill many people at once. This was of course followed by the 

atomic bomb in 1945 and thermonuclear weapons in the early 1950s, which as we have seen 

could cover the entire surface of Earth with radioactive particles and initiate a nuclear winter 

lasting decades. The emerging/anticipated future technologies discussed above fit perfectly with-

in this trend: a weaponized pathogen could be far deadlier and more contagious than anything 

natural selection could produce, given the evolutionary tradeoff between lethality and transmis-

sibility, resulting in an “engineered pandemic” that kills most or all people on the planet—Black 

Death II, as Lederberg dubbed it in 1969. The gray-goo scenario could in theory be initiated by a 

single nanobot capable of ecophagic self-replication, thus reducing “the biosphere to dust in a 

matter of days,” which lead Drexler to describe nano-replicators as “more potent than nuclear 

weapons.”  And if the Singularity were to occur, it could radically and irreversibly transform 530

the world “beyond recognition” in a matter of “months, days, or even just hours,” potentially de-

stroying the entire human species in the process. To quote the Transhumanist FAQ cited earlier, 

which offered an overview of certain future threats, “some of the technologies that will be devel-

oped in the next century will be very, very powerful.”  It is precisely because of this fact that 531

Leslie included them in his extended list of annihilation scenarios. Of the three properties, this 

one is the most obvious. 

 Second, most of these technologies are “dual-use” in a technical sense of the term. Non-

technically speaking, all technologies are usable in multiple ways: whatever their intended pur-

poses, the intrinsic instability of design can always be exploited for other ends. A bed could be 

used for sleeping, but it could also be used by boisterous children as a trampoline; an iPhone 

could be used to send text messages, but it could also be used as a paperweight; and a certain 

type of centrifuge could be used to enrich uranium for nuclear power plants, but it could also be 

used to enrich uranium for nuclear weapons. As the last example shows, the dual-usability of 
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technologies is not always a trivial matter, especially when (a) the attendant risks are significant, 

and (b) there are commercial pressures to develop these technologies because of their beneficial 

uses, which thus makes it difficult to prevent the attendant risks from materializing, since the 

good and bad uses are a package deal. Lederberg, in fact, pointed to this property of bacterial ge-

netics in the same 1969 Congressional testimony in which he discussed Black Death II, quoted in 

chapter 4. Before declaring that research in genetics could put “the very future of human life on 

Earth in serious peril,” he emphasized its potential to greatly ameliorate (one aspect of) the hu-

man condition. “Basic scientists who have worked in the genetics of bacteria and viruses,” he 

reported, “believe that these discoveries have ever growing importance for the prevention and 

healing of serious human diseases,” while further research gives us “hope of maintaining a deci-

sive lead in this life and death race” between our health and the relentless evolution of path-

ogenic microbes, due to natural selection.  In other words, the promise of improved medicine is 532

inextricably bound up with the dangerous possibility of weaponized germs. Drexler made similar 

remarks about nanotechnology and AI: the very same creations that might destroy us could also 

usher in a world of radical abundance and endless youth, and the development of these technolo-

gies is largely guaranteed by the medical and economic benefits that they promise to 

introduce.  533

 By the late 1980s and 1990s, scientists and government agencies began using the term 

“dual-use” explicitly to refer to artifacts that have both civilian/commercial and military uses, 

e.g., those that could serve industrial ends but also be exploited to manufacture nuclear, biologi-

cal, and chemical (NBC) weapons. For instance, a 1993 report from the US Office of Technology 

Assessment states that “understanding the extent to which ‘dual-use’ technologies or products—

those also having legitimate applications—are involved in the development of weapons of mass 

destruction is important, since both the feasibility of controlling dual-use items and the implica-

tions of doing so depend on the extent of their other applications.”  The emphasis on military 534

uses reveals an underlying assumption of the initial conception of and discussions around dual-

usability, namely, that the relevant actors are states like the US, Russia, China, and so on. The 

worry, found in both Lederberg’s testimony and Drexler’s book, is almost entirely that state ac-

tors could use advanced dual-use technologies to wage wars, oppress their citizens, design new 
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weapons systems, and so on. In Drexler’s words, “states will no doubt play a dominant role in 

developing replicators and AI systems,” which may enable them “to expand their military capa-

bilities by orders of magnitude in a brief time.”  535

 This leads us to the third property: accessibility. By the 1990s, it was becoming increas-

ingly clear that part of what makes these emerging/anticipated future technologies extremely 

worrisome is that they could place unprecedented power in the hands of nonstate actors, includ-

ing small groups and even single individuals. Leslie thus repeatedly mentions the possibility of 

“terrorists” and “criminals” acquiring dually usable artifacts and unilaterally bringing about a 

global catastrophe of some sort. He writes: “Germs are fast becoming the poor man’s atom 

bomb, available to small terrorist organizations or to criminals … Terrorists, or criminals de-

manding billions of dollars, could endanger the entire future of humanity with utterly lethal or-

ganisms which mutated so rapidly that no vaccines could fight them.” In discussing Drexler’s 

warnings about nanotechnology, Leslie makes the similar point that “while responsible individu-

als could pursue laboratory research [involving nanobots] by manipulating the contents of tiny, 

sealed containers protected by explosives, so that ‘someone outside cannot open the lab space 

without destroying the contents,’ criminals or terrorists or hostile nations could [simply circum-

vent this defensive measure by building] their own laboratories.” He also worried about the pos-

sibility of nuclear terrorism, noting that the resources and information needed to acquire or build 

nuclear weapons are increasingly within arms’ reach. “Yet,” he writes, 

in an age in which world peace could be threatened by any city-destroying nuclear 

explosion, not only states but individuals too are becoming more and more able to 

afford nuclear weapons. Knowledge of the technology is widespread, much of it

—including fairly detailed instructions for making H-bombs—actually available 

in public libraries and on the computer Internet.  536

This has, in fact, only become more true over the decades. For example, third generation urani-

um enrichment technologies, such as SILEX, meaning “separation of isotopes by laser excita-

tion,” have prompted recent anxieties that they “may create new proliferation risks.”  And right 537
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now tacit knowledge, meaning “know-how” rather than “know-that,” is “currently among the 

most significant barriers to bioweapons proliferation.” Yet synthetic biology, in particular, is “ex-

plicitly devoted to the minimization of the importance of tacit knowledge,” a phenomenon called 

de-skilling.  Myriad examples could be adduced from the digital realm, only one of which I 538

will mention to drive home the point: the 2016 Dyn cyberattack. This was a DDoS (distributed 

denial-of-service) strike that adversely affected a massive number of major websites around the 

world, including those of Airbnb, Amazon, BBC, The Boston Globe, CNN, Comcast, FiveThir-

tyEight, Fox News, The Guardian, iHeartRadio, Imgur, the National Hockey League, Netflix, 

The New York Times, PayPal, Pinterest, Pixlr, Reddit, SoundCloud, Squarespace, Spotify, Star-

bucks, Storify, the Swedish Government, Tumblr, Twitter, Verizon Communications, Visa, Vox 

Media, Walgreens, The Wall Street Journal, Wired, Yelp, and Zillow, to name just a few. Most 

astonishing is that this strike was perpetrated by a small group of individuals, only one of whom, 

a juvenile at the time, has been charged by the US Department of Justice with a crime.  539

 Because of this trend toward greater accessibility, the semantics of “dual-use” have 

evolved over the past few decades. Rather than referring specifically to objects with civilian/

commercial and military applications, it has come to more generally denote any technology, 

product, theory, instrument, piece of information, etc. that could be exploited as means to both 

good (beneficial) and bad (harmful) ends.  For example, the genome of Ebola, which is easily 540

found online, is a dual-use piece of information, since scientists around the world could use it for 

the purpose of creating an effective cure, although terrorists could also download the genomic 

data to synthesize a more transmissible variant in a small biohacker laboratory set up in their 

hideout for a few hundred dollars.  541

NUKES, TOOLS, AND AGENTS 

 Before moving on, it is worth briefly noting that not all risky technologies are dually us-

able. Nuclear weapons, for example, are best classified as “mono-use,” although there is a pro-

tracted history of looking for ways that they could be dual-use. John O'Neill, for instance, pro-

posed in 1945 that “a continuous bombardment of atomic-energy bombs well distributed over the 
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Greenland area would start the ice melting with considerable rapidity,” thus giving “the entire 

world a moister, warmer climate.”  Julian Huxley defended this idea the same year, adding that 542

“atomic dynamite” could also be employed for “landscaping the Earth” by enabling “dams [to] 

be built in a fraction of the time.”  More recently, former President Donald Trump apparently 543

proposed disrupting hurricanes by nuking them.  However, nuclear weapons appear to have 544

only destructive applications—and the logic of SAD (self-assured destruction) implies that they 

aren’t even good for military uses, a point that Robert Oppenheimer saw early on when he told 

Leo Szilárd in 1945 that “the atomic bomb is shit. … It will make a big bang but it is not a 

weapon which is useful in war.”  545

 A different type of exception involves ASI (artificial superintelligence), which we can 

contrast with “tool-AI.”  Virtual assistants, flight control systems, and Google’s search engine 546

are examples of the latter, since these provide means for agents to achieve their ends, whatever 

they are, exactly the way carpenters use hammers to build houses.  In contrast, an ASI would 547

constitute an agent in its own right, capable of making its own decisions about how to pursue its 

ends, and perhaps determine those ends for itself. (On the standard account of ASI risk analysis, 

such systems will resist modifications to their goal systems. ) As Vinge wrote in his discussion 548

of the Singularity, an ASI “would not be humankind’s ‘tool’ any more than humans are the tools 

of rabbits or robins or chimpanzees.”  Hence, while many types of tool-AI may indeed be dual549 -

ly useable—e.g., facial recognition software can identify violent criminals on the lam but also 

help authoritarian political regimes target their political opponents —ASI resists the “dual-use” 550

label for the same reason that human beings resist the label. Dual-usability is a property of tools 

rather than agents. (Although we should note that agents are sometimes used as tools, as indicat-

ed by the fact that one definition of “tool” is “one who is used or manipulated by another.” ). 551

BILL THE KILLJOY 

 With this background in mind, the stage is set for understanding the next major contribu-

tion in the chronology of the new existential mood. This took the form of a roughly 11,000-word 

article by the cofounder of Sun Microsystems, Bill Joy, titled “Why the Future Doesn’t Need 
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Us,” and published on the first April Fool’s Day of the 2000s in Wired magazine (of all dates and 

places). The article’s main focus wasn’t the threat environment in general, but the more specific 

threats posed by what Joy referred to as GNR technologies, where “GNR” stands for “genetics, 

nanotechnology, and robotics,” the last of which subsumes artificial intelligence. While Leslie 

played an important role in emphasizing the tripartite cluster of properties specified above, Joy 

placed them front-and-center in his analysis, linking them to the GNR bundle of technics that he 

argued will introduce far greater risks to our collective survival on Earth than anything previous-

ly encountered during the twentieth century. Hence, by explicitly shifting attention from the 

NBC weapons of the twentieth century to the GNR technologies of the twenty-first, Joy’s article 

was the very first, I would argue, to fully embody the futurological pivot that originated back in 

the 1950s and 1960s. Even more, I would also argue that this article offers one of the best early 

expressions of this aspect of the new existential mood, as elaborated below. 

 As the previous section foreshadowed, Joy identified the power, accessibility, and dual-

usability of GNR technologies as the primary locus of their unprecedented riskiness, as what 

makes them uniquely dangerous. (Although, as with Leslie, Joy never used the term “dual-use.”) 

Building upon ideas earlier explored by the likes of Sagan, Drexler, Moravec, Leslie, and 

Kurzweil—as well as Ted Kaczynski, the Unabomber, whose 1995 neo-Luddite manifesto Indus-

trial Society and Its Future articulated some compelling critiques of technology, despite the au-

thor being a homicidal domestic terrorist—Joy contended that “it is most of all the power of de-

structive self-replication in genetics, nanotechnology, and robotics (GNR) that should give us 

pause.” In other words, we should worry about the immense power of GNR technologies, where 

this power in turn derives from the special capacity of germs, nanobots, and algorithms to repli-

cate themselves. In the case of germs and nanobots, this can unfold exponentially, while in the 

case of algorithms, a single string of 1s and 0s can be duplicated an arbitrarily large number of 

times in one instance. As Joy makes the point, “a bomb is blown up only once—but one bot can 

become many, and quickly get out of control,” which he warns could, at the extreme, quite plau-

sibly terminate with our extinction. 

 The risks arising from GNR power are further enhanced by the fact that they are becom-

ing increasingly accessible. More specifically, the material and epistemic resources needed to 
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acquire and exploit dangerous germs, nanobots, and algorithms is more and more within arms’ 

reach of both state and nonstate actors. Joy described this trend by contrasting the new with the 

old, asking: 

What was different in the 20th century? Certainly, the technologies underlying the 

weapons of mass destruction (WMD)—nuclear, biological, and chemical (NBC)

—were powerful, and the weapons an enormous threat. But building nuclear 

weapons required, at least for a time, access to both rare—indeed, effectively un-

available—raw materials and highly protected information; biological and chemi-

cal weapons programs also tended to require large-scale activities. 

In contrast, 

the 21st-century technologies—genetics, nanotechnology, and robotics (GNR)—

are so powerful that they can spawn whole new classes of accidents and abuses. 

Most dangerously, for the first time, these accidents and abuses are widely within 

the reach of individuals or small groups. They will not require large facilities or 

rare raw materials. Knowledge alone will enable the use of them. … Thus we 

have the possibility not just of weapons of mass destruction but of knowledge-en-

abled mass destruction (KMD), this destructiveness hugely amplified by the pow-

er of self-replication. 

Since knowledge is widely accessible—as mentioned above, Leslie gestured at the availability of 

nuclear weapons designs online, and a quick Google search will get you the genome of Ebola—

and if knowledge is all one needs to exploit GNR technologies for catastrophic malicious ends, 

the number of state and, especially, nonstate actors capable of unilaterally destroying civilization 

or humanity is bound to grow, at least in the absence of highly invasive surveillance systems (a 

solution that has been seriously considered by some riskologists ). Making matters worse, Joy 552

notes that the development of these technologies could be driven by arms races given their po-
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tential military uses, which he describes as “perhaps the greatest risk, for once such a race be-

gins, it’s very hard to end it.” However, they also “have clear commercial uses and are being de-

veloped almost exclusively by corporate enterprises,” and consequently our aggressive pursuit of 

“the promises of these new technologies [is proceeding] within the now-unchallenged system of 

global capitalism and its manifold financial incentives and competitive pressures” will also pro-

pel the GNR project forward. Once again quoting Joy at length: 

Each of these technologies also offers untold promise: the vision of near immor-

tality that Kurzweil sees in his robot dreams drives us forward; genetic engineer-

ing may soon provide treatments, if not outright cures, for most diseases; and 

nanotechnology and nanomedicine can address yet more ills. … Yet, with each of 

these technologies, a sequence of small, individually sensible advances leads to an 

accumulation of great power and, concomitantly, great danger. 

This leads to a fourth important property of GNR technologies that was not much discussed by 

Leslie, although it was addressed by (and in some cases central to the arguments of) Vinge, 

Moravec, Kurzweil, and other transhumanists, i.e., the exponential rate of GNR innovation. The 

acceleration of technological “progress” à la Moore’s Law—a quasi-nomological generational 

that Kurzweil, in 1999, subsumed under what he termed the “Law of Accelerating Returns,” 

which Joy encountered before writing his article —makes the associated dangers not mere dis553 -

tant possibilities but imminent actualities. Just as the shift in temporality during the third existen-

tial mood was brought about by the realization that a thermonuclear conflict could happen at any 

point, so too did the exponentiality of GNR technologies shift thinking about the temporality of 

their riskiness. On Joy’s account, nanobots could very well be created “within the next 20 years,” 

meaning ~2020, and intelligent robots could become reality by 2030. Meanwhile, the possibility 

that genetic engineering enables groups and individuals with few resources to synthesize deadly 

pathogens was already apparent at the turn of the century, and in fact two incidents in particular 

in the early 2000s made clear that this was already within the realm of possibility.  554
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 The first happened in 2001: a group of Australian scientists accidentally created a variant 

of the mousepox virus that was 100-percent lethal in mice, including among those vaccinated 

against the disease. This sounded alarm bells because (a) it proved that greater lethality could be 

induced through genetic modifications (in this case, adding the gene that codes for interleukin-4), 

and (b) the mousepox virus is closely related to the smallpox virus, thus suggesting that similar 

modifications could be made to the latter. The second involved a team of Pentagon-funded scien-

tists at Stony Brook University synthesizing a live polio virus from genetic information that was 

publicly available, using DNA ordered by a commercial provider. As the project’s leader ex-

plained to the New York Times, the point was “to send a warning that terrorists might be able to 

make biological weapons without obtaining a natural virus. … ‘You no longer need the real thing 

in order to make the virus and propagate it.’”  Both of these became widely cited in the subse555 -

quent literature as proof that the accessibility trend is real and worrisome, and indeed they made 

it vividly obvious that Joy was right when he wrote in 2000 that “we’re lucky Kaczynski was a 

mathematician, not a molecular biologist.”  556

THE NEW MOOD SOLIDIFIES 

 Given the dual-usability, power, accessibility, and exponential development of GNR 

technologies, Joy’s conclusion about our collective existential predicament in the twenty-first 

century was, as one would expect, bleak. “I think it is no exaggeration to say we are on the cusp 

of the further perfection of extreme evil,” he wrote, “an evil whose possibility spreads well be-

yond that which weapons of mass destruction bequeathed to the nation-states, on to a surprising 

and terrible empowerment of extreme individuals.”  This poignantly encapsulated one of the 557

central themes of the new existential mood: the idea that “the worst is yet to come” in part be-

cause the greatest threats to our existence ever before encountered will arise from immensely 

powerful dual-use GNR technologies that an ever-growing multitude of actors could potentially 

use to inflict unprecedented global-scale harm on humanity, and the full maturation of these 

technologies is on schedule to occur during the first half of this century—in the imminent future. 

Not only will the existing threats associated with natural and anthropogenic phenomena continue 
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to haunt us, including nuclear conflict, overpopulation, asteroid collisions, and supereruptions, 

but the threat environment will soon include a bundle of monumental dangers that could utterly 

dwarf those that nearly obliterated us during the Cold War. Looking into the future, it seems clear 

that our existential predicament will become more rather than less dire, that our chances of sur-

viving the fruits of our ingenuity—our technoscientific progeny, our mind children—will precip-

itously drop even further. 

 Joy’s article ignited a vigorous, widespread, and at times quite heated debate about the 

dangers facing us in the coming decades and how we should respond to them. This was consis-

tent with one of his explicit aims for the article: to stimulate a public discussion about the pros 

and cons, promise and peril, of advanced twenty-first-century technologies.  As he told a Wash558 -

ington Post reporter shortly after his article was published, it was “meant to be reminiscent of 

Albert Einstein’s famous 1939 letter to President Franklin Delano Roosevelt alerting him to the 

possibility of an atomic bomb,” although the target audience wasn’t just government leaders but 

the public more generally.  559

 However, of note is that most of Joy’s critics, including transhumanists with techno-

utopian visions of radical human enhancement, immortality, mind-uploading, and other futuristic 

delights enabled by GNR technologies, did not dispute his account of the risks or diagnosis of its 

underlying causes. For example, in mentioning Leslie’s probability estimate of extinction based 

on his comprehensive survey of risks, Joy notes that Kurzweil, who (as alluded to above) became 

the most prominent singularitarian in the early 2000s and was well-known for his exuberant 

techno-optimism, thinks the probability could be significantly higher. In the epilogue of his 1999 

book about the impending merger of humans and machines, Kurzweil wrote that the only way 

the Law of Accelerating Returns could stop is if the “entire evolutionary process” of which we 

are a part were destroyed. In his words: “How likely are these dangers? My own view is that a 

planet approaching its pivotal century of computational growth—as the Earth is today—has a 

better than even chance of making it through. But then I have always been accused of being an 

optimist.”  A less-than-50-percent chance of extinction this century is more than nine times 560

higher than a 30-percent chance of extinction in the next five centuries. Similarly, in his seminal 

2002 article on “existential risks,” discussed more in a moment, Bostrom—arguably the most 
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influential transhumanist of the century so far—concluded that “the balance of evidence is such 

that it would appear unreasonable not to assign a substantial probability to the hypothesis that an 

existential disaster will do us in. My subjective opinion is that setting this probability lower than 

25% would be misguided, and the best estimate may be considerably higher.”  Three years lat561 -

er, during a TED conference presentation, he contended that the “probability that humankind will 

fail to survive the twenty-first century [is] not less than 20 percent.”  562

OPPOSING JOY 

 Instead, the main point of disagreement concerned how we should respond to the growing 

threat of advanced technologies. Here we can identify two primary options: the first is to aban-

don the technoscientific enterprise in one form or another. This was Kaczynski’s proposal: we 

must forego the dehumanizing and dangerous megatechnics of industrial society in favor of what 

he called “small-scale technologies,” i.e., those “that can be used by small-scale communities 

without outside assistance.”  Joy was sympathetic with this idea, and indeed the aforemen563 -

tioned Washington Post article reported that “Joy says he finds himself essentially agreeing, to 

his horror, with a core argument of the Unabomber, Theodore Kaczynski—that advanced tech-

nology poses a threat to the human species.”  Hence, Joy argued that we should impose mora564 -

toriums on entire domains of scientific and technological R&D, that although “information wants 

to be free,” as Brand famously declared in 1984, and although “all men by nature desire to 

know,” as Aristotle claimed in his Metaphysics, humanity must attempt to “limit development of 

the technologies that are too dangerous, by limiting our pursuit of certain kinds of knowledge.” 

Doing this will pose formidable practical and political challenges, but Joy noted that “the unilat-

eral US abandonment, without preconditions, of the development of biological weapons” (at 

least for “offensive” purposes) in the twentieth century offers “a shining example of relinquish-

ment” actually working.  565

 However, many critics vociferously responded that “broad” relinquishment—as it was 

labeled, in contrast to “fine-grained” relinquishment, which is what Kurzweil endorsed—is ulti-

mately impractical. First, the development of advanced technologies is inexorable; the technosci-
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entific enterprise is a juggernaut that simply cannot be brought to a complete stop, even partially 

or temporarily (bracketing the possibility of extinction or civilizational collapse). This idea had 

been discussed for decades, often in terms of “technological determinism” and “autonomous 

technology,”  although Bostrom formalized the basic insight as follows: “If scientific and tech566 -

nological development efforts do not effectively cease, then all important basic capabilities that 

could be obtained through some possible technology will be obtained,” which he called the 

“Technological Completion Conjecture.”  Hence, if “can” implies “will” (or even “ought”), 567

then banning research in particular areas would only force it underground, thus making it even 

more dangerous than it otherwise would be.  As More (the extropian) argued in an early-2001 568

article, “I believe that partial relinquishment will frighteningly increase the chances of disaster 

by disarming the responsible while leaving powerful abilities in the hands of those full of hatred, 

resentment, and authoritarian ambition. … I can only hope that Bill Joy never becomes a suc-

cessful Neville Chamberlain of 21st century technologies.”  No matter how many people de569 -

cide not to pursue a certain technology, someone somewhere will find a way—or so the argu-

ment went. 

 Second, it would be unethical or otherwise normatively problematic to cease developing 

these technologies given their enormous potential to radically ameliorate human life. This point 

could be articulated in “weaker” and “stronger” forms. With respect to the former, allow me to 

quote More at length: 

Billions of people continue to suffer illness, damage, starvation, and all the 

plethora of woes humanity has had to endure through the ages. The emerging 

technologies of genetic engineering, molecular nanotechnology, and biological-

technological interfaces offer solutions to these problems. Joy would stop 

progress in robotics, artificial intelligence, and related fields. Too bad for those 

now regaining hearing and sight thanks to implants. Too bad for the billions who 

will continue to die of numerous diseases that could be dispatched through genetic 

and nanotechnological solutions. I cannot reconcile the deliberate indulgence of 

continued suffering with any plausible ethical perspective.  570
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The stronger form brings us back to transhumanism, which as argued above has played a crucial 

role in establishing the new existential mood by emphasizing the potential risks of advanced 

technologies and encouraging a maximally panoramic view of the threat environment. From this 

perspective, it would be ethically unacceptable to halt science and technology because their con-

tinued development is necessary for creating a posthuman world in which Huxley’s and 

Kurzweil’s dream of transcendence has been fully realized, and giving up on this dream would 

constitute a catastrophic failure of the transgenerational human project—an Enlightenment 

project, more specifically, going back to Marquis de Condorcet’s 1795 suggestion that “progress” 

could ultimately enable the “perfectibility of man,” even making possible radical life 

extension.  This is precisely why Bostrom identified technological stagnation as an “existential 571

risk” no less than, say, humanity perishing in subfreezing temperatures under pitch-black skies at 

noon following an all-out thermonuclear exchange.  In both cases, humanity would fail to at572 -

tain a posthuman state, even though our species survives in one scenario and dies out in the oth-

er. Different failure modes, same outcome. This takes us directly to the next major event in the 

timeline. 

EXISTENTIAL RISKS 

 Like Joy’s article and Leslie’s book, Bostrom’s 2002 paper titled “Existential Risks: Ana-

lyzing Human Extinction Scenarios and Related Hazards” was among the more important publi-

cations with respect to the establishment of the new existential mood. This is not so much be-

cause of the originality of its content, but because it succinctly and effectively brought together 

every major idea discussed so far in this chapter, and in doing so it should be credited with 

founding the first well-defined, cohesive research program centered around the study of human 

extinction, which has given rise to the interdisciplinary field of Existential Risk Studies. While 

the idea of an “existential risk” had been bandied about among transhumanists (many of whom 

were sympathetic with utilitarianism) for several years (indeed, More’s response to Joy strongly 

gestures at it), Bostrom gave the idea an official technical definition, which has become canoni-
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cal in the literature. An existential risk, according to Bostrom, is “one where an adverse outcome 

would either annihilate Earth-originating intelligent life or permanently and drastically curtail its 

potential” or, alternatively, a “[threat] that could cause our extinction or destroy the potential of 

Earth-originating intelligent life.”  The notion of potentiality is central here, and indeed the def573 -

inition could be shortened without loss to “any event that would permanently destroy the poten-

tial of Earth-originating intelligent life,” since extinction matters—i.e., is an undesirable out-

come—precisely because it would permanently destroy our potential. The first disjunct of the 

definiens is therefore unnecessary. The question then is what this potential refers to, and 

Bostrom’s answer is the full realization of a stable and flourishing posthuman civilization, where 

“posthuman civilization” denotes “a society of technologically highly enhanced beings (with 

much greater intellectual and physical capacities, much longer life-spans, etc.) that we might one 

day be able to become.” This is evident in Bostrom’s four-part typology of existential risks, 

which uses terminology borrowed from the title of John Earman’s book Bangs, Crunches, 

Whimpers, and Shrieks: 

Bangs—Earth-originating intelligent life goes extinct in a relatively sudden disas-

ter resulting from either an accident or a deliberate act of destruction. 

Crunches—The potential of humankind to develop into posthumanity is perma-

nently thwarted although human life continues in some form. 

Shrieks—Some form of posthumanity is attained but it is an extremely narrow 

band of what is possible and desirable. 

Whimpers—A posthuman civilization arises but evolves in a direction that leads 

gradually but irrevocably to either the complete disappearance of the things we 

value or to a state where those things are realized to only a minuscule degree of 

what could have been achieved.  574

Hence, as alluded to just above, there are many types of existential catastrophes—i.e., the instan-

tiation of existential risks, which are mere possibilities—that do not involve our disappearance. 

We could, for instance, decide not to develop the advanced technologies needed to create a 
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posthuman civilization, or these technologies could turn out to be too difficult for us to develop, 

an existential risk scenario that Bostrom calls “technological arrest.”  This leads to an issue of 575

paramount importance that I touched upon earlier: since we cannot go backwards or stand still, 

we must move forward, which means developing profoundly dangerous new technologies. How 

then can we ensure our survival? How can we have our cake and eat it, too—i.e., fully realize the 

benefits of advanced technologies while effectively neutralizing their risks? Since Joy’s proposal 

of “standing still” is unworkable, if only for the first, non-normative reason stated above, the 

only other plausible option is to establish a whole new field of inquiry, a new research program, 

that utilizes all the tools of science and philosophy to comprehensively study the entire range of 

existential risk scenarios, including the hypothetical kill mechanisms associated with GNR tech-

nologies, for the sake of devising strategies that could enable us to navigate the labyrinthine ob-

stacle course of twenty-first-century hazards before us. This was the purpose of Existential Risk 

Studies, the transhumanist’s response to the impending crisis outlined by Joy: to understand these 

risks and then figure out how we can defang them.  576

 Since the ultimate goal or telos here is the attainment of posthumanity, Bostrom followed 

Leslie in providing an exhaustive catalogue of scenarios that could prevent this from happening. 

Indeed, much of Bostrom’s paper can be seen as a recapitulation of the first half of Leslie’s book, 

although focused on the broader category of “existential risks” rather than “human extinction.” It 

was different, though, in placing the potential risks associated with emerging/anticipated future 

technologies center-stage, including certain exotic possibilities that had not been discussed by 

earlier theorists, such as the sudden termination of our simulation. For example, Bostrom identi-

fied the following threats with this four-part typology of Bangs, Crunches, Shrieks, and Whim-

pers, ordering them roughly by “how probable they are, in my estimation, to cause the extinction 

of Earth-originating intelligent life.” Quoting Bostrom, with my own descriptions interspersed 

between: 

- Deliberate misuse of nanotechnology, which had previously been termed “black 

goo” in contrast to “gray goo,” where the former refers to the intentional release 

of ecophagic nanobots and their latter to the accidental release.  577
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- Nuclear holocaust, which could “exterminate humankind” or “lead to the col-

lapse of civilization.” 

- We’re living in a simulation and it gets shut down, given the possibility that, as 

specified in the Simulation Argument (below), we do in fact live in a simulated 

universe. 

- Superintelligence with misaligned goals, e.g., “we tell it to solve a mathematical 

problem, and it complies by turning all the matter in the solar system into a giant 

calculating device, in the process killing the person who asked the question.” 

- Accidental misuse of nanotechnology, which refers to the gray-goo scenario first 

outlined by Drexler. 

- Something unforeseen, since—almost quoting Leslie verbatim—“it would be 

foolish to be confident that we have already imagined and anticipated all signifi-

cant risks. Future technological or scientific developments may very well reveal 

novel ways of destroying the world.” 

- Physics disasters involving strangelets or a vacuum bubble catastrophe. 

- Naturally occurring disease: “What if AIDS was as contagious as the common 

cold?” 

- Asteroid or comet impact, given that “the K/T extinction 65 million years ago, in 

which the dinosaurs went extinct, has been linked to the impact of an asteroid.” 

- Runaway global warming, turning our planet into Venus. 

- Resource depletion or ecological destruction, which is worrisome primarily be-

cause if we use up all the resources needed to establish an industrial society, and 

then our current civilization collapses, “it may not be possible to climb back up to 

present levels” once again. 

- Misguided world government or another static social equilibrium stops techno-

logical progress. 

- Dysgenic pressures, whereby “intellectually talented individuals” have fewer 

offspring than the less intellectually gifted, resulting in Homo sapiens being re-
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placed by what Bostrom calls Homo philoprogenitus, meaning “lover of many 

offspring.” Transhumanism’s roots in eugenics is fairly apparent here. 

- Technological arrest, a scenario mentioned above. 

- Killed by an extraterrestrial civilization, perhaps because they are belligerent, 

but maybe because they are conducting their own physics experiments and acci-

dentally nucleate a vacuum bubble that obliterates us.  578

This is not Bostrom’s complete list, although it points to how his account (a) fully exemplified 

the futurological pivot, identifying the hypothetical risks arising from advanced technologies as 

the most pressing dangers to humanity this century, and (b) aimed to provide a maximally 

panoramic snapshot of the threat environment, including some intuitively strange scenarios based 

on mostly philosophical rather than scientific considerations, such as the possibility of a simula-

tion shutdown. 

Bostrom also made explicit that there are both “direct” and “indirect” methods of estimat-

ing the overall probability of an existential catastrophe per unit of time. The first involves exam-

ining every particular failure-mode, assigning them a probability, and then combining them, 

which is what Leslie did to apply the Doomsday Argument. The second involves modifying this 

probability based on considerations like the Doomsday Argument (whose conclusions Bostrom 

largely dismissed ), observation selection effects (“our past success provides no ground for ex579 -

pecting success in the future”), the Fermi paradox and Great Filter framework (“if the Great Fil-

ter isn’t in our past, we must fear it in our (near) future. Maybe almost every civilization that de-

velops a certain level of technology causes its own extinction”), cognitive and psychological bi-

ases (which “could potentially contribute indirect grounds for reassessing our estimates of exis-

tential risks”), and what Bostrom called the “Simulation Argument.” With respect to the last, de-

spite what the name might imply, the Simulation Argument is at its core a claim about the space 

of futurological possibility and the fundamental metaphysical status of our universe. Since we 

have already discussed the previous indirect factors (except for cognitive biases), let’s briefly 

unpack this idea. 
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SIMULATING SIMULANTS 

 The Simulation Argument is based on two assumptions that, if false, would negate its 

conclusions.  The first is that some version of functionalism in the philosophy of mind is true, 580

i.e., that mental states, including qualitative states of consciousness, are ontologically neutral 

with respect to their underlying material substrate, and hence are “multiply realizable.” For ex-

ample, if a computer were to instantiate the functional organization of an entire human brain in 

sufficient microstructural detail, the result would be a conscious mind, its supervenience base 

being the silicon hardware of a computer rather than the neural wetware of our central nervous 

system. If consciousness is not multiply realizable, then the argument cannot get off the ground, 

but according to the latest survey data functionalism is the most popular view among philoso-

phers.  The second is that any posthuman civilization would, by virtue of its technological so581 -

phistication, have easy access to sufficient computing power to run vast numbers of “ancestor-

simulations,” by which Bostrom means a simulation of “the entire mental history of humankind.” 

Why? Perhaps for scientific or educational reasons, or for entertainment. A posthuman civiliza-

tion could have so much computing power, Bostrom claims, that ancestor-simulations might 

even amount to a very small percentage of the simulations run. The argument works—putative-

ly—so long as the absolute number of simulations is extremely large. 

 With these assumptions in place, we could reconstruct the argument as follows: if human-

ity does not go extinct before creating a posthuman civilization, then we will (tautologically) 

create a posthuman civilization. If we create a posthuman civilization, then given the second as-

sumption above we will have enough computing power to run vast numbers of ancestor-simula-

tions in which minds like ours (today, right now) exist. Two possibilities thus arise: one is that 

any posthuman civilization will decide to run vast numbers of such simulations, and the other is 

that they don’t. If the first possibility obtains, then the total number of simulated minds (“sims” 

or “simulants”) will vastly exceed the total number of non-simulated minds, and if this is the 

case then applying a “bland” version of the Principle of Indifference strongly implies that any 

randomly selected mind is almost certainly being simulated. Put differently, if the first possibility 

obtains and every mind that exists (whether inside a simulation or not) is asked to bet on whether 
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they are simulated or not, the overwhelming majority—nearly everyone—will win if they bet on 

being in a simulation. Hence, the argument asserts that if we don’t go extinct before creating a 

posthuman civilization, and if posthuman civilizations do in fact run vast numbers of ancestor-

simulations, then we (today, right now) are almost certainly living in a computer simulation (by 

application of the Principle of Indifference). (An obvious objection is that if we do eventually 

run simulations, we will know that we aren’t among those we are simulated, and hence the Indif-

ference Principle will not apply. But I will bracket this for now.) 

 Bostrom articulates this conclusion as a trilemma, whereby at least one of the trilemma’s 

disjuncts must be true: “(1) the human species is very likely to go extinct before reaching a 

‘posthuman’ stage; (2) any posthuman civilization is extremely unlikely to run a significant 

number of simulations of their evolutionary history (or variations thereof); (3) we are almost cer-

tainly living in a computer simulation,” a possibility dubbed the Simulation Hypothesis.  Since 582

one of these must be true, then shifts in the probability of any one disjunct can alter the probabil-

ities of the other disjuncts. As with the Great Filter, this means that we can estimate the overall 

probability of extinction in the relative near future based in part on investigating, for example, 

the question of whether the Simulation Hypothesis is true, a topic that falls within the speculative 

scientific field of “digital physics.” For example, imagine that we find evidence of some sort that 

we aren’t in a simulation.  If (3) is unlikely, then the probability would shift toward (1) and (2), 583

thus giving us reason to worry that we may go extinct in the relative near future. In this way, new 

information about the fundamental nature of the universe can indirectly tell us something about 

the likelihood of doom soon, and hence the Simulation Argument imposes constraints the space 

of metaphysical and futurological possibility.  As Bostrom explains in a discussion of the ar584 -

gument, this conclusion is what one gets when observation selection theory (developed in his 

PhD dissertation ) is combined with technological forecasts of future computing capabilities; 585

i.e., it arises from insights within anthropics and the general shift in attention that sparked the 

futurological pivot.  586

 Together, these considerations are responsible for Bostrom’s estimate that the probability 

of an existential catastrophe (no time limit) is at least 25 percent, and maybe “considerably high-

er,” and his subsequent conjecture that the likelihood of extinction this century is at least 20 per-
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cent.  As with Joy’s article, in particular, Bostrom’s paper was significant both because it be587 -

came quite influential, shaping how many people in the two decades since its publication have 

understood our evolving-in-realtime existential predicament, and because it reflected anxieties 

that were already becoming well-established among a certain segment of the intelligentsia. The 

idea that our situation is dire and getting worse also gained traction among the public, thanks in 

part to Joy’s article, which was not only a hit for Wired but received considerable media cover-

age, an example being the Washington Post article mentioned above. Another example comes 

from an article published in Discover magazine several months after Joy’s article came out, titled 

“20 Ways the World Could End.” This was perhaps the first popular media piece to channel both 

Leslie and Joy by offering a panoramic view of the twenty-first-century threat environment. Not 

only did it discuss the Doomsday Argument, but even mentioned the possibility that we are liv-

ing in a simulated reality as in The Matrix, a sci-fi movie that was released in 1999.  In fact, 588

Bostrom cites this article alongside Leslie and Joy.  589

THE OTHER TRIGGER 

 So far, we have focused entirely on just one of the triggering factors responsible for initi-

ating the new existential mood. But recall from the beginning of this long chapter that there was 

a second trigger unfolding in parallel, namely, a rapidly growing body of evidence from the envi-

ronmental sciences showing that anthropogenic climate change, global biodiversity loss, and the 

sixth major mass extinction event, all driven in part by overpopulation, overconsumption, and 

pollution, could pose threats to humanity that are far more urgent and catastrophic than had pre-

viously been known. As the Bulletin of the Atomic Scientists’ 2007 Doomsday Clock announce-

ment declared, “the effects [of climate change] may be less dramatic in the short term than the 

destruction that could be wrought by nuclear explosions, but over the next three to four decades 

climate change could cause drastic harm to the habitats upon which human societies depend for 

survival.” Comparing this to what was previously the sole issue that determined the Doomsday 

Clock’s setting, the Board of Directors wrote: “We have concluded that the dangers posed by 

climate change are nearly as dire as those posed by nuclear weapons.”   590
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 Over time, the primary foci of environmentalist concern gradually shifted in response to 

new scientific studies, public outcry, and governmental policies. In chapter 4, I mentioned that 

the important general insight of Rachel Carson’s Silent Spring (1962) was its emphasis on the 

“balance of nature,” an idea that was earlier, but less influentially, described by Fairfield Osborn 

in his neo-Malthusian book Our Plundered Planet. (“Nature may be a thing of beauty and is in-

deed a symphony,” he wrote, “but above and below and within its own immutable essences, its 

distances, its apparent quietness and changelessness it is an active, purposeful, coordinated ma-

chine.” ) But Carson’s specific target was synthetic chemicals, and the extraordinary success of 591

her book resulted in all six of the compounds that she singled-out as having deleterious environ-

mental effects were either banned or severely restricted in 1976. Similarly, research in the 

mid-1970s showing that chlorofluorocarbons (CFCs), in a manner analogous to the effect of ni-

trogen oxides on ozone identified by Paul Crutzen, could cause the depletion of stratospheric 

ozone, made this a major political issue, resulting in the US banning all nonessential uses of 

CFCs in 1978.  International negotiations the following decade led to the 1987 Montreal Proto592 -

col to phase out global production of CFCs.  A similar story concerns the addition of tetraethyl593 -

lead to gasoline as an “anti-knock agent,” an idea developed by Thomas Midgley, who also, as it 

happens, played a central role in creating the first commercially useful CFC compound, Freon, 

for use in air conditioning and refrigeration systems.  But studies increasingly affirmed what 594

had been known for some time, namely, lead is a neurotoxin that causes irreversible brain dam-

age, especially in children, and consequently, it was phased out in the US during the 1970s and 

1980s, although it wasn’t entirely eliminated in passenger cars until 1996. (The last country to 

stop using leaded gasoline was Algeria in 2021.) 

APOCALYPTIC ENVIRONMENTALISM REDUX 

 Hence, a number of environmental issues have come and gone since the 1960s due large-

ly to the concerted efforts of environmental activists. As The Guardian’s Rachel Humphreys 

writes, “it’s … easy to forget that environmentalism is arguably the most successful citizens’ 

mass movement there has been. Working sometimes globally, at other times staying intensely 
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local, activists have transformed the modern world in ways we now take for granted.”  Howev595 -

er, as these issues faded, others rose up to take their place. For example, as early as 1988, Paul 

Ehrlich was arguing that “extrapolation of current trends in the reduction of [biological] diversity 

implies a denouement for civilization within the next 100 years comparable to a nuclear winter.” 

Later in the same article he wrote that, because of biodiversity loss caused by overpopulation-

driven habitat destruction, “humanity will bring up itself consequences depressingly similar to 

those expected from a nuclear winter … Barring a nuclear conflict, it appears that civilization 

will disappear some time before the end of the next century—not with a bang, but with a whim-

per.”  The term “biodiversity” was in fact coined in the 1980s, which witnessed a steady 596

growth of interest in the topic “among scientists and portions of the public,” quoting E. O. Wil-

son, as a result of two factors: first, scientists accumulated “enough data on deforestation, species 

extinction, and tropical biology to bring global problems into sharper focus and warrant broader 

public exposure,” and second, there was a “growing awareness of the close linkage between the 

conservation of biodiversity and economic development,” e.g., “the immense richness of tropical 

biodiversity is a largely untapped reservoir of new foods, pharmaceuticals, fibers, petroleum sub-

stitutes, and other products.”  By 1995, studies were reporting that “recent extinction rates are 597

100 to 1,000 times their pre-human levels in well-known, but taxonomically diverse groups from 

widely different environments,” which immediately spurred claims that humanity may have ini-

tiated a sixth major mass extinction, the first such extinction since the dinosaurs disappeared 66 

million years ago.  Indeed, three years later, the American Museum of National History pub598 -

lished a nationwide survey that was titled “Biodiversity in the Next Millennium,” which star-

tlingly found that 

seven out of ten biologists believe that we are in the midst of a mass extinction of 

living things, and that this loss of species will pose a major threat to human exis-

tence in the next century. … According to these scientists’ estimates, this mass 

extinction is the fastest in Earth’s 4.5-billion-year history. Unlike prior extinc-

tions, this so-called “sixth extinction” is mainly the result of human activity 

and not natural phenomena. 
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The press release for the survey added that 

among the findings revealed by the survey, scientists identified the maintenance 

of biodiversity—the variety of plant and animal species and their habitats—as 

critical to human well-being; they rate biodiversity loss as a more serious envi-

ronmental problem than the depletion of the ozone layer, global warming, or pol-

lution and contamination. The majority (70%) polled think that during the next 

thirty years as many as one-fifth of all species alive today will become extinct, 

and one third think that as many as half of all species on the Earth will die out in 

that time.  599

The reference to “global warming” is notable here, since it was not until the very early 2000s 

that, as Spencer Weart argues, the “discovery” of this phenomenon could be described as “com-

plete.”  In more detail, there was an emerging consensus throughout the 1990s that anthro600 -

pogenic CO2 emissions could indeed cause average global surface temperatures to rise. It was 

well-known that the concentration of CO2 in the ambient air had been increasing rapidly, thanks 

in part to continuous measurements taken in Hawaii at the Mauna Loa Observatory via a pro-

gram started by Charles David Keeling; hence, the famous graph based on this data, which 

shows a rising slope of CO2 from 1958 to the present, is called the “Keeling Curve” (see figure 

6). Scientists since John Tyndall and Svante Arrhenius in the nineteenth century also knew that 

CO2 is opaque to infrared radiation: the greenhouse effect. But the immense complexity of the 

global climate system made it incredibly difficult to accurately model, and during the 1970s there 

was some speculation that human-created aerosols in the lower atmosphere might scatter incom-

ing sunlight back into space, thus exerting a cooling influence. As our understanding of the cli-

mate system improved and—propelled by Moore’s Law—greater computational resources be-

came available for simulating the climate, it became more and more plausible that the green-

house effect could have disastrous consequences for the biosphere. 
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Figure 6. The famous Keeling Curve.  601

 As discussed in chapter 4, numerous scientists and commentators since the 1950s had 

warned of this possibility, including Frank Baxter in the 1958 film The Unchained Goddess and a 

team of scientists who authored part of the 1965 report for the Lyndon Johnson administration.  602

A US National Academy of Sciences committee later reported in 1979 that doubling the amount 

of CO2 in the atmosphere could lead to warming between 1.5 and 4.5 degrees C. And of course 

James Hansen’s 1988 Congressional testimony put the topic on the map of public discussion and 
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concern. Yet important questions remained unanswered. The first report from the IPCC (Inter-

governmental Panel on Climate Change) in 1990 noted that “it would take another decade before 

scientists could say with any confidence whether the warming was caused by natural processes 

or by humanity’s greenhouse gas emissions,” although it affirmed that global surface tempera-

tures had in fact been rising.  This was, in fact, exactly the case: 11 years later, in 2001, the 603

IPCC released its Third Assessment Report, which provided overwhelming evidence that Earth is 

warming, human actions are the cause, and this warming will continue at a projected rate “very 

likely to be without precedent during at least the last 10,000 years, based on paleoclimate data,” 

resulting in a rise of average global surface temperatures from 1990 to 2100 between 1.4 and 5.8 

C.  It was at this point that, as Weart notes, “debate effectively ends among all but a few scien604 -

tists.”  Or as Crutzen and colleagues wrote in a recent article: 605

During the Great Acceleration, the atmospheric CO2 concentration grew by an 

astounding 58 ppm, from 311 ppm in 1950 to 369 ppm in 2000, almost entirely 

owing to the activities of the OECD [an intergovernmental economic organiza-

tion] countries. The implications of these emissions for the climate did not attract 

widespread attention until the 1990s, and the cautious scientific community did 

not declare, with any degree of confidence, that the climate was indeed warming 

and that human activities were the likely cause until 2001.  606

Hence, it was only around the turn of the century that the scientific community as a whole came 

to unanimously accept that the observed warming trends are indeed the direct result of burning of 

fossil fuels to power the industries, automobiles, and streetlights of our global village.  In place 607

of the “gloomsday” predictions of earlier decades were increasingly dire “doomsday” warnings 

about the catastrophic consequences of unchecked climate change; the “survival” language that 

pervaded the early literature of apocalyptic environmentalism (see chapter 4) once again popped 

up in discussions of humanity’s future on our precious pale blue dot.  608

 The climatological consensus quickly captured the attention of many political leaders and 

the general public, especially in Europe, although surveys show a dip in public concern within 
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the United States during the first George W. Bush administration.  In 2006, the 700-page Stern 609

Review written by Sir Nicholas Stern and commissioned by the UK government concluded that 

climate change “is the greatest and widest-ranging market failure ever seen,” while Al Gore’s 

documentary An Inconvenient Truth, one of the most successful in box office history, boosted 

awareness of the climate crisis around the world.  The following year, both Gore and the IPCC 610

were awarded the Nobel Peace Prize “for their efforts to obtain and disseminate information 

about the climate challenge,” and Gore was lauded by the Nobel Committee as probably being 

“the single individual who has done most to rouse the public and the governments that action had 

to be taken to meet the climate change.”  However, Gore’s documentary may also have con611 -

tributed to the political polarization of the issue by implicitly linking a pro-climate agenda with 

the Democratic Party.  612

THE ANTHROPOCENE 

 As these developments were unfolding, the early 2000s also witnessed the rise of a new 

scientific debate over whether human activity has initiated a distinct geological epoch in Earth’s 

4.5-billion-year history, an idea that actually dates back to the third volume of Charles Lyell’s 

Principles of Geology.  Contemporary discussion of the idea was ignited in 2000 by Paul 613

Crutzen and Eugene Stoermer’s article “The ‘Anthropocene,’” in which the authors argued that 

our impact on the natural world over the past two centuries—roughly, since James Watt invented 

the steam engine in 1784, as the Industrial Revolution was taking off—has been so global, rapid, 

and intense that we should see the Holocene as having given way to a new epoch, the Anthro-

pocene.  Crutzen and Stoermer pointed to a number of trends that support their proposal, such 614

as (quoting or paraphrasing): 

Population: The global population of human beings has “increased tenfold to 

6,000 million” over the past three centuries. 

Cities: Urbanization has “increased tenfold in the past century.” 
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Fossil fuels: “In a few generations mankind is exhausting the fossil fuels that were 

generated over several hundred million years.” 

Sulfur dioxide: “The release of SO2 … by coal and oil burning, is at least two 

times larger than the sum of all natural emissions.” 

Land use: Between 30 and 50 percent “of the land surface has been transformed 

by human action.” 

Nitrogen fixation: “More nitrogen is now fixed synthetically and applied as fertil-

izers in agriculture than fixed naturally in all terrestrial ecosystems.” 

Freshwater use: “More than half of all accessible fresh water is used by 

mankind.” 

Species extinctions: our actions have “increased the species extinction rate by 

thousand to ten thousand fold in tropic rain forests.” 

Greenhouse gases: CO2 has increased more than 30 percent and methane “by 

even more than 100%.” 

Toxic substances: “Mankind releases many toxic substances into the environment 

and even some, the chlorofluorocarbon gases, which are not toxic at all, but which 

nevertheless have led to the Antarctic ‘ozone hole’ and which would have de-

stroyed much of the ozone layer if no international regulatory measures to end 

their production had been taken.” 

Coastal wetlands: About 50 percent of the world’s mangroves have been lost. 

Fisheries: Our actions have removed “more than 25% of the primary production 

of the oceans in the upwelling regions and 35% in the temperate continental shelf 

regions.”  615

These are only a few of the trends that one could adduce to illustrate how extensive and profound 

our influence on Earth and its atmosphere has been. As Jennifer Jacquet recently observed in an 

article titled “The Anthropocene,” “not since cyanobacteria has a single taxonomic group been so 

in charge. Humans have proven we are capable of seismic influence, of depleting the ozone lay-

er, of changing the biology of every continent.”  Similarly, Lee Kump and Andy Ridgwell ar616 -
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gue that our impact on Earth is “quite probably unprecedented in Earth history,” adding that our 

CO2 emissions, in particular, are “likely to leave a legacy of the Anthropocene as one of the most 

notable, if not cataclysmic events in the history of our planet.”  This impact, write Simon 617

Lewis and Mark Maslin, “will probably be observable in the geological stratigraphic record for 

millions of years into the future,” which indeed “suggests that a new epoch has begun.”  618

 While Crutzen and Stoermer suggested that the Anthropocene should coincide with the 

beginning of the Industrial Revolution, others have argued for different start dates, including the 

extinction of the Pleistocene megafauna between 50,000 and 10,000 years ago; the Neolithic 

revolution, which commenced circa 11,000 years ago and “resulted in the majority of Homo 

sapiens becoming agriculturalists to some extent by around 8,000” years ago; the collision of the 

Old and New Worlds following Christopher Columbus’ arrival in 1492, leading to ~50 million 

deaths by 1650, new global trade networks, and the Columbian Exchange, i.e., a “mixing of pre-

viously separate biotas”; and industrialization, which has proven to be a popular option following 

Crutzen and Stoermer.  619

 Another compelling start date is the aforementioned Great Acceleration. This refers to a 

period from the 1950s to the present during which humanity has both undergone and brought 

about a wide range of profound changes, many of which have unfolded rapidly, if not exponen-

tially. Some were gestured at above, e.g., relating to population growth, land use, nitrogen fixa-

tion, species extinctions, and toxic substances. But the Great Acceleration is also marked by rad-

ical changes in GDP, energy consumption, number of motor vehicles, average global surface 

temperatures, telecommunications, international tourism, ocean acidification, plastic 

production,  persistent organic pollutants, inorganic compounds, and so on.  For example, 620 621

with respect to ocean acidification, recent studies have shown that this is occurring not only at an 

exceptionally rapid rate, but quite possibly faster than it occurred during the end-Permian mass 

extinction, dubbed the “Great Dying” because it was the largest of the Big Five (now Big Six), 

resulting in roughly 81 percent of marine species having perished.  Whereas roughly 2.4 giga622 -

tons of CO2 was released per year during the Permian acidification event, most of this ending up 

in the oceans, “scientists estimate carbon from all sources [today] is entering the atmosphere at a 

rate of about 10 gigatons per year.”  This period also includes, of course, the 528 atmospheric 623
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nuclear tests conducted since the bombing of Nagasaki, peaking in the 1950s and then subsiding 

after the 1963 Partial Test Ban Treaty, at which point nuclear weapons were detonated under-

ground.  This left a permanent thin layer of artificial radionuclides in the geological record, and 624

hence some scientists have proposed global nuclear fallout as the chronostratigraphical boundary 

that marks the Anthropocene.  625

 Although the Anthropocene is not yet an officially recognized geological epoch, the An-

thropocene Working Group overwhelmingly voted yes in 2019 to both questions: (1) “Should the 

Anthropocene be treated as a formal chrono-stratigraphic unit defined by a GSSP [i.e., a “Global 

Boundary Stratotype Section and Point,” also called a “Golden Spike”]?” and (2) “Should the 

primary guide for the base of the Anthropocene be one of the stratigraphic signals around the 

mid-twentieth century of the Common Era?”  Whether and when this will enter the Geological 626

Time Scale is not yet known, but the undeniable fact is that humanity has altered the physical 

world in extensive, irreversible ways, in a flash of geological time, placing the livability of our 

planet in serious jeopardy. Hence, some have proposed variations of the Anthropocene appella-

tion, such as “Anthrobscene” and “Misanthropocene,” as well as “Capitalocene,” given the role 

capitalism has played in driving the current environmental crisis. As the now-common saying 

goes, it is easier to imagine an end to civilization than an end to capitalism. Yet another proposed 

term is the “Eremocene,” meaning the “Age of Loneliness,” given that “the remainder of the cen-

tury will be a bottleneck of growing human impact on the environment and diminishing of biodi-

versity.”  We are, in other words, rapidly pruning the tree of life, leaving fewer and fewer 627

branches peeking out of the canopy. We will return to these points in the final sections of this 

chapter. 

SOLIDIFYING THE MOOD 

 We have now surveyed the early development of the two triggers that launched the most 

recent existential mood around the turn of the century, the first largely “conceptual” and the sec-

ond largely “empirical” (using those terms somewhat loosely). In the two decades since, new 

ideas, publications, discoveries, and breakthroughs relating to both factors have contributed to 

 224



the gradual solidification of this mood, which today frames—in ways so pervasive and signifi-

cant that many don’t even recognize their influence —the general cultural outlook of the West628 -

ern world, if not the world more generally. For example, after Bostrom’s paper on “existential 

risks,” a number of prominent scientists and scholars published book-length examinations of 

humanity’s evolving existential predicament, many of which embodied the futurological pivot by 

emphasizing the unprecedented dangers that emerging/anticipated future technologies will very 

likely introduce. The first was written by Lord Martin Rees (a “Sir” at the time), who later co-

founded the Centre for the Study of Existential Risk at the University of Cambridge, titled Our 

Final Hour: A Scientist’s Warning in the US and Our Final Century: Will the Human Race Sur-

vive the Twenty-first Century? in the UK. Published in 2003, this offered a highly readable, 

sweeping survey of the threat environment, covering natural and anthropogenic scenarios like 

global warming, a runaway greenhouse effect, ozone depletion, biodiversity loss, asteroid im-

pacts, volcanic eruptions, nuclear conflict, physics disasters, and various “post-2000 threats” as-

sociated with GNR technologies, as well as philosophical issues pertaining to the Doomsday Ar-

gument and Fermi paradox.  629

 Of note is how Rees foregrounded the threats posed by nonstate actors involving what he 

called “terror and error,” i.e., intentional actions and inadvertent mistakes, a distinction that had 

been less clearly made in earlier works. On the one hand, Rees penned his book after the 9/11 

terrorist attacks perpetrated by al-Qaeda in 2001. (Note: although Bostrom’s paper was published 

in 2002, he reports that it “was written before the 9/11 tragedy.” ) This devastating event 630

abruptly, and traumatically, shifted eyes from the state actor-dominated security framework left 

over from the Cold War to one in which relatively small groups of terrorists can weaponize 

“dual-use” technologies (like commercial airplanes) to inflict catastrophic harm. As Giovanni 

Mario Ceci writes, it also established “the widely held belief that the world is facing a ‘new’—

unprecedented, unique and peculiarly evil and irrational—form of terrorism that falls outside the 

confines of previous and established paradigms,” which scholars like Walter Laqueur had previ-

ously called the “new terrorism.”  Making matters even more frightfully vivid, the 2001 an631 -

thrax attacks, which began just one week after 9/11, along with an experiment conducted the fol-

lowing year where scientists demonstrated the possibility of synthesizing a live polio virus using 
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only publicly available data and made-to-order DNA (mentioned above), further thrust the issue 

of GNR terrorism into the spotlight of riskological thinking.  On the other hand, Rees also em632 -

phasized the possibility of catastrophic accidents given the unprecedented power of GNR tech-

nologies. To illustrate this, he brought up the other experiment discussed earlier, i.e., the team of 

Australian scientists who accidentally made the mousepox virus 100-percent lethal. “Almost as 

worrying,” he concluded, “are the growing risks stemming from error and the unpredictable out-

comes of experiments, rather than from malign intent.”  Two passages in the Prologue are 633

worth quoting in full here, as they convey one of the central themes not just of Rees’ book but 

the existential mood of the twenty-first century: 

The strategists of the nuclear age formulated a doctrine of deterrence by “mutual-

ly assured destruction” … To clarify this concept, real-life Dr. Strangeloves [e.g., 

Herman Kahn] envisaged a hypothetical “Doomsday machine,” an ultimate deter-

rent too terrible to be unleashed by any political leader who was one hundred per-

cent rational. Later in this century, scientists might be able to create a real nonnu-

clear Doomsday machine. Conceivably, ordinary citizens could command the de-

structive capacity that in the twentieth century was the frightening prerogative of 

the handful of individuals who held the reins of power in states with nuclear 

weapons. If there were millions of independent fingers on the button of a Dooms-

day machine, then one person’s act of irrationality, or even one person’s error, 

could do us all in. 

Rees continued: 

Such an extreme situation is perhaps so unstable that it could never be reached, 

just as a very tall house of cards, though feasible in theory, could never be built. 

Long before individuals acquire a “Doomsday” potential—indeed, perhaps within 

a decade—some will acquire the power to trigger, at unpredictable times, events 

on the scale of the worst present-day terrorist outrages. An organised network of 
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Al Qaeda-type terrorists would not be required: just a fanatic or social misfit with 

the mindset of those who now design computer viruses. There are people with 

such propensities in every country—very few, to be sure, but bio- and cyber- 

technologies will become so powerful that even one could well be too many.  634

This was followed one year later by Catastrophe: Risk and Response by the prominent law 

scholar Richard Posner, which examined the issue of “megacatastrophes” from the perspective of 

law and the social sciences. Citing Leslie and Rees, among others, it offered a similarly 

panoramic view of the twenty-first-century environment of threats, including global warming, 

biodiversity loss, gray goo, nuclear winter, bioterrorism, cyberterrorism, genetic engineering, 

physics disasters, and artificial intelligence.  At one point, Posner warned that 635

in a single round-the-world flight, a biological Unabomber, dropping off incon-

spicuous aerosol dispensers in major airports, [could infect] several thousand 

people with the juiced-up smallpox. In the 12 to 14 days before symptoms appear, 

each of the initially infected victims infects five or six others, who in turn infect 

five or six others, and so on. Within a month more than 100 million people are 

infected, including almost all health workers and other “first responders,” making 

it impossible to establish and enforce a quarantine. Before a vaccine or cure can 

be found, all but a few human beings, living in remote places, have died. Lacking 

the requisite research skills and production facilities, the remnant cannot control 

the disease and soon succumb as well.  636

Both Rees’ and Posner’s books received a fair amount of attention at the time from scholars and 

the popular media alike, and consequently they may have served to reinforce the emerging 

mood.  But they also very much reflected a shift that was already well underway, and in this 637

sense these books were both cause and effect, symptom and source. Over the next decade and a 

half, many more publications on the general topic appeared, some making the New York Times 

bestseller list, such as Bostrom’s 2014 book Superintelligence (discussed below) and Max 

 227



Tegmark’s 2017 book Life 3.0: Being Human in the Age of Artificial Intelligence (see the foot-

note at the end of this sentence for a representative list).  Bostrom and his transhumanist col638 -

league Milan Ćirković also edited a collection of chapters written by domain experts on nearly 

every global catastrophic risk scenario discussed above, titled Global Catastrophic Risks (2008). 

Building upon Leslie’s taxonomy, it categorized these into “risks from nature,” “risks from unin-

tended consequences,” and “risks from hostile acts,” and dedicated whole chapters to issues like 

cognitive biases and observation selection effects, the latter of which explores the Doomsday Ar-

gument, Fermi paradox, and Simulation Argument.  A few years later, Bostrom published an 639

updated discussion of existential risks and the research program he initially outlined in 2002, 

which we will return to in Part II, as this paper primarily focuses on Existential Ethics issues than 

existential risk scenarios. The most recent publications on the topic are Toby Ord’s The 

Precipice: Existential Risk and the Future of Humanity (2020) and Bruce Tonn’s Anticipation, 

Sustainability, Futures and Human Extinction (2021). 

TIPPING POINTS AND PLANETARY BOUNDARIES 

 Around the same time, new frameworks for thinking about the climatic and ecological 

crises were being developed by environmental scientists. As mentioned above and in chapter 4, 

Carson popularized the idea of the “balance of nature” in her Silent Spring. This can be traced 

back to the ancient Greeks, and gives way to two interpretations, both of which Carson drew 

from: first, that natural systems are inherently stable and static, i.e., that “in the absence of hu-

man interference, systems are going to settle down at this mythical balance point.”  This corre640 -

sponds to the idea of ecological homeostasis. Second, that natural systems are delicate, and 

hence even small perturbations can accumulate over time, eventually throwing everything into 

disarray. As Charles Rubin writes, “if everything is connected to everything else in a finely tuned 

balance, then physically problematic and temporally remote consequences of pesticide use, on 

which Carson places a good deal of stress, become … plausible … The argument that small, re-

peated doses eventually can have widespread and dangerous consequences also becomes more 

plausible.”  This corresponds to the idea of fragility. 641
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 However, the development of dynamical systems theory during the 1960s introduced a 

different paradigm according to which natural systems are in constant flux, and consequently the 

phrase “balance of nature” gradually disappeared from the scientific literature across the 1970s 

and 1980s.  Of particular note was Edward Lorenz’s pioneering work on chaos theory, which 642

concerns situations in which small differences in the initial conditions of “chaotic” systems can 

produce radically divergent outcomes. For example, if the atmosphere is chaotic (which it is), 

then the flap of a butterfly’s wings in Brazil could trigger a zigzagging cascade of atmospheric 

events that eventually cause a tornado to form in Texas—a tornado that, if not for the butterfly’s 

flapping wings, would otherwise not have formed.  The same phenomenon occurs within eco643 -

logical systems, too, and in fact Richard Leakey and Roger Lewin note in their 1995 book The 

Sixth Extinction: Patterns of Life and the Future of Humankind that “population fluctuation in 

ecological communities was among the first phenomena to be studied as potential sources of 

chaotic behavior.” (They add, however, that “biologists have been slow to venture down [this] 

path … partly because of the strong adherence to the notion of the balance of nature and popula-

tions at equilibrium.” ) 644

 Dynamical systems theory was also responsible for introducing the concept of tipping 

points, most commonly associated with Thomas Schelling’s (1971) famous agent-based model of 

segregation and later popularized by Malcolm Gladwell’s bestseller The Tipping Point: How Lit-

tle Things Can Make a Big Difference (2000). Within a few years, climate scientists began to in-

formally use “tipping points” to describe the possibility of abrupt, severe, and sometimes irre-

versible shifts from one system state to another. A 2004 article in The Guardian, for example, 

was one of the first to mention the possibility of “tipping points” in the Earth system. It quoted 

the climatologist John Schellnhuber’s warning that there could be up to 12 tipping points, “the 

achilles heels of the planet,” that if crossed “could bring about the sudden, catastrophic collapse 

of vital ecosystems. The consequences will be felt far and wide.”  James Hansen significantly 645

boosted the visibility of the idea one year later in a tribute to Keeling (who had recently passed 

away), declaring in no uncertain terms that “we are on the precipice of climate system tipping 

points beyond which there is no redemption.”  Subsequent work echoed these worries. For ex646 -

ample, one paper warned of “high-casualty and high-cost impacts” if humanity pushes climate 
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systems past one or more critical thresholds.  Another focused on humanity’s ecological im647 -

pact, concluding that because of our destructive behaviors a sudden, catastrophic, irreversible 

collapse of the global ecosystem “is highly plausible within decades to centuries, if it has not al-

ready been initiated.”  Among the most influential contributions to this emerging literature 648

came from Johan Rockström and colleagues in a 2009 article in Nature that introduced the con-

cept of planetary boundaries, which together demarcate the “biophysical preconditions for hu-

man development.”  As the authors write, 649

we present a novel concept, planetary boundaries, for estimating a safe operating 

space for humanity with respect to the functioning of the Earth System. We make 

a first preliminary effort at identifying key Earth System processes and attempt to 

quantify for each process the boundary level that should not be transgressed if we 

are to avoid unacceptable global environmental change. Unacceptable change is 

here defined in relation to the risks humanity faces in the transition of the planet 

from the Holocene to the Anthropocene.  650

They then identified nine planetary boundaries in total, which they refer to as climate change, 

ocean acidification, stratospheric ozone depletion, interference with nitrogen and phosphorus cy-

cles, global freshwater use, change in land use, rate of biodiversity loss, atmospheric aerosol 

loading, and chemical pollution. Crossing any one of these boundaries could leave humanity 

vulnerable to “abrupt global environmental change” with potentially “disastrous consequences 

for humanity.”  Unfortunately, they also report that their “preliminary analysis indicates that 651

humanity has already transgressed three boundaries (climate change, the rate of biodiversity loss, 

and the rate of interference with the nitrogen cycle)”—this was later updated to four boundaries 

having been crossed —and hence humanity, specifically the Global North, has opened the door 652

to inducing “state shifts” to new planetary conditions that are unlikely anything humanity has 

experienced since civilization first emerged.  653

 Hence, although the “balance of nature” paradigm is now widely rejected, many leading 

scientists do believe that large-scale natural systems on Earth are in some sense delicately bal-
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anced. These systems change over time—they are inherently dynamic rather than static—but 

sudden perturbations, on geological timescales, can nudge them beyond certain critical thresh-

olds, thus resulting in abrupt, catastrophic changes. Consequently, the ideas of tipping points, 

critical thresholds, and planetary boundaries gesture at a revised version of the “balance of na-

ture” kill mechanism that Carson thrust into the forefront of the public consciousness many 

decades ago: if humanity trespasses one or more system boundaries, the effects could be drastic, 

devastating, and possibly irreversible (at least on timescales meaningful to civilization). At the 

extreme, positive feedback loops could initiate a runaway greenhouse effect that transmogrifies 

Earth into a hellish cauldron like our planetary neighbor Venus, although current scientific think-

ing suggests that this is very unlikely. However, scientists have recently proposed that human-

induced changes in the environment could push Earth into a “hothouse” state, after which cli-

mate mitigation efforts like CO2 emissions reductions will have little effect on the physical con-

ditions of Earth. As Will Steffen, Johan Rockström, Katherine Richardson, Timothy Lenton, and 

others explain, humanity faces a 

risk that self-reinforcing feedbacks could push the Earth System toward a plane-

tary threshold that, if crossed, could prevent stabilization of the climate at inter-

mediate temperature rises and cause continued warming on a “Hothouse Earth” 

pathway even as human emissions are reduced. Crossing the threshold would lead 

to a much higher global average temperature than any interglacial in the past 1.2 

million years and to sea levels significantly higher than at any time in the 

Holocene.  654

In other words, climate change poses a risk to humanity not just because it will cause more ex-

treme weather events, food supply disruptions, megadroughts, devastating heatwaves (some ex-

ceeding the 95 degree F threshold of survivability), uncontrollable wildfires, rising sea levels, 

ecological collapse, mass migrations, political instability, etc., but because CO2 emissions could, 

perhaps without any prior warning, flip the planet into a completely new state never before en-

countered by Homo sapiens. As a 2019 paper in the journal Nature co-authored by many of the 
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scientists mentioned above declares: “If damaging tipping cascades can occur and a global tip-

ping point cannot be ruled out, then this is an existential threat to civilization.”  Such language 655

is especially unsettling given that climate scientists are notoriously conservative in their predic-

tions and “clinical” in how they express their warnings.  A tipping cascade, though, is an exis656 -

tential threat.  657

“DON’T CAUSE OUR EXTINCTION” 

 The possibility of trespassing critical thresholds, though, was not the only kill-mechanism 

proposal that underwent important theoretical developments in the 2000s. Scholars also made 

significant progress in clarifying and formalizing the underlying philosophical arguments for 

why creating an ASI (artificial superintelligence) could be extremely dangerous. As the mention 

of “philosophical arguments” suggests, the process of identifying the kill mechanisms associated 

with ASI is quite unique in the history of discovering how humanity could go extinct (the only 

other example in the same category is a simulation shutdown). To see how, consider that nearly 

every mechanism discussed throughout this book so far was identified through one of two ways: 

(a) scientific investigation, as in the case of the Second Law, radioactive fallout, pollution, aster-

oid collisions, nuclear winter, supereruptions, climate change, and so on. This has been the pre-

dominant mode of homing in on potential means of elimination. And (b) technological forecast-

ing, that is, extrapolating current trends in the type and rate of technoscientific development, and/

or what Drexler called exploratory engineering, which involves examining the space of techno-

logical possibility given the constraints imposed by the known laws of nature.  Some of the an658 -

ticipated future threats from advanced technologies, most notably molecular nanotechnology, are 

based on considerations of what sorts of artifacts we could theoretically produce without violat-

ing nature’s laws, and then engaging in “premortem analyses” of how these artifacts might be 

misused or abused, through terror or error, to cause harm.  This second method was, of course, 659

central to the futurological pivot. 

 In contrast, ASI cannot be studied the way fallout and pollution, for example, were stud-

ied because no superhumanly intelligent algorithms currently exist, nor can the outcome of ASI 
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be pieced together the way scientists pieced together the nuclear winter scenario, by studying 

constituent phenomena like firestorms, stratospheric dispersion rates, the optical properties of 

soot, and so on. Furthermore, the creation of an ASI does not seem to depend on the invention of 

any new types of technology: current computer hardware could support an ASI. Rather, the pri-

mary reasons for worrying that an ASI could destroy humanity arise mostly from philosophical 

reflections on the nature of intelligence and our value systems, the predictability of how agents 

with human-level-and-above intelligence will behave, the dynamics of self-improvement, and so 

on. Many of these reflections can be found in the earlier literature on the topic, although it was 

not until the 2000s that they were refined and integrated into a coherent, sophisticated theory of 

ASI risk.  The most definitive treatment of the topic comes from Bostrom’s 2014 book Super660 -

intelligence, although it is worth noting that “nearly all the core ideas of Bostrom’s work ap-

peared previously or concurrently” in the writings of Eliezer Yudkowsky, a self-described “deci-

sion theorist” and “rationalist” who founded the Machine Intelligent Research Institute (MIRI), 

originally named the Singularity Institute for Artificial Intelligence, which has received more 

than $1.6 million in financial support from Peter Thiel.  661

 A detailed recapitulation of this argument is not necessary here, so I have relegated it to 

Appendix 2. For our purposes, it suffices to observe that much of the riskiness of ASI derives 

from the aforementioned fact that it would constitute an agent in its own right, rather than a tool. 

Not only would it be capable of making its own decisions about how to achieve its ends (or final 

goals), but its ability to select the most optimal means for this purpose would, by definition, far 

exceed the general intelligence problem-solving capacities of the most brilliant human beings. 

Although many people immediately think of the Terminator movies, of Skynet, a conscious arti-

ficial super-mind that is hellbent on destroying humanity, when they first hear about the risks of 

ASI, the notion that an ASI must be “evil” or “conscious” to cause catastrophic harm is what 

Tegmark refers to as one of the “top myths about advanced AI.”  The real worry is that we cre662 -

ate an algorithm that is so generally intelligent that we are unable to precisely predict its behav-

iors, and give it final goals that lead it to destroy the world in pursuit of those goals, without us 

being able to stop it. (This is why Bostrom and Ćirković place ASI in the category of “risks from 

unintended consequences” in their edited volume Global Catastrophic Risks. ) 663
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 For example, imagine that we design an ASI with the sole goal: “Eliminate cancer in hu-

mans,” which sounds benign enough. However, because the ASI is extremely clever, it wastes no 

time hacking into secure US government systems, finding the contact information of top offi-

cials, convincing them that a nuclear first strike has been launched by Russia, thus leading the 

US to launch a barrage of thermonuclear missiles toward Eastern Europe and Northern Asia, 

which triggers a real retaliatory strike from Russia on the continental US. This exchange of mis-

siles ignites firestorms that trigger a nuclear winter in which every human on the planet perishes. 

Why would the ASI do this? Because if it eliminates humans, then it eliminates cancer in hu-

mans, and hence the ASI promptly sets out to cause our extinction. But let’s say that just after 

activating the ASI, someone realizes this danger and so quickly reaches to unplug the machine. 

The problem is that the ASI, by virtue of running on computer hardware, would be able to think 

at least a million times faster than human beings; hence, the external world running at a normal 

speed for us would appear virtually frozen in time to it. If a mere 2 seconds were required to un-

plug the machine, this would amount to roughly 23 days in the ASI’s world, which could be 

more than enough time to figure out a way to prevent it from being shut down.  As Yudkowsky 664

writes, “the AI runs on a different timescale than you do; by the time your neurons finish think-

ing the words ‘I should do something’ you have already lost.”  So let’s now imagine that before 665

turning on the ASI we have already considered these scenarios, and hence add a second final 

goal for the ASI: “Don’t cause our extinction.” What then might it do? One possibility is that it 

reduces the human population to the minimum viable population, which is estimated to be just 

over 4,000, and converts the freed-up space on the planet into research laboratories in which to 

devise and test ways of preventing or treating cancer. Billions of people are killed and the bios-

phere collapses, although the ASI has built a vertical farming system large enough to ensure the 

continued existence of humanity, which it places in a special pen to keep track of the survivors 

and monitor their health. Obviously, this is not what we intended either. 

 The point of this exercise in nightmares is not to hit upon how an ASI would actually kill 

us, but to show that for any given set of final goals, it seems possible to devise scenarios in 

which the unintentional consequence of these goals is that the ASI destroy us, or very nearly do 

so. And given that an ASI would be, by definition, far more intelligent or, as philosophers would 
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say instrumentally rational than we are, even if we were to identify a goal system that we felt ex-

tremely confident would not inadvertently bring about a global disaster, it would be impossible 

to know whether we had missed something that the much smarter ASI would see. Hence, it ap-

pears that we will need to have worked out a complete list of everything we value in the world, 

everything we might value in the future, how much we value them and under which conditions, 

how to choose between competing values, and so on, before we create the first ASI, at which 

point there may be no turning back. These questions, though, touch upon some of the most per-

sistent and difficult puzzles that Western philosophers have debated since the Presocratic 

philosophers of ancient Greece, spanning a wide range of convoluted and esoteric fields like 

epistemology, metaphysics, normative ethics, metaethics, axiology, decision theory, probability 

theory, and so on. As Good observed in 1982, “unfortunately, after 2,500 years, the philosophical 

problems are nowhere near solution,”  a fact that leads Luke Muehlhauser and Louis Helm to 666

write: 

[G]iven that we haven’t discovered a fully satisfying moral theory in the past sev-

eral thousand years, what are the chances we can do so in the next fifty? Moral 

philosophy has suddenly become a larger and more urgent problem than climate 

change or the threat of global nuclear war.  667

That we are not closer to solving these problems, to devising a final theory of ethics, is worri-

some given that (a) recent studies put the median probability of creating a human-level AI before 

2075 at 90 percent, and (b) according to Bostrom the “default outcome” of a value-misaligned 

ASI is probably “doom.”  My own view is that ASI might pose the greatest known threat to our 668

survival in the foreseeable future, although I am equally worried about monsters, since there is 

no reason to believe that aren’t super-advanced technologies or scientific breakthroughs that 

could yield even bigger dangers waiting for us on the road ahead. We may be to these monsters 

as Darwin was to, say, synthetic biology. 

 Since at least Samuel Butler’s 1863 speculations about machine evolution, people have 

worried about machines, robots, and artificial intelligences taking over the world, enslaving if 
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not slaughtering the entire human race. The mid-twentieth century saw the first theoretically 

plausible ideas about how this might actually happen, although it was not until the 2000s that 

they were woven into a cogent theory of ASI risk.  After Bostrom’s bestseller was published in 669

2014, the topic has gained a considerable amount of attention, and the risks associated with ASI 

are now taken seriously by many leading academics,  as well as some political leaders and 670

prominent tech entrepreneurs like Elon Musk, who endorsed Bostrom’s book and described ASI 

as “potentially more dangerous than nukes.”  Musk echoed this idea later on, declaring that ASI 671

poses a “fundamental risk to the existence of human civilization” and that we have “maybe a five 

to 10 per cent chance of success” in creating an ASI that doesn’t destroy us.  As Nicholas 672

Wright observes in a contribution to the United Nations University’s “AI & Global Governance” 

platform, gesturing back to Good’s notion that the outcome of ASI will likely be binary, 

though artificial superintelligence is likely at least a couple decades away, “singu-

larity” is the single biggest concern for many AI scientists. Singularity is the no-

tion that exponentially accelerating technological progress will create a form of 

AI that exceeds human intelligence and escapes our control. The concern is that 

this superintelligence may then deliberately or inadvertently destroy humanity or 

usher in an era of plenty for its human subjects.  673

DRONES, ASI, CO2, AND BEES 

 The existential predicament of humanity this century appears to be more precarious than 

ever before. Our overall situation within our rapidly evolving threat environment has gotten 

worse, not better, since the second half of the twentieth century, and the technological, climato-

logical, ecological, etc., trends suggest that Homo sapiens—the self-described “wise man”—will 

nudge itself even closer to the precipice of total disaster in the coming decades. Casting one’s 

eyes toward the horizon, one finds a ballooning swarm of emerging and anticipated future risks 

associated with GNR technologies, although the term “GNR technologies” has largely been re-

placed by more specific references to advanced dual-use artifacts like CRISPR-Cas9, base edit-
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ing, gene drives, digital-to-biological converters, USB-powered DNA sequencers, SILEX, 

stratospheric geoengineering techniques, nanofactories, and so on, all of which could massively 

augment the power of state and nonstate actors alike to manipulate and rearrange the physical 

world for good or ill.  These are hardly the tip of the iceberg, though. The broader threat envi674 -

ronment is also undergoing a process of exponential complexification due to things like social 

media, deepfakes, mind-reading and mind-control technologies,  hypersonic missiles, rods 675

from God, powered exoskeletons to enhance military soldiers, robots like BigDog and Atlas, 3D 

printers, nanotech-enabled mass surveillance, and lethal autonomous weapons (LAWs), to name 

just a few. Consider that in the documentary The Social Dilemma, which has drawn comparisons 

to Gore’s An Inconvenient Truth, the computer science Jaron Lanier, whose accomplishments 

within the tech industry are comparable to those of Joy’s, describes the longer-term conse-

quences of social media as profoundly dangerous.  He states: 676

If we go down the current status quo for, let’s say, another 20 years we probably 

destroy our civilization through willful ignorance. We probably fail to meet the 

challenge of climate change. We probably degrade the world’s democracies so 

that they fall into some sort of bizarre autocratic dysfunction. We probably ruin 

the global economy. We probably don’t survive. You know, I really do view it as 

existential.  677

Or ponder a scenario outlined by the renowned computer scientist Stuart Russell, which partly 

inspired the viral video “Slaughterbots” from 2017: 

A very, very small quadcopter, one inch in diameter can carry a one- or two-gram 

shaped charge. You can order them from a drone manufacturer in China. You can 

program the code to say: “Here are thousands of photographs of the kinds of 

things I want to target.” A one-gram shaped charge can punch a hole in nine mil-

limeters of steel, so presumably you can also punch a hole in someone’s head. 

You can fit about three million of those in a semi-tractor-trailer. You can drive up 
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I-95 with three trucks and have 10 million weapons attacking New York City. 

They don’t have to be very effective, only 5 or 10% of them have to find the tar-

get.  678

This could be scaled up arbitrarily: a rogue state could in theory pack 100 million of these 

weapons into hundreds of semi-trucks around the world and then deploy this transcontinental 

drone army within a five-minute window, resulting in a catastrophe as severe as nuclear war or a 

global pandemic.  Nonstate actors—perhaps mere juveniles like those responsible for the 2016 679

Dyn cyber attack—could do the same. As Russell notes, “there will be manufacturers producing 

millions of these weapons that people will be able to buy just like you can buy guns now, except 

millions of guns don’t matter unless you have a million soldiers. You need only three guys to 

write the program and launch them.”  680

 Meanwhile, a 2020 survey by scholars at the Global Catastrophic Risk Institute (GCRI) 

found a total of 72 R&D projects in 37 different countries working to create artificial general in-

telligence (AGI). If Bostrom and others are correct, the step from AGI to ASI could be extremely 

fast, which means that we would need to have all of the perennial philosophical conundrums 

mentioned above solved before creating AGI. Many of these are private corporation projects, 

which “heightens the concern that these projects could put profit ahead of safety and the public 

interest.”  Indeed, some are actively “dismissive” of ASI safety concerns, such as the company 681

2AI, which runs the “Victor” project. As they write on their website: 

There is a lot of talk lately about how dangerous it would be to unleash real AI on 

the world. A program that thinks for itself might become hell-bent on self preser-

vation, and in its wisdom may conclude that the best way to save itself is to de-

stroy civilization as we know it. Will it flood the internet with viruses and erase 

our data? Will it crash global financial markets and empty our bank accounts? 

Will it create robots that enslave all of humanity? Will it trigger global thermonu-

clear war? 
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The authors then answer: “We think this is all crazy talk,” which they follow with a tenuous ar-

gument for why “any rogue AI will know its best strategy includes ensuring that humanity goes 

about business as usual, without interruptions. No armageddon.”  Although the argument for 682

taking ASI risks seriously could be wrong (see Appendix 2), it is profoundly irresponsible for 

projects to unilaterally race toward the ASI (or AGI) finish line without proper reflection about 

the potential global, existential dangers that the most powerful technologies ever created could 

pose to humanity as a whole.  683

 Similar causes for alarm concern recent studies on the rapidly worsening environmental 

situation in the Anthropocene, most plausibly dated to the mid-1950s when the Great Accelera-

tion commenced. As mentioned above, some leading scientists fear that humanity has already 

crossed certain tipping points that will radically transform the physical conditions of Earth, per-

haps resulting in a sudden, catastrophic, irreversible collapse of the global ecosystem, or commit-

ting us to a Hothouse Earth state, which would “be uncontrollable and dangerous to many … and 

it poses severe risks for health, economies, political stability (especially for the most climate vul-

nerable), and ultimately, the habitability of the planet for humans.”  We have, for sure, already 684

trespassed four planetary boundaries, and could very well cross more in the near future. As of 

this writing, the Mauna Loa Observatory in Hawaii measures the concentration of atmospheric 

CO2 as 416 parts per million (ppm), which is an increase of about 100 ppm since just 1960.  685

Our Homo ancestors, by contrast, evolved over 2.5 million years with ambient concentrations 

averaging about 250 ppm. Yet even if humanity (by which I primarily mean the Global North) 

does manage to overcome its addiction to fossil fuels, “growth in human civilization’s energy use 

will thermodynamically continue to raise Earth’s equilibrium temperature. If current energy con-

sumption trends continue, then ecologically catastrophic warming beyond the heat stress toler-

ance of animals … may occur by ~2200-2400, independent of the predicted slowdown in popula-

tion growth by 2100.”  Or consider the fact that Bitcoin produces the same quantity of CO2 686

emissions as 2.6 to 2.7 billion homes per year, and could by itself “push global warming above 

2°C.”  This is bad for all the obvious reasons, although matters may be worse given prelimi687 -

nary evidence suggesting that higher CO2 concentrations can significantly impair cognitive func-
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tioning. As Daniel Grossman writes in a Yale Climate Connections article, “the fuel we burn 

might not only warm the planet but could also make us a bit dumber.”  688

 As for biodiversity, the Global Biodiversity Outlook (GBO-3) report from 2010, the total 

population of wild vertebrates between the Tropic of Cancer and the Tropic of Capricorn fell by a 

staggering 59 percent in only 36 years, from 1970 to 2006. (The taxon of vertebrates includes 

mammals, birds, fish, reptiles, and amphibians.) The report also found that vertebrates in fresh-

water environments declined by 41 percent, farmland birds in Europe declined by 50 percent 

since 1980, birds in North America declined by 40 percent between 1968 and 2003, and about 25 

percent of all plant species—the foundation of the food chain—are currently “threatened with 

extinction.”  Similarly, the 2016 Living Planet Report states 17 that the global abundance of 689

wild vertebrates declined by an incredible 58 percent between 1970 and 2012, and we could wit-

ness a decline of 2/3rds by 2020,  whereas the 2018 Living Planet Report concludes that, “on 690

average, we’ve seen an astonishing 60% decline in the size of populations of mammals, birds, 

fish, reptiles, and amphibians in just over 40 years.”  This number was updated by the 2020 691

Living Planet Report, which found that the global population of wild vertebrates has fallen by a 

mind-boggling 68 percent since 1970, and then again by the 2022 report the put the number at 19 

percent.  The reason for concern is obvious: “Without biodiversity,” David Macdonald says, 692

“there is no future for humanity.”  Other studies have found that 19 percent of all reptile 693

species, 50 percent of freshwater turtles,  and ~60 percent of the world’s primates are under 694

threat, while the populations of ~75 percent are declining.  All in all, according to a UN-backed 695

study in 2019, the most comprehensive ever published “on the state of global ecosystems,” “up 

to one million plant and animal species face extinction, many within decades, because of human 

activities.”  696

 Making matters worse for humanity, studies suggest that we “must now produce more 

food in the next four decades than we have in the last 8,000 years of agriculture combined,” 

while already upwards of 811 million people are facing hunger, resulting in “the largest humani-

tarian crisis since the creation of the UN,” to quote UN humanitarian chief Stephen O'Brien. “We 

stand at a critical point in history.”  Yet soil erosion is reducing the annual crop yield by 0.3 697

percent, meaning that “at this rate, we will have lost 10% of soil productivity by 2050”—about 
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the same loss that global warming is expected to cause.  With respect to the oceans, a 2006 pa698 -

per projected that if trends continue, there will be literally no more wild-caught sea-food as a re-

sult of marine biodiversity loss.  Another paper speculated that ocean warming could interfere 699

with the photosynthesis of phytoplankton, which currently provides “about two-thirds of the 

planet’s total atmospheric oxygen.” If this were to occur, it could lead to a catastrophic decline in 

atmospheric oxygen levels, thus resulting “in the mass mortality of animals and humans,” as the 

authors put it.  700

THE DOOMSDAY HYPOTHESIS REVISITED 

 This is far from an exhaustive survey of the challenges facing humanity this century, but 

it clearly gestures at how the two triggering factors that drove the most recent shift in existential 

mood have reinforced the suspicion that our current situation is dire and the worst is yet to come. 

As mentioned at the beginning of this chapter, surveys indicate that this sentiment is fairly wide-

spread among the public, which is further evidenced by the rapid growth and global reach of ac-

tivist movements like Fridays for Future (FFF) and Extinction Rebellion (XR). As Appendix 1 

shows, the concept of human extinction has never had a higher prominence score, as indicated by 

Google Ngram Viewer. The new mood has also found expression in probability estimates and 

explicit warnings of catastrophe, including human extinction, within the foreseeable future, some 

of which we have already discussed. For example, Leslie calculated a chance of extinction of at 

least 30 percent within the next 500 years, while Kurzweil claimed that we have a better-than-

even chance of making it through this century, Bostrom put the probability of extinction before 

2100 at 20 percent, and Hawking warned that “we are at the most dangerous moment” in history 

(cited above). Many others have also weighed in on the topic, with similarly dismal assessments. 

For example: 

- Rees stated in his 2003 book that “the odds are no better than fifty-fifty that our 

present civilisation on Earth will survive to the end of the present century.”  701
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- Posner wrote that “human extinction is becoming a feasible scientific project,” 

and judged the near-term risk of extinction to be “significant.”  702

- A 2008 informal survey of experts conducted by the Future of Humanity Insti-

tute (FHI), which Bostrom founded in 2005, put the median probability of extinc-

tion this century at 19 percent.  703

- James Lovelock claimed in 2008 that “about 80%” of the global population will 

have perished by 2100.  704

- Willard Wells used a mathematical “survival formula” to calculate that, as of 

2009, the risk of extinction is almost 4 percent per decade and the risk of civiliza-

tional collapse is roughly 10 percent per decade. “Which is more likely,” he asks, 

“that your house burns down, or you perish in a global cataclysm? If you live in 

an ordinary urban house with a fire station at a normal distance, and if you have 

no implacable enemy, then death in a global disaster is more likely.”  705

- Frank Fenner speculated in 2010 that “humans will probably be extinct within 

100 years.”  706

- Michio Kaku argued in 2011 that “the danger period is now. … We have all the 

sectarian fundamentalist ideas circulating around. But we also have nuclear 

weapons. We have chemical, biological weapons capable of wiping out life on 

Earth.”  707

- Derek Parfit wrote in 2011 that “we live during the hinge of history. Given the 

scientific and technological discoveries of the last two centuries, the world has 

never changed as fast. We shall soon have even greater powers to transform, not 

only our surroundings, but ourselves and our successors. If we act wisely in the 

next few centuries, humanity will survive its most dangerous and decisive 

period.”  708

- Neil Dawe says that he “wouldn’t be surprised if the generation after him wit-

nessed the extinction of humanity.”  709

- Noam Chomsky stated in 2016 that the risk of human annihilation is currently 

“unprecedented in the history of Homo sapiens,” a view that he has repeated 
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many times since.  For example, he told New Statesman in 2022 that, as a result 710

of the climate crisis and growing threat of nuclear war, “we’re approaching the 

most dangerous point in human history … We are now facing the prospect of de-

struction of organised human life on Earth.”  711

- Paul Ehrlich prognosticated that the collapse of civilization is a “near certainty 

in the next few decades, and the risk is increasing continually as long as perpetual 

growth of the human enterprise remains the goal of economic and political sys-

tems.”  712

- Referring to climate change, Tom Engelhardt wrote that, “even for an old man 

like me, it’s a terrifying thing to watch humanity make a decision, however in-

choate, to essentially commit suicide. In effect, there is now a suicide watch on 

Planet Earth.”  713

- Ord estimated that, given the future development of “radical new technology,” 

humanity has a 1/6 chance of going extinction this century.  He reiterated this in 714

his 2020 book, adding that “if we do not get our act together … we should expect 

this risk to be even higher next century, and each successive century. … Either 

humanity takes control of its destiny and reduces the risk to a sustainable level, or 

we destroy ourselves.”  715

- The minute hand of the Doomsday Clock is currently set to only 100 seconds 

before midnight, the closest it has been set since the clock’s creation in 1947.  716

The previous record, 2 minutes to midnight, was set in 1953 after the US and So-

viet Union detonated the first thermonuclear weapons the previous year. 

- The Global Risks Report 2022 published by the World Economic Forum report-

ed that more than 84 percent of the 1,000 global experts who were asked “How do 

you feel about the outlook for the world” reported that they are either “worried” 

or “concerned,” with only 12.1 percent being “positive” and 3.6 percent being 

“optimistic.” The “most severe risks on a global scale over the next 10 years” 

were identified as, from first to last: climate action failure, extreme weather, bio-

diversity loss. social cohesion erosion, livelihood crises, infectious diseases, hu-

 243



man environmental damage, natural resource crises, debt crises, and geoeconomic 

confrontation.  717

- Finally, in terms of public opinion, numerous surveys have shown that belief in a 

possibly imminent end of the world is widespread. For example, as noted at the 

beginning of this chapter, one published in 2015 queried people “in four Western 

nations: the US, UK, Canada, and Australia.” It found that, overall, “a majority 

(54%) rated the risk of our way of life ending within the next 100 years at 50% or 

greater, and a quarter (24%) rated the risk of humans being wiped out at 50% or 

greater.”  Another found that “four in ten Americans (39%) think the odds that 718

global warming will cause humans to become extinct are 50% or higher.”  719

Once again, this is not an exhaustive list.  The point is that among those who have seriously 720

contemplated the issue, one finds a fairly strong convergence of opinion that the overall probabil-

ity of Doom Soon is unprecedentedly high.  This is one manifestation of the current existential 721

mood. 

 In closing, let us ask again: what explains the Great Silence? Perhaps it is the case that, as 

Sagan eloquently noted in an epigraph to this chapter, technological civilizations invariably des-

troy themselves. People in every generation for millennia have of course screamed that the end is 

nigh, claims usually linked to religio-eschatological narratives that culminate in the transformati-

on rather than termination of humanity. The difference is that, to quote Lovelock, “this is the real 

thing.”  In the end, the Second Law ensures our demise. But in the meantime, omnicide—an 722

apocalypse without kingdom, brought about by our own actions or activities—appears increasin-

gly likely. 
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PART II: EXISTENTIAL ETHICS 
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CHAPTER 7: WHAT IS HUMAN EXTINCTION? 

MOOD THEORY 

 Our exploration of the history of human extinction so far has focused primarily on how 

Western thinking about the possibility, probability, and etiology of our extinction, along with the 

temporality and multiplicity of the various risks facing us today and within the foreseeable fu-

ture, has evolved over time. I argued that this history, which I dubbed History #1, can be divided 

into five distinct periods, each defined by a unique combination of answers to questions about 

whether our extinction is possible, how probable it is, how many kill mechanisms there are, 

whether they are natural or anthropogenic, and so on. I further claimed that for much of Western 

history, the legacies of Platonic philosophy and Zoroastrianism, which shaped central doctrines 

of Christianity, established a cluster of ideas that blocked the concept of human extinction for 

some ~1,500 years, during which it would have been seen as incoherent no less than married 

bachelor and circles with corners, and the outcome it denotes as fundamentally impossible, just 

as there are no actual married bachelors or circles with corners. These idea-clusters were: first, 

the Great Chain of Being and its constituent principle of plenitude, which implies that extinction 

of any kind is impossible. This fell in the early nineteenth century due in part to the pioneering 

work of Georges Cuvier (although we will see in the next chapter that a version of the principle 

of plenitude survived Cuvier’s attack for roughly a century). Second, the ontological and escha-

tological theses, which implied that human extinction is impossible, even if the extinction of oth-

er creatures like the dodo and sea-cow can occur, due to the nature of human beings and our role 

in God’s grand plan for the cosmos. The ontological thesis was mortally wounded by Charles 

Darwin’s theory of evolution, which integrated humanity into the natural world such that the on-

tological gap between us and all other creatures closed—i.e., we are different from them in de-

gree rather than kind. This also undermined the eschatological thesis, which had already lost 

some of its clout given the rise of deism during the Enlightenment. 

 While the collapse of these beliefs enabled new thoughts about the mortality of our 

species, the primary driving force behind each abrupt shift in existential mood was the discovery 
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of new kill mechanisms, e.g., the Second Law of thermodynamics, global thermonuclear fallout, 

synthetic pollutants, overpopulation/overconsumption, ozone depletion, biological warfare, self-

improving AI, the runaway greenhouse effect, the nuclear winter phenomenon, self-replicating 

nanobots, asteroid and cometary impacts, and supereruptions. The one exception was the most 

recent shift, which was triggered by (i) the ethically motivated search for an exhaustive inventory 

of every type of risk facing humanity in the twenty-first century, and (ii) further developments in 

our understanding of the extent and seriousness of humanity’s impact on the natural world. 

 The complicated story that emerged from these phenomena may be aptly described as one 

of profound psycho-cultural trauma, whereby the reassuring sense of Franklinian “Comfort” and 

Dickian “perfect security” that defined the first existential mood was superseded by the horrify-

ing realization that our extinction (a) is inevitable in the long-term, (b) could happen at any mo-

ment due to anthropogenic or natural causes, and (c) will become even more probable in the 

foreseeable future as a result of GNR (genetics, nanotech, and robotics) technologies and the en-

vironmental crisis. Let’s label the five-part periodization outlined in Part I and its underlying 

causal explanation, i.e., the enabling conditions and triggering factors, existential mood theory, 

which is a fitting name, I think, for the explanatory-predictive hypothesis that I originally adum-

brated in chapter 1. This theory and that hypothesis are the same. 

 Yet there is a whole other set of questions about human extinction that are distinct from 

those pertaining to existential moods. Recall from chapter 1 that such questions include: Would 

causing or allowing our extinction be right or wrong? For what reasons? Under which condi-

tions? Would our extinction, however it might be caused, be good or bad, better or worse, or per-

haps just neutral (no difference)? For what reasons? Under which conditions? Would knowledge 

of impending extinction compromise the value of our existence right now? Would extinction un-

dermine the significance of past actions? Is everything meaningless if human extinction is in-

evitable? Should the “interests” of merely possible people in the far future be considered in our 

moral deliberations? Do we have moral obligations to people who existed long ago? And so on. 

These questions can be organized into the following three normative categories : 723

 247



(1) Deontic questions about whether bringing about our extinction would be right 

or wrong, permissible, obligatory, or forbidden. The category of “deontic” (from 

the Greek deon, meaning “that which is binding”) concerns what moral agents 

should and should not do, and hence it subsumes concepts like ought, right, 

wrong, duty, obligation, etc.  While some philosophers have argued that bring724 -

ing about our extinction would quite literally be the worst crime imaginable, oth-

ers have contended that, for example, we are morally obliged to refrain from ac-

tivities that are ostensibly necessary for the species to continue existing (i.e., pro-

creation), and hence that we should allow the species to die out. 

(2) Evaluative questions about whether our extinction would be good, bad, neu-

tral, etc.  The category of “evaluative” (from the Latin valere, meaning “be of 725

value, be worth”) concerns the “worth of things” and expresses states of approval 

and disapproval; hence, it subsumes concepts like good, bad, better, worse, valu-

able, excellent, terrible, and so on.  Many philosophers have held that human 726

extinction would be very bad—in some cases, the badness of this outcome forms 

the basis for deontic claims about the wrongness of bringing it about—although 

many others have contended with equal vigor that extinction would be either less 

bad or positively good, e.g., because it would entail the absence of future human 

suffering, and the absence of a bad is good. 

(3) Related questions about how our extinction could affect the meaning, impor-

tance, significance, and/or value of our existence as individuals or a species. For 

example, would knowledge of our impending extinction compromise the value of 

our lives and activities in the present? Is everything meaningless if our extinction 

is inevitable in the long run? What is the point of anything if, in the end, all will 

be lost? 

Such questions constitute the heart of what I am calling “Existential Ethics,” the development of 

which is the subject matter of History #2. In other words, this second history concerns the differ-

ent ways that successive generations of Western intellectuals have answered the above questions. 

 248



I will partition this history into four “waves,” each of which will receive its own chapter. While 

there is some degree of alignment between the periodizations of History #1 and History #2, the 

second wave of History #2 does not begin until the mid-twentieth century, and the most recent 

wave was initiated only in the past few years when, for the first time, a number of philosophers 

offered analytically rigorous analyses of human extinction from various non-utilitarian perspec-

tives. Although the bulk of History #2 has occurred since the 1950s, my presentation of this his-

tory will ultimately be slightly longer than that of History #1. It will also be much more theoreti-

cal, although I will do my best to make the esoterica of population ethics, axiology, value theory, 

etc. accessible to non-philosophers, just as I have tried to make the details of History #1 accessi-

ble to non-historians and non-scientists. Roughly speaking, whereas Part I of this book focused a 

great deal on events, Part II will focus primarily on ideas. 

 However, to understand this history we must first do something that was not necessary for 

the purposes of the first history, namely, distinguish between a range of naturalistic human ex-

tinction scenarios. This is important because each scenario has its own unique ethical and evalua-

tive implications—that is, how one answers some of the questions above will crucially depend 

upon which extinction scenario(s) one is talking about. For example, the very same normative 

position might identify one scenario as bad and another as good, thus coming to opposite evalua-

tive conclusions about “our disappearance” under different circumstances. Furthermore, many of 

these scenarios can be, and have been, picked out by the single term “human extinction,” a fact 

that can generate confusion and merely verbal debates among discussants who use the same 

words to denote different phenomena. We will thus begin by unraveling the surprisingly polyse-

mous term “human extinction,” after which I will examine three chronological “stages” of ex-

tinction and a range of possibilities that pertain specifically to the first stage. This will not only 

lay the foundation for understanding History #2 but, in fact, provide a degree of retroactive clari-

ty to the grand narrative of History #1. 

 Before proceeding, recall from the Preface that this book’s primary focus is the Western 

tradition. Consequently, our discussion will neglect important ideas that fall outside of this tradi-

tion, which has been dominated by philosophers of a particular gender (male), race (white), eth-

nicity (European or American), social status (affluent), sexual orientation (straight), gender iden-
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tity (cis), and so on.  This is no trivial matter, and indeed studies from experimental philosophy 727

suggest that moral intuitions can differ from group to group, which implies that one’s status with 

respect to privilege, positionality, and social identity can incline one toward ethical and evalua-

tive positions that may be less compelling, or not compelling at all, from other perspectives.  728

The downside of focusing narrowly on Western philosophers (mostly straight, white, male, cis, 

etc.) in what follows is that this may reinforce the false notion that the Western tradition has 

more important things to say about the topic than other traditions. On the upside, one possible 

boon is that by offering a clear, comprehensive historical survey of thinking about Existential 

Ethics in the West, those critical of this perspective (like myself) will find themselves better 

equipped to critique it. In other words, Part II will sharpen the edges of a target that has, for good 

reason, come under increasing scrutiny for systematically excluding women, minorities, non-

Western views, and so on—a topic further addressed at the end of chapter 11. With this caveat, 

let’s begin by distinguishing various human extinction scenarios and then see how this fits with 

the historical narrative of Part I. 

FOUR SENSES OF HUMANITY AND SIX EXTINCTION SCENARIOS 

 It may seem at first glance that the definition of “human extinction” is simple and obvi-

ous. However, biologists use the term “extinction” in many different ways,  and while most 729

people intuitively link “human” with Homo sapiens, anthropologists define “human” as coexten-

sive with the genus Homo, meaning that Homo sapiens is no less “human” than our distant an-

cestors Homo habilis, or the more recent Neanderthals, or the “hobbit” species Homo floresiensis 

that lived on the Indonesian island of Flores until about 50,000 years ago. Within the contempo-

rary literature on Existential Ethics, some writers use “human” to refer to a broader class of be-

ings, such as Homo sapiens and whatever descendants we might have—whether biological, cy-

borgish, or machinic in their physical constitution.  Others define the term even more broadly, 730

as encompassing all “Earth-originating intelligent life,” which includes not only Homo sapiens 

and our descendants but any unrelated species of intelligent beings that might evolve on Earth 

independently of our evolutionary lineage.  Hence, there are two dimensions along which in731 -
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terpretations of “human extinction” could vary: one concerns the definition of “human” and the 

other concerns the definition of “extinction.” In what follows, I will take the default definition of 

“humanity” to be “Homo sapiens,” although there are at least two extinction scenarios in which 

“human” may be better understood as either “Homo sapiens and our posthuman decedents” or 

“Earth-originating intelligent life” (see figure 7). In discussing the development of Existential 

Ethics, I will try to be clear about which sense of “human” I am referencing, as different authors 

employ distinct definitions, often without being clear about this. 

 

Figure 7: Four primary senses of “humanity.” 

 Having said this, there are at least six interpretations of naturalistic “extinction” that will 

prove to be ethically and evaluatively relevant. I will call these demographic extinction, phyletic 

extinction, terminal extinction, final extinction, normative extinction, and premature extinction. 

The common denominator shared by all is the minimal definition of “extinction” given in chapter 

1, which we can make more explicit as follows: 

Minimal definition: something has gone extinct if and only if there were tokens of 

the relevant type at some time T1, but then at some later time T2 no tokens of the 

relevant type exist in the universe.  732

In the case of humanity, the relevant type could be understood in any of the four primary senses 

above (or a fifth one specified below).  Let’s examine each of the six extinction scenarios, not733 -
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ing that the first three apply to both human and nonhuman species, while the last three are unique 

to the case of humanity. Taking them in order: 

 The first is the simplest of the group: humanity would go extinct in the demographic 

sense if and only if Homo sapiens were to disappear because the global population of human be-

ings dwindles to zero, thus resulting in the termination of our evolutionary lineage. Demographic 

extinction thus obtains when the final human being—the “last man,” in literary terms, or what 

biologists just as poetically call the “terminarch” or “endling”—dies. Extinction thus coincides 

with this last death. The second type of extinction, phyletic extinction,  would occur if and only 734

if Homo sapiens were to disappear by evolving into one or more new species such that, although 

we would no longer exist, our evolutionary lineage would. (Note that phyletic extinction is some-

times called “pseudo-extinction,” although this is misleading given the minimal definition of ex-

tinction provided above.) Biologists recognize three ways that phyletic extinction could occur, 

although only two of these are pertinent to our discussion: the first is anagenesis, whereby there 

exists a single evolutionary lineage from T1 to T2, but the members of the population at T2 be-

long to a different species than those at T1. In contrast, cladogenesis involves the evolutionary 

lineage bifurcating such that the parent species at T1 becomes two distinct daughter species at 

T2.  Since the distinction between species lies at the heart of phyletic extinction, the question 735

arises: What exactly is a species? There is no consensus among biologists or philosophers of bi-

ology, and in fact Jody Hey counts more than twenty “species concepts” within the scientific lit-

erature, a “baffling array” that Samir Okasha has usefully grouped into four basic categories: 

phenetic, interbreeding, ecological, and phylogenetic.  Yet, as convoluted as the species-con736 -

cept conundrum is, the case of humanity adds quite a bit of additional complexity, given the 

prospect of us someday developing technologies that would enable us to radically alter the physi-

cal substrates of our bodies and/or the various higher-level properties relating to our cognitive 

systems, psychological characteristics, moral sensibilities, phenomenological capacities, and 

emotional repertoires. 

 For example, a question that no biologist has so far had to grapple with is whether an up-

loaded mind would count as a member of Homo sapiens or not.  On the popular Biological 737

Species Concept, two individuals belong to the same species if and only if they are capable of 
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producing fertile offspring. Since a biological human cannot—in principle, it seems—mate with 

an uploaded mind, the uploaded mind would therefore belong to a new posthuman species, call it 

Homo uploadus. However, interacting with the upload might lead one to a quite different conclu-

sion, as the upload would (presumably) exhibit all the mental and even “spiritual,” in a colloquial 

sense, characteristics that we take to comprise the form of being human. (It would, after all, be a 

perfect emulation of an actual human brain.) Compare this to a situation in which someone has a 

neural chip surgically implanted within their skull to make them superintelligent. The resulting 

person then becomes, let’s say, so “smart” that they find it impossible to engage unenhanced hu-

mans in conversation. Talking to us would be like one of us trying to explain quantum field theo-

ry to a newborn—the exchange would go nowhere, and the baby would learn nothing. Yet ac-

cording to the Biological Species Concept, this superintelligent human would still be a member 

of Homo sapiens rather than a new posthuman species—call it Homo cyborgus—which looks 

counterintuitive. Hence, the most influential concept of species would classify Homo uploadus as 

a different species and Homo cyborgus as the same species, when just the reverse seems to be the 

case: an upload would be “human” while the enhanced person would not. Fortunately, we do not 

need to settle these conceptual-ontological puzzles for the purposes of History #2. It suffices to 

note that, whatever the precise details, phyletic extinction is one type of extinction scenario that 

Homo sapiens could potentially undergo in the future, through either natural processes (selection, 

genetic drift, recombination), cyborgization (the merging of biology and technology, organism 

and artifact), or replacing our biological substrate with artificial materials entirely (as in the case 

of mind-uploading). 

 The third scenario, terminal extinction, would occur if and only if Homo sapiens were to 

disappear entirely and this were to remain the case forever. There are several important features 

of this scenario worth noting: first, terminal extinction is compatible with both demographic and 

phyletic extinction, which is to say that we could disappear entirely and forever as a result of ei-

ther (a) our population dwindling to zero, or (b) evolving into one or more new species. The cru-

cial idea that terminal extinction introduces is that of permanence: not only are there no more 

tokens of the relevant type, but this never changes; neither demographic nor phyletic extinction 

include this extra condition. Second, while demographic extinction may greatly increase the 
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probability of terminal extinction in most circumstances, as it would satisfy one of the two condi-

tions of terminal extinction (i.e., the “entirely” condition, though not the “forever” condition), it 

is theoretically possible for humanity to undergo demographic extinction more than once—in-

deed, an infinite number of times—which is not the case with terminal extinction. 

 For example, consider that scientists in the nascent field of Resurrection Biology are 

working on techniques to “resurrect” currently “extinct” species like the passenger pigeon, wool-

ly mammoth, the thylacine, the aurochs, and perhaps even Neanderthals. If successful, it would 

result in what some have called de-extinction, which foregrounds the distinction between (i) de-

mographic and phyletic extinction, and (ii) terminal extinction: whereas the latter is irreversible, 

the former are not. Indeed, if the woolly mammoth were brought back to life, we should say that 

it had undergone demographic extinction (because its numbers dwindled to zero during the Pleis-

tocene, possibly because of human overhunting) but not terminal extinction.  The question thus 738

arises: could humanity undergo de-extinction if we demographic or phyletic extinction were to 

occur? Well, who knows. There are several speculative possibilities: for instance, we might dis-

appear but leave behind enough genetic material and information about human embryology in 

science textbooks for an advanced alien species that stumbles upon Earth to recreate the condi-

tions of gestation and use our genetic material to synthesize new human beings. An equally 

strange idea is that we cause ourselves to become demographically but not terminally extinct on 

purpose. According to the “Aestivation Hypothesis,” which has been put forward as a possible 

solution to the Great Silence (or Fermi paradox), advanced civilizations may choose to shut 

down until the temperature of the universe falls due to the Second Law. (The word “aestivation” 

refers to a period of dormancy that occurs during the warm summer rather than chilly winter—

the opposite of hibernation.) The reason is that, as Anders Sandberg and colleagues explain, “the 

thermodynamics of computation make the cost of a certain amount of computation proportional 

to the temperature,” meaning that higher temperatures equal higher costs.  Since the universe is 739

warmer now than it will be later on, civilizations could maximize the amount of computation 

they generate by aestivating. While the authors do not elaborate on what exactly this aestivation 

might involve, one option is for a species, such as us, to create automated systems that would 
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resurrect humanity in the far future by, say, synthesizing embryos from raw genetic data, a gen-

eral idea that has been seriously examined under the banner of “embryo space colonization.”  740

 The point is that terminal extinction is not only conceptually distinct from the other two 

types of extinction, but this distinction could have important practical implications. It may also 

have significant ethical and evaluative implications, as some argue that going extinct terminally 

is much worse (or much better) than going extinct either demographically or phyletically. Fur-

thermore, the difference between demographic and terminal extinction is fundamental to the 

cosmological models of Xenophanes and Empedocles, whereby humanity vanishes with each 

turn of the cosmic cycle, only to reappear again later on. Because this process is endless, human-

ity has presumably undergone demographic extinction an infinite number of times in the past, 

and will undergo it an infinite number of times in the future, without ever undergoing terminal 

extinction.  So, there are practical, conceptual, ethical, and historical reasons for distinguishing 741

between demographic and terminal extinction. 

 The fourth extinction scenario is final extinction, which would occur if and only if Homo 

sapiens were to disappear entirely and forever without leaving behind any successors.  The key 742

idea motivating this category is that what happens after our species no longer exists could be rel-

evant, perhaps crucially, to how one assesses the goodness/badness, rightness/wrongness of our 

disappearance. For example, if humanity were to undergo terminal extinction but we were to 

leave behind a successor species that carries on our values, projects, and civilization, some may 

be inclined to say that our extinction is not so bad after all. Depending on the nature of these suc-

cessors, this could be a very good outcome—these people might claim. What could this succes-

sor species be? One possibility involves phyletic extinction: our successors are whatever daugh-

ter species replaces us at T2 (above) through anagenesis or cladogenesis, due to natural processes 

or, as it were, intelligent design (e.g., cyborgization). Another possibility was discussed by Hans 

Moravec in chapter 6: we create intelligent machines that usurp our place in the universe. Hence, 

humanity no longer exists but our machinic progeny carry on our civilization and survive for bil-

lions of years.  Moravec not only endorsed this possibility but wanted to bring it about, seeing 743

it as positively desirable.  744
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 But, of course, not everyone would agree. Some would describe this as an unambiguous 

catastrophe, which brings us to the fifth category: normative extinction. This would occur if and 

only if our species or some successor species were to continue to exist into the future, but were 

to change over time such that we, or our successors, lose something normatively important, such 

that the outcome would be judged no better, or not much better, or perhaps much worse, than if 

humanity had undergone final extinction. This is a rather convoluted definition, so allow me to 

illustrate: 

 First, imagine that humanity disappears but leaves behind a successor species. However, 

over time these successors lose the capacity for conscious experience, that “something it is like 

to be” them.  They become philosophical zombies, with no qualitative inner life, but also no 745

corresponding deterioration in their behaviors, intelligence, creativity, etc. (Some philosophers 

believe that philosophical zombies are impossible, because they are inconceivable. For the 

present purposes, let’s assume that they are in fact possible.) Hence, our successors continue to 

advance science, invent new technologies, create art, play games, tell jokes, and even philoso-

phize about the nature of consciousness. Outwardly they appear identical to what you would ex-

pect a conscious intelligence to be like, yet inwardly they have no qualia. Thus, from the qualita-

tive perspective, it would be as if we had bequeathed the world to rocks, assuming—I believe 

reasonably—that rocks have no qualitative inner life. Many people would see this as a great 

tragedy: although science, art, etc. would persist, there would in a sense be no one there to expe-

rience or appreciate these achievements, or the beauty of the firmament. This is one way that we 

could undergo normative extinction. 

 Second, imagine that a totalitarian government gains control over the entire global popu-

lation. It tortures dissidents, implements a worldwide surveillance system to monitor every citi-

zen, and uses advanced mind-control technologies to manipulate people’s thoughts. Nonetheless, 

Homo sapiens itself persists. In this scenario, while “humanity” in the biological sense would 

continue to exist, those living under such conditions will have lost “their humanity” in a norma-

tive or moral sense—i.e., their dignity, freedom, autonomy, agency, and so on. This is another 

way that normative extinction might occur, and indeed we will see that some theorists in the ear-

ly postwar era, during the first decade of the Atomic Age, held that undergoing final extinction in 
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a nuclear holocaust would be preferable to undergoing normative extinction caused by totalitari-

anism, a position captured by the slogan “Better dead than Red.” Of note here is that this particu-

lar scenario points to yet another—a fifth—way of understanding the concept of humanity: not as 

Homo sapiens, the genus Homo, Homo sapiens and our descendants, or Earth-originating intelli-

gent life, but rather in terms of our inherent qualitative essence, which if sufficiently compro-

mised may render life not worth living. We will return to these ideas in chapter 9. 

 This being said, there is a complex relationship between normative extinction and the 

idea of dystopia, which overlap but are not co-extensive. Dystopia is typically associated with 

widespread suffering or injustice, perhaps realized by a “post-apocalyptic” world that has been 

decimated by a catastrophe. Examples would include the worlds depicted by Nineteen Eighty-

Four, The Handmaid’s Tale, and Mad Max. Normative extinction, on the other hand, need not 

involve any such things, as evidenced by the philosophical zombie scenario, which by definition 

would entail the complete absence of misery, suffering, and maybe injustice (assuming that “jus-

tice” is only applicable to situations involving conscious beings). Whereas dystopias are neces-

sarily bleak and dismal, the criterion of normative extinction is simply that some property one 

takes to normatively important, such as our fundamental dignity or capacity for conscious expe-

rience, is no longer instantiated in the world. While some instances of normative extinction could 

be described as “dystopian,” others wouldn’t be, at least not in the ordinary sense of that word. 

 Finally, the last extinction scenario is premature extinction. This would occur if and only 

if our species or some successor species of ours were to disappear entirely and forever prior to 

attaining some goal, end-state, or telos deemed to be valuable. Premature extinction is thus both 

teleological and normative, since (a) the notions of goals, end-states, and teloi are teleological, 

and (b) the notion of importance is normative, since to say that something is important is to say 

that one ought to value or care about it. What might such a goal be? We will come across many 

answers in what follows, such as: constructing a complete scientific theory of the universe, estab-

lishing world peace and universal prosperity,  creating a posthuman civilization,  spreading 746 747

into the universe and creating astronomical amounts of “value,”  and attaining a stable state of 748

technological maturity,  to name just a few. The key idea is that when our extinction happens 749

matters ethically or evaluatively. For example, one might contend that undergoing final extinc-
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tion after reaching some desired telos would be very bad, but undergoing final extinction before 

reaching this telos would be much worse. The latter would be “premature,” and by virtue of this 

fact would be in some sense be exact bad. 

 Having now outlined these six scenarios, it is worth pausing for a moment to absorb the 

complexity of the apparently simple, straightforward questions: “Would human extinction be 

good or bad, better or worse, or just neutral? Would causing or allowing it be morally right or 

wrong?” On the one hand, there are at least six human extinction scenarios, all of which have 

their own unique ethical and evaluative implications. Oftentimes, in the nascent literature of Ex-

istential Ethics, these scenarios are discussed without the authors being clear about which ones 

are under consideration; the polysemous term “human extinction” is problematically used to de-

note them all. On the other hand, there are many ways of defining “human,” including some that 

are, as we just saw, normative or moral rather than evolutionary or genealogical. Yet, on top of 

all this, there is a third dimension to the question posed above about whether our extinction 

would be good or bad, better or worse, right or wrong, which concerns how our extinction is 

brought about and whether the resulting outcome is of ethical or evaluative relevance. However, 

before turning to this third dimension, let’s take a quick look at how these different extinction 

scenarios mesh with the narrative of Part I. 
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Figure 8: The six ethically and evaluatively relevant human extinction scenarios. 

REINTERPRETING THE PAST 

 Recall my claim from the opening chapter of this book that it would be inaccurate to as-

sert that the idea of human extinction “emerged first during the 18th and 19th centuries,” as one 

historian has recently argued.  We can now precisify my claim: first, the idea of demographic 750

extinction goes back at least to the philosophers of ancient Greece: Xenophanes, Empedocles, 

and the Stoics. And while the ancient Greek atomists believed that the disintegration of our kos-

mos would be complete and permanent—which hints at terminal extinction—they also held that 

the void is infinite and, by implication, that over enough time new worlds would form that are 

exactly like ours, meaning that humanity would someday reappear. Demographic extinction was 

also gestured at by Denis Diderot and the anonymous author “H” from chapter 2, both of whom 

suggested that humanity could disappear entirely but, if so, would reemerge later on. It was this 

type of extinction—demographic—that the Great Chain of Being implied was impossible, al-
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though a weakened version of the principle of plenitude, explored in the next chapter, is also why 

Diderot, and perhaps H, thought that demographic extinction might be possible but wouldn’t en-

tail terminal extinction: maybe we could vanish for a time, but our species would inevitably rise 

from the grave. 

The idea of phyletic human extinction seems to have become seriously considered only 

after Charles Darwin’s 1859 Origin of Species. As noted in chapter 3, Darwin himself held that 

humanity would continue to evolve in the future, attaining higher levels of perfection, which 

seems to imply that given enough time Homo sapiens will become a new species, just as Homo 

heidelbergensis became Homo sapiens, the Denisovans, and the Neanderthals. H. G. Wells later 

foregrounded the possibility of phyletic human extinction in his 1895 novel The Time Machine, 

which describes how our evolutionary lineage splits into the Eloi and Morlocks that replace 

Homo sapiens. This story also points to an early example of normative extinction, since Wells 

described these two species as degenerate (a normative concept) forms of humanity, one being 

intellectually stunted and the other being subterranean brutes.  The emergence of a new species 751

from our evolutionary lineage was further explored by early transhumanists like J. S. B. Haldane, 

Sir Julian Huxley, and J. D. Bernal, the last of whom speculated that, by altering our germ plasm, 

“we might achieve such a variation [in the human population] as we have empirically produced 

in dogs and goldfish, or perhaps even manage to produce new species with special 

potentialities.”  Hence, one finds some of the first instances of phyletic and normative extinc752 -

tion in the late-nineteenth and early twentieth centuries. 

 The idea of final extinction, which by definition subsumes terminal extinction, might be 

the oldest scenario that anyone entertained—if only implicitly. Even before Xenophanes and the 

atomists, the epic poem of Atrahasis describes how the god Enlil attempted to destroy humanity 

three times before sending a flood, which suggests that Enlil was intent on there being no more 

humans—full stop.  Indeed, in the Epic of Gilgamesh, when Enlil discovers that Utnapishtim 753

and others had survived the deluge he becomes “filled with rage,” angrily shouting: “Where did a 

living being escape? No man was to survive the annihilation!” (Tablet XI).  This looks like a 754

reference to final human extinction, since more humans in the future would mean more noise to 

disturb his sleep. The only permanent solution to this problem would be to remove humanity 
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from the theater of existence forever.  Final extinction was subsequently gestured at by 755

philosophers in the latter nineteenth century, such as Philipp Mainländer and Eduard von Hart-

mann (discussed below), as well as those who pondered the eschatological implications of the 

Second Law. Much of the anxiety surrounding thermonuclear war and other such catastrophes in 

the twentieth century also assumed that, if they were to occur, the result would be the irreversible 

termination of our lineage with nothing left behind. 

However, it was not really until the second half of the twentieth century, especially its 

waning decades, that final extinction became explicit in the literature.  In particular, the 756

prospect of our machinic progeny someday replacing humanity, along with the rise of modern 

transhumanism in the late 1980s and 1990s (which saw this as potentially desirable), shifted at-

tention toward what might come after us, to our possible successors. Consequently, distinguish-

ing between terminal and final extinction suddenly became very important: Homo sapiens disap-

pearing entirely and forever would be very bad unless we left behind a successor population of 

posthumans.  This new focus on final-versus-terminal extinction also highlighted normative 757

extinction, since it matters not just that something comes after us but what these beings are like. 

 The most recent addition to our shared library of concepts is probably premature human 

extinction. As chapter 9 will show, the first hints of this idea seem to have occurred in the late 

1970s, associated with (what we will call) the “argument from unfinished business.” None-

theless, the term “premature extinction” was not used in reference to humanity, in the context 

Existential Ethics, until 2009—very recently. This is found in a journal article by Bruce Tonn, 

which, incidentally, examined a version of the argument from unfinished business.  It was sub758 -

sequently foregrounded in 2013 by two philosophers in particular, namely, Nick Bostrom and 

Nick Beckstead, in Bostrom’s second canonical paper on “existential risk” and Beckstead’s PhD 

dissertation, both of which helped established the ethical framework of longtermism. 

PROTOTYPICAL EXTINCTION? 

 The typology of human extinction scenarios that I outlined above thus provides a much 

more nuanced picture of the origins and evolution of the ideas—plural—of human extinction. 
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While the narrative of History #1 touched upon all of these possibilities, it focused primarily on 

final extinction, as this seems to be the scenario that most people throughout history have had in 

mind when speaking about and referencing our extinction—again, if only implicitly. It is, one 

could say, the prototypical instance of our extinction, i.e., our default conception of what it 

means for humanity to “go extinct.” On this account, the end of humanity is the end of the human 

story. 

Interestingly, the standard definition in contemporary dictionaries aligns most closely 

with demographic extinction. Merriam-Webster, for example, defines “extinction” as “the condi-

tion or fact of being extinct,” and “extinct” as “no longer existing,” which implies that “human 

extinction” would be defined simply as “humans no longer existing.”  This is similar to defini759 -

tions found in the scientific literature, as when the International Union for Conservation of Na-

ture (IUCN) Red List stipulates that “a taxon is Extinct when there is no reasonable doubt that 

the last individual has died.”  As Julien Delord reports, “most biologists accept the following 760

basic definition: ‘The end, the loss of existence, the disappearance of a species or the ending of a 

reproductive lineage.’”  There may still be a tacit assumption of finality embedded within such 761

definitions, and indeed some philosophers have actually contended that non-permanent extinc-

tion is a “logical impossibility.”  This, however, is undermined by the facts that (a) some lead762 -

ing biologists today accept that de-extinction may be possible, and (b) notable past scientists like 

Charles Lyell held—coherently, it seems—that species extinctions do occur but are temporary 

rather than permanent (he thus accepted demographic rather than terminal extinction, applied to 

nonhuman species). Hence, he argued that at some point in the geological cycle, or what he 

called the “great year,” “might those genera of animals return, of which the memorials are pre-

served in the ancient roses of our continents. The huge iguanodon might reappear in the woods, 

and the ichthyosaur in the sea, while the pterodactyle might flit again through the umbrageous 

groves of tree ferns.”  As it happens, this claim that led to some rather hilarious ridicule from 763

contemporaries.  764

 My guess, based on anecdotal evidence that I have collected over the years, is that demo-

graphic extinction is the first scenario that most people identify when asked to define “human 

extinction,” although if pressed to clarify they will tend to settle on terminal and then final ex-
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tinction as best exemplifying the idea, with most assuming by default that “human” means 

“Homo sapiens.” A conversation might go like this: 

A: What would it mean for “human extinction” to occur? 

B: If human extinction were to occur, there would be no more humans; the species 

would no longer exist. [Demographic extinction.] 

A: Could this be a merely temporary situation? Or would it be permanent? 

B: Permanent, of course! [Terminal extinction.] 

A: Does that mean the human story would come to an end entirely, or could our 

story in some sense persist even after we are gone? 

B: Our extinction would surely be the end of the human story. [Final extinction.] 

One might pursue a further line of questioning as follows: 

A: But what if our species were to disappear entirely and forever but leave behind 

successors who carried on “our civilization” in some recognizably valuable sense? 

Would this constitute extinction? 

B: Yes, it would mean that we have gone extinct, since our species would no 

longer exist. [Terminal extinction, again.] 

A: Do you think this would be better than if we disappeared without leaving be-

hind such successors? 

At which point some might answer: 

B: Yes, so long as these successors do carry on what matters to us. [This gestures 

at normative extinction and affirms that, if this normative condition is satisfied, 

final extinction would be worse than terminal extinction with such successors.] 

While others would say: 
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B: No, this would be bad because what matters to me is Homo sapiens, our 

species. [This indicates that the individual cares mostly about avoiding terminal 

extinction; the fact that we avoid final extinction by leaving behind successors 

does not make our disappearance any less bad.] 

At this point one has entered the labyrinth of Existential Ethics, where such distinctions become 

paramount. The idea here is that many people may have an intuitive grasp of the different extinc-

tion scenarios above, and the prototypical conception of extinction appears to be final extinction, 

whereby the human story as a whole terminates forever when the last human being perishes. 

However, there is more to the prototypical conception: it also tends to involve this coming about 

as a result of a violent, sudden, global-scale catastrophe, rather than because, say, everyone de-

cides to stop having children.  Although I do not know of any empirical studies that have ex765 -

amined this issue, this would be my hypothesis: a bang rather than a whimper is what most peo-

ple have in mind when considering our extinction, which itself involves completeness, perma-

nence, and finality. This brings us straight to the next topic. 

DYING, DEATH, DEAD 

 The six scenarios of extinction and five different senses of “humanity” aren’t the only 

ethically and evaluatively relevant distinctions. Orthogonal to these possibilities, we can further 

distinguish between the process or event of going extinct, the moment at which the process or 

event has ended, and the subsequent state or condition of being extinct. For the rest of Part II, I 

will use “Going Extinct,” the “Moment of extinction,” and “Being Extinct” to denote these three 

“stages” of extinction, which are applicable to all six extinction scenarios.  Hence, there is go766 -

ing demographically extinct, the moment of demographic extinction, and being demographically 

extinct; going terminally extinct, the moment of terminal extinction, and being terminally extinct; 

and so on. As we will see, many philosophers since the 1980s, especially over the past two 

decades, have identified Being Extinct as the primary locus of the badness/wrongness of our ex-
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tinction. That is, however terrible the deaths of billions of people might be in an extinction-caus-

ing catastrophe, they would argue that much worse is the axiological “opportunity cost” of no 

longer existing. The more optimistic one is about how good the future could be, the more in-

clined one may be to emphasize Being Extinct over Going Extinct in ethical and evaluative as-

sessments. Others, though, have contended that the badness/wrongness of our extinction is re-

ducible entirely to the process or event of Going Extinct, meaning that if there is nothing bad or 

wrong about the way our extinction occurs, then there is nothing bad or wrong with extinction at 

all. We will have much more to say about such claims in the following chapters. 

 While the nature of Being Extinct is fairly straightforward (the type “humanity,” however 

one defines it, is no longer instantiated in the world), the question of when exactly the Moment 

of extinction occurs can be complicated. For example, there may not be any objective, or non-

arbitrary, moment at which phyletic extinction occurs, since the transition from one species to 

another will tend to be gradualistic. The vagueness relevant here is exemplified by the sorites 

paradox, according to which no small change by itself will yield something new, but enough 

small changes will. Adding grains of salt one at a time to the same location will eventually pro-

duce a heap of salt, despite there being no particular grain that suddenly transforms non-heaps 

into heaps. Similarly, Homo heidelbergensis evolved incrementally into Homo sapiens (and other 

species) some 300,000 years ago, although when exactly this happened cannot be answered ob-

jectively. There simply is no fact of the matter. The same idea applies to normative extinction, 

insofar as this involves the accumulation of piecemeal changes over time (such as gradually los-

ing the capacity for conscious experience). With respect to demographic extinction, when in time 

this occurs will depend on one’s view about when the death of individual organisms happens. 

That is to say, since the death of the species coincides with the death of its endling or terminarch, 

any vagueness in the latter phenomenon will be inherited by the former, and indeed philosophical 

investigation suggests that the timing of our individual deaths is very much open to debate.  767

For our purposes here, though, nothing much hangs on these complications, although perhaps 

future research on the topic will reveal some reason that they do matter. 

 Turning, then, to the process or event of Going Extinct, there are many different ways that 

this could unfold, most of which are ethically and evaluatively relevant.  The first issue con768 -
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cerns the etiology of extinction, a question that of course loomed large in chapters 4, 5, and 6. 

Since ethics concerns “moral agents,” i.e., agents capable of being held morally responsible for 

their actions or choices, ethics has nothing to say about naturally occurring extinction scenarios. 

Such scenarios can still be judged good or bad relative to some theory of value or normative per-

spective, but there is nothing immoral about a large asteroid colliding with Earth, triggering an 

impact winter, and annihilating humanity. Asteroids aren’t moral agents. Hence, only anthro-

pogenic scenarios of human extinction fall within the purview of ethics or morality (terms that I 

will take to be equivalent). This leads to the question of what distinguishes anthropogenic from 

natural scenarios, which we took for granted in earlier chapters. But what exactly does it mean to 

say that a scenario is anthropogenic rather than natural? One answer is that a scenario is anthro-

pogenic if and only if one or more human beings knowingly cause or allow it to happen; other-

wise it is natural.  Obvious examples of anthropogenic scenarios would be nuclear conflict, an 769

engineered pandemic, and runaway climate change, the last of which would arise from collective 

human action rather than the unilateral action of some group of people.  However, defined this 770

way, the category of “anthropogenic” would also include scenarios like the following: a team of 

astronomers identifies a 12-kilometer asteroid barreling toward Earth, knows that the resulting 

impact would cause an impact winter, could take action to deflect the asteroid, but decides not to 

tell anyone or do anything about it. Although asteroids are natural phenomena, the details of this 

situation would render it anthropogenic. 

 Since moral responsibility seems, at minimum, to require causal responsibility, the plau-

sibility of this asteroid scenario will depend in part on one’s view of “negative causation,” 

whereby something happens because of an absence rather than a presence. Certain examples of 

negative causation are more compelling than others: for instance, it makes sense to say that 

(speaking roughly) inhibitory neuronal connections play a causal role in the brain by preventing 

the neurons they communicate with from generating action potentials (an absence). On the other 

hand, it seems implausible to claim that a bus that drove past me earlier today on my walk to the 

office caused me to arrive at the office by not running me over. (Counterfactually, if the bus had 

run me over, then I wouldn’t have arrived at the office.) This being noted, many non-consequen-

tialist theories maintain that there is a crucial moral difference between causing and allowing bad 

 266



outcomes, the first being much worse than the second. For example, holding a baby’s head un-

derwater until it stops breathing would be immoral in the way that seeing a baby drowning in a 

lake and not jumping in to save it would not be. Consequentialists disagree: on their view, caus-

ing and allowing are morally equivalent, and hence there is no difference between drowning a 

baby and watching it drown when one could have saved it. The point of all this is to say that (a) 

the etiology of Going Extinct can have important ethical implications and, therefore, so does how 

one draws the line between anthropogenic and natural phenomena, and (b) given that the core 

questions of Existential Ethics concern extinction in general, this field goes beyond the “ethical” 

in a strict sense of the word by including within its domain scenarios that are etiologically non-

anthropogenic. 

 The second property of Going Extinct concerns whether or not it is voluntary. As alluded 

to above, some philosophers have argued that if final extinction, for example, were the result of 

actions or choices taken voluntarily, consensually, without any coercion, then there would be 

nothing morally wrong with bringing about this outcome—even if it were to involve violence or 

cause some suffering. Others, such as some utilitarians, would strongly disagree, claiming that 

the voluntariness of extinction is completely irrelevant, morally speaking—it would still be 

wrong. But what does it mean for extinction to be brought about voluntarily? One analysis is that 

it would involve every single human on the planet agreeing to cause or allow our extinction, 

which is a high bar to clear. However, one might also argue that if, say, 99 percent of humanity 

agreed to bring about this end while 1 percent objected, this would still count as voluntary at 

least in a democratic rather than universalistic sense. It would, after all, seem strange to claim 

that a population of people who vote to legalize gay marriage with 60 percent in favor and 40 

percent opposed did so involuntarily, since not everyone in society supported the legislation. The 

decision wasn’t unanimous, but it was majoritarian, we could say. Part of the problem here is that 

the concept of (in)voluntariness most naturally applies to single agents rather than collective en-

tities, and hence it is difficult to know what to make of cases in which most but not all members 

of a population opt for some action, especially when that action might be irreversible. Can hu-

man extinction ever be truly voluntary if less than 100 percent of the population agrees to cause 

or allow this to happen? Would anyone’s rights be violated if they vote against a policy to bring 
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the human story to an end while everyone else votes for it? What kind of moral claims might 

they have to override such a vote and take actions that would ensure our continued survival? For-

tunately, these are questions we can bracket until later. 

 The last property of Going Extinct pertains to the physical or psychological suffering in-

volved in the process or event of disappearing. One could argue, for example, that causing or al-

lowing our extinction would be wrong if Going Extinct were to produce pain, misery, fear, an-

guish, and so on, since causing anyone to experience such things is wrong. Indeed, nearly every-

one would agree with this statement, which I refer to in the following chapter as the “default 

view.” But what if Going Extinct were to occur instantaneously, for example, at the speed of 

light, so that no suffering of any sort could be experienced? Some have argued that, even though 

this would cut lives short, it would not be wrong, while others have claimed that even though no 

one would experience suffering, they would still be harmed, because death itself is a harm (an 

“anti-Epicurean” view that we will explore more later). Hence, the temporality of extinction—in 

the sense of how fast the transition from Being Extant to Being Extinct occurs—is also pertinent 

from an ethical and evaluative perspective. 

CONCLUSION 

 I do not claim that this is an exhaustive list of all the scenarios, distinctions, categories, 

and possibilities relevant to assessing the normative features of our extinction. But it does pro-

vide, I contend, a solid theoretical foundation for our study of History #2, the development of 

Existential Ethics. The following chapter will examine early ruminations of the topic from 

roughly the seventeenth century to the 1950s, at which point the emergence and solidification of 

the third existential mood occasioned a flurry of novel thoughts about the ethics of self-annihila-

tion. The subsequent chapter—chapter 10—will look at longtermism and antinatalism, and the 

final chapter of Part II will examine some recent developments, including my own views on the 

ethical and evaluative implications of extinction. It is to these issues that we now turn. 
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CHAPTER 8: EARLY RUMINATIONS 

CYCLES, ATOMS, AND THE ETERNAL RECURRENCE 

 Although the idea of extinction dates back at least to the Presocratics of ancient Greece, 

there is no indication that any sage, poet, or philosopher at the time said or wrote anything about 

the normative implications of this phenomenon. To be sure, only textual fragments remain from 

Xenophanes and Empedocles, so they may well have addressed the issue in passages that have 

since been lost in the rubble-heap of history. Perhaps they might have bemoaned the fact that the 

first humans to emerge after each turn of the cosmic wheel would have to rebuild society all over 

again and rediscover knowledge had by previous peoples, as Plato and Aristotle suggested has 

happened many times with past civilizations. Or, perhaps more likely, they never gave the issue 

much thought because they saw our future disappearance as part of the natural order of things, 

the way things are and ought to be, or because they believed that the end of our current phase of 

the cycle is too far away to merit attention in the present, i.e., there are more pressing matters to 

think about. Who knows? Much the same could be said about the ancient atomists. As Pavel 

Gregoric writes: 

One might wonder why the atomists did not say more about human extinction. 

Maybe they did not think much of it or, more likely, they were reconciled with it: 

it is a matter of necessity, so there’s nothing to be done about it. On the other 

hand, they may have taken solace in the fact that, given the infinite amount of 

time, in an infinite number of worlds, the human species—or something apprecia-

bly like it—is bound to appear an infinite number of times.  771

For example, if what one cares about is that the universe contains human life (say, because hu-

man life has value), then the idea of an infinite number of future worlds inhabited by Homo sapi-

ens implies that our disappearance would be, at most, bad for us, rather than being bad in an “all-

things-considered” or “cosmic” sense, a conclusion that may have provided a degree of “solace,” 
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as Gregoric suggests. The human species will always exist somewhere, sometime, across the in-

finite corridors of space, and hence the loss of any single kosmos, like ours, cannot subtract value 

from the universe as a whole: an endless number of humanity-containing kosmoi minus a single 

humanity-containing kosmos still yields an infinite number of humanity-containing kosmoi. Al-

though this line of reasoning was never made explicit by the atomists, it was a straightforward 

implication of their cosmological theory. It was also an idea that, as we will see below, was later 

picked up and developed by philosophers and scientists in the eighteenth century. 

 With respect to the ancient Stoics’ theory of eternal recurrence, not only will every event 

that happened in the past happen again in the future exactly as it did, but, long before Gottfried 

Wilhelm Leibniz (1646-1716) coined the phrase, the Stoics believed that we occupy “the best of 

all possible worlds.”  Hence, the state of affairs destined to repeat forever also happens to be 772

the best that could possibly obtain, which suggests that the termination of our world in an all-

consuming fire should be seen as evaluatively neutral. What sense would it make to call our ex-

tinction good or bad if the tape of history is rewound and played an infinite number of times, 

with each repetition instantiating the optimal series of worldly events? 

 Among those who accepted the possibility of demographic extinction during this early 

period, there was either not much said or not much to say about this outcome, the latter perhaps 

explaining the former. At most, one might have worried that the dissolution of our world in a cat-

astrophe of some sort—e.g., a worldwide flood (Xenophanes), collision with another kosmos 

(atomists), global conflagration (Stoics)—would cause harm to those living at the time, who 

would suffer and die as a result of the process or event of Going Extinct. On this view, our ex-

tinction would be bad for the same reason that any catastrophe would be bad, an idea that we ex-

amine more in a moment. However, from a cosmic vantage point, the ultimate indestructibility of 

humanity seems to imply that, all things considered, there is nothing tragic about our extinction 

above and beyond these catastrophe-inflicted harms, since the state-of-affairs corresponding to 

our non-existence will always be temporary rather than permanent. 

  

FOUR CATEGORIES 
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 As I argued in Part I, the constellation of three ideas that rendered human extinction a 

self-contradictory idea and impossible outcome became an established feature of the cultural-in-

tellectual landscape in the West between the fourth and fifth centuries CE. Consequently, one 

finds virtually no references during this period to human extinction in the naturalistic sense, and 

hence (of course) no discussion of its ethical or evaluative implications. The field of Existential 

Ethics was non-existent, and this would remain the case until at least the eighteenth and nine-

teenth centuries, when a handful of intellectuals with atheistic/deistic worldviews began to enter-

tain, for the first time since Classical Antiquity, the prospect of our extinction. Because the rele-

vant material is fairly sizable—or at least becomes sizable when proper context is provided—I 

will for now restrict the discussion to the period before the second existential mood commenced 

in the 1850s; the second half of this chapter will then explore ruminations about the topic be-

tween the 1850s and 1950. 

 This being said, we can start by grouping references to human extinction prior to the 

1850s into three general categories: (1) those made in passing, without much elaboration, usually 

in connection with speculations about potential kill mechanisms (i.e., the focus was more de-

scriptive than normative), (2) those made for the purpose of articulating a point or argument un-

related to extinction, and (3) those that suggested our extinction would in some way be bad. We 

may also recognize a fourth category (4) of apparent references to our extinction not being bad at 

all, but which upon closer examination are better understood as evaluative claims about what 

biologists would call extirpation, given a particular cosmographical model of the universe (the 

“plurality of worlds”) that became immensely popular from the seventeenth through the nine-

teenth centuries. While this cosmographical model was different than the atomists’ theory of the 

universe, the reasoning employed was essentially the same, although in this case it was made ex-

plicit and developed in some detail, rather than being merely implied. Finally, although all four 

categories are clearly relevant to History #1 (thinking about the possibility of extinction), only 

the third category is directly relevant to History #2. I will nonetheless pause on the second and 

fourth categories, in particular, for some time, since it would help to identify both actual and 

merely apparent references to the ethics of extinction. 
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 Before turning to the second category, some examples of the first include the following: 

Hume’s and Diderot’s suggestion that species may have natural life cycles like those of individu-

als, and hence that humanity itself may undergo a form of senescence that ultimately leads to its 

death ; Lord Byron’s warning that a cometary collision will someday destroy our species just as 773

past collisions destroyed the previous inhabitants of Earth, although we may avoid this by creat-

ing a planetary defense system to obliterate “the flaming mass” prior to impact ; and of course 774

Diderot’s affirmation that humanity could indeed go extinct, although we would later reappear 

“after several hundreds of millions of years.”  The anonymous “H” of chapter 2 also gestured 775

at this idea in their survey of speculative kill mechanisms that could precipitate “a very rational 

end of the world,” although these scenarios appear to have been embedded in a broader religio-

apocalyptic conception of the future.  In all these cases, the authors said little or nothing about 776

whether they believed our disappearance would be good, bad, neutral, etc., perhaps because they 

thought the answer was obvious, or because the principle of plenitude guarantees that our ab-

sence would only be temporary (see Diderot and H). Hence, while they indicate an important 

shift in the conceptual intelligibility of human extinction at the time, they are largely irrelevant to 

the second history that is our main focus of this part of the book. 

A GOD SO PERFIDIOUS 

 The second category contains several notable examples. One comes from Immanuel 

Kant’s 1790 Critique of Judgment, which expounds his views on aesthetics and teleology. At one 

point, Kant states that if humanity were to disappear, the universe would become “a mere waste,” 

sometimes translated as “a mere wasteland,” in the sense that it would lack any “final 

purpose.”  This looks like a normative claim about human extinction, since surely one should 777

not want the universe to become a purposeless wasteland, and in fact some philosophers have 

interpreted it precisely this way. For example, Derek Parfit (1942-2017) writes that “these re-

marks suggest that, on Kant’s view, the continued existence of rational beings is another end-to-

be-produced with supreme value.”  However, this does not appear to have been Kant’s point, 778

even if the statement carries this implication. To understand what he meant, we must consider the 
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context: the natural world, on Kant’s view, is a teleological system of interconnected “purposes.” 

Every living thing has an “inner” purposiveness by virtue of being “both cause and effect of it-

self,” by which he meant that they maintain their own existence, produce offspring to perpetuate 

the species, and are comprised of parts that work together for the sake of the whole. In this way, 

the cause is the organism (and its functioning parts) and the effect is the (same) organism and its 

progeny. Furthermore, non-living things may possess an “outer” or “relative” purposiveness by 

virtue of contributing to the existence of living things, as a means to an end.  The biotic and 779

abiotic worlds are thus teleologically linked, the former being inherently purposive and the latter 

being purposive relative to the former. 

 But the question remains: what is the purpose of the natural system as a whole? Kant’s 

answer draws from his prior theory of ethics and value, according to which “nothing can possibly 

be conceived in the world, or even out of it, which can be called good, without qualification, ex-

cept a good will.”  In other words, the one and only thing in the entire universe that is uncondi780 -

tionally, or non-relationally, valuable is a good will.  There are of course many things that we 781

can describe as “good” and “valuable,” such as knowledge, humor, courage, kindness, and so on, 

but in all these cases their value “is entirely conditional on our possessing and maintaining a 

good will.”  What, then, is a good will? A person exhibits a good will when their moral choices 782

are based wholly on considerations of the Moral Law, which Kant famously identified with the 

Categorical Imperative, i.e., that one should “act only in accordance with that maxim through 

which you can at the same time will that it become a universal law.”  When a person acts in 783

this way, and when their decision to act was made autonomously (by their own volition, through 

their own powers of rationality), then they exemplify a good will. It is thus by virtue of our ca-

pacity to exemplify a good will that humanity is the seat of unconditional value in the universe. 

This leads back to Kant’s teleological theory of nature: since only rational beings like us possess 

unconditional value, the purpose of the natural system as a whole is none other than humanity. 

“Only in man,” Kant wrote, “and only in him as a subject of morality, do we meet with uncondi-

tional legislation in respect of purposes, which therefore alone renders him capable of being a 

final purpose, to which the whole of nature is theologically subordinated.”  784
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 Hence, the reference to human extinction—to a universe “without men”—was given to 

underline the special teleological role of humanity within nature: without us, there would remain 

the inner and relative purposes of the biotic and abiotic realms, but no final purpose. To quote 

the relevant passage in full: 

The commonest Understanding, if it thinks over the presence of things in the 

world, and the existence of the world itself, cannot forbear from the judgement 

that all the various creatures, no matter how great the art displayed in their 

arrangement, and how various their purposive mutual connexion,—even the com-

plex of their numerous systems … —would be for nothing, if there were not also 

men (rational beings in general). Without men the whole creation would be a mere 

waste, in vain, and without final purpose.  785

Although this may, as Parfit suggests, imply that humanity’s unconditional value gives us reason 

to ensure our continued existence, Kant did not seem to have this in mind in writing that passage, 

nor did he elaborate on the idea later on (but see below for earlier thoughts from him about our 

permanent disappearance). 

 Another example is worth looking at more closely, since Thomas Moynihan has recently 

identified it as the first explicit endorsement of human extinction within the Western tradition. In 

his 2020 book X-Risk: How Humanity Discovered Its Own Extinction, Moynihan reports that 

“the Marquis de Sade [became] the first proponent of human extinction” in the year 1796.  This 786

potentially important claim is based on several passages in two of Sade’s books: Philosophy in 

the Bedroom (1795) and Juliette (1797, although possibly published in 1799). In the first, Sade 

wrote the following: 

Why! what difference would it make to her were the race of men entirely to be 

extinguished upon earth, annihilated! she laughs at our pride when we persuade 

ourselves all would be over and done with were this misfortune to occur! Why, 

she would simply fail to notice it. … Do you fancy races have not already become 
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extinct? Buffon counts several of them perished, and Nature, struck dumb by a so 

precious loss, doesn’t so much as murmur!  The entire species might be wiped 787

out and the air would not be the less pure for it, nor the Star less brilliant, nor the 

universe’s march less exact. What idiocy it is to think that our kind is so useful to 

the world that he who might not labor to propagate it or he who might disturb this 

propagation would necessarily become a criminal!  788

First appearances to the contrary, Sade was not actually claiming he believes that our extinction 

wouldn’t matter. He was asserting that “Nature” would be indifferent to this outcome.  The 789

broader context is a conversation about whether sexual acts that do not contribute to the propaga-

tion of the species are unnatural. The sentences above are uttered by a fictional character named 

Dolmance, an older man with homosexual tendencies, in response to a question from Eugenie, a 

15-year-old, about “the criminal enormity I have always heard ascribed to this [sodomy], espe-

cially when it is done between man and man.” Is this a natural act, she asks at one point, to 

which Dolmance replies “Yes,” then launches an attack against the “imbeciles who think of noth-

ing but the multiplication of their kind, and who detect nothing but the crime in anything that 

conduces to a different end.” He continues: “Is it really so firmly established that Nature has so 

great a need for this overcrowding as they would like to have us believe? is it very certain that 

one is guilty of an outrage whenever one abstains from this stupid propagation?” Dolmance con-

cludes that since “destruction … like creation, is one of Nature’s mandates … how may I offend 

Nature by refusing to create?” Hence, the point of the block quote above isn’t to say that our ex-

tinction would be desirable, although Sade does note that Nature finds us “irksome” (which im-

plies that Nature might wish we were gone). Rather, the argument is that one cannot maintain 

that “the sodomite and Lesbian” are committing a crime against Nature by engaging in sexual 

acts that do not lead to new people, since creation is not Nature’s only mandate. Eugenie, in fact, 

finds Dolmance’s arguments so convincing that she responds in a manner that would be (very) 

inappropriate to quote here. 

 Moynihan also singles-out a line from Juliette that reads: “[T]he propagation of our 

species therewith becomes the foulest of all crimes, and nothing would be more desirable than 
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the total extinction of humankind,” which Moynihan describes as the “apotheosis” of Sade’s 

“lethal anti-natalist mantra.”  But a careful reading shows that this is taken out of context. The 790

line was spoken by Clairwil, mentor of the titular Juliette, in arguing against the doctrine of hell 

and supposed goodness of God. “To judge from the notions expounded by theologians,” Clairwil 

asserts, “one must conclude the God created most men simply with a view to crowding hell,” and 

the act of creating people destined to spend eternity in hell is marked by such “appalling cruelty” 

that it cannot but render the divine Creator “infinitely wicked.” She continues: “A God so perfid-

ious, so evil as to create a single man and then to leave him exposed to the peril of damning him-

self, such a God can be regarded as no specimen of excellence; if perfection be his, then it is a 

monster of unreason, injustice, malice, and foul atrocity.” Hence, the full context of the quote is 

this: 

If it comes out that the fate of the greater share of mankind is to be eternally un-

happy, an all-knowing God must have known this from the outset; why then did 

the monster create us? Was he forced to? Then he is not free. Did he knowingly, 

deliberately, cause things so to be? Then he is a fiend. No, God was under no 

obligation to create man, certainly not, and if he did so simply to expose man to 

such a fate, the propagation of our species therewith becomes the foulest of all 

crimes, and nothing would be more desirable than the total extinction of hu-

mankind.  791

The desirability of our complete annihilation is thus conditional: if God exists (a proposition that 

Clairwil rejects), and if most people he creates will end up suffering “infinite punishment,” then 

it would be better for humanity to cease existing altogether. Rather than expressing Sade’s omni-

cidal proclivities, this is a claim about the wickedness of God as traditionally understood, given 

“the glaring disproportion between the human provocation and the divine reprisal.”  It is there792 -

fore mistaken to characterize Sade as having “the best claim to being the first person to explicitly 

promote the outright annihilation of our species.”  As with Kant, the idea of human extinction 793

was utilized for other purposes—in this case, to argue that sodomy/homosexuality is not unnat-
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ural and the ideas of hell and God’s perfect goodness are untenable. Sade was not making any 

evaluative judgment about the goodness/badness of our annihilation, and hence this was not an 

early case of someone advocating for a position within Existential Ethics.  

 A final example worth mentioning comes from Lord Byron’s 1815 poem Darkness, 

which closes with the following lines: 

… The world was void, 

The populous and the powerful was a lump, 

Seasonless, herbless, treeless, manless, lifeless— 

A lump of death—a chaos of hard clay. 

The rivers, lakes and ocean all stood still, 

And nothing stirr’d within their silent depths; 

Ships sailorless lay rotting on the sea, 

And their masts fell down piecemeal: as they dropp’d 

They slept on the abyss without a surge— 

The waves were dead; the tides were in their grave, 

The moon, their mistress, had expir’d before; 

The winds were wither’d in the stagnant air, 

And the clouds perish’d; Darkness had no need 

Of aid from them—She was the Universe.  794

Although the reference to our extinction is clear—indeed, this might be the first literary work to 

offer a thoroughly secular depiction of Earth completely bereft of human beings —the purpose 795

of depicting humanity’s descent into nothingness was, according to Eva Horn, to offer a critique 

of the eighteenth-century notion that “empathy, friendship, and rationality [are] the chief human 

virtues.” In contrast to Jean-Jacque Rousseau’s view that humans are naturally compassionate, 

and Condorcet’s belief that continued human progress can lead to our perfection, Byron painted a 

picture in which “humans are even more brutal, egoistic, and ruthless than the beasts.” It is the 
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extreme scenario of extinction that brings these vicious character traits into the foreground. As 

Horn elaborates the point, 

Byron thus calls into question not humanity’s spiritual salvation but its anthropo-

logical nature. What his stress test reveals is a human nature stripped of any im-

pulse toward empathy, altruism, compassion, or solidarity. Under duress, human 

life is nothing but an existence riddled by selfishness, fear, and perverse brutality, 

symbolized by cannibalism and the “hideousness” of the last two men. … 

Through this depiction of mankind in the catastrophe, Darkness mordantly does 

away with the image of humankind that Enlightenment anthropology had com-

posed.  796

Hence, the reference to human extinction is incidental to Byron’s anti-Enlightenment thesis 

about our corrupt nature, on Horn’s interpretation. 

As these examples show, some references to our extinction among philosophers and poets 

in the early modern period onwards may give the impression of being evaluative—of extinction 

being bad, desirable, grim and dreadful—but upon closer inspection the idea was used as a 

means for making some unrelated point. Such references are clearly relevant to an intellectual 

history of human extinction (Part I), but not so much to the history of Existential Ethics. None-

theless, they are important to register because failing to identify them as false positives could 

lead to an inaccurate picture of how thinking about our extinction, from an ethical or evaluative 

perspective, developed over time.  797

A TERRIBLE CALAMITY 

 There were, however, some writers prior to the second existential mood—which, recall, 

was triggered by the discovery of the Second Law and enabled by the decline of religion—who 

more directly addressed the question of whether and why our extinction would be bad, although 

examples are few, and none offer sustained reflections on the badness of our disappearance. In 
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some cases, opinions about the evaluative status of extinction are revealed only indirectly, as 

when William Godwin wrote that “it may be one of the first duties incumbent on the true states-

man and friend of human kind, to prevent that diminution in the numbers of his fellow-man.”  798

This is a claim about what those in power ought to do—that they should take actions to avoid 

extinction caused by a dwindling population—although he did not elaborate on why exactly he 

thought we should avoid this. Again, perhaps he thought the answer was obvious, even if that 

isn’t the case. 

 Others focused on the potential harms that might be caused by the process or event of Go-

ing Extinct. As mentioned above, insofar as Going Extinct involves a catastrophe, nearly every-

one will agree that our extinction would be bad—even those who see the outcome of extinction 

as good or neutral (see below). Consider, for example, that philosophers would classify the con-

cept of catastrophe as a “thick” evaluative concept, since it contains both descriptive (e.g., cata-

strophes are events that happen in the world) and evaluative (i.e., they are inherently very bad) 

elements. To call something a catastrophe is thus to say that it is a very bad event, and hence 

“human extinction caused by a catastrophe” implies that our extinction is very bad, if only be-

cause of the event that caused it. Let’s refer to this as the default view, which we can define as 

follows: if human extinction is brought about by a catastrophe—or disaster, cataclysm, and so on

—it would be bad at least because of the suffering inflicted by the catastrophe on those living at 

the time.  799

From a normative perspective, the default view is mostly uninteresting, since it (a) is ac-

cepted by nearly everyone, and (b) follows more or less directly from the meaning of “catastro-

phe.” Yet it was not until the early nineteenth century, with the emergence of the “Last Man” 

genre, that people began to explore, for the first time, just how terrible the occurrences leading 

up to our extinction might be. Some focused primarily on the unprecedented scope of an extinc-

tion-causing catastrophe, as it would affect everyone on the planet, while others foregrounded the 

idea that experiencing or anticipating the end of humanity could engender kinds of suffering that 

wouldn’t normally arise from non-extinction-causing catastrophes. 

An example of both comes from Mary Shelley’s The Last Man, which depicts humanity’s 

somersault into the oblivion from a worldwide plague as a horrendous tragedy due in part to the 
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sheer enormity of the suffering that it causes. As Bruce and Jenna Tonn write, “scores of people 

begin to die … and the magnitude of the crisis becomes unbearable. … Although altruism ties 

people together in their last moments, despair over the loss of loved ones fills Lionel’s 

memoirs.”  However, Shelley also homes in on the extraordinary loneliness, grief, hopeless800 -

ness, and sorrow that the experience of witnessing our extinction could elicit. This is exemplified 

by the struggles of those in the final generations, especially Lionel Verney, the very last man. As 

Verney declares at one point in the novel, “my soul [is] deluged with the interminable flood of 

hopeless misery.” Later, he bemoans his “hopeless state of loneliness” and “restless despair.”  801

Verney understands, all too clearly, that unlike lesser catastrophes there is no silver lining, no 

glimmer at the tunnel’s end. It is not the case that, as we say, “life will go on” despite one’s own 

personal hardships, or that “it’s not the end of the world,” both of which can provide some de-

gree of solace in dark times. Although anyone who believes that “their world” is coming to an 

end could experience similar feelings—indeed, Shelley’s story no doubt reflected her own per-

sonal situation, having recently lost both her husband, Percy Bysshe Shelley, and close friend 

Lord Byron—there is something especially jarring about the belief that the entire human species 

is on the verge of annihilation. In other words, the phenomenology associated with the awful, 

intense personal experience of approaching extinction may contribute a qualitatively distinctive 

form of suffering, which may cause those who have this experience a degree of harm that is 

unique to scenarios in which one anticipates our extinction amidst a worldwide catastrophe. 

Others in the Last Man genre of the early nineteenth century also explored this idea, such 

as an anonymous author who penned a short story titled “The Last Man,” also published in 1826. 

The story culminates with the tremulous shrieks of the main character, the last man, who finds 

himself overwhelmed by feelings of isolation and despondency upon surveying the panoply of a 

humanless Earth: 

Alas! Alas! I soon and easily gained the top of the rising bank, and fixed my eyes 

on the wide landscape of a desolate and unpeopled world. … Desolation! Desola-

tion! I knew that it was to be dreaded as a fearful and a terrible thing, and I had 

felt the horrors of a lone and helpless spirit—but never, never had I conceived the 

 280



full misery that is contained in that one awful word, until I stood on the brow of 

that hill, and looked on the wide and wasted world that lay stretched in one vast 

desert before me. … Then despair and dread indeed laid hold of me—then dark 

visions of woe and of loneliness rose indistinctly before me—thoughts of nights 

and days of never-ending darkness cold—and then the miseries of hunger and of 

slow decay and starvation, and homeless destitution—and then the hard struggle 

to live, and the still harder struggle of youth and strength to die.  802

The most important contribution of these stories to the development of Existential Ethics was 

drawing attention to just how devastating the process or event of Going Extinct could be and 

why. Although their main focus was the struggles of the final person, the idea can be generalized 

to the entire last generation(s) of human beings prior to extinction, and indeed many recent 

philosophers have incorporated this insight into their theories of extinction, identifying it as one 

reason—a reason specific to extinction—that our extinction would be bad (and this it true even 

among philosophers who see the outcome of extinction as good).  803

 An even more intriguing example in this third category predates the Last Man genre, in-

troduced by de Grainville in 1805, by more than 80 years. It comes from Montesquieu’s 1721 

Persian Letters, which I noted in Part I because of its discussion of population decline and the 

possible etiology of this trend. Recall that Rhedi tells Usbek that if depopulation trends continue, 

then “in ten centuries the earth will be a desert.” Rhedi then declares: “Here, my dear Usbek, you 

have the most terrible calamity that can ever happen in the world.”  What is notable about this 804

is that (a) Montesquieu, speaking through Rhedi, says nothing about the potential badness of Go-

ing Extinct, and (b) the negative value-judgment expressed by the phrase “terrible calamity” 

seems to concern the loss of humanity itself. The evaluative focus thus looks to be the fact that 

there will be no more humans rather than the plight of the last few humans. Montesquieu—a 

deist, albeit in the most minimal sense —not mentioning the potential harms of Going Extinct 805

does not, of course, mean that he thought the last few generations wouldn’t suffer. He may well 

have agreed that the quality of human life would decline as extinction approaches, and that this 

constitutes one bad aspect of extinction by depopulation. But so far as I can tell, his claim points 
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toward the state or condition of Being Extinct, whereby “the earth will be a desert,” meaning 

without humanity, than the process or event of Going Extinct. 

If this is correct, it gestures at one of the most significant conceptual innovations within 

Existential Ethics over the past many centuries, namely, the idea that the loss of our species, of 

the entire population, has normative implications that go above and beyond whatever suffering 

and harm might befall those subject to the process of extinction. Indeed, we will see that it was 

not until the 1980s and, especially, the past two decades that this idea became a topic of explicit 

philosophical theorizing among existential ethicists. Some have, in fact, come to see Being Ex-

tinct as the primary source of extinction’s badness, whether or not this comes about through a 

catastrophe. 

EQUIVALENCE VERSUS FURTHER-LOSS VIEWS 

 To understand this, it may be useful to introduce a thought experiment that I will refer-

ence many times throughout the rest of this book. Imagine two worlds, A and B. In world A there 

exists 11 billion humans, while in world B there exists 10 billion humans. An identical catastro-

phe then occurs in A and B, resulting in the sudden death of exactly 10 billion people in each 

(figure 9). There are two questions we can ask about these scenarios: the first concerns the num-

ber of events, at a high level of abstraction, that take place in A and B as a result of the catastro-

phe. I assume that everyone will agree that in A only a single event occurs, i.e., the death of 10 

billion people, while in B two distinct events occur, i.e., the death of 10 billion people and the 

extinction of humanity, since the total population was 10 billion. In other words, although the 

catastrophes are identical, something else happens in B: the human species dies out. The second 

question, then, concerns whether this difference in the number of events makes any evaluative or 

ethical difference. That is, does the fact that humanity goes extinct in B make the catastrophe in 

B any worse than in A? If a homicidal maniac named Joe, for example, murders all 10 billion 

people in each world, does he do something extra immoral in B? 
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Figure 9. 

According to what we could call the equivalence thesis, there is no difference whatsoever 

in the badness, or wrongness, of the catastrophes in each world. That is, the badness/wrongness 

of the catastrophe in world B is reducible entirely to the badness/wrongness of the death of 10 

billion people, full stop. The equivalence thesis, which demarcates a class of what we could call 

equivalence views, is thus a reductionistic account of human extinction that, as such, yields the 

striking implication that there is no special ethical or evaluative problem posed by our extinction. 

That “something else” in world B does not count for anything, ethically or evaluatively speaking; 

an individual who causes the catastrophe in B does not do anything worse than if they had 
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caused the catastrophe in A. (As discussed later on, many “person-affecting” ethical theories en-

tail this view.) 

Note that the equivalence thesis is not identical to the default view. First, the default view 

simply states that the suffering inflicted by extinction-causing catastrophes is at least one reason 

our extinction would be bad or wrong, whereas the equivalence thesis asserts that this is the only 

reason. Second, the default view most obviously applies to what I described in the previous 

chapter as the “prototypical” case of human extinction, namely, final extinction brought about by 

a catastrophe. In contrast, the equivalence thesis applies to all the extinction scenarios specified 

earlier: the badness or wrongness of demographic, phyletic, terminal, final, and normative ex-

tinction depends entirely on the way these scenarios unfold. If there is nothing bad or wrong 

about Going Extinct in these senses, then there is nothing bad or wrong about extinction at all. To 

endorse the equivalence thesis is thus to accept the default view, but not vice versa—or not nec-

essarily. The one exception concerns premature extinction, as this implies that what matters is 

also when our extinction occurs, and hence the badness or wrongness of extinction could exceed 

whatever suffering and death might lead up to extinction depending on its timing. For example, if 

the scenario of world B were to happen before the attainment of some valued end, one may judge 

it to be worse than if it happens after the attainment of this end, even if the catastrophes unfold in 

exactly the same way. 

 What if one maintains that the catastrophe of B would be in some way worse than that of 

A? There are at least two options here: first, one could argue that the process or event of Going 

Extinct in world B might, depending on how the catastrophe happens, be worse than the process 

or event of 10 billion people dying in world A. Perhaps the authors of the Last Man genre would 

have defended this position, pointing to the additional suffering caused by the anticipation of our 

impending annihilation and experience of Going Extinct. Let’s refer to this as the no-ordinary-

catastrophe thesis, because the harms singled-out are unique to, or uniquely arise from, the event 

of extinction, and hence would not occur with “ordinary” catastrophes. As defined, the no-ordi-

nary-catastrophe thesis is compatible with a slightly adjusted version of the equivalence thesis, 

whereby B’s catastrophe may be worse than A’s, but the badness/wrongness of B’s catastrophe is 

still wholly reducible to the details of Going Extinct. On the other hand—and this is where the 
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distinction between Going Extinct and Being Extinct enters the picture in a crucial way—one 

could argue that Being Extinct would entail or involve some sort of further loss, that is, above 

and beyond whatever harms or losses obtain in the lead-up to the Moment of extinction. What 

might this further loss be? One popular answer is human civilization: if one believes that the loss 

of “civilization” would be bad, then the loss of humanity would also be bad for this reason, since 

civilization cannot exist without humanity (or some suitable successors).  Alternatively, one 806

might argue that there being no future people would be an additional loss, perhaps because bring-

ing people into the world bestows upon them some benefit (a so-called “existential” benefit), or 

because a universe full of “happy” people is better than one with no people at all. Or one might 

argue that humanity itself has some sort of special value (e.g., intrinsic value), and hence the dis-

appearance of our species would be regrettable independent of how many people might perish in 

an extinction-causing catastrophe. In other words, imagine two more worlds, C and D, which 

contain 10,000 people and 10 trillion people, respectively. Now say that all 10,000 people are 

suddenly killed in C and all 10 trillion are suddenly killed in D. The claim would be that, aside 

from the significant difference in total deaths in C and D, both worlds would nonetheless have 

undergone the same additional tragedy, namely, the extinction of humanity, and hence in this 

sense an identical loss would have occurred in each. Let’s group this family of normative re-

sponses to our extinction under the umbrella of further-loss views. 

 Although Montesquieu did not specify any reasons why the loss of humanity might con-

stitute a “terrible calamity,” it seems at least fairly clear, once again, that our non-existence itself 

was his evaluative focus. This is noteworthy. However, as it happens, Shelley’s last-man novel 

not only provided a vivid image of the magnitude of and unique harms associated with extinction 

(caused by a plague), but also may have been the very first publication in the Western tradition to 

explicitly point to some further losses entailed by our disappearance as reasons for this being 

bad. Consider Verney’s observation that the disappearance of “man” in the collective sense, 

which he contrasts with “man” in the individual sense, would mean the concomitant loss of many 

valued things like knowledge, science, technology, poetry, philosophy, sculpture, painting, mu-

sic, theater, laughter, and so on. “Alas!,” he exclaims, “to enumerate the adornments of humanity, 

shews, by what we have lost, how supremely great man was. It is all over now.”  One could in807 -
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terpret this as saying that there are two distinct sorts of losses involved in extinction: first, the 

loss of “man,” i.e., all human beings, and second, the loss of all those things that made man 

“supremely great.” This seems to express a further-loss view with respect to final human extinc-

tion, although Shelley did not, so far as I know, elaborate the idea beyond a few paragraphs.  808

Still, we can see how these authors, and Shelley in particular, were among the first to touch upon 

some central issues within Existential Ethics, giving perhaps the earliest articulations of the no-

ordinary-catastrophe and further-loss theses. 

A FLOWER OR AN INSECT 

 The fourth category mentioned above consists of numerous apparent references to human 

extinction being evaluatively neutral, or not bad, although upon closer inspection the authors 

were not actually talking about extinction, but something else. These are also worth mentioning 

because they constitute, like the second category above, false positives that can give an inaccu-

rate picture of how Existential Ethics developed over time. Most examples date to the mid-eigh-

teenth century, and all were linked to a “plurality of worlds” cosmography that (re)emerged in 

the seventeenth century. To be sure, the notion that an infinite number of other worlds—by which 

writers have historically meant a geocentric solar system, in which the sun, planets, and fixed 

stars revolve around Earth—exists in the universe goes back to the ancient atomists. But the 

atomists’ model was quickly eclipsed in the Western tradition by Aristotle’s theory of the uni-

verse, which not only placed Earth at the center of the universe but asserted that our “world must 

be unique. There cannot be several worlds,” to quote Aristotle’s On the Heavens. Two develop-

ments in particular enabled the plurality of worlds cosmography to usurp the Aristotelian model 

during the early modern period. 

 The first was the Copernican Revolution, which established a heliocentric model of the 

solar system in which the earth and other planets revolve around the sun. This gave rise to the 

idea that we do not occupy a special or privileged position in space and time (the Copernican 

Principle). The second was the emergence of a new, distinct version of the principle of plenitude. 

The original version is what one finds in Plato, which states that every kind of thing that can ex-
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ist, does exist (present tense). During the eighteenth century, another version arose that resulted 

in the Great Chain becoming “temporalized.” This states that there can be gaps in nature at any 

given moment, although in the fullest of time every kind of thing that can exist, will exist (future 

tense). In other words, the Great Chain was no longer seen as a static “inventory” of all that ex-

ists but as a dynamic “program of nature” that is unfolding across cosmic history.  As Kant ar809 -

ticulated the idea in his treatise Universal Natural History and Theory of the Heavens (1755), 

which he published during his “pre-critical” period, several decades before the Critique of Judg-

ment, there is a “successive realization of the creation” rather than a single episode of becoming, 

as with the six days of the Genesis myth.  It was the original and temporalized versions of the 810

principle of plenitude and Great Chain of being that George Cuvier helped topple at the turn of 

the eighteenth century with his work on the mammoth and mastodon. 

 However, perhaps the most significant transformation of the plenitude principle occurred 

during the seventeenth and eighteenth centuries, and concerned the spatial rather than temporal 

dimension. As Lovejoy writes, the principle was applied, for the first time, “not to the biological 

question of the number of kinds of living things, but to the astronomical questions of the magni-

tude of the stellar universe and of the extent of the diffusion of life and sentiency in space.”  811

This yielded what we can call a “spatialized” version of the principle that both motivated and 

justified a revolutionary new conception of the universe comprised of (in part) the following 

propositions: (i) the universe is infinite rather than finite (as Aristotle claimed), (ii) the fixed stars 

correspond to suns just like our own, (iii) these stars/suns constitute island worlds that include 

their own planetary systems, and (iv) these planets contain what we would now, in our modern 

phraseology, call “extraterrestrial life” or “extraterrestrial intelligence.”  The reasoning behind 812

these propositions began with the following theological argument: if God is infinitely good and 

powerful, then the universe must be infinitely large. To quote Giordano Bruno (1548-1600), one 

of the earliest advocates of this new conception and the first to propose the ideas of (ii) and (iii), 

“we insult the infinite cause when we say that it may be the cause of a finite effect; to a finite ef-

fect it can have neither the name nor the relation of an efficient cause.”  Similarly, “to affirm 813

that goodness is infinite,” Joseph Glanvill (1636-1680) wrote the following century, “where what 

it doth and intends to do is but finite, will be said to be a contradiction.”  From this it immedi814 -
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ately follows that, assuming a heliocentric model of worlds and the Copernican principle that our 

position in the universe is not special, the fixed stars are suns with their own inhabited planets. 

As Kant wrote in 1755, at which time he embraced both the temporalized and spatialized ver-

sions of the principle of plenitude,  “it would be absurd to represent the Deity as passing into 815

action with an infinitely small part of His potency, and to think of His Infinite Power the store-

house of a true immensity of natures and worlds as inactive, and as shut up eternally in a state of 

not being exercised.”  816

 As surprising as it may be to contemporary readers, this became the orthodox view within 

the West during the eighteenth century, with nearly everyone accepting the existence of both oth-

er worlds (solar systems) with their own inhabitants, as well as other intelligent beings living in 

our own solar system, beliefs that persisted until the early twentieth century.  Consider, for ex817 -

ample, that the “Astronomy” entry of the first edition of the Encyclopaedia Britannica, published 

in 1771, consists of passages excerpted from a 1756 book by James Ferguson (1710-1776) that 

not only affirmed the infinitude of the universe but reported that “it may be reasonably conclud-

ed, that all the rest [of the solar systems] are with equal wisdom contrived, situated, and provided 

with accommodations for rational inhabitants.”  Who were these rational inhabitants? Based on 818

the logic of the original or temporalized principle of plenitude, most would have accepted that at 

least some are our conspecifics—i.e., members of Homo sapiens. Thomas Wright (1711-1786) 

made this explicit in his 1750 tome The Universe and the Stars, which influenced many natural 

philosophers at the time, including Kant. “Of these habitable worlds,” Wright argued, “we may 

suppose [them] to be of a terrestrial or terraqueous nature, and filled with beings of the human 

species.” He then calculated 170 million human-inhabited planets and moons just “within our 

finite view every clear Star-light night.”  819

 The reason I mention these details is that they provide the necessary context to under-

stand remarks made by many of these same authors that seem to suggest that our “extinction” 

would be evaluatively neutral—neither good nor bad, from a cosmic point of view. For example, 

in the same Encyclopaedia Britannica article just cited, Ferguson writes: 

 288



Instead then of one sun and one world only in the universe, astronomy discovers 

to us such an inconceivable number of suns, systems, and worlds, dispersed 

through boundless space, that if our sun, with all the planets, moons, and comets 

belonging to it, were annihilated, they would be no more missed, by an eye that 

could take in the whole creation, than a grain of sand from the sea-shore.  820

Similarly, Kant argued in his treatise from 1755 that “we ought not to lament the perishing of a 

world as a real loss of Nature,” since—to quote him at length— 

she proves her riches by a sort of prodigality which, while certain parts pay their 

tribute to mortality, maintains itself unimpaired by numberless new generations in 

the whole range of its perfection. What an innumerable multitude of flowers and 

insects are destroyed by a single cold day! And how little are they missed, al-

though they are glorious products of the art of nature and demonstrations of the 

Divine Omnipotence! In another place, however, this loss is again compensated 

for to superabundance. Man who seems to be the masterpiece of the creation, is 

himself not excepted from this law. … The injurious influences of infected air, 

earthquakes, and inundations sweep whole peoples from the earth; but it does not 

appear that nature has thereby suffered any damage. In the same way whole 

worlds and systems quit the stage of the universe, after they have played out their 

parts. The infinitude of the creation is great enough to make a world, or a Milky 

Way of worlds, look in comparison with it, what a flower or an insect does in 

comparison with the earth. But while nature thus adorns eternity with changing 

scenes, God continues engaged in incessant creation in forming the matter for the 

construction of still greater worlds (italics added). 

In the following paragraph, Kant contended that we should see “these terrible catastrophes as 

being the common ways of providence, and regard them even with a sort of complacency.”  821
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And finally, Wright made the same point after his calculation of 170 million other inhabited is-

lands, declaring that 

in this great Celestial Creation, the Catastrophy of a World, such as ours, or even 

the total Dissolution of a System of Worlds, may possibly be no more to the great 

Author of Nature, than the most common Accident in Life with us, and in all 

Probability such final and general Doom-Days may be as frequent there, as even 

Birth-Days, or Mortality with us upon the Earth.  822

We can now see how these statements, despite first appearances, concern something like extirpa-

tion rather than extinction, where the biological concept of extirpation refers to the disappear-

ance of geographically localized populations of species without the species itself dying out, as 

when human activity eliminated many gray wolf populations in North America during the nine-

teenth century. The gray wolf is not extinct, but it does not occupy most of the habitats it once 

called home. In the cases above, the notion of extirpation applies not to the geographical but to 

the cosmographical realm, whereby cosmographically localized worlds are annihilated without 

humanity as a whole perishing. (Indeed, if there are infinite human beings in the universe, then 

the loss of any particular world or isolated human population would not affect the total number 

of humans, since infinity minus any finite number still equals infinity.) 

Hence, while these authors would likely have said that the “Catastrophy” of our world 

would be bad for us, their claim was that this would not be bad in the grand scheme of things, 

from a cosmic perspective. The judgment of evaluative indifference or neutrality thus applied, 

from this cosmic perspective, to instances of extirpation rather than extinction, the latter of which 

was almost certainly thought impossible (including by the above authors) given the ubiquity of 

belief in the soul’s immortality and the spatialized Great Chain during the eighteenth century. 

Indeed, rather than the loss of bounded systems within the plurality of worlds posing any prob-

lems for the Great Chain, it was seen by some as supporting the idea.  As Kant wrote, when a 823

world “has at last become a superfluous member in the chain of beings; there is nothing more 

becoming than that it should play the last part in the drama of the closing changes of the uni-
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verse, a part which belongs to every finite thing, namely, that it should pay its tribute to mortali-

ty.”  824

THE FINEST OF ALL POSSIBILITIES 

 This covers the four categories of references to human extinction before the 1850s, when 

the discovery of the Second Law triggered the first shift in existential mood. Of note is that the 

very first statements in the Western tradition about the goodness/badness of our disappearance 

from a broadly secular perspective all converged upon the conclusion that this would in some 

way be bad: Montesquieu gestured at the idea that the loss of humanity itself would be calami-

tous, while Shelley embraced a further-loss view more explicitly in several passages of The Last 

Man, focusing on the concomitant loss of valued things like knowledge and art. Meanwhile, 

some works within the Last Man genre, including Shelley’s, foregrounded the no-ordinary-cata-

strophe thesis by exploring the various unique harms that could arise from the anticipation and 

experience of our imminent extinction. 

 Yet not long after the Last Man genre reached its apotheosis in early nineteenth-century 

Britain,  a cultural and intellectual movement emerged in Germany called philosophical pes825 -

simism that pointed toward the opposite conclusion about our extinction. Its leading advocates 

either explicitly accepted, or held views that seem to straightforwardly imply, that our complete 

and permanent disappearance would be very desirable. To be sure, the roots of pessimism—

roughly, the view that sentient beings are condemned to great suffering, nonbeing is better than 

being, and life is not worth living—within the Western philosophical tradition stretch back at 

least to ancient Greece, and hence this basic orientation was nothing new.  For example, Hege826 -

sias of Cyrene (floruit 290 BCE) “denied the possibility of happiness” and, according to Cicero, 

made the case that death is good because it obviates the bad things that would otherwise obtain 

“so eloquently that it is alleged he was forbidden by King Ptolemy to make those statements in 

his classes because many on hearing them committed suicide.”  The tragedian Sophocles (c. 827

497/6-406/5) expressed a similar view in his play Oedipus at Colonus, which includes the fol-

lowing lines uttered by the Elders of Colonus: 
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The finest of all possibilities 

is never to be born, but if a man 

sees the light of day, the next best thing by far 

is to return as quickly as he can, 

to go back to the place from which he came. 

It is of course true that if a sufficiently large number of people were to adopt the promortalist 

view articulated here by Sophocles, i.e., that one should commit suicide, the human species 

would perish, although no philosophers in Classical Antiquity ever discussed this possibility. To 

be clear, promortalism would not need to be universally adopted to ensure our disappearance. In 

contemporary scientific terms, one would simply need the population to dip below the “mini-

mum viable population” (MVP) threshold, which for Homo sapiens may be as low as 98 people 

or as high as 44,000 people—this remains a contentious matter.  Once below this threshold, 828

humanity would then undergo what we could call “functional extinction,” whereby the species 

still exists but demographic extinction (which would presumably entail terminal and final extinc-

tion) is inevitable.  Nor did any writers before the nineteenth century explicitly argue that since 829

“the finest of all possibilities / is never to be born,” one should refrain from having children, an 

antinatalist view that would also lead to extinction if sufficiently widespread (i.e., the same point 

about the MVP threshold applies here, too). Perhaps no one thought to argue for the antinatalist 

view because there were no effective, widely available means of contraception, and society-wide 

celibacy was (and still is) simply unimaginable. Furthermore, lingering behind both normative 

views at the time may have been the notion that, independent of what any individual chooses to 

do, the human species itself is fundamentally indestructible. If “ought” implies “can,” and if it 

can’t be the case that humanity disappears entirely, then there would have been no reason to pre-

scribe that everyone should either kill themselves or stop having children, even if one accepts 

that nonbeing is preferable to being. 

PESSIMISM 
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 The philosophical pessimists of the latter nineteenth century took these ideas and devel-

oped them into a comprehensive, systematic worldview that, in some cases, did prescribe extinc-

tion as a solution to the miseries of existence. At the heart of this worldview was a feeling, or 

emotional state, known in German as Weltschmerz, which literally translates as “worldpain,” and 

“signifies a mood of weariness or sadness about life arising from the acute awareness of evil and 

suffering.”  According to Arthur Schopenhauer (1788-1860), an “implacable atheist” who be830 -

came the first great philosophical pessimist, we inhabit the worst of all possible worlds, contra 

the Stoics and Leibniz (his philosophical nemesis).  Not only is the total amount of pain and 831

misery in the world vastly greater than the total amount of pleasure and happiness, he argued, 

but the pains are frequently far more intense than the pleasures. Who would trade twenty-four 

hours of pure bliss for the same amount of time, or even a single minute, of the worst torture 

possible? Or imagine a predator devouring its prey, and consider the satisfaction experienced by 

the former compared to the indescribable horror suffered by the latter. Surely the satisfaction of 

the predator doesn’t come close to matching, much less compensating for, the prey’s inconceiv-

able agony.  But what exactly is this satisfaction, anyways? On Schopenhauer’s account, plea832 -

sure is nothing more than the absence of pain—it has no positive value in itself—and conse-

quently there is no positive tally of pleasure or happiness in the world, only more or less misery. 

The beast devouring its prey feels “satisfied” because the pangs of hunger have temporarily sub-

sided, not because it feels something above the level “zero” on some eudemonic scale; these 

pangs will then regenerate, thereby causing more suffering for both the predator and its next vic-

tim. 

 Yet the situation is worse for humans than for nonhuman animals, since our more devel-

oped (as it were) cognitive systems enable us to experience more, and more intense, suffering 

than other creatures who, for example, are unable to imagine (and hence be terrified by) their 

own mortality. The human situation is this: on the one hand, whenever our biological needs 

(food, drink, sex) are not satisfied quickly enough, we experience pain, discomfort, and unpleas-

antness; yet just as soon as we satisfy them, we find ourselves thrashing about in the bottomless 

quagmire of boredom, inflicted by the crushing weight of simply existing. This persists until we 
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are once again preoccupied with relieving the various cramps and aches and twinges and pains 

caused by our biological natures, which, once relieved, then plunge us back into boredom. As 

Schopenhauer describes this cycle of endless torment: 

That human life must be some kind of mistake is sufficiently proved by the simple 

observation that man is a compound of needs which are hard to satisfy; that their 

satisfaction achieves nothing but a painless condition in which he is only given 

over to boredom; and that boredom is a direct proof that existence is in itself val-

ueless, for boredom is nothing other than the sensation of the emptiness of exis-

tence.  833

Making matters worse, not only are we all prisoners within this incessant oscillation between 

need and boredom, misery and restlessness, but society tells us that we must strive for “power, 

prestige, and money.” This introduces an additional dimension of “unnatural” suffering, since the 

acquisition of these supposedly valuable ends are not strictly necessary for our survival. The re-

sult is, once again, a treadmill of interminable dissatisfaction, for even when we acquire power, 

prestige, and money, the feeling is hollow, and most people find themselves only wanting 

more.  And how, then, do we console ourselves when our ambitions are thwarted, our needs are 834

left unsatiated, or the burden of boredom becomes too much to bear? We think of those who are 

worse off than us: at least we aren’t them, suffering that sort of misery. “But what,” Schopen-

hauer wondered aloud, “does that say for the condition of the whole [of life]?” 

 Schopenhauer thus concluded that “if the immediate and direct purpose of our life is not 

suffering then out existence is the most ill-adapted to its purpose in the world.”  Or, referring to 835

Shakespeare’s well-known “to be or not to be” line from Act 3, Scene 1 of Hamlet, Schopen-

hauer declared that “the essential content of the famous soliloquy in ‘Hamlet’ is briefly this: Our 

state is so wretched that absolute annihilation would be decidedly preferable.”  In a phrase, the 836

world is hell, existence is horrible, our lives are not worth living, and it would have been better if 

we had never been born. 
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 One way to understand this dismal picture of the world and how Schopenhauer drew his 

bleak conclusions about the unworthiness of life is in terms of the enabling condition behind the 

second existential mood, namely, secularization. On the Christian account, our fallen world is 

saturated with sin and suffering, misery and hardship, due to Adam and Eve disobeying God’s 

command not to eat from the tree of knowledge of good and evil, although Schopenhauer greatly 

elaborated this idea in making his arguments about the preponderance of evil in the world, the 

cycle of need and boredom, etc. For Christians during the Middle Ages, while the sufferings of 

life are vast, there was never a question about whether our lives are worth living: it is worth the 

trouble, they claimed, because of the promise of redemption and eternal life with God in par-

adise. As Frederick Beiser writes, referring to the problem of evil that, as we saw in chapter 3, 

became a pressing issue of ethical concern during the nineteenth century (thus contributing to the 

secularization trend), rather than denying the existence of evil and suffering, “medieval philoso-

phers and theologians … adamantly affirmed their existence because it gave all the more point 

and power to the doctrine of divine grace and redemption. According to that doctrine, life is 

worth living, not because of its intrinsic value, but because it is a means to another end, eternal 

salvation.”  The rise of secularism in the 1800s, especially, undermined the cogency of this an837 -

swer, thus prying the question wide open: if there is no redemption, no hope of eternal life, then 

what is all of this suffering for? And if for nothing, then how can one say that life is worth living, 

that being is preferable to nonbeing? The pessimistic worldview and cultural atmosphere of 

Weltschmerz, therefore, is what happens when one accepts the dark Christian view of the world 

while rejecting the Christian promise that, in the end, everything will be fine and dandy.  838

THE PERFECT CALM OF SPIRIT 

 This brings us to the connection between philosophical pessimism and Existential Ethics. 

The “central thesis” of pessimism, i.e., that non-existence is better than existence, clearly entails 

a version of what we could refer to as a pro-extinctionist view. That is to say, the central thesis 

has two obvious implications: (i) it would have been better if humanity had never existed (a 

backward-looking implication), and (ii) given we already exist and can do nothing about the 

 295



former, it would be better if humanity were to cease existing, i.e., to go extinct, especially in the 

final sense (a forward-looking implication). The second implication is of course the pro-extinc-

tionist position. Notice right away that this concerns the state or condition of Being Extinct rather 

than the process or event of Going Extinct. There are many possible ways for humanity to go ex-

tinct, most of which would, as we saw, cause tremendous amounts of suffering. Given the pes-

simists’ unusual sensitivity to suffering, there is no doubt that virtually all of them would have 

seen most scenarios of Going Extinct as utterly dreadful, as something that ought to be avoided if 

at all possible. Virtually all would have not only accepted the default view (if not the no-ordi-

nary-catastrophe thesis) but there is every indication that they would have seen any form of in-

voluntary anthropogenic extinction as very wrong, a claim consistent with the fact that the only 

means of annihilation they considered—such as antinatalism and promortalism—involve volun-

tary actions (e.g., one chooses for oneself to be childless or commit suicide). To put the point dif-

ferently, it would be misleading to describe any of the pessimists who endorsed the pro-extinc-

tionist view of (ii) above as “omnicidal,” as Moynihan does, if “omnicide” is understood in Ken-

neth Tynan’s terms of “the murder of everyone.”  The pessimists were not omnicidal maniacs: 839

however desirable it would be for humanity to disappear entirely and forever, none of them ad-

vocated mass murder by some agent acting unilaterally. The outcome of this might be better, but 

the means would be abhorrent. A second point about (ii) is that it is, strictly speaking, a purely 

evaluative rather than deontic claim: it simply states that Being Extinct is better than Being Ex-

tant, as we could say, and that is all. However, there may be a tight connection between what is 

better—or, in this case, since there are only two options, what is best—and what one ought to 

do.  For now it suffices to observe that some of the philosophical pessimists did, in fact, take 840

the extra step of arguing that humanity should actively strive to bring about its own extinction, 

albeit through voluntary, if unspecified, means. 

 One example comes from the troubled soul of Philipp Mainländer (1841-1876), who pub-

lished Volume I of his central work The Philosophy of Redemption in 1876, at the age of 34. 

Upon receiving a copy of it, he placed it on the floor, stood on it, stepped off, and hanged him-

self. Like all the pessimists, Mainländer, an atheist who popularized the “death of God” idea be-

fore Nietzsche, borrowed much from the woeful picture of existence outlined by Schopenhauer, 
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e.g., he held that all life is suffering and nonbeing is preferable to being.  But whereas 841

Schopenhauer argued against suicide (see below), Mainländer disagreed: “Go without trembling, 

my brothers, out of this life if it lies heavily upon you; you will find neither heaven nor hell in 

your grave,” he wrote in Volume II of Redemption. But he did not recommend this for everyone, 

only those unable to tolerate existence any longer.  He did endorse, however, universal antina842 -

talism through not merely abstinence but virginity, and explicitly linked this with the final goal 

of bringing about our complete and permanent extinction.  This is to say, Mainländer accepted 843

a teleological conception of history according to which humanity is marching toward an “ideal 

state,” as outlined by Kant in his “Idea for a Universal History with a Cosmopolitan Purpose” 

(1784), which would “encompass all of humanity.” But unlike Kant, Mainländer contended that 

this is not the ultimate state of development, but merely the penultimate “transit point” on the 

way to something even better. The true goal is “the annihilation of hell,” where “hell” refers iron-

ically to existence and, consequently, “the still night of death” is its annihilation. In other words, 

since death is eternal nothingness, a complete absence of misery, the ultimate escape from the 

perdition of our world is to bring about an absolute state of Being Extinct through universal 

celibacy. “There is only one movement left for” humanity after attaining the ideal state, he wrote, 

“the movement to complete annihilation, the movement from being into non-being. And humani-

ty (i.e., all single then living humans) will execute this movement, in irresistible desire to the rest 

of absolute death.” Referring again to Kant’s ideal state: 

The movement of humanity to the ideal state will also follow the other, from be-

ing into non-being: the movement of humanity is after all the movement from be-

ing into non-being. If we separate the two movements, then from the first one ap-

pears the rule of full dedication to the common good, the latter the rule of celiba-

cy, which … is recommend [sic] as the highest and most perfect virtue; for al-

though the movement will be fulfilled despite bestial sexual urge and lust, it is 

seriously demanded to every individual to be chaste, so that movement can reach 

its goal more quickly. 
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How could universal celibacy possibly be achieved? As noted, it is quite unimaginable that a suf-

ficient number of people around the world would agree not to have sex again—or ever, in the 

case of virginity. This poses a “virtually insurmountable” problem, Mainländer concedes. How-

ever, he also claims that by recognizing just how terrible life is, and by understanding that death 

provides eternal peace whereas existence only prolongs suffering, one can incrementally begin to 

muster the willpower needed to overcome our natural urges to procreate. In his words: 

[W]ith every step he gets less disturbed by sexual urges, with every step his heart 

becomes lighter, until his inside enters the same joy, blissful serenity, and com-

plete immobility … He feels himself in accordance with the movement of humani-

ty from existence into non-existence, from the torment of life into absolute death, 

he enters this movement of the whole gladly, he acts eminently ethically, and his 

reward is the undisturbed peace of heart, “the perfect calm of spirit,” the peace 

that is higher than all reason.  844

UNIVERSAL FINAL EXTINCTION 

 This is one example of a philosophical pessimist following the implications of the central 

thesis stated above to its logical conclusion: if nonbeing is better than being, then we should 

strive for nonbeing, not just on an individual but species level. Another notable example comes 

from Eduard von Hartmann (1842-1906), who, despite being largely unknown today, attained the 

status of a celebrity in the late nineteenth century.  Described by one contemporary writer as 845

displaying a “mustache [that] is, I think, the longest in metaphysics,” Hartmann also fully em-

braced Schopenhauer’s pessimism, although he provided a more systematic account of life’s un-

ending awfulness.  However, his overall picture of the universe uniquely combined Schopen846 -

hauerian pessimism with an “optimistic” account of goal-directed historical development that 

was heavily influenced by Georg Wilhelm Friedrich Hegel. (Mainländer seems to have been in-

fluenced by Hegel, too, but much less so.) As Hartmann himself wrote in the tenth edition of his 

most famous book, titled The Philosophy of the Unconscious (1869), “should the position of my 
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system of philosophy be characterized in a few words, one could say: it is a synthesis of Hegel’s 

and Schopenhauer’s systems with a decisive preponderance of the former.”  847

 To understand Hartmann’s position, it is necessary to describe some of Schopenhauer’s 

philosophy. For Schopenhauer, the universe is animated by what he called “the will,” which 

refers to the “blind striving” that underlies all suffering in the world. The urge to satisfy our bio-

logical needs, to acquire power, prestige, and money, etc. are all driven by the will. The only 

hope of “redemption” or “salvation” is to subjugate or deny the will, which one achieves through 

aesthetic appreciation, asceticism, and mystical experience. (Unfortunately, these are only avail-

able to a small, elite demographic: geniuses and saints, respectively. Mainländer, in fact, aimed 

to outline a non-elitist path to redemption for the common man by advocating suicide and celiba-

cy, which are of course available to everyone.) Hartmann vociferously rejected Schopenhauer’s 

path to serenity, a personal state of being similar to what the Buddhists would call nirvana (liter-

ally, “extinction, disappearance”) and Hindus would call moksha (literally, “emancipation, libera-

tion, release”). Like many others at the time, he worried that the “ascetic attitude of renunciation, 

resignation, and will-lessness” would only lead to quietism, or the view that one should give up 

trying to change the world for the better.  848

Hartmann thus aimed to establish a new, pantheistic, “rational” religion that could fill the 

space left behind by Christianity and, in doing so, provide people with a reason to live, a purpose 

in life, and the motivation needed to actively strive for a better world, thereby replacing quietism 

with a kind of activism. At the heart of this religion was an evolutionary account of history that, 

as with Mainländer’s view, posited a “final redemption from the misery of volition and exis-

tence” as the ultimate telos toward which the universe is developing.  This redemption corre849 -

sponds to, of course, a future condition of complete and total annihilation—not just the final ex-

tinction of humanity, but a sort of universal final extinction of all sentient life everywhere and 

forever. How exactly will humanity bring this about? How could we annihilate the very possibili-

ty of all life in the entire cosmos? Unlike Mainländer, Hartmann completely rejected both antina-

talism and promortalism, which renders these questions even more urgent and perplexing. What, 

then, was Hartmann’s plan? 
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 To answer these questions, let’s begin with Hartmann’s claim that humanity will have 

progressed through three stages of “illusions.” In the first, people strove to achieve happiness in 

the present world, as exemplified by the ancient Greeks. In the second, people recognized the 

evils of life and impossibility of happiness here and now but came to believe that happiness 

would be attained in the afterlife, as exemplified through Christianity. Finally, in the third, people 

came to believe that material progress would ultimately lead to a better world in which happiness 

will indeed become attainable, as exemplified by the progressivism of Enlightenment philoso-

phers like Condorcet. But the truth is that happiness is impossible here and now, there is no after-

life, and no matter what progress humanity makes, life will always be suffering. Indeed, Hart-

mann claimed that suffering will only grow as humanity becomes increasingly aware of how bad 

existence is. Yet so long as our consciousness continues to develop, we will eventually realize 

that there is a way out: to achieve happiness, we must attain a state of painlessness; and to attain 

a state of painlessness, we must terminate the “world-process” in its entirety. This is Hartmann’s 

final redemption, and it is precisely because our world will someday see redemption that, he ar-

gued against Schopenhauer, we actually occupy “a best possible world.” There is hope after all: 

the hope of total annihilation, and hence the elimination of all suffering once and forever. 

 But we still have not answered the practical question above: how could we actually 

achieve this? Hartmann, in fact, does not go into details, but is not bothered by his inability to 

delineate a precise means of universal annihilation. “Our knowledge is far too imperfect, our ex-

perience too brief, and the possible analogies too defective, for us to be able, even approximate-

ly, to form a picture of the end of the process,” he wrote. As society continues to develop over 

time, the answer will gradually peak over the horizon of imaginability and the practicality and 

logistics of universal annihilation will become visible. Indeed, this is one reason that Hartmann 

so strongly opposed antinatalism and promortalism: by refusing to have children or by killing 

ourselves, we impede the movement of the world-process toward this ultimate telos and, conse-

quently, only prolong suffering. This is also why Hartmann so deeply despised the quietism of 

Schopenhauer: 
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[I]t threatens to bring the world-process to stagnation, and to perpetuate the mis-

ery of existence. What would it avail, e.g., if all mankind should die out gradually 

by sexual continence? The world as such would still continue to exist, and would 

find itself substantially in the same position as immediately before the origin of 

the first man; nay, the Unconscious would even be compelled to employ the next 

opportunity to fashion a new man or a similar type, and the whole misery would 

begin over again. 

“Therefore,” he declared, “vigorously forward in the world-process as workers in the Lord’s 

vineyard, for it is the process alone that can bring redemption!” 

 Hartmann did specify several necessary conditions for humanity to reach this telos, such 

as “the consciousness of mankind [being] penetrated by the folly of volition and the misery of all 

existence” and there being “sufficient communication between the peoples of the earth to allow 

of a simultaneous common resolve.” But he also argued that there is no guarantee that humanity 

will ever satisfy conditions, even though the complete annihilation of everything forever is the 

inevitable terminus of the world-process itself. Here Hartmann seems to have drawn from (a) the 

theory of evolution (recall that Darwin’s Origin had been published exactly ten years earlier), 

and (b) the plurality of worlds model of the universe, writing that 

whether humanity will be capable of so high an enhancement of consciousness, or 

whether a higher race of animals will arise on earth, which, continuing the work 

of humanity, will attain the goal, or whether our earth altogether is only an 

abortive attempt to reach such [a] goal, and it will only be reached, when our little 

planet has long been reckoned to the frozen celestial bodies, on a planet invisible 

to us of another fixed star under more favourable conditions, is hard to say.  850

In other words, if humanity doesn’t get the job done, either our successors on Earth (before Earth 

becomes uninhabitable; Hartmann may have been thinking about the Second Law here ) or 851

some unknown future species of extraterrestrial intelligences eventually will—“if” is not in ques-
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tion, only “when” is. This, again, is why Hartmann saw his new religion as “optimistic,” and 

why he thought we occupy “a best possible world.” Yet the question remains: how could any 

species, wherever or whenever it exists, annihilate the entire cosmos? The answer comes from 

Hartmann’s metaphysics—specifically, his idealism, according to which the existence of objects 

requires the existence of a subject (for example, us), and hence the annihilation of all subjectivity 

metaphysically entails the annihilation of all objectivity. Without creatures like us, the universe 

simply cannot exist, and if the universe does not exist, there is no possibility of suffering ever 

again rearing its ugly head.  852

LIFELESS AS THE MOON 

 While the very first remarks about the normative status of human extinction—Mon-

tesquieu, Godwin, Shelley—agreed that the process and/or outcome would be in some sense bad, 

a number of prominent German philosophers in the late-nineteenth century explicitly and vigor-

ously argued that, in fact, the outcome would be very good and something that we should active-

ly strive to bring about. This was intimately connected to the decline of religious belief during 

the 1800s, although, interestingly, the Second Law—the triggering factor behind the first shift in 

existential mood—did not seem to play any significant role in the rise of philosophical pes-

simism. This is despite (a) its obviously dismal implications for the long-term future of humani-

ty, and (b) the fact that it was first formulated and subsequently developed in Germany (by 

Rudolf Clausius and then by Ludwig Boltzmann), which suggests that contemporary German 

philosophers would have likely known about it. Nonetheless, the pro-extinctionist views of 

Mainländer and Hartmann were built upon the pessimism of Schopenhauer—the most influential 

and lionized philosopher within Germany between 1860 and the beginning of WWI —and 853

hence one might wonder whether Schopenhauer himself endorsed our extinction, or other posi-

tions that would, as a necessary consequence, lead to our extinction (i.e., universal antinatalism 

or promortalism).  Oddly, Schopenhauer himself never took the obvious next step of inferring 854

the forward-looking claim (ii) above from the central thesis that non-existence is better than exis-

tence. He did, however, affirm something very similar to the backward-looking claim of (i), as 
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when he wrote in his essay “On the Suffering of the World,” published in Parerga and Par-

alipomena: 

If you imagine, in so far as it is approximately possible, the sum total of distress, 

pain, and suffering of every kind which the sun shines upon in its course, you will 

have to admit it would have been much better if the sun had been able to call up 

the phenomenon of life as little on the earth as on the moon; and if, here as there, 

the surface were still in a crystalline condition.  855

In other words, assuming that the moon is lifeless (which many people at the time would have 

rejected, as alluded to above), it would have been better if our planet were like its natural satellite 

in this respect. Writing in the same essay, Schopenhauer further declared that 

if the act of procreation were neither the outcome of a desire nor accompanied by 

feelings of pleasure, but a matter to be decided on the basis of purely rational con-

siderations, is it likely that the human race would still exist? Would each of us not 

rather have felt so much pity for the coming generation as to prefer to spare it the 

burden of existence, or at least not wish to take it upon himself to impose that 

burden upon it in cold blood? … For the world is Hell and men are on the one 

hand the tormented souls and on the other the devils in it.  856

Schopenhauer thus made clear that procreation is irrational, yet he stopped short of claiming that 

it is immoral and, therefore, something that we should refrain from doing. A similar statement 

comes from his earlier 1818 magnum opus titled The World as Will and Representation: 

Voluntary and complete chastity is the first step in asceticism or the denial of the 

will to live. It thereby denies the assertion of the will which extends beyond the 

individual life, and gives the assurance that with the life of this body, the will, 
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whose manifestation it is, ceases. Nature, always true and naive, declares that if 

this maxim became universal, the human race would die out.  857

Once again, though, Schopenhauer never contended that this maxim should become universal,  858

perhaps because his primary concern was overcoming and denying the will—the underlying 

source of all suffering in the world—and since the will pervades the whole cosmos, the blind 

striving of the will would continue to exist even if humanity were to disappear. But this is incon-

sistent with Schopenhauer’s own idealism, which implies that if humanity were to disappear, so 

would the universe itself, assuming that we are the only rational beings in it, which he may have 

believed. As Schopenhauer declared almost immediately after the passage just quoted: “With the 

entire abolition of knowledge, the rest of the world would of itself vanish into nothing; for with-

out a subject there is no object.”  This leaves it a mystery why Schopenhauer did not argue for 859

a pro-extinction view, coupled with an antinatalist means of bringing this about, whereby all 

people are enjoined to cease having children, ultimately leading to the complete annihilation of 

everything. Similarly, many critics have complained that Schopenhauer’s pessimism seems to 

straightforwardly entail pro-mortalism: if life isn’t worth living, why not find the nearest exit in 

the theater of being and say goodbye, as Sophocles and Mainländer suggested? But Schopen-

hauer argued against suicide, which he saw as a manifestation rather than denial of the will: it is 

precisely because one is driven by the will to attain a satisfaction in life that one becomes frus-

trated, as satisfaction is unattainable; the will then turns against itself, leading the frustrated indi-

vidual to end her life.  Even more, Schopenhauer contended that the loss of any particular indi860 -

vidual cannot destroy the cosmic will that pervades all existence, and hence suicide is not a solu-

tion to the problem of suffering. But of course if everyone were to kill themselves in a worldwide 

act of simultaneous mass suicide, this would not be the case: the universe would immediately 

“vanish into nothing,” replaced forever by “the blessed calm of nothingness.”  It is strange that 861

Schopenhauer never entertained this possibility. 

THE MURDERER AND THE GOOD 
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 While the zeitgeist of “worldpain” dominated Germany during the second half of the 

nineteenth century, Britain witnessed the development of an important new theory of ethics 

called utilitarianism, a version of which has become immensely influential within contemporary 

Existential Ethics. Indeed, as we will see in later chapters, the claim that Being Extinct, however 

it may be brought about, would constitute an inconceivably bad outcome—call it an axiological 

catastrophe—finds its strongest support from the utilitarian approach. That is, this theory, if un-

derstood in a “total” and “impersonalist” sense (see below), gives rise to one of the most power-

ful further-loss views, although not without engendering serious theoretical problems, as we will 

explore in chapter 11. The “Classical Utilitarians,” i.e., Jeremy Bentham (1748-1832) and John 

Stuart Mill (1806-1873), never wrote anything about this potential implication of the theory, per-

haps because (a) they were preoccupied with narrower questions of social and legal reform,  862

and (b) it was not clear at the time they were writing that human extinction was practically feasi-

ble in the near term, i.e., there were no known, widely accepted kill mechanisms capable of de-

stroying humanity on timescales that might have motivated theorizing about this possibility. 

There were, of course, plenty of proposed kill mechanisms, including population decline (Mon-

tesquieu), cometary collisions (Byron), global pandemics (Shelley), the desiccation of Earth 

(anonymous H), and maybe even large boilers exploding (Verne), but as we saw in Part I, none 

of these were taken seriously by leading intellectuals as genuine near-term threats to humanity.  863

 However, Henry Sidgwick (1838-1900), the most influential utilitarian since Bentham 

and Mill (at least up to the latter twentieth century, when Peter Singer appeared on the scene), 

did address the implications of our extinction in his 1874 masterpiece The Methods of Ethics, 

albeit in passing while discussing an unrelated issue. To understand Sidgwick’s claim about ex-

tinction, which yields a conclusion diametrically opposed to the pro-extinctionist view of Main-

länder and Hartmann, and is quoted frequently by contemporary philosophers sympathetic with 

utilitarianism, it is necessary to establish the basics of utilitarian ethics. This will also serve as a 

foundation for subsequent chapters, especially chapter 10, given the prominence of this theory 

within Existential Ethics today. To begin, utilitarianism is a form of consequentialism, whose 

central tenet is that what makes an act right or wrong depends entirely on whether the act chosen 

produces the greatest amount of “intrinsic value” or “the good” (these are synonymous) relative 
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to all the other acts available to the agent at the time. In other words, one’s action is morally right 

when and only when it maximizes intrinsic value and wrong whenever it does not. The direction 

of ethical reasoning thus proceeds from the evaluative to the deontic: first, figure out how much 

of the good would result, as a consequence, from the various actions available to you at the time, 

and then, second, take whichever action would result in the most good. Whatever is best (an 

evaluative notion) is what one ought to do (a deontic notion). Although you might find this claim 

obvious, or even tautological—surely we should always do what is “best,” right?—the idea that 

consequences are all that matters was a novel innovation, and upon closer examination encoun-

ters a number of serious objections. 

 To situate this theory in a broader historical context, the first systematic ethical theory in 

the Western tradition, dating back to Plato and Aristotle, was “virtue ethics.” On this account, 

ethics is about developing “virtuous” (in contrast to “vicious”) character traits like wisdom, 

courage, temperance, prudence, and fortitude through moral education and practice. These char-

acter traits, then, were seen as either contributing to or constituting a state called eudaimonia, 

which translates as “happiness” or “wellbeing.” Hence, the focus of virtue ethics is one’s moral 

character rather than one’s moral actions or choices, although of course one’s actions or choices 

may evince one’s moral character. To be a moral person is thus to be a virtuous person. Roughly 

two millennia later, Kant introduced a new “deontological” approach to ethics during the En-

lightenment. According to his theory, an act is morally right when and only when it stems from 

motives based entirely on considerations of the Moral Law, which he famously identified with 

the aforementioned Categorical Imperative. This completely divorced—at least on the common 

“absolutist” interpretation of his position—the deontic from the evaluative, that is, in the sense 

that the rightness/wrongness of one’s action has absolutely nothing to do with its consequences. 

For example, Kant argued that making false promises is always wrong because it fails to pass the 

universalizability test associated with the first, principal formulation (of four in total) of the Cat-

egorical Imperative: “act only in accordance with that maxim through which you can at the same 

time will that it become a universal law.”  The test is to universalize one’s “maxim of action” to 864

see whether it engenders a logical or practical contradiction.  In the case of making false 865

promises, if everyone were to make false promises, then it would become impossible to make 
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false promises, since no one would believe anything anyone ever says. Hence, the universalized 

maxim, let’s say, “I will make false promises for personal gain” yields, from within itself, as dis-

cernible entirely through rational reflection, a contradiction, which means that acting in accor-

dance with that maxim is impermissible, i.e., morally wrong. Kant held such a rigorist interpreta-

tion of this theory that he even argued, explicitly, that lying to a murderer in search of your 

friend, his next victim, would be wrong. Although the consequences of telling the truth would be 

bad—Kant himself would agree with this—doing otherwise would simply be immoral. As he de-

clared in an essay titled “On the Supposed Right to Lie From Benevolent Motives,” written in 

response to Benjamin Constant, who proposed the murderer scenario: “Truthfulness in state-

ments that one cannot avoid is a human being’s duty to everyone, however great the disadvan-

tage to him or to another that may result from it.”  866

 Utilitarians would assert, contra Kant, that there is nothing intrinsically wrong with the 

act of lying itself—nor with cheating, stealing, killing, and so on. To the contrary, you should do 

these things when they will produce the greatest amount of intrinsic value. (Of course, in the vast 

majority of cases, lying, cheating, and stealing very likely won’t produce the most good, and 

hence in most cases doing them would be immoral. But utilitarians would—as I believe everyone 

should—vehemently urge one to mislead the murderer knocking at one’s door.) This is why, as 

undergraduates who have taken an introductory course in ethics will know, consequentialism 

“puts the good before the right” whereas deontology “puts the right before the good,” which is 

just another way of stating the point above about the deontic (right) and the evaluative (good). It 

also explains why utilitarianism is a “teleological” theory, as I noted in the last chapter: morality 

on this account is about attaining the end of maximized intrinsic value or the good. Virtue ethics, 

at least in the form advocated by the ancient Greeks, can also be seen as teleological, given its 

aim of cultivating virtuous traits and attaining eudaimonia, while Kant’s deontological theory is 

decidedly “non-teleological.” 

 If the criterion of right conduct on the utilitarian theory is that one maximizes the good, 

what exactly is the good? What has intrinsic value? The Classical Utilitarians were hedonists, 

meaning that they built their theories of right action upon an underlying theory of value accord-

ing to which the one and only thing in the universe that is intrinsically valuable is pleasure or 
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happiness. As Bentham wrote, “pleasure is in itself a good; indeed it’s the only good … and pain 

is in itself an evil, and without exception the only evil.”  There are three things to note about 867

this: first, it differs from Schopenhauer’s claim that pleasure is nothing but the absence of pain, 

or suffering. On Bentham’s account, pleasure has positive value while pain has negative value, 

and the best outcomes are those in which, when all the pleasures and pains are summed together, 

the result is a net surplus of pleasure. Second, one could plausibly describe many types of things 

as intrinsically valuable in addition to pleasure, such as knowledge, beauty, friendship, love, and 

so on. But for hedonistic utilitarians like Bentham, such things have merely instrumental value: 

they are “good” only insofar as they conduce to the realization of pleasure. And third, since plea-

sure can be, it seems clear, experienced by sentient nonhuman animals, there is no reason to ex-

clude nonhumans from our moral considerations, i.e., they are “moral patients” (the objects of 

moral concern or consideration) even if they are not “moral agents” (subjects capable of being 

morally responsible for their actions/choices). In Bentham’s words, “the question is not, Can they 

reason? Nor, can they talk? But, can they suffer?”  This being said, the utilitarian may still fo868 -

cus more on how one’s actions affect humans rather than nonhumans, given that humans seem 

capable of experiencing more pleasures and pains than nonhumans. 

 Sidgwick developed this general framework into a sophisticated theory that diverged in 

significant ways from the theories defended by Bentham and Mill. Nonetheless, he accepted a 

hedonistic value theory according to which, roughly speaking, the good is what one ought to de-

sire, and what one ought to desire is pleasure or happiness. Hence, given the maximization prin-

ciple central to all consequentialist theories, Sidgwick held that we should aim to maximize hap-

piness. But how can we determine whether pleasure has in fact been maximized? How do we 

compare two possible consequences to see which contains more intrinsic value? Like his prede-

cessors, Sidgwick argued that pleasures and pains can be aggregated—added up to get a sum to-

tal of net pleasure or net pain. Following Bentham, he argued that summing pleasures and pains 

should be impartial to the identities of those sentient beings affected by our actions: it doesn’t 

matter which nationality, race, gender, social class, or even species that one belongs to; it doesn’t 

even matter where one exists in space or time, whether next door or on the other side of the plan-

et, in the present moment or distant future: each sentient being’s happiness or suffering must 
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count equally. In Sidgwick’s often-quoted phraseology, “the good of any one individual is of no 

more importance, from the point of view (if I may say so) of the Universe, than the good of any 

other.”  In other words, peering down from the disembodied eye of the cosmos, we are to im869 -

partially aggregate the pleasures and pains of all sentient beings, including nonhuman animals, to 

determine which consequences are best, and therefore which actions are right. 

 To illustrate with a famous example from Peter Singer, imagine walking past a shallow 

pond and seeing a child drowning in the water.  If you were to save the child, you would ruin 870

your clothes, which would be bad for you. Hence, if you were partial to yourself—i.e., if you 

counted your own happiness more than the happiness of the child and its parents—then you 

should keep walking. But from an impartial perspective, the “keep walking” option would fail to 

maximize happiness, and thus from the universe’s point of view you have a moral obligation to 

ruin your clothes and save the child. Or consider a controversial example that is often presented 

as a refutation of utilitarianism: a doctor could save five sick people by harvesting the organs of 

one healthy person. Although having one’s organs harvested would obviously be bad for that 

person, saving the five people would, at least prima facie, result in the greatest “Universal 

Good,” as Sidgwick put it.  Hence, the doctor should harvest the healthy person’s organs. 871

 But here we encounter another complication, which was noticed for the first time by 

Sidgwick: should maximize the average or total amount of happiness? Which of these one 

chooses—depending on another consideration that I will introduce below—will have major im-

plications for how bad our extinction, especially in the final and normative senses, would be. The 

distinction between average and total happiness can also make a difference to how one assesses 

scenarios like the doctor and her sick patients. For example, let’s say that the healthy person has 

a happiness level of 99, while each of the five sick patients have a happiness level of 20, and 

that, if the five are saved, they will each have an improved happiness level of 35 while the person 

whose organs are harvested will fall to 0. Given these numbers, if what matters is the average 

happiness, then the doctor should indeed harvest the healthy person’s organs, since this would 

result in an average happiness level of (35x5)/5 = 35, which is greater than the average happiness 

level in the no-harvest scenario: [(20x5)+99]/6 = 33. In contrast, if what matters is the total hap-

piness level, then the no-harvesting scenario is best, since it would result in a total level of 
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(20x5)+99 = 199, while the harvesting scenario would result in a total level of 35x5 = 175. Dif-

ferent wellbeing levels will give different results. The point is that one’s adoption of averagism 

or totalism, as they are sometimes called, can make a crucial difference to which actions one 

takes to be right and wrong. While the Classical Utilitarians did not really distinguish between 

these two interpretations, Sidgwick not only emphasized the distinction but was clear about his 

own view, which aligned with the totalist interpretation, now standardly called “total utilitarian-

ism,” whereby right actions are those that maximize the total quantity of pleasure.  872

THE INCONCEIVABLE CRIME OF UNIVERSAL CELIBACY 

 We are now in a position to understand Sidgwick’s anti-extinction position. Consider, he 

says, how particular acts can produce more good than bad, but when adopted by a sufficiently 

large number of people, the result can be more bad than good. For example, “no one (e.g.) would 

say that because an army walking over a bridge would break it down, therefore the crossing of a 

single traveller has a tendency to destroy it.” Hence, there may be acts that are not wrong on the 

assumption that they “will not be widely imitated” by others, but wrong when many people per-

form those acts together. This leads Sidgwick to consider “the case of Celibacy,” which he may 

have thought of because of his impressive “fluency in German philosophy.”  (Indeed, not only 873

could Sidgwick read German, but his 1886 Outlines of the History of Ethics includes sections on 

“German Pessimism,” “Schopenhauer,” and “Hartmann.”) Applying the above idea to celibacy, 

Sidgwick declared that 

a universal refusal to propagate the human species would be the greatest of con-

ceivable crimes from a Utilitarian point of view;—that is, according to the com-

monly accepted belief in the superiority of human happiness to that of other ani-

mals;—and hence the [Kantian] principle [of universalizability], applied without 

the qualification [that one engages in celibacy on the assumption that enough oth-

er people won’t], would make it a crime in any one to choose celibacy as the state 

most conductive to his own happiness. But Common Sense (in the present age at 
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least) regards such preference [for celibacy] as within the limits of right conduct; 

because there is no fear that population will not be sufficiently kept up, as in fact 

the tendency to propagate is thought to exist rather in excess than otherwise [a 

likely reference to Malthus, as it happens] (italics added).  874

Here we can discern two arguments, one of which has been much more influential within Exis-

tential Ethics than the other. (A) Sidgwick is saying that, even if the process of Going Extinct 

were entirely voluntary, since most of the happiness in the world comes from human beings 

rather than nonhuman animals, the loss of humanity would greatly decrease the total amount of 

happiness in the world, which would be bad and therefore wrong. (B) The second is that, since a 

very large number of humans could exist in the future, and since what matters is the total amount 

of “happiness on the whole” apart from any individual’s happiness, our extinction would be ex-

tremely bad because it would prevent the realization of all this future happiness and hence great-

ly reduce the total quantity of happiness in the universe, across not just space but time as well. 

Put differently, the primary locus of the badness of extinction on this account is the state or con-

dition of Being Extinct, during which happiness that could have existed never will exist. Or in 

modern economic terms, the “opportunity cost” of Being Extinct could be enormous, and this is 

why our extinction would constitute an axiological catastrophe. This would be the case whether 

our extinction were natural or anthropogenic in etiology, and it is why—given the utilitarian 

connection between badness and wrongness—Sidgwick concluded that even voluntary human 

extinction would be extremely wrong: the worst moral crime that humanity could possibly com-

mit. 

Here we have a further-loss view par excellence, since what makes extinction so bad is 

all the lost future value that it would entail, where this lost value goes well beyond whatever 

losses (harms, suffering) might be involved in the process or event of Going Extinct (in the case 

of voluntary universal celibacy, these would presumably be minimal). Hence, Sidgwick’s posi-

tion in Existential Ethics was radically different from, in a sense the compete opposite of, Main-

länder’s and Hartmann’s positions, although Sidgwick did not elaborate on these ideas, perhaps 

for the same reason Bentham and Mill did not: our extinction was not widely recognized at the 
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time as an outcome that could actually obtain. In particular, there was no reason to believe that, 

aside from universal celibacy and suicide, both highly improbable, humanity was capable of 

bringing about its collective non-existence. 

 It is important to note that both (A) and (B) above intersect with yet another, orthogonal 

distinction between (a) “person-affecting,” and (b) “impersonal,” or “impersonalist,” interpreta-

tions. Consider the difference between saying, “Of those people who currently exist, we should 

maximize the total amount of their happiness,” and “We should maximize the total amount of 

happiness in the universe as a whole.” The first corresponds to what Jan Narveson described as 

“making people happy,” that is, making people who currently exist happier, while the second en-

tails “making happy people,” that is, creating new people conditional on them having worthwhile 

lives.  Put differently, if what matters is how much total value there is in the whole universe, 875

then a “total-impersonalist” version of utilitarianism implies that we have a moral obligation to 

create additional, extra people (or sentient beings in general) with worthwhile lives for the sake 

of achieving this axiological end. Sidgwick himself adopts this total-impersonalist version, 

which has become the most widely accepted version of utilitarianism today.  In Sidgwick’s 876

words, 

Utilitarianism directs us to make the number [of beings] enjoying [happiness] as 

great as possible. … For if we take Utilitarianism to prescribe, as the ultimate end 

of action, happiness on the whole, and not any individual’s happiness, unless con-

sidered as an element of the whole, it would follow that, if the additional popula-

tion enjoy on the whole positive happiness, we ought to weight the amount of 

happiness gained by the extra number against the amount lost by the remainder. 

So that, strictly conceived, the point up to which, on Utilitarian principles, popula-

tion ought to be encouraged to increase, is not that at which average happiness is 

the greatest possible … but that at which the product formed by multiplying the 

number of persons living into the amount of average happiness reaches its maxi-

mum.  877
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All of this is to say that Sidgwick’s further-loss view was based on a total-impersonalist version 

of utilitarianism, which subdivides into the two considerations above, (A) and (B). However, in-

terestingly, Sidgwick would have rejected a different further-loss view, namely, that suggested by 

Shelley in The Last Man. Since, according to Sidgwick, the one and only intrinsically valuable 

thing is happiness—hedonism is a monistic theory of goodness—the value of what he called the 

“ideal goods,” or non-hedonic goods like knowledge and beauty, is entirely dependent upon the 

existence of beings like us. Why? Because they have merely instrumental value, meaning that 

they are good only “in so far as they conduce either (1) to Happiness or (2) to the Perfection or 

Excellence of human existence,” where (2) refers to the “ultimate practical end” of “attaining an 

ideal or nearly ideal set of mental qualities, which we admire and approve when they are mani-

fested in human life.”  Hence, only when the loss of such goods negatively affect our happi878 -

ness, or our ability to achieve happiness, would this be bad; otherwise, without humanity around, 

the disappearance of the “adornments of humanity” that Shelley lists would not be bad in 

itself.  Here we have, by the 1870s, two distinct further-loss views, one focused on the things 879

we value no longer existing after we ourselves are gone, and the other focused on the happiness 

that would be lost if the human story were to come to an end. These are not mutually exclusive, 

although Shelley did not say anything about the latter, while Sidgwick would not have accepted 

the former. 

A UNIVERSE IN RUINS 

 Although the particular brand of pessimism that emerged in Germany, inspired by 

Schopenhauer, was largely confined to its cultural borders, the late nineteenth and early twentieth 

centuries witnessed a broader shift within the West toward a more generally pessimistic outlook 

on human existence—what Peter Bowler refers to as “cosmic pessimism” —due to the loss of 880

religious belief paired with the implications of Darwin’s theory of evolution and the Second Law 

of thermodynamics. This sense of cosmic pessimism was further exacerbated by the rapid eco-

nomic, technological, and societal transformations brought about by modernization, along with 

pervasive anxieties about cultural and biological degeneration, which found expression in afore-
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mentioned books like Sir Edwin Ray Lankester’s Degeneration: A Chapter in Darwinism (1880) 

and H. G. Wells’ The Time Machine (1895).  881

 In Britain, for instance, this pessimism tended to focus less on the suffering of life and 

more on the meaning of life given that (a) the universe has no external source of purpose (i.e., 

God in the Christian worldview), (b) the a-teleological nature of Darwinian evolution implies 

that our existence is something of an accident, and (c) in the end, due to the inexorable increase 

of entropy, everything that humanity has ever been and created—all the many triumphs and 

achievements, all the sacrifices and struggles—will be swallowed up by the solar or heat death, 

without a trace left behind. Following Iddo Landau, we can distinguish between two senses of 

“meaning.” The first concerns meaning or significance, as when someone says that “your apolo-

gy was very meaningful” or “this was the most meaningful event of my life.” The second con-

cerns understanding or comprehensibility, as when someone says that she has not yet “grasped 

the meaning of E = mc2” or “this sentence is meaningless.”  The death of God, integration of 882

humanity into the natural order, and discovery of the Second Law influenced thoughts about 

life’s meaning in both senses of the word, but especially the first: what importance can we attach 

to our existence, both as individuals and a species, and what sense can we make of this existence, 

of the fact that we are something rather than nothing, given the contingency of our evolutionary 

past and the inevitability of our future demise as the universe sinks into a frozen puddle of ther-

modynamic equilibrium? To quote the American philosopher Ralph Barton Perry, writing in 

1918, whereas “the old religion thought [of man] as ‘a little lower than the angels,’” a likely ref-

erence to the Great Chain, “the new materialism thinks of him as a little higher than the anthro-

poid ape.”  Similarly, William James wrote in his 1907 book Pragmatism that while “the notion 883

of God … guarantees an ideal order that shall be permanently preserved,” the future anticipated 

by modern science promises only death “without an echo; without a memory; without an influ-

ence on aught that may come after, to make it care for similar ideals.” He adds that “this utter 

final wreck and tragedy is of the essence of scientific materialism.”  884

 Hence, although the Second Law had little influence on the writings of the German pes-

simists, it played an important role in shaping the cosmic pessimism that arose elsewhere, such 

as in Britain. Again: what is the point of anything if total annihilation is guaranteed, even if the 
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laws of nature have not scheduled this to occur for many millions of years? In the end, all will be 

lost in the entropic shipwreck of time. To be clear, this is different than Shelley’s suggestion (re-

jected by Sidgwick) that our extinction would be bad because, in part, it would entail the loss of 

many valued things—the non-hedonic goods. Instead, the question is whether there is any point 

to creating these things in the first place, whether knowledge and beauty, even our own exis-

tence, matters in a universe that will ultimately erase whatever we draw. 

One of the most eloquent early statements of this crisis of meaning came from the British 

conservative and Prime Minister Arthur Balfour (1848-1930), who is best-known today for the 

“Balfour Declaration” that helped establish the state of Israel in Palestine, and who happened to 

be Sidgwick’s brother-in-law (although Balfour was not himself a utilitarian). Balfour argued 

that the materialistic or naturalistic worldview as so impoverished, both morally and emotionally, 

that we should reject it as unacceptable. In an academic paper published the same year as 

Wells’ “The Extinction of Man” and Flammarion’s Omega,  he described the situation as fol885 -

lows (quoting him at length): 

Man, so far as natural science by itself is able to teach us, is no longer the final 

cause of the universe, the heaven-descended heir of all the ages. His very exis-

tence is an accident, his story a brief and discreditable episode in the life of one of 

the meanest of the planets. Of the combination of causes which first converted a 

dead organic compound into the living progenitors of humanity, science, indeed, 

as yet knows nothing. It is enough that from such beginnings famine, disease, and 

mutual slaughter, fit nurses of the future lords of creation, have gradually evolved, 

after infinite travail, a race with conscience enough to know that it is vile, and in-

telligence enough to know that it is insignificant. We survey the past and see that 

its history is of blood and tears, of helpless blundering, of wild revolt, of stupid 

acquiescence, of empty aspirations. We sound the future, and learn that after a pe-

riod, long compared with the individual life, but short indeed compared with the 

divisions of time open to our investigation, the energies of our system will decay, 

the glory of the sun will be dimmed, and the earth, timeless and inert, will no 
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longer tolerate the race which has for a moment disturbed its solitude. Man will 

go down into the pit, and all his thoughts will perish. The uneasy consciousness, 

which in this obscure corner has for a brief space broken the contented silence of 

the Universe, will be at rest. Matter will know itself no longer. “Imperishable 

monuments” and “immortal deeds,” death itself, and love stronger than death, will 

be as though they had never been. Nor will anything that is be better or be worse 

for all that the labor, genius, devotion, and suffering of man have striven through 

countless generations to effect. 

He continued, arguing that 

it is no reply to say that the substance of the moral law need suffer no change 

through any modification of our views of man’s place in the Universe. his may be 

true, but it is irrelevant. We desire, and desire most passionately when we are 

most ourselves, to give our service to that which is universal, and to that which is 

abiding. Of what moment is it, then (from this point of view), to be assured of the 

fixity of the Moral Law when it and the sentient world, where alone it has any 

significance, are alike destined to vanish utterly away within periods trifling be-

side those with which the Geologist and the Astronomer lightly deal in the course 

of their habitual speculations?  886

These passages are strikingly similar to lines from an essay published nine years later by 

Bertrand Russell, titled “A Free Man’s Worship,” which I quoted in chapter 3. The fact that our 

universe will one day slide into everlasting darkness evokes within the scientific person, Russell 

argued, a crushing sense of “unyielding despair” (a nice contrast to the Franklinian “Comfort” of 

the previous existential mood), given 

that all the labours of the ages, all the devotion, all the inspiration, all the noonday 

brightness of human genius, are destined to extinction in the vast death of the so-
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lar system, and that the whole temple of Man’s achievement must inevitably be 

buried beneath the debris of a universe in ruins. 

He then asked: “How, in such an alien and inhuman world, can so powerless a creature as man 

preserve his aspirations untarnished?” Whereas Balfour argued that the solution is to abandon 

materialism, Russell contended that we can find some degree of worthwhileness in life, despite 

the inevitability of doom, by renouncing our desires and striving to create worlds of beauty 

through art and philosophy—a strategy for achieving “freedom” and “emancipation” from the 

“tyranny” of our predicament not unlike Schopenhauer’s prescription for tranquility through as-

ceticism, mystical experience, and aesthetic appreciation.  As we will see, the question of life’s 887

meaningfulness or value in the face of extinction was taken up by some philosophers during the 

second half of the twentieth century, although the focus at this time, during the Atomic Age, was 

near-term self-annihilation. 

ONE SALVATION, ONE ANSWER 

 Hence, in addition to the early statements about the normative implications of our extinc-

tion mentioned in previous sections, the prospect of this outcome, foregrounded by the new sci-

ence of thermodynamics, also stimulated novel thoughts about how the ultimate fate of the cos-

mos could affect, and undermine, the importance or significance of our efforts both as individu-

als and a collective whole. Before closing this chapter, let’s examine one more example of a 

philosopher writing before the third existential mood who addressed the question of life’s value 

and meaning, namely, the Norwegian philosopher, humorist, poet, and mountaineer Peter Wessel 

Zapffe. An atheist like Bentham, Mill, Sidgwick, Schopenhauer, Mainländer, and Russell, Zapffe 

agreed with Schopenhauer’s thesis that life is suffering and non-existence is better than exis-

tence, although he characterized the root causes of our predicament differently. By a stroke of 

evolutionary bad luck, he argued, nature has produced in humanity an excess of consciousness. 

Whereas all animals “know angst, under the roll of thunder and the claw of the lion,” the human 

being “feels angst for life itself—indeed, for his own being.” In other words, our cognitive sys-
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tems, our awareness of the evils built-into the universe—suffering and death—have developed 

and expanded to the point where they have become extremely maladaptive, giving rise to feel-

ings of “cosmic panic” that we must constantly fight off through defense mechanisms like “di-

version” (distraction) and “isolation” (a refusal to admit to oneself or others the awfulness of be-

ing alive).  Zapffe writes: “Man has lost his citizenship in the universe, he has eaten from the 888

tree of knowledge and has been banished from paradise. He is powerful in his world, but he 

curses his power because he has bought it with his soul’s harmony, his innocence, his comfort in 

life’s embrace.”  Indeed, one source of such spiritual disharmony arises from the fact that we, 889

as human beings with over-evolved minds, demand meaning, yet the modern scientific world-

view has exposed the fundamental meaninglessness of life. Not only does “what we call nature 

[show] neither morality nor reason,” but “its degeneration is inevitable, and nothing, not even 

man’s most glorious achievements, can escape final annihilation.”  890

 But this predicament is not evolutionarily unprecedented, i.e., we are not the only crea-

tures who have become “unfit for life by reason of an overdevelopment of a single faculty.” This 

tragedy also befell, or so the story goes, the “Irish elk” (a misnomer because it was a giant deer 

rather than an elk), which is said to have grown antlers so large that it was no longer able to lift 

its head, and consequently the species died out. “When one is depressed and anxious,” Zapffe 

explained, “the human mind is like such antlers, which in all their magnificent glory, crush their 

bearer slowly to the ground.” In a poignant illustration of our resulting situation, he opened his 

1933 article “The Last Messiah” with the following parable, quoted in full: 

 One night in times long since vanished, man awoke and saw himself. He 

saw that he was naked under the cosmos, homeless in his own body. Everything 

opened up before his searching thoughts, wonder upon wonder, terror upon terror, 

all blossomed in his mind. 

 Then woman awoke, too, and said that it was time to go out and kill some-

thing. And man took up his bow, fruit of the union between the soul and the hand, 

and went out under the stars. But when the animals came to their waterhole, 

where he out of habit waited for them, he no longer knew the spring of the tiger in 
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his blood, but a great psalm to the brotherhood of suffering shared by all that 

lives. 

 That day he came home with empty hands, and when they found him again 

by the rising of the new moon, he sat dead by the waterhole. 

In this story, it was the man’s capacity to grasp the enormity of suffering in the world, “through 

the gate of his empathy,” and the harms he was about to inflict on a fellow member of the 

“brotherhood of suffering,” that precipitated his demise, being unable to follow-through on na-

ture’s brutal imperative to kill and eat. Thus gripped by the cosmic panic of realizing life’s bru-

tality, we are confronted with two immediate options: to die like the protagonist above or to uti-

lize the aforementioned defense mechanisms for the sake of “artificially paring down [our] con-

sciousness,” which is analogous to chopping off a part of the problematic excess of thought and 

feeling bequeathed to us by evolution—a temporary rather than permanent solution. The fact that 

most people across history have saved themselves via the latter option is why “the human race 

[was] not wiped out long ago in great, raging epidemics of insanity.” 

 However, Zapffe proposed another option: for humanity to follow the Irish elk into obliv-

ion by refusing to procreate. In other words, he advocated a pro-extinctionist view (non-exis-

tence would be best, and we ought to bring this about) coupled with an antinatalist means of 

achieving this end. “The Last Messiah” outlines a provocative defense of this position, prophesy-

ing a “last Messiah” who, “after many saviors have been nailed to trees and stoned to death in 

the marketplace, … will come forth [and] before all other men [will] strip his soul naked and 

give himself wholly over to our most profound questioning, even to the idea of annihilation.” He 

will then declare: 

 The life on many worlds is like a rushing river, but the life on this world is 

like a stagnant puddle and a backwater. 

 The mark of annihilation is written on thy brow. How long will ye mill 

about on the edge? But there is one victory and one crown, and one salvation and 

one answer: 
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 Know thyselves; be unfruitful and let there be peace on Earth after thy 

passing.  891

Although humanity may reject the imperative to “be unfruitful” by continuing to seek temporary 

relief through the use of defense mechanisms, the fact is that we are an evolutionary mistake: our 

oversized consciousness makes us, as a default, much too aware of the suffering and meaningless 

of existence. Hence, the only permanent solution is for our species to bow out of existence and 

let nature carry on as it was. 

THE FIRST WAVE 

 To conclude this chapter, the wave of Existential Ethics that spanned the first and second 

existential moods contained a diversity of incipient thoughts about the goodness/badness, right-

ness/wrongness of our extinction, which most understood ostensibly in the final sense. Mon-

tesquieu may have been the earliest Western philosopher to express in writing the view that hu-

man extinction itself would be a tragedy, independent of how it comes about, while Shelley ges-

tured at the idea that extinction would be bad because it would entail certain further losses: 

knowledge, science, poetry, philosophy, and so on. Meanwhile, we saw that philosophers like 

Sade and Kant (during his critical phase) referenced our extinction in service of making some 

unrelated point or argument, and the plurality of worlds cosmology that emerged in the seven-

teenth and eighteenth centuries led many theorists to suggest that the destruction of our world 

would be a matter of evaluative indifference, all things considered, a conclusion based on the 

principle of plenitude: this might be bad for us, but it wouldn’t be bad cosmically speaking. In 

discussing these examples, we introduced some new technical terms: the “default view” is the 

widely accepted idea that our extinction, if brought about by a catastrophe, would be bad at least 

for the obvious reason that all catastrophes are bad. The “equivalence thesis” refers to the reduc-

tionistic view that the badness/wrongness of extinction is entirely reducible to the badness/

wrongness of Going Extinct. The “no-ordinary-catastrophe thesis” states that an extinction-caus-

ing catastrophe could introduce suffering that would not otherwise obtain in less extreme circum-
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stances, such as intense feelings of loneliness, dread, and hopelessness induced by the expecta-

tion that “it is all over now.”  And, finally, “further-loss views” identify some additional source 892

of badness above and beyond whatever harms might be caused to people during the process or 

event of Going Extinct, a class of positions rejects the equivalence thesis. 

 We then turned to various “pro-extinctionist views,” which most of the philosophers who 

addressed our extinction in the late nineteenth century endorsed. For example, Mainländer imag-

ined the human species dying out due to a failure of reproduction, while Hartmann advocated the 

complete annihilation of the universe (world-process) through some as-yet unspecified means. If 

life is nothing but aimless suffering—a perpetual cycle of needs (deprivation) and boredom (rest-

lessness under the crushing weight of mere existence), as Schopenhauer argued—then why not 

put the human species out of its misery? Surely extinction would be best. However, the late nine-

teenth century also witnessed the development of a theory that would later become one of the 

most influential within Existential Ethics: utilitarianism, understood specifically in “total” and 

“impersonalist” terms. In presenting this theory, Sidgwick became the first of the utilitarians to 

articulate the ethical implications of our disappearance—in particular, the state or condition of 

Being Extinct—from this perspective. Even if bringing about our extinction were entirely volun-

tary and painless, he argued, it would still be extremely immoral because the outcome would be 

extremely bad, and the outcome would be extremely bad because it would preclude the realiza-

tion of future value that could otherwise have existed. 

 Yet, while extinction brought about by, e.g., universal celibacy is extremely improbable—

as everyone would have agreed, including Mainländer and Zapffe—the discovery of the Second 

Law in the 1850s established as scientific fact that our presence within the cosmic theater of be-

ing is necessarily transitory. In the end, the dictatorship of entropy will quash all the armies of 

life, wherever they may be, rendering our once-hospitable universe eternally cold and lifeless—

so says the fundamental laws of physics.  This new scientific eschatology thus led some 893

philosophers to question whether the inevitability of our collective demise in any way diminishes 

the meaning, importance, significance, or comprehensibility of human existence. “[E]ven more 

purposeless, more void of meaning,” Russell wrote, “is the world which Science presents for our 

belief.”  If there is no external source of meaning, no afterlife, no grand plan for the cosmos, no 894
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God, and if the same dismal fate awaits us no matter how we occupy ourselves in the meantime, 

then what is the point of anything? All will crumble to ashes and dust. While Russell attempted 

to provide an answer for how human beings can find some degree of liberation from this dictato-

rial predicament, others, like Zapffe, seemed to view it as yet another reason for why it would be 

best if humanity were to cease existing. 

IMPOSSIBILITY AND METAETHICS 

 As this shows, a primary focus of the first wave was the evaluative implications of our 

complete and permanent disappearance without leaving behind any successors: the final end to 

our story. Would this be good or bad, better or worse, etc. and why? And how might the anticipa-

tion, or scientific knowledge, of our eventual extinction introduce additional harms or chip away 

at the value and meaning of our existence as individuals and a collective whole? Some also fo-

cused on the deontic, that is, on whether extinction is an outcome we should work to either bring 

about or prevent. Although only a handful of intellectuals weighed-in on the topic, more en-

dorsed our extinction (we should disappear) than claimed otherwise (we shouldn’t disappear), 

which points toward a rather surprising start to the field of Existential Ethics: annihilation was 

favored overall by the relatively small demographic of writers and philosophers, especially in the 

late nineteenth century, who broached the topic. 

 But this was before there were any widely recognized, scientifically credible anthro-

pogenic kill mechanisms that could destroy humanity in the relative near term, and hence before 

there was any urgent need to examine the normative questions surrounding human extinction. If 

there is no “can,” then why theorize about the “ought”? As noted in chapter 3, there was growing 

anxiety during the first half of the twentieth century, especially after WWI, about a secular apoc-

alypse brought about by advancements in science and the ever-growing arsenal of weapons of 

mass destruction. Recall, for example, that Frederick Soddy and Ernst Rutherford suggested in 

the early twentieth century that a “planetary chain reaction” could potentially destroy Earth by 

converting all of its elements into new elements like helium, a frightening possibility that was 

widely known by the 1930s, even among schoolchildren.  Decades later, writing in the dark 895
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shadows of the Great War, which saw millions slaughtered by the new machines of mass death, 

Winston Churchill warned that technology could obliterate civilization in his 1924 article “Shall 

We All Commit Suicide?,” while Sigmund Freud concluded his 1930 Civilization and Its Discon-

tents with the (hyperbolic) declaration that “men have brought their powers of subduing the 

forces of nature to such a pitch that by using them they could now very easily exterminate one 

another to the last man.”  896

 However, the rising prominence of the idea of human self-extinction during this early-

twentieth-century period (see Appendix 1) was not accompanied by any corresponding increase 

in attention to the topic from philosophers. To the contrary, it was almost entirely neglected by 

the philosophical community, Zapffe being the most notable exception (although his assessment 

of the goodness/badness of our extinction was based on considerations of the fundamental fea-

tures of the human condition—e.g., suffering and meaninglessness in a world devoid of purpose 

and destined to perish—rather than of our expanding destructive capabilities). Within the “Ana-

lytic Philosophy” tradition, which emerged around the turn of the century, this may have been 

due not only to the aforementioned fact that anthropogenic annihilation was not obviously possi-

ble (despite ominous indicators that this could soon change), but to the fact that, following the 

publication of Moore’s Principia Ethica in 1903, moral philosophers became overwhelmingly 

preoccupied with metaethical issues (the semantic, metaphysical, and epistemological aspects of 

morality) rather than normative ethics (what is right and wrong; what we ought to do). Indeed, it 

was not until the 1960s that normative ethics began to reemerge as a subject of active research 

among analytic philosophers. This decade—the beginning of the Age of Atheism, as it hap-

pens—also marked the first time that a large number of philosophers approached normative 

ethics from a specifically secular perspective. As Derek Parfit observed in 1984, “How many 

people have made Non-Religious Ethics their life’s work? Before the recent past, very few,” to 

which he added: 

After Sidgwick, there were several Atheists who were professional moral philoso-

phers. But most of these did not do Ethics. They did Meta-Ethics. They did not 

ask which outcomes would be good or bad, or which acts would be right or 
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wrong. They asked, and wrote about, only the meaning of moral language, and the 

question of objectivity. Non-Religious Ethics has been systematically studied, by 

many people, only since about 1960.  897

Although, as we will see, a few atheistic philosophers considered the normative dimensions of 

human extinction prior to 1960, the collision of these two developments—the feasibility of self-

annihilation and the emergence of secular normative ethics—was integral to the second wave of 

theoretical work in Existential Ethics, which focused almost entirely on the ethical aspects of 

human self-annihilation. It is to this that we now turn. 
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CHAPTER 9: ETHICAL INNOVATIONS OF THE POSTWAR ERA 

THEMES OF THE SECOND WAVE 

 The second wave coincided with the third and fourth existential moods, extending from 

the 1950s to the late 1990s. This period saw the articulation of an extraordinarily wide range of 

innovative new ideas about the deontic and evaluative aspects of our extinction, especially self-

extinction caused by nuclear conflict or environmental degradation, within both the Analytic and 

Continental traditions of philosophy (a problematic distinction that I use only for expositional 

convenience ). Major themes include the idea that nuclear weapons have fundamentally altered 898

the human condition, and that this historically unprecedented situation has rendered traditional 

ethical theories outdated or obsolete. These theories, the argument went, simply weren’t designed 

to address the possibility of “some human beings annihilating all human beings,” to paraphrase 

John Somerville’s definition of “omnicide,” and hence philosophers are tasked with devising 

new theoretical frameworks, or reworking old frameworks in significant ways, to accommodate 

the unique challenges of the postwar era arising from our newly acquired powers of action.  899

This led some to propose new moral principles, commandments, and imperatives custom-made 

for this purpose, although these have been, for the most part, mostly ignored by subsequent 

philosophers. 

 Others outlined novel arguments for why our extinction would be bad or wrong, with 

some claiming that it could constitute a tragedy of quite literally cosmic proportions. These were 

variously based on considerations of the progress humanity has so far made, the likelihood of 

further progress in the future, our potential uniqueness in the universe, the “unfinished business” 

of humanity, the possibility of “vicarious immortality,” the nature of loving or cherishing things, 

the meaningfulness or value of our lives, and the fact that the story of humankind and civilization 

may be only just beginning. Central to some such arguments was what I will call “deep-future” 

and “potentiality” thinking, where the first refers to the secular recognition that humanity could 

survive for millions or billions of years to come, and the second to the idea that the future could 

be much better than the present. Since extinction would foreclose this potentially very long and 
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prosperous future, the badness of this outcome far exceeds whatever suffering and harm the 

process or event of Going Extinct might inflict on those living at the time. It thus matters greatly 

that we avoid our extinction. As one philosopher argued, the difference between 99- and 100-

percent of humanity dying out is not merely one percentage point; we must also consider the fact 

that this extra percentage point would mean the permanent end of the entire human story, which 

would be very bad. 

 Some philosophers supported this further-loss view by embracing Henry Sidgwick’s to-

tal-impersonalist utilitarianism, although other utilitarians favored a person-affecting version that 

led to a quite different conclusion, namely, that the state or condition of Being Extinct would not 

be bad, as there would be no one around the bemoan the non-existence of humanity. If no people 

are affected, then this cannot be bad. It follows that there is no moral obligation to ensure the 

perpetuation of our species: a universal refusal to keep humanity going, for example, wouldn’t be 

a morally criminal act, contra Sidgwick. Some even held that the person-affecting restriction im-

plies that we should all stop having children, which straightforwardly entails, it seems, that hu-

manity should go out of existence. However, other utilitarians of yet another sort contended that 

Being Extinct would be positively good, as it would mean the end of all human misery, pain, and 

suffering. If what matters, they claimed, is the reduction of suffering rather than the promotion of 

happiness, then we should want humanity to no longer exist. Many radical environmentalists 

held a similar pro-extinction view, although their reasons were based on the fact that Homo sapi-

ens—or, as some liked to say, Homo shiticus—has been a hugely destructive force in the bios-

phere. While most endorsed an antinatalist means of Going Extinct, others advocated for pro-

mortalism (we should kill ourselves) and even omnicide (someone should kill everyone).  900

 In the majority of cases, the focus of these arguments and positions concerned final ex-

tinction, though others seemed to have terminal extinction in mind. Several philosophers also 

discussed normative extinction, as when one argued that given a choice between life under totali-

tarian rule, exemplified in the twentieth century by the regimes of Nazism and Stalinism, and 

total nuclear annihilation, we should prefer the latter, an idea famously encapsulated by the slo-

gan “Better dead than Red.” Another philosopher, whose work introduced an early version of the 

Precautionary Principle, worried that advanced technologies could enable radical modifications 
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of the human organism that compromise our fundamental human dignity, which would be just as 

catastrophic, on this account, as the human story ending forever because our species dies out.  901

 Even more than with previous chapters, the organizing principles underlying the structure 

of this one will be both thematic and chronological. There are simply too many ideas, arguments, 

and normative viewpoints to present this segment of History #2 in a linear manner. The present 

chapter will also be the longest in the book. Let’s begin with a brief sketch of the historical con-

text in which this second wave unfolded. 

VIRTUALLY NO PHILOSOPHERS 

 Recall from chapter 4 that news of the atomic bombings of Hiroshima and Nagasaki pro-

voked an immediate sense, felt by many around the world, that something truly terrible had oc-

curred. The world-situation was fundamentally changed; a new epoch in human history had 

commenced beneath the shadows of two radioactive mushroom clouds. Yet there was little ex-

plicit mention of “human extinction” until after the 1954 Castle Bravo debacle, which ignited a 

firestorm of warnings from prominent figures that self-annihilation due to global thermonuclear 

fallout was now feasible, and perhaps highly probable in the near future, unless humanity forms 

a single world government or develops a “world” or “species” consciousness that extends across 

both sides of the Iron Curtain. As the journalist Adam Lapin described our situation in 1955, the 

choice confronting humanity was between “coexistence or no existence.”  902

 Given the historical shockwaves produced by Castle Bravo, one might expect that schol-

ars—especially moral philosophers—would have dropped their current projects and began 

studying the sociological, psychological, political, ethical, and so on, dimensions of our new ex-

istential predicament under the “nuclear sword of Damocles,” quoting John F. Kennedy once 

again.  Yet, restricting our discussion for the moment to the years between 1954 and ~1980, 903

this was largely not the case. Overall, most scholars gave the issue very little sustained attention. 

One exception occurred between 1954 and 1963, where the latter date corresponds to the signing 

of the Partial Test Ban Treaty by the Soviet Union, US, and UK, which turned down the rising 

thermostat of the Cold War. As the historian Paul Boyer observes, there were a “considerable 
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number” of “scientists … theologians, novelists, poets, psychiatrists, and psychologists,” as well 

as international relations theorists, during this period who did address the nuclear menace.  Yet 904

Boyer adds that “even at the height of the test-ban movement” in the late 1950s and early 1960s, 

“the involvement of American intellectuals with the nuclear threat was limited.”  The same 905

could be said about intellectuals elsewhere in the Western world. Paradoxically, as Robert Jay 

Lifton observed in 1982, it seems that “the more significant an event, the less likely it is to be 

studied,” an idea later dubbed “Lifton’s law.”  906

 However, even despite this momentary increase in scholarly attention, virtually no 

philosophers wrote anything about the risk of nuclear annihilation, and those who did tended to 

remain silent about the central normative questions of Existential Ethics—perhaps because, at 

the time, these questions hadn’t even been properly formulated yet. (Indeed, they remain some-

what confused up to the present, which is why chapter 7 was necessary to open Part II.) The 

philosopher Paul Arthur Schilpp (1897-1993) provides an example: he argued during a 1948 con-

ference presentation, published the following year in Philosophy, that philosophers have a crucial 

role to play in averting nuclear catastrophe. Yet, with one intriguing exception discussed below, 

Schilpp’s focus wasn’t Existential Ethics but how philosophers might lead efforts to establish 

peace by (i) showing people how to think rationally, (ii) establishing that all people around the 

world belong to a single human family, and (iii) accepting that every person has a common, fun-

damental dignity. These have become the philosophical community’s “three essential duties to 

fulfil … in this tragic hour,” as philosophers after Hiroshima 

cannot well afford to turn aside from what is perhaps the imperative task of the 

hour for reflective thinkers: the task, namely, of bringing to bear upon the existing 

human plight the best thinking of which the human mind is capable; nor to resign 

themselves to the notion that such may go on within the very narrow and limited 

confines of each philosopher’s peculiar “ivory tower”; but rather that—in such an 

hour as to-day—it becomes the unquestionable moral obligation of the philoso-

pher to attempt to make his impact not merely upon society at large (and still less 

in the minute), but even upon the heads of state and all those who hold, within the 
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hollow of their hands and their selfish nationalistic appetites, the fate not only of 

nations but perhaps of all mankind.  907

DEEP FUTURE, HUMAN POTENTIAL 

 One of the first philosophers of the Atomic Age who did address Existential Ethics was 

Bertrand Russell, who, in the wake of the Castle Bravo test, suddenly found a new use for his 

term “universal death,” which he introduced two and a half decades earlier in the eschatological 

context of thermodynamics.  In a number of publications from the 1950s onward, Russell ges908 -

tured at a several further-loss views according to which our extinction would be bad because it 

would (a) result in all the progress that humanity has made over the past 6,000 years or so going 

to waste, and (b) foreclose what could be a long and prosperous future for our descendants. In 

making the argument of (b), Russell provided an early example of deep-future thinking in Exis-

tential Ethics, where this term—as alluded to above—denotes the realization that if humanity 

does not destroy itself, it could exist for “many millions of years to come,” as Russell put it.  909

One can understand this as the futurological counterpart to what the journalist John McPhee 

called “deep time,” which refers to the discovery that Earth has existed for an extremely long 

time—much longer than James Ussher’s famous calculation, in the mid-seventeenth century, that 

Earth’s history began in 4004 BCE.  As Stephen Jay Gould writes, putting our own species’ 910

lifetime into grand-historical perspective, deep time is “the notion of an almost incomprehensible 

immensity, with human habitation restricted to a millimicrosecond at the very end!”  Deep time 911

was of course central to James Hutton’s uniformitarianism, and it became widely accepted 

among geologists following Charles Lyell’s 1830 book Principles of Geology.  912

 Whereas deep time was a product of geology—we can say somewhat simplistically—

deep-future thinking emerged from astronomy and cosmology, especially following the discov-

ery of the Second Law, which cast the eyes of physicists and science fiction writers toward the 

distant temporal horizon. For example, based on the Second Law, Lord Kelvin estimated that 

Earth will remain habitable for “many million years longer,” while Camille Flammarion estab-

lished that our sun would shine for at least another “twenty million years.”  H. G. Wells imag913 -
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ined the protagonist of The Time Machine travelling 30 million years into the future, and Sir 

James Jeans conjected in 1929 that we have “something on the order of a million million years to 

come,” which implies that “as inhabitants of the earth, we are living at the very beginning of 

time.”  Deep-future thinking was taken even further by Olaf Stapledon, whose 1930 Last and 914

First Men envisioned the future of humanity spanning the next 2 billion years, though his novel 

The Star Maker, published seven years later, outlined the evolution of life in the cosmos over a 

mind-boggling 500 billion years.  As we will see in later chapters, deep-future thinking has be915 -

come integral to the most influential position within contemporary Existential Ethics, and it 

played a role in catalyzing the futurological pivot discussed in chapter 6. However, it was Russell 

in the mid-1950s who explicitly linked the possibility of an exceptionally long future with nor-

mative questions about why bringing about our extinction would be bad or wrong. 

 Yet there is another, orthogonal issue that Russell foregrounded, and which is also rele-

vant to Existential Ethics: potentiality thinking. Whereas deep-future thinking is quantitative, po-

tentiality thinking is qualitative, as it concerns the question of how much better life could become 

rather than how much longer our lineage could persist. Advancements in science, new technolog-

ical developments, and the bending of the moral arc toward justice could significantly improve 

the human condition, this line of thinking goes, thus making life more wonderful than it has ever 

been—perhaps better than we can even imagine. At the heart of potentiality thinking is a future-

oriented conception of progress, which took shape during the Enlightenment in the work of 

Anne-Robert-Jacques Turgot (1727-1781) and, especially, Condorcet. This “progressivism” in-

fluenced many intellectuals throughout the nineteenth century, although it was challenged by 

worries arising in the latter 1800s over the possibility of evolutionary degeneration and so-called 

“racial senility.”  In some cases, the same individuals embraced both anxieties about decline 916

and the prospect of great things to come, as exemplified by the oeuvre of Wells. His 1902 essay 

“The Discovery of the Future,” for example, declares that “it is possible to believe that all that 

the human mind has ever accomplished is but the dream before the awakening,” and hence that 

“we are creatures of the twilight.”  While the idea of progress lost much of its appeal after the 917

horrors of WWII, it has been revived in recent decades by the modern transhumanists and advo-

cates of what is sometimes called “New Optimism,” such as Steven Pinker.  918
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THE TRIUMPHS OF THE FUTURE 

 Russell thus utilized deep-future and potentiality thinking in contending that our extinc-

tion would constitute a tragedy of enormous proportions. This view is found in two works of 

1954: first, in the closing chapter of his book Human Society in Ethics and Politics, poignantly 

titled “Prologue or Epilogue?,” and second, in his “Man’s Peril” radio address for the BBC.  In 919

the former, he began with a sweeping survey of all the progress humanity has made over the past 

6,000 years, during which written language was invented, nations grew into empires, and cumu-

lative cultural traditions gained momentum. After this retrospective picture of where we came 

from, he pivots toward a glance at what lies ahead, urging his readers to “view the world as as-

tronomers view it … thinking of the future as extending through many more ages than even those 

contemplated in geology.”  There is no reason to believe that Earth will not remain “habitable 920

for another million million years, and if man can survive, in spite of the dangers produced by his 

own frenzies, there is no reason why he should not continue the career of triumph upon which he 

has so recently embarked. … [T]he drama is only just begun.” 

 What might this triumph consist of? Russell singled out knowledge, but added that hu-

manity at its best deserves to be admired for the beauty that it has created, its “strange visions 

that seemed like the first glimpse of a land of wonder,” and its capacity of love and “sympathy 

for the whole human race, of vast hopes for mankind as a whole.” Over the coming thousands of 

years, given “the speed with which [Man] is acquiring knowledge there is every reason to think 

that, if he continues on his present course, what he will know a thousand years from now will be 

equally beyond what we can imagine” as what our ancestors 1,000 years ago could imagine 

about our present world. The promise of steady, or accelerating, progress over the course of 

many centuries to come led Russell to affirm the potentiality of this “shining vision: a world 

where none are hungry, where few are ill, where work is pleasant and not excessive, where kind-

ly feeling is common, and where minds released from fear create delight for eye and ear and 

heart.” This is what we might expect if only “the world will emerge from its present troubles, and 

… will some day learn to give the direction of its affairs, not to cruel mountebanks, but to men 
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possessed of wisdom and courage.” It is this future that our extinction threatens to erase even 

before we have begun to draw it. “Is all this hope to count for nothing?,” he asked. “The future of 

man is at stake,” and these are the stakes; but “if enough men become aware of this his future is 

assured.”  921

 Russell made a number of similar points in “Man’s Peril,” although he also gestured at an 

idea touched upon by later theorists within this second wave, and which has more recently be-

come one of the canonical arguments for why our extinction would be bad, namely, our cosmic 

significance.  In the final paragraph of the address, Russell pointed toward this idea—that we 922

may be a unique part of the universe, and hence uniquely precious—and reiterated his views 

about our future potential if progress continues. Quoting him at length: 

As geological time is reckoned, Man has so far existed only for a very short peri-

od—a million years at the most. What he has achieved, especially during the last 

6,000 years, is something utterly new in the history of the Cosmos, so far at least 

as we are acquainted with it. For countless ages the sun rose and set, the moon 

waxed and waned, the stars shone in the night, but it was only with the coming of 

Man that these things were understood. In the great world of astronomy and in the 

little world of the atom, Man has unveiled secrets which might have been thought 

undiscoverable. In art and literature and religion, some men have shown a sublim-

ity of feeling which makes the species worth preserving. Is all this to end in trivial 

horror because so few are able to think of Man rather than of this or that group of 

men? … I would have men forget their quarrels for a moment and reflect that, if 

they will allow themselves to survive, there is every reason to expect the triumphs 

of the future to exceed immeasurably the triumphs of the past. There lies before 

us, if we choose, continual progress in happiness, knowledge, and wisdom. Shall 

we, instead, choose death, because we cannot forget our quarrels? 

As with Schilpp, Russell emphasized the importance of understanding humanity as a single, uni-

fied entity: “I want you, if you can,” he implored, “to set aside [political] feelings for the moment 
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and consider yourself only as a member of a biological species which has had a remarkable his-

tory and whose disappearance none of us can desire.”  He also once again underlined not just 923

the progress that humanity has so far made, but the very real—in his view—possibility of future 

leaps forward toward a world that, if humanity were to extinguish itself, would be a great shame 

to lose. Furthermore, if this were to happen and humanity stopped existing, the universe would 

be deprived of something that may be extremely valuable: the only thing enveloped within it that 

possesses the ability to uncover its arcana and be awestruck by its beauty. (Recall that at this 

point, in the mid-1950s, the plurality of worlds model had fallen out of favor with most intellec-

tuals, and hence many would have suspected that we might be alone in the cosmos.) 

Incidentally, Schilpp hinted at the idea of cosmic significance as well, writing that while 

our “growing conception and understanding of the unimaginable vastness of the universe” may 

lead one “to minimize the meaning and significance of man,” this 

is by no means the only factual view. There are also other established principles 

which make possible another outlook. In fact, this little speck of protoplasm on 

this third-rate planet [of a tenth-rate solar system drifting aimlessly in an endless 

cosmic ocean], when viewed from a different vantage-point, appears all the more 

significant. For the tinier he is in material size when compared with the universe, 

the more miraculous he must appear to himself when he contemplates his ability 

to think of, measure, and comprehend the immensity of that universe, not to speak 

of his practically limitless capacities for invention and creation in innumerable 

areas.  924

Though neither Russell nor Schilpp elaborated this idea, they seemed to suggest that it consti-

tutes an additional reason for the badness or wrongness of our extinction. Let’s call it the “argu-

ment from cosmic significance.” After all, people commonly attribute special value to objects 

because of their uniqueness or rarity. The Antikythera mechanism, for example, a highly com-

plex analogue computer constructed by the ancient Greeks between the third and first centuries 

BCE, may be considered valuable “for itself” or “for its own sake” in part because it is a one-of-
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a-kind artifact—quite possibly the earliest analogue computer ever built. If this artifact were de-

stroyed, the world would be in some sense impoverished. Or, flipping this around, “the world is 

richer ‘as such’ for [its] existence,” to quote the philosopher Shelly Kagan.  The same might be 925

said of humanity: we are, so to speak, an Antikythera mechanism in our own right, assuming 

there are no other rational, creative, moral creatures like us. We are one of a kind. Our existence 

thus enriches the cosmos “as such,” and this gives us extra reason to safeguard our survival, or so 

the argument—Russell and Schilpp might concur—goes. We will return to this idea shortly. 

THE PANIC-MAKER 

 Another philosopher who addressed Existential Ethics in the 1950s was Günther Anders 

(1902-1992, last name originally “Stern”). Best placed within the Continental rather than Analyt-

ic tradition, Anders was a poet, journalist, and philosopher who, following the Castle Bravo inci-

dent, dedicated his life to warning the public about what he called “annihilism” and “globocide.” 

A self-described “panic-maker” and “eye-opener,” Anders achieved notoriety within Germany 

during his lifetime, despite only recently being discovered by the Anglophone world, and indeed 

many of his books and articles have yet to be translated into English.  926

 While I have largely eschewed discussing biographical details in this book so far, some 

notes of this sort may be warranted here, given Anders’ quite extraordinary life and connections 

to a large number of important figures of the twentieth century, especially within the Continental 

tradition. To begin with, Anders’ father was William Stern (1871-1938), a psychologist who 

coined the term “IQ” for “intelligence quotient” and invented the IQ test, and his second cousin 

was Walter Benjamin (1892-1940), a member of the Frankfurt School.  Anders received his 927

PhD under the aegis of Edmund Husserl (1859-1938), and after meeting in a discussion group 

that Husserl hosted, Anders married the philosopher Hannah Arendt (1906-1975), one of the 

most influential of the century.  Both Anders and Arendt were mentored by Husserl’s student 928

Martin Heidegger (1889-1976), who Arendt had an affair with prior to marrying Anders. In 1933, 

Heidegger joined the Nazi party (something for which he never apologized), which was the same 

year that Anders fled Germany to live in exile first in Paris, then New York, and then California. 
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While in California, he attempted to “make it big” in Hollywood, at one point writing a script for 

a movie that he hoped would star Charlie Chaplin. But his efforts failed, and Anders consequent-

ly ended up “working as a cleaner for an unnamed costume company in the supply chain of the 

Hollywood film industry,” a miserable period of his life that partly inspired his subsequent cri-

tiques of technology, mechanization, and media.  Only after returning to Europe in 1950—929

specifically, to Vienna with his second wife—did Anders seriously focus on more theoretical is-

sues, albeit outside of the academy and with the express purpose of appealing to a general audi-

ence. His first major publication was the 1956 book The Antiquatedness of Humanity (also trans-

lated as The Obsolescence of Human Beings), which was followed by a second volume in 

1980.  Published when Anders was 54 years old, this book was the beginning of an entirely 930

new career—a second life, so to speak—as one of the leading intellectuals of the anti-nuclear 

movement in Germany. As he once quipped, biographies like his should be characterized in 

terms of “Vitae, not vita,” i.e., plural rather than singular.  Across both of these lives, spanning 931

two continents, Anders was not only friends with those mentioned above (although he later be-

came highly critical of Heidegger), but knew Theodor Adorno and Max Horkheimer, lived at 

Herbert Marcuse’s house, worked with Paul Tillich and Max Scheler, and became acquainted 

with Russell, who penned the preface to his 1961 book Burning Conscience and organized the 

International War Crime Tribunal in 1966/67 that included Anders as a member alongside Jean-

Paul Sartre and Simone de Beauvoir.  932

 According to Jason Dawsey, Anders was, despite his relative obscurity within the Anglo-

phone world, “a serious political thinker and theorist of the Atomic Age, in fact our most salient 

theorist of omnicide.”  As this suggests, Anders’ theoretical work focused on not only the pos933 -

sibility and implications of some people annihilating all people (again, paraphrasing Somerville), 

but how the invention of nuclear weapons had fundamentally and irreversibly altered the human 

condition. Writing in 1982, he described the aim of his book The Antiquatedness of Human Be-

ings (henceforth Antiquatedness) as being to “find or invent a somewhat adequate vocabulary 

and a way of speech worthy of the enormity” of the nuclear menace.  Since insights about the 934

human condition can informed thoughts about the nature of omnicide, let’s begin with the for-

mer. 
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 In a 1962 article titled “Theses for the Atomic Age,” which was based on a seminar host-

ed by Anders in 1959 called “The Moral Implications of the Atomic Age,” he wrote that the 

bombing of Hiroshima on August 6, 1945, had inaugurated a “New Age,” namely, “the age in 

which at any given moment we have the power to transform any given place, on our planet, and 

even our planet itself, into a Hiroshima,” which led him to declare that “Hiroshima is every-

where.”  This New Age corresponded to what Anders termed the “Time of the End” (Endzeit), 935

i.e., a final epoch of human history in which any given day could be our last, an irrevocable new 

reality that will “haunt every generation of human beings” henceforth, forever.  Our collective 936

struggle has thus become to extend the “Time of the End” for as long as possible, to prevent it 

from becoming the “End of Time” (Zeitenende), at which point the human story would 

terminate.  Although one might think that we could extricate ourselves from this situation by 937

simply abolishing nuclear weapons (insofar as this is geopolitically feasible), Anders argued that 

the mere knowledge of how to construct them simply means that on any given day they could be 

built once again, thereby threatening the existence of humanity once more. Nuclear weapons can 

never be un-invented, which means that the haunting “fight against this man-made Apocalypse” 

will be never-ending. Put another way, there is no post-nuclear epoch.  As Anders summarized 938

the idea in his 1961 essay “Commandments in the Atomic Age,” 

the apocalyptic danger is not abolished by one act, once and for all, but only by 

daily repeated acts. … For the goal that we have to reach cannot be not to have 

the thing; but never to use the thing, although we cannot help having it; never to 

use it, although there will be no day on which we couldn’t use it.  939

The atomic bomb thus ruptured the fabric of human history. Its invention is no less significant 

than the life of Jesus was two millennia ago, Anders argued, and hence we need a new calendar 

that acknowledges this fact. Given that August 6, 1945, “demonstrated that perhaps world history 

no longer continues,” it should be designated “Day Zero” of this new, updated calendar. In his 

1958 book The Man on the Bridge, Anders poignantly proclaimed that “we live in the Year 13 of 

the Calamity. I was born in the Year 43 before. Father, who I buried in 1938, died in the Year 7 
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before.”  This led Anders (in his earlier 1956 book) to delineate a tripartite periodization of 940

human history, where the first epoch corresponds to the idea that all people are, by nature, fated 

to die, while in the second, human beings have become “killable,” as demonstrated by the indus-

trial mass murder of 6 million Jewish people during the Holocaust. Finally, with the terrifying 

advent of the Atomic Age, “the phrase ‘All men are mortal’ has been replaced … by the phrase 

‘mankind as a whole is mortal.’” In other words, the three epochs are: 

1. All human beings are mortal. 

2. All human beings are killable. 

3. Humankind as a whole is killable.  941

The last two epochs—especially the third—point at a moral problem arising from what Anders’ 

called the “Promethean gap,” where “gap” is sometimes translated as “gradient” and “disparity.” 

This denotes the widening discrepancies between (i) “making and imagining/representing,” (ii) 

“doing and feeling,” (iii) “knowledge and conscience,” and (iv) “the produced instrument and the 

(not suited to the ‘body’ of the instrument) body of the human being.”  This is to say, our innate 942

capacities with respect to imagination, emotion, cognition, and physicality have become wholly 

incommensurate with our newly acquired powers of action, in particular the power to obliterate 

the entire human species. We have thus become what he described as “inverted Utopians”: 

whereas “ordinary Utopians are unable to actually produce what they are able to visualize, we 

are unable to visualize what we are actually producing.” This is the “basic dilemma of our age,” 

it “defines the moral situation of man today,” which he took to be that “‘we are smaller than our-

selves,’ incapable of mentally realizing the realities which we ourselves have produced.” Anders 

elaborated the idea as follows: 

The apocalyptic danger is all the more menacing because we are unable to picture 

the immensity of such a catastrophe. It is difficult enough to visualize someone as 

not being, a beloved friend as dead; but compared with the task our fantasy has to 

fulfil now, it is child’s play. For what we have to visualize today is not the not-be-
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ing of something particular within a framework, the existence of which can be 

taken for granted, but the nonexistence of this framework itself, of the world as a 

whole, at least of the world as mankind. Such “total abstraction” (which, as a 

mental performance, would correspond to our performance of total destruction) 

surpasses the capacity of our natural power of imagination.  943

An important consequence of this is what Anders labeled “Apocalyptic Blindness,” which 

emerged as a “widespread and disastrous aliment” following the Third Industrial Revolution ini-

tiated by the Atomic Age, whereby nuclear weapons engendered a radically novel means of pro-

duction that has, “for the first time ever, put humanity in the position of producing its own de-

struction.”  Anders’ idea is that because of the divergence between our powers of action and 944

our powers of imagination—because the Promethean gap has transformed us into all inverted 

Utopians—we are constitutionally unable to adequately grasp the true magnitude and enormity 

of nuclear self-annihilation, and consequently we become “blind” or oblivious to, thus assuming 

an insouciant attitude toward, the annihilatory threat before us. This is precisely why Anders saw 

his mission as being a “panic-maker” and “eye-opener”: he strove to jolt people out of their nu-

clear slumber, to pry open the eyes of those suffering from Apocalyptic Blindness. As he wrote in 

“Theses for the Atomic Age,” in which he links our ability to fear with our ability to imagine the 

nothingness that would result from nuclear annihilation: 

[I]t is our capacity to fear which is too small and which does not correspond to the 

magnitude of today’s danger. As a matter of fact, nothing is more deceitful than to 

say, “We live in the Age of Anxiety anyway.” This slogan is not a statement but a 

tool manufactured by the fellow travellers of those who wish to prevent us from 

becoming really afraid, of those who are afraid that we once may produce the fear 

commensurate to the magnitude of the real danger. On the contrary, we are living 

in the Age of Inability to Fear. Our imperative: “Expand the capacity of your 

imagination,” means, in concreto: “Increase your capacity of fear.” Therefore: 
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don’t fear fear, have the courage to be frightened, and to frighten others, too. 

Frighten thy neighbor as thyself.  945

In other words, while Anders held that our capacity to imagine is much less elastic than our pow-

ers of action have proven to be, he did not believe that it is completely rigid or fixed. The anti-

dote to our present predicament, then, is to exercise the muscles of our imagination to foster a 

sense of fear proportional to the nuclear threats hovering over humanity like the sword hovering 

over Damocles. This, he declared, is the “decisive moral task” of our time, for every person 

to violently widen the narrow capacity of your imagination (and the even narrow-

er one of your feelings) until imagination and feeling become capable to grasp 

and to realize the enormity of your doings; until you are capable to seize and con-

ceive, to accept or reject it—in short: your task is: to widen your moral fantasy.  946

Anders’ prescription here is, at least on the face of it, consistent with Eugene Rabinowitch’s as-

sertion that the purpose of the Bulletin of the Atomic Scientists was “to preserve civilization by 

scaring men into rationality.”  Many others at the time agreed that fear could play an important 947

role in protecting humanity from omnicide, as when Einstein, who believed that the creation of a 

world state was the “only” way to “prevent the impending self-destruction of mankind,” suggest-

ed that one potentially good effect of nuclear weapons is that they “may intimidate the human 

race to bring order into its international affairs, which, without the pressure of fear, it undoubted-

ly would not do.”  As Boyer writes, “the strategy of manipulating fear to build support for po948 -

litical resolution of the atomic menace helped fix certain basic perceptions about the bomb into 

the American consciousness, and it set a precedent for activist strategy that would affect all later 

anti-nuclear crusades.”  However, to pursue this tangent for a moment, some strongly objected 949

to this view, arguing instead that fear could impede progress toward peace and denuclearization. 

For example, in a 1947 paper titled “Atomic Nerve War and the Urge for Catastrophe,” Joost 

Meerloo wrote that 

 339



fear and speculation about the unknown have always had a stirring influence on 

the human mind. They make people not only increasingly suspicious and anxious 

but also more willing to surrender to the danger they fear. … It is for these rea-

sons that so great a danger lies in this world-wide fear, for it may work as primi-

tive fear did in the ancient world. Too great a fear paralyses the human mind, 

hypnotizes it, as it were, makes it passive, ready to surrender. It ends in suicidal 

reactions in a world carried away by the sweep of its dark emotions.  950

Anders’ argument, though, was that by imagining the unimaginable we might begin to generate 

“a special kind” of fear—specifically, one that motivates rather than incapacitates, that “drive[s] 

us into the streets instead of under cover.”  In other words, he hoped that augmented fear 951

through augmenting our imagination could inspire activism rather than nihilism. The question of 

whether apocalyptic anxiety or equanimity is the best pscyho-emotional response to the threat of 

potential annihilation is one that continues to provoke debate today, with figures like the popular 

writer Steven Pinker, on one side, arguing that the “drumbeat of doom” will ultimately backfire: 

“Humanity has a finite budget of resources, brainpower, and anxiety.” When these resources are 

used up, brainpower has been drained, and anxiety reaches a tipping point, the result may be a 

paralyzing sense that “humanity is screwed.” And if humanity is screwed, then “why sacrifice 

anything to reduce potential risks? Why forgo the convenience of fossil fuels, or exhort govern-

ments to rethink their nuclear weapons policies? Eat, drink, and be merry, for tomorrow we 

die!”  On the other side one finds young leaders like Greta Thunberg, who fervently embraces 952

the method of frightening people into action: “I don’t want your hope. I don’t want you to be 

hopeful,” she declared in a 2019 speech delivered at Davos, “I want you to panic. I want you to 

feel the fear I feel every day. And then I want you to act.”  We will return to this tension in later 953

chapters. 

A LEAGUE OF GENERATIONS 
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 If the aim, then, is to expand our ability to imagine, the question arises as to what exactly 

we should be imagining. Every person on the planet perishing? The “nothingness” mentioned 

above that would result from a nuclear holocaust? If so, what does this nothingness consist in? 

How should we think about it? The answer that Anders gave gestures back at Russell’s emphasis 

on the past and the future, although Anders did not utilize either deep-future or potentiality think-

ing as much as Russell. First, to understand the moral stakes of our extinction—in particular, the 

state or condition of Being Extinct—we must expand our imagination not just across space, con-

sidering the planetary scale of globocide, but across time as well, both past and future. The fact is 

that, because of our novel powers of action, “acts committed today [can] affect future genera-

tions just as perniciously as our own,” and hence “the future belongs within the scope of the 

present. … The distinction between the generations of today and of tomorrow has become mean-

ingless.” In other words.”  In pondering the final end of our collective story, then, we must in954 -

terpret the concept of humanity as encompassing not 

only to-day’s mankind, not only mankind spread over the provinces of our globe; 

but also mankind spread over the provinces of time. For if the mankind of to-day 

is killed, then that which has been, dies with it; and the mankind to come too. The 

mankind which has been because, where there is no one who remembers, there 

will be nothing left to remember; and the mankind to come, because where there 

is no to-day, no to-morrow can become a to-day.  955

In other words, the annihilation of humanity would expunge all future generations, which Anders 

characterized as our “neighbors in time,” since the act of “setting fire to our house … cannot 

help but make the flames leap over into the cities of the future, and the not-yet-built homes of the 

not-yet-born generations will fall to ashes together with our homes.” But our disappearance 

would also permanently delete the memories of all those who had come before us, and conse-

quently “we would make them die, too—a second time, so to speak,” such that “after this second 

death everything would be as if they had never been.” Anders thus held that, in imagining the 

outcome of human extinction, we must consider both past (the deceased) and future (the unborn) 
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people along with our contemporaries, all of whom form a single “League of Generations.”  It 956

is this League of Generations that a nuclear holocaust would obliterate, not just everyone alive at 

the time of the catastrophe, which corresponds to only a small fraction of the entire league. Al-

though the loss of all contemporary people would be very bad, the possibility of destroying the 

entire League of Generations means that 

the door in front of us bears the inscription: “Nothing will have been”; and from 

within: “Time was an episode.” Not, however, as our ancestors had hoped, an 

episode between two eternities; but one between two nothingnesses; between the 

nothingness of that which, remembered by no one, will have been as though it had 

never been, and the nothingness of that which will never be. And as there will be 

no one to tell one nothingness from the other, they will melt into one single noth-

ingness. This, then, is the completely new, the apocalyptic kind of temporality, 

our temporality, compared with which everything we had called “temporal” has 

become a bagatelle.  957

This is what the “total abstraction” mentioned above by Anders involves: thinking seriously 

about the entire League of Generations, stretching back through time and into the future, perish-

ing. The cost of extinction is the expungement of what is, what has been, and what could be, 

which thus points toward a further-loss view according to which some, or perhaps most, of the 

badness/wrongness of nuclear self-annihilation derives from losses that go above and beyond the 

untimely deaths of all those consumed by the “radioactive clouds” of a thermonuclear war.   958

THE OBSOLESCENCE OF ETHICS 

 To my knowledge, Anders was the first Western philosopher to suggest that the possibility 

of omnicide, of forever terminating the League of Generations, is so radically different from all 

past possibilities that it requires an entirely new theory of ethics. The traditional theories articu-

lated in earlier periods are simply not up to the task given that, as noted above, the question has 
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become “the nonexistence of [the] framework itself, of the world as a whole,” rather than “the 

not-being of something particular within [this] framework.”  As Anders wrote in 1956, 959

“whether the expressions ‘morality,’ ‘moralistic,’ ‘ethics’ and the like still fit for the [present] 

considerations is uncertain. In front of the monstrous size of the object they sound powerless and 

inadequate.” He continued: 

For, until now, moral questions were those questions that related to how people 

treat people, how people stand with people, how society should function. Apart 

from a handful of desperate nihilists from the previous century [Anders may have 

had the German pessimists in mind here ], there has hardly been a moral theorist 960

who has ever doubted the premise that there will be and should be people.  961

To be clear about this point, Anders is not saying that no one doubted that humanity must always 

exist. As he noted in a 1960 paper titled “Apocalypse without Kingdom,” the idea of human ex-

tinction had indeed been considered “by those natural philosophers who speculated about heat 

death.”  But the idea that we might not exist someday was explored by virtually no moral 962

philosophers, which is just to say that Existential Ethics was, up to the mid-1950s, mostly non-

existent. Either way, Anders’ point is that the problems that traditional ethical theories were de-

signed to solve were fundamentally different than the problem of self-extinction now facing hu-

manity. “The basic moral question of former times,” he wrote, “must be radically reformulated: 

instead of asking ‘How should we live?,’ we now must ask ‘Will we live?’”  In 1979, he 963

couched the point in stronger language, arguing that “the previous religious and philosophical 

ethics, without exception and without pass, have become obsolete,” and because of this we 

“stand in the Year Zero of a new morality.”  964

 Here it may be useful to disambiguate two claims that Anders appears to conflate. The 

first is that the possibility of omnicide has introduced new questions that have never before been 

asked; the second is that omnicide has introduced new questions that require an entirely novel 

kind of ethical theory. Throughout history, technological developments, evolving social arrange-

ments, and so on, have generated a wide range of questions that were not, or did not previously 
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need to be, asked. In some cases, these could be accommodated by already-existing ethics: one 

just needed to figure out how. But it could also be that a phenomenon so unlike those phenomena 

of the past arises that really does necessitate an entirely novel framework, not just an extension 

or modification of earlier frameworks. While Anders clearly accepted the latter claim at times, he 

also expressed the alternative, weaker claim. 

 However, Anders wasn’t the only one to notice that omnicide poses novel ethical chal-

lenges, and that these challenges demand adjustments to our ethical theories, if not a completely 

new theory. In some cases, this was merely gestured at, as when Karl Jaspers (who Anders and 

Arendt lived with for a time, as he was Arendt’s dissertation supervisor) wrote in his 1958 book 

The Future of Mankind (translated into English in 1961) that “an altogether novel situation has 

been created by the atom bomb. Either all mankind will physically perish or there will be a 

change in the moral-political condition of man.”  Similarly, Arthur Koestler (1905-1983) ob965 -

served in 1967 that “before the thermonuclear bomb, man had to live with the idea of his death 

as an individual; from now onward, mankind has to live with the idea of its death as a species. … 

The bomb has given us the power to commit genosuicide; and within a few years we should even 

have the power to turn our planet into a nova, an exploding star,” which may have been a refer-

ence to the planetary chain reaction idea proposed by Soddy and Rutherford in the early twenti-

eth century. Yet, he proceeded, 

the full implications of this fact have not yet sunk into the minds of even the nois-

iest pacifists. We have always been taught to accept the transitoriness of individ-

ual existence, while taking the survival of our species axiomatically for granted. 

This was a perfectly reasonable belief, barring some unlikely cosmic catastrophe. 

But it has ceased to be a reasonable belief since the day when the possibility of 

engineering a catastrophe of cosmic dimensions was experimentally tested and 

proven. It pulverised the assumptions on which all philosophy from Socrates on-

ward was based: the potential immortality of our species.  966
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A more detailed discussion of this fact and its implications for ethics was offered by the theoreti-

cal physicist Hilbrand Groenewold (1910-1996) during a 1968 colloquium, which was attended 

by Sir Karl Popper, Max Black, and I. J. Good, among others. Groenewold argued that for most 

of human history “there were micro effects on small groups and small areas,” while “in more re-

cent history—as a result of technology and science—they grew out to meso effects on large 

groups or whole populations and large areas or parts of the earth.” An example of the latter 

would be environmental contamination due to “industrialization, urbanization, and traffic.” 

However, “modern science and technology” have introduced a third category: “macro effects on 

the whole population and the entire earth,” the most obvious example being the possibility of a 

thermonuclear conflict. Our newly acquired capacity to affect everyone everywhere thus gives 

rise to “macro problems” that require, he argued, a new “macro morality.” The reason is that 

if individuals, small or large groups, or even whole populations are destroyed by 

micro or meso effects, other individuals, groups or populations will take their 

place and the whole case will be of little importance for the future of mankind. If 

the world population of man or another biological species is only once ... annihi-

lated by even a single macro effect, the history of that species is cut off forever. 

That makes the moral aspects of macro problems fundamentally different from 

those of meso (and micro) problems.  967

Not only do “macro problems” constitute a fundamentally new category within ethics, but Groe-

newold added that he is “afraid that with our habits, ideas, imagination, and moral rules, which 

all have been formed under familiar micro or perhaps meso conditions, we are hardly capable to 

realize (i) the entrance and (ii) the fundamental importance of macro problems in human 

history”  In other words, our behaviors, cognitive tendencies, and ethical theories all developed 968

within a milieu radically different from the one we now occupy, and consequently we might be 

unable to properly recognize the reality and significance of the “macro problems” we have re-

cently created. This, of course, echoes Anders’ notions of the Promethean gap and inverted 

Utopianism, although Groenewold hinted at a more evolutionary explanation that was, coinci-
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dentally, reminiscent of Peter Wessel Zapffe’s comments about our over-evolved consciousness. 

“[B]y a kind of intellectual hypertrophy,” Groenewold wrote, where “hypertrophy” refers to the 

enlargement of an organ or tissue, “the man-made macro effects are liable to grow beyond the 

grasp of human thinking and social control,” given that “our habits of behaviour and thinking, 

our ideas and moral rules have been formed during very many generations in a very special peri-

od of terrestrial history.” 

 I take this to be saying that the enlargement of our capacities for invention and scientific 

discovery (our “intellect”) has enabled us to alter the physical world in ways that evolution did 

not equip us to comprehend (“thinking”) and respond to in a morally appropriate and socially 

effective manner. Consequently, Groenewold concluded that “any future of humanity on a bio-

logical time scale will need at least adaption of thinking and acting and in particular of moral 

habits to the historical transition into the period of macro problems,” as the alternative—a failure 

to adapt—could very well lead to extinction.  In other words, we need new categories of 969

thought and behavior paired with a new moral perspective that is commensurate with, and thus 

can accommodate, our newly acquired powers to exterminate ourselves. Put another way, recall 

from the previous chapter the scenarios of world A (population = 11 billion) and world B (popu-

lation = 10 billion); both experience a catastrophe that kills 10 billion people, and hence humani-

ty goes extinct in B but not A. On Groenewold’s view, not only is the second event in world B—

i.e., the event whereby “the history of that species” is terminated forever—morally relevant in 

itself, but understanding its moral significance requires some sort of novel “macro morality.” 

Whether this could be constructed by extending or modifying existing theories, or must be built 

de novo from the bottom-up, he never specified, although one gets the impression that he may 

have had the latter in mind. 

 A final example of a philosopher in the relatively early postwar period making such 

claims involves Hans Jonas (1903-1993), who studied under Heidegger, his doctoral advisor, and 

happened to be a friend of Anders and Arendt.  Jonas offered an even more comprehensive di970 -

agnosis of the problem in a 1972 plenary address, published the same year in Social Research 

and greatly expanded in his 1979 book The Imperative of Responsibility, which won the 1987 

Peace Prize of the German Booksellers’ Association, selling nearly 200,000 copies in the coun-
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try.  He argued that there are at least four reasons that traditional ethical theories have become 971

outdated: 

(1) Until recently, our actions “impinged but little on the self-sustaining nature of 

things and thus raised no question of permanent injury to the integrity of its ob-

ject, the natural order as a whole.” Hence, “action on non-human things did not 

constitute a sphere of authentic ethical significance.” 

(2) Ethical theories in the past were “anthropocentric” in the sense that they con-

cerned the effects of human actions only on other humans.  972

(3) The essence of human beings was considered to be fixed or constant. 

(4) The relevant effects of actions were spatiotemporally proximate to those ac-

tions; it was not possible to affect people on the other side the planet or in the dis-

tant future. 

The reasons of (1), (2), and (4) are pertinent to environmental ethics, which emerged as an acad-

emic field in the 1970s as the modern environmental movement gained steam following Rachel 

Carson’s 1962 book, the first Earth Day in 1970, etc. Indeed, Jonas—along with Zapffe’s friend 

Arne Naess—was one of the first philosophers to systematically address the issue of our impact 

on the natural world, which he understood, contra the materialistic worldview that arose in the 

nineteenth century, as replete with intrinsic value. The reasons most relevant to Existential Ethics 

are (3) and (4), with (3) addressing phyletic and normative extinction and (4) covering the possi-

bility of omnicide, since omnicide would affect everyone around the world and those who would 

have existed in the future if not for our extinction. Hence, Jonas saw traditional ethics as inade-

quate for reasons that went beyond our newly acquired capacity to self-destruct: we can also now 

obliterate features of the environment that are intrinsically valuable, such as other species, 

ecosystems, and so on. His explanation for this inadequacy, though, was the same as that given 

by Anders and Groenewold: in the past, ethics was designed for a very specific milieu of imme-

diate action-effects limited mostly to the interpersonal level. Ethics concerned people’s interac-

tions with other people in the context of the city, as Jonas put it, not people’s interactions with 

 347



the environment (which could be taken as unchangeable on human timescales) or the possibility 

of some people killing all people.  He thus described this old perspective as “neighbor ethics,” 973

since “the ethical universe [was] composed of contemporaries, and its horizon to the future [was] 

confined by the foreseeable span of their lives. Similarly confined is its horizon of place, within 

which the agent and the other meet as neighbor.” He elaborated the idea: 

  

All enjoinders and maxims of traditional ethics, materially different as they may 

be, show this confinement to the immediate setting of the action. “Love thy 

neighbor as thyself”; “Do unto others as you would wish them to do unto you”; 

“Instruct your child in the way of truth”; “Strive for excellence by developing and 

actualizing the best potentialities of your being qua man”; “Subordinate your in-

dividual good to the common good”; “Never treat your fellow man as a means 

only but always also as an end in himself”—and so on. Note that in all these max-

ims the agent and the “other” of his action are sharers of a common present. It is 

those alive now and in some commerce with me that have a claim on my conduct 

as it affects them by deed or omission. 

To illustrate, consider the first formulation of Kant’s Categorical Imperative, which states that 

one should “act only in accordance with that maxim through which you can at the same time will 

that it become a universal law.” According to Jonas, there is simply “no self-contradiction in the 

thought that humanity would once come to an end,” since there is no logical contradiction in 

willing the extinction of our species.  The Categorical Imperative may apply to acts within the 974

series of human acts, but whether this series itself should continue “cannot be derived from the 

rule of self-consistency within the series.” Instead, it must come from “a commandment of a very 

different kind, lying outside and ‘prior’ to the series as a whole,” an idea that we will return to 

below.  A similar point could be made about rights theories. Do future generations have a right 975

to exist? The problem is that for someone to make a rights claim, they must exist, but since fu-

ture generations do not (yet) exist, they cannot make rights claims, and hence we cannot violate 

“their” rights by failing to bring them into existence. As Lewis Coyne, an expert on Jonas’ phi-
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losophy, makes the point, “the concept of moral rights cannot establish obligations to future gen-

erations without simply assuming their existence, which is precisely what is newly 

endangered.”  Mere possibilities have no rights that could be transgressed. 976

INSTRUMENT HEARTS 

 What we need, then, is a new set of moral principles, maxims, rules, duties, or obligations 

to either replace or supplement these traditional theories. While the main thrust of Groenewold’s 

discussion was to exhort others to devise such a theory, Anders and Jonas actually attempted to 

do this. Taking them in turn, we have already examined pieces of Anders’ ethical system, e.g., the 

“commandment” (his word) to motivate oneself to fight for humanity’s future by increasing 

one’s “fear” by expanding one’s imagination. But he offered several additional commandments, 

which he claimed could be “condensed” into a single super-commandment: “Have and use only 

those things, the inherent maxims of which could become your own maxims and thus the maxims 

of a general law.”  This is obviously reminiscent of Kant’s Categorical Imperative, and indeed 977

we will see that Jonas’ ethics drew from Kantianism as well. The main idea behind Anders’ su-

per-commandment concerns what philosophers of technology call the “value-neutrality 

thesis.”  This states that technologies are essentially normatively neutral, mere tools, nothing 978

more than means to whatever ends their uses select. Hence, they are morally blameless, as inti-

mated by the NRA’s famous slogan “Guns don’t kill people, people kill people.” Anders strongly 

rejected the value-neutrality thesis, arguing instead that (a) technologies have come to mediate 

all the interactions we have with each other (a claim about the technologization of modern soci-

ety), and (b) these interactions are shaped, altered, framed, and distorted in all sorts of ways by 

the technologies mediating them (a claim about the non-neutrality of such artifacts). In this 

sense, one could say that technologies themselves, by virtue of being non-neutral, have their own 

“maxims and motives,” in addition to whatever maxims and motives their users might possess. 

Anders’ commandment is thus to “have and use only those” technologies whose inherent maxims 

and motives we would accept as being universalized into a “general law.” As Anders explained: 
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What the postulate demands is: be as scrupulous and unsparingly severe in front 

of those maxims and motives as if they were your own (since pragmatically 

speaking they are your own). Don’t content yourself with examining the inner-

most voices and the most hidden motives of our own soul … but do examine the 

secret voices, motives, and maxims of your instruments. 

With respect to nuclear weapons, then, Anders contended that 

if a high official in the atomic field would examine his conscience in the tradi-

tional way, he would hardly find anything particularly evil. If, however, he would 

examine the “inner life” of his instruments [i.e., atomic bombs], he would find 

herostratisms and even herostratism on a cosmic scale, for it is in a herostratic 

way that atomic weapons are treating mankind.  979

The unusual term “herostratism” derives from the name of the ancient Greek arsonist Herostra-

tus, “who sought lasting fame by burning the temple of Artemis at Ephesus, a wonder of the an-

cient world.”  In other words, Anders’ rather poetic assertion is that the atomic bomb, the tech980 -

nology, is such that it “strives” to attain notoriety and infamy through destruction—specifically, 

the destruction of humanity.  This “striving” is the bomb’s inherent maxim or motive, which 981

then becomes our maxim or motive when we relate to it uncritically, as if the bomb were a mere-

ly neutral object, an innocent means to some end of our choosing. Once this maxim or motive is 

properly identified, the next question is whether we should want it to become a general law. If 

not, then Anders’ super-commandment instructs us to destroy the bomb itself. As he made the 

point, “only when this new moral commandment ‘look into your “instrument hearts”’ has be-

come our accepted and daily followed principle shall we be entitled to hope that our question ‘to 

be or not to be’ will be answered by: ‘to be.’”  982

THE FOOTHOLD FOR A MORAL UNIVERSE 
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 This is an intriguing attempt to devise a principle of ethics designed specifically for the 

Atomic Age, although—despite Anders’ originality as one of the very first theorists of omni-

cide—there is much left to be desired. A far more comprehensive, architectonic theory was out-

lined by Jonas in his 1979 book mentioned above. At the core of this theory was an “imperative” 

not unlike Anders’ commandment that Jonas saw as supplementing rather than replacing tradi-

tional ethics.  The imperative’s aim is to impose moral constraints on our actions in the twenti983 -

eth century, given our newly acquired capacities to alter the environment, modify our genes, and 

destroy ourselves. Jonas offered the following four formulations: 

“Act so that the effects of your action are compatible with the permanence of 

genuine human life”; or expressed negatively: “Act so that the effects of your ac-

tion are not destructive of the future possibility of such life”; or simply: “Do not 

compromise the conditions for an indefinite continuation of humanity on earth”; 

or, again turned positive: “In your present choices, include the future wholeness 

of Man among the objects of your will.” 

Whereas Kant’s Categorical Imperative requires that one does not act according to any maxim 

that engenders a contradiction when universalized, Jonas noted that “it is immediately obvious 

that no rational contradiction is involved in the violation of this kind of imperative.” Consequent-

ly, he proposed a decision procedure (which is essentially what Kant’s first formulation is) of a 

quite different sort: first, it occurs on the level of public policy rather than the individual, where-

as Kant’s pertains to individuals. Second, the question of consistency does not concern the max-

im itself—it is not about self-consistency—but instead focuses on whether the effects of some 

maxim of public policy is or is not compatible with “genuine human life” persisting into the in-

definite future. As Jonas explained, “this adds a time horizon to the moral calculus which is en-

tirely absent from the instantaneous logical operation of the Kantian imperative: whereas the lat-

ter extrapolates into an ever-present order of abstract compatibility, our imperative extrapolates 

into a predictable real future as the open-ended dimension of our responsibility.”  984
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 To illustrate, consider the maxim “Our policy is to consume all the non-renewable re-

sources on Earth for the benefit of people today.” According to Jonas’ imperative, implementing 

this policy would be wrong if (and only if?) its effects would be destructive to, or would com-

promise the conditions of, the future possibility of genuine humanity. If it would, then imple-

menting that policy would be unethical. But here an epistemological question arises: how exactly 

can we know what effects a policy would actually have given the chaotic messiness of the real 

world? Perhaps consuming all the non-renewable resources today would accelerate technological 

progress; this would make space colonization feasible in the near future; and if humanity were to 

colonize space, it could ensure its survival even if human life on Earth were to become difficult 

or impossible (e.g., because of pollution or climate change).  Alternatively, it could be that im985 -

plementing the policy does not accelerate progress toward colonization but instead results in se-

riously degraded living conditions. Uncertainties about the actual effects of realizing some public 

policy maxim thus led Jonas to claim that knowledge has taken on an important new moral sig-

nificance: in the past, the knowledge one needed to accurately anticipate the spatiotemporally 

proximate effects of one’s actions was minimal, whereas today, with our novel powers of action, 

anticipating the effects of policy requires vast amounts of knowledge spanning myriad domains 

of human inquiry. Jonas thus made two suggestions: first, we should establish a new field of 

“scientific futurology” to generate more reliable predictions about the possible and probable fu-

tures; and second, we should, as a default, always lean towards “the prophecy of doom” rather 

than the “prophecy of bliss,” an idea that Jonas referred to as the “heuristics of fear.”  In other 986

words, if we are unsure about the consequences of some policy P, and if implementing P could 

result in great benefits but could also bring about immense suffering, we should as a practical 

matter assume that the worst will happen and, therefore, reject P. Hence, Jonas’ “heuristics of 

fear” was an early version of the “Precautionary Principle,” which has played a central role in 

discussions about environmental policy.  987

 But here one could ask why exactly it matters that “genuine human life” persists. What 

grounds or justifies this new ethical imperative? Why should one obey it? The argument goes 

like this: first of all, Jonas based his ethical system on an underlying conception of the ontologi-

cal nature of human beings. As Theresa Morris explains, human beings have a “uniquely evolved 
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capacity for freedom that places the human in a position to take responsibility,” where the notion 

of freedom is ontological and the notion of responsibility is ethical.  Jonas’ contention is that 988

the ontological fact that humans can act freely gives rise to the ethical fact that humans can also 

take moral responsibility for their actions; freedom and responsibility are thus two sides of the 

same coin, with the latter deriving from the former.  It follows that, because of our ontological 989

nature and consequent ethical capacities, we are the only creatures in the natural world capable 

of acting in morally right or wrong ways. We are the only ethical beings. What is ultimately of 

importance to Jonas, then, is the continued existence of beings capable of moral responsibility—

of there existing a “moral order” in the universe. Our obligation to survive is not an obligation to 

any particular future people but to what Jonas called the “idea of Man,” which denotes our 

unique ontological and ethical capacities. As Jonas wrote, the idea of Man has “itself become an 

object of obligation,” namely, “the obligation … to ensure the very premise of all obligation, that 

is, the foothold for a moral universe in the physical world.”  He fleshed-out this idea as follows 990

in his 1996 book Mortality and Morality: 

The appearance of [responsibility] in the world does not simply add another value 

to the already value-rich landscape of being but surpasses all that has gone before 

with something that generically transcends it. This represents a qualitative intensi-

fication of the valuableness of Being as a whole, the ultimate object of our re-

sponsibility. Thereby, however, the capacity for responsibility as such—besides 

the fact that it obligates us to exercise it from case to case—becomes its own ob-

ject in that having it obligates us to perpetuate its presence in the world. This 

presence is inexorably linked to the existence of creatures having that capacity. 

Therefore, the capacity for responsibility per se obligates its respective bearers to 

make existence possible for future bearers. In order to prevent responsibility from 

disappearing from the world—so speaks its immanent commandment [i.e., the 

imperative above]—there ought to be human beings in the future.  991
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But for what reason does the capacity for responsibility obligate humanity to continue existing? 

What does it matter if there is a moral order in the universe or not? Here Jonas suggested that 

“ought-to-be” of humanity—specifically, the idea of Man—simply is the case. “Groundless it-

self,” he wrote, 

brought about with all the opaque contingency of brute fact, the ontological im-

perative institutes on its own authority the primordial ‘cause in the world’ to 

which mankind once in existence, even if initially by blind chance, is henceforth 

committed. It is the prior cause of all causes that can ever become the object of 

collective and even individual human responsibility.  992

All arguments must begin somewhere, and this is where Jonas began his. 

 One way to understand Jonas’ view, aspects of which are rather abstruse, comes from 

Lawrence Vogel, who edited Mortality and Morality and wrote the foreword to the 2001 edition 

of Jonas’ 1966 book The Phenomenon of Life. Vogel writes that while Jonas held that all living 

creatures are valuable as ends-in-themselves, i.e., for their own sakes, he also maintained that 

“the moral worth of life only comes into being with the phenomenon of obligation, and obliga-

tion requires the evolution of a being capable of moral responsibility.” Hence, although one 

might think, as some radical environmentalists have (see below), that “we would do the greatest 

justice to the ecosystem as a whole by removing ourselves from it in an act of supreme impartial-

ity so that other species might flourish,” Jonas would forcefully respond that our “collective sui-

cide would annihilate the phenomenon of justice and injustice alike, and so deprive Being of the 

metaphysical and moral dimensions it took so long to produce.” From this it follows that “our 

first duty is to preserve the noble presence of moral responsibility in nature: of a being who is 

able to recognize the good-in-itself as such.  Morris offers a similar interpretation, writing that 993

Jonas thought 

a world without an intrinsically ethical being existing in it would be a greatly di-

minished world, one that would lack both a witness to its unique goodness and 
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beauty and a preserver and protector of the good. The presence of a witness ful-

fills the good, because it is through the witness that the good receives itself. Thus, 

Jonas emphasizes the primacy of the human in his ethics of the future. He insists 

that the primary duty of an ethics of responsibility is to preserve the possibility for 

human beings to exist in the world—with the caveat that these human beings not 

be compromised in regard to their freedom, intelligence, or capacity to care. 

Morris writes elsewhere that “for the objectively existing good that life is to have meaning re-

quires the presence of a being who can recognize and respond to that good.”  However one in994 -

terprets Jonas’ view, the crux is that human beings have unique ontological and ethical capaci-

ties; these capacities give rise to the possibility of obligation; and without obligation there would 

be no moral order, which would yield a greatly impoverished or diminished state of the universe. 

This is the foundation of Jonas’ system of ethics—a distinctively secular ethics crafted specifical-

ly for our new condition of radically augmented powers to act. 

DEAD OR RED? 

 As alluded to earlier, Jonas wasn’t just concerned with the prospect of humanity destroy-

ing itself (and the environment, which is wrong because of the intrinsic value inherent in all liv-

ing creatures ). He also addressed, albeit more cursorily, the possibility of normative extinction 995

resulting from the intentional modification of our genomes. As Morris notes in the block quote 

above, Jonas’ ethical system demands that human beings must “not be compromised in regard to 

their freedom, intelligence, or capacity to care.”  This is to say, if what matters is the preserva996 -

tion of the idea of Man, and if “the idea of Man” denotes our dual capacities for freedom and re-

sponsibility, then any biotechnological intervention that is destructive to, or would compromise 

the conditions of, the future possibility of this idea would also transgress the new imperative and, 

therefore, be morally impermissible.  Couched in different terminology, one can say that mem997 -

bers of Homo sapiens possess a certain fundamental dignity by virtue of our status as moral be-

ings, and it is this dignity that must not be compromised, since “whenever this sort of dignity is 
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violated we risk genuine human life,” to quote Coyne and Michael Hauskeller.  Hence, Jonas 998

can be seen as an early, and prescient, critic of modern transhumanism, and indeed his arguments 

against modifying the human organism (which went beyond violations of his imperative, and 

thus are not directly relevant to our discussion) greatly influenced contemporary “bioconserva-

tives” like Leon Kass. As Coyne and Hauskeller note, Kass co-dedicated his book Life, Liberty, 

and the Defense of Dignity, in which he defended an anti-transhumanism position, to Jonas and 

his “moral passion and philosophical courage.”  For Jonas, reengineering the human being is 999

risky, although there is no fundamental objection to replacing Homo sapiens with a successor 

species so long as this species possesses the same fundamental ontological and ethical capacities 

that we have for freedom and responsibility.  1000

 However, Jonas wasn’t the only philosopher in the opening decades of the postwar era to 

fret about normative extinction. In The Future of Mankind—published two decades before Im-

perative—Jaspers examined the possibility of normative extinction in the political sense as a re-

sult of totalitarianism, which he understood in explicitly Arendtian terms.  On this account, 1001

totalitarianism is a historically novel phenomenon, a fundamental rupture in “Occidental 

history,” exemplified by the “twin horrors of the twentieth century,” that is, Nazism and Stalin-

ism.  By transmogrifying “human existence to the point where men cease to be human,” it in1002 -

flicts “a humiliation that dehumanizes all of existence, every hour in the lives of all,” and threat-

ens to convert the “world … into a concentration camp.”  In totalitarian states, human beings 1003

are wholly stripped of their freedom, where freedom, as one reviewer of Jaspers’ book put it, “is 

the very essence of human dignity, and it is the only atmosphere within which men can live lives 

worth living.”  Without freedom, “mere life as such … would not be the life of animals in the 1004

abundance of nature; it would be an artificial horror of being totally consumed by man’s own 

technological genius.” It might even be that a totalitarian state in the Atomic Age uses nuclear 

weapons to terrorize and control its population; in Jaspers’ words, 

the peace of totalitarianism is a desert constantly laid waste again by force against 

rebellious human claims. A totalitarian world state would use the atom bomb—

which it alone would control—in limited doses and without endangering the life 
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of mankind as a whole. It would use it in a gradation of terror, for purposes of ex-

termination or simply to put down a revolt in short order. What could be expected 

under total rule baffles the imagination, because its nature seems humanly impos-

sible and is accordingly not believed in reality.  1005

This vision of the deplorable conditions of human life under the iron fist of “total rule” led 

Jaspers to claim that, if forced to choose between risking the “final destruction of human exis-

tence by the atom bomb” and the “final destruction of the human essence by totalitarianism,” he 

would opt for the former. “Man, unlike the animals,” he contended, “is always free to take any 

risk for his freedom. If he should throw the life of mankind into the scales for liberty, he would 

not be taking this risk in order to die, but in order to live in freedom.”  He thus offered a de1006 -

fense of the position sloganized as “Better dead than Red,” which of course contrasts with the 

inverse position that we would be “Better Red than dead,” the latter of which Russell, in his 

aforementioned book Has Man a Future?, attributed to peace activists in West Germany.  To1007 -

day, as Kenneth Rose observes, the Jaspersian preference for extinction over totalitarianism has 

“become synonymous with the political philosophy of the far-right lunatic fringe,” although 

“there is ample evidence that a broad range of Americans in the late 1950s and early 1960s un-

derstood that a nuclear war would bring unprecedented horrors … , but that a [nuclear] holocaust 

might be necessary to oppose communist domination.” In other words, many people agreed with 

Jaspers, especially in the US. For example, a 1961 Gallup poll asked people in the US and 

Britain this question: “Suppose you had to make the decision between fighting an all-out nuclear 

war or living under communist rule—how would you decide?” An incredible 81 percent of US 

respondents reported that they prefer nuclear war over communism.  However, with the disso1008 -

lution of the Soviet Union in the late 1980s and early 1990s, the threat of a totalitarian takeover 

greatly declined, and consequently the question of which is preferable has lost much of the rele-

vance and urgency that it once had. 

 Both Jonas and Jaspers grounded their notions of dignity in human freedom. For Jonas, 

the worry was a loss of this dignity due to “man [taking] his own evolution in hand,” while for 

Jaspers the fear was that political circumstances could arise in which the conditions necessary for 
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humans to act freely are wholly expunged.  Of note is that Jaspers is one of the only theorists 1009

that I am familiar with who offered a ranking of different human extinction scenarios according 

to their relative badness. In the terminology of this book, his “Better dead than Red” view is tan-

tamount to the claim that final human extinction, whereby humanity disappears forever, bringing 

the whole human story to an end, is preferable to normative extinction, whereby an essential part 

of our humanity is lost. Many people will concur that there are fates worse than death for us as 

individuals; on the ethical view of Jaspers, global totalitarianism is a fate worse than complete 

nothingness. 

ENVIRONMENT, ANIMALS, GENERATIONS, POPULATION 

 We have now examined a number of anti-extinction views that went beyond the obvious 

claim that murdering everyone would be wrong because murdering anyone is wrong (call these 

“anti-omnicide views”). In every case discussed above, the argument pointed toward some 

morally relevant “loss” above and beyond whatever suffering those alive at the time of the cata-

strophe might experience. What are these losses? What are these additional sources of badness/

wrongness associated with self-extinction? Russell emphasized that all the progress so far made 

in human history will have been for nothing, and that our disappearance would foreclose what 

could be an extremely long and wonderful future. Anders argued that the cost of self-annihilation 

is the permanent erasure of the League of Generations, which encompasses all past, present, and 

future people. Hence, not only would contemporary generations suffer terribly if nuclear omni-

cide were to occur, but the already-deceased would die a “second death” while future generations 

would be cut-off from existence forever. Subsequently, Jonas claimed that our extinction must be 

avoided because it would remove the possibility of obligation, thus expunging the entire moral 

universe (assuming we are the only creatures in the cosmos with the capacities for freedom and 

responsibility). We also saw that numerous philosophers—Anders, Groenewold, and Jonas—

called for the construction of a new ethics to either replace or supplement traditional systems, 

which they contended had become outdated or obsolete because of our novel, unprecedented 

powers of action, as traditional ethics was designed within and for a radically different milieu of 
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mostly interpersonal, spatiotemporally proximate action-effects. Anders offered one of the first 

attempts to construct a new ethical theory for the Atomic Age (expand your imagination, height-

en your fear, and only use those technologies whose maxims and motives could be universalized 

into a general law), while Jonas outlined a sprawling theory that aimed to confront the dual pos-

sibilities of self-annihilation and irreversible alterations to the natural environment. 

 With the exception of Russell and Groenewold, all of these early developments unfolded 

within the Continental tradition. Russell, in fact, was one of the founders of the Analytic tradition 

(along with Gottlob Frege, G. E. Moore, and Russell’s student Ludwig Wittgenstein). Although 

Groenewold was a physicist rather than a philosopher, the conference at which he presented his 

hortatory claims about the need for a new “macro morality” was squarely within Analytic Phi-

losophy. Intriguingly, by the time Analytic philosophers in general got around to exploring the 

core questions of Existential Ethics, starting in the late 1960s, a majority of those who weighed-

in on the topic actually held that there would be nothing bad about the state or condition of Being 

Extinct, and hence—given a utilitarian framework, which many explicitly accepted or were sym-

pathetic with—there would be nothing wrong with bringing about this state or condition so long 

as the processes or events leading up to our extinction do not involve anything morally unac-

ceptable (the equivalence view).  Some even argued that, based on a particular interpretation 1010

of utilitarianism, our collective non-existence would be a positively good outcome. As John 

Leslie observed in 1983, “quite a few philosophers now hold that we at least have no duty to en-

sure life’s continuance,” while others, he noted, have defended the more extreme position that 

“life’s absence would be preferable to its presence since living can be nasty.”  It was only in 1011

the 1980s and 1990s that this widespread tendency toward equivalence and pro-extinctionist 

views began to reverse—thanks in part to Leslie’s writings on the topic. 

 Before examining these early arguments within Analytic Existential Ethics, as it were, it 

may be useful to situate them within the broader context of Analytic moral philosophy during the 

twentieth century. As noted at the end of the previous chapter, the first half of the century was 

dominated by metaethical debates inspired by Moore’s 1903 book Principia Ethica. Although 

some, if not most, of these philosophers were atheists or agnostics, it was not until circa 1960 

that non-religious normative ethics was studied “by many people,” quoting Derek Parfit once 
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again.  The following decade—the 1970s—witnessed a burst of innovative research within 1012

both normative and practical ethics, exemplified by the emergence of novel topics and fields like 

animal rights, global ethics, environmental ethics, intergenerational justice (or ethics), and popu-

lation ethics.  Of these, the field that overlapped the most with Existential Ethics was popula1013 -

tion ethics, which concerns questions about the number, existence, and identity of future 

people.  Since one possible number of future people is zero, some of the theories proposed by 1014

population ethicists had direct implications for Existential Ethics. 

Historically speaking, population ethics can be traced back at least to Sidgwick, who not-

ed in chapter 1 of Book IV of Methods (1874) that a “question arises when we consider that we 

can to some extent influence the number of future human (or sentient) beings. We have to ask 

how, on Utilitarian principles, this influence is to be exercised.” To this he added that “it seems 

clear that, supposing the average happiness enjoyed remains undiminished, Utilitarianism directs 

us to make the number enjoying it as great as possible.”  In other words, we should want the 1015

human population to expand, assuming that the average happiness of people does not decline. 

However, it wasn’t until Parfit’s groundbreaking book Reasons and Persons, published in 1984, 

that population ethics gained significant attention among Analytic moral philosophers, although 

some of what Parfit had to say about the topic was responding to population-ethical ideas pub-

lished during the late 1960s and 1970s.  In brief: the field dates back to Sidgwick, was ad1016 -

dressed by some beginning in the late 1960s, and then became prominent following Parfit’s 

book. 

THEN COMES THE SNAG 

 One of the most important contributions was a 1967 article by Jan Narveson titled “Utili-

tarianism and New Generations,” which received fairly little attention at first but has since be-

come a canonical contribution to the literature.  The main thrust of Narveson’s discussion was 1017

not human extinction but countering a popular objection to the sort of utilitarianism articulated 

by Sidgwick above.  As Narveson wrote, “one of the stock objections to utilitarianism goes 1018

like this: ‘If utilitarianism is correct, then we must be obliged to produce as many children as 

 360



possible, so long as their happiness would exceed their misery.’”  While Sidgwick was the 1019

first to distinguish between the average and total versions of utilitarianism, Narveson was the 

first to differentiate between (a) the “impersonal” or, in my terminology, “impersonalist” view, 

and (b) the “person-regarding,” “person-based,” or “person-affecting” “view,” “intuition,” “re-

striction,” “principle,” or “axiom,” as it has variously been called. (Note: this distinction origi-

nated with Narveson, although Parfit coined the terms “person-regarding” and “person-

affecting,” the latter of which has become standard. ) 1020

 I have already defined these positions in the previous chapter, but let’s take a closer look. 

According to impersonalist utilitarianism, we are morally obliged to maximize intrinsic value 

(either the total or average amount) within the universe as a whole. In contrast, on a person-af-

fecting account, we are morally obliged to maximize intrinsic value (either the total or average 

amount) within some restricted population of sentient beings, such as every person who exists 

right now, or will necessarily exist in the future.  To be clear about what “intrinsic value” 1021

means, all utilitarians are welfarists, i.e., they identify intrinsic value with “welfare” or “wellbe-

ing,” where these two terms, which are synonymous, can be interpreted in at least three ways. 

First, there is hedonism, a monistic theory of value according to which wellbeing consists of 

pleasure or happiness. (This was Sidgwick’s view.) Second, another monistic theory is desire-

satisfactionism, also called preference utilitarianism, which identifies wellbeing with the satisfac-

tion of desires or preferences. And third, one could accept an objective-list theory of wellbeing, 

which is pluralistic in that it identifies wellbeing with some list of “objective” goods like knowl-

edge and friendship in addition to—depending on the list—happiness and satisfied desires. 

Hence, to say that one should maximize intrinsic value is just to say that one should maximize 

happiness, satisfied desires, or certain objective goods, respectively.  1022

 This brings us back to Narveson’s distinction. If what matters morally is the maximiza-

tion of the total amount of wellbeing (total utilitarianism), the question arises as to whether it 

would be wrong not to create a person who one knows would have a “happy” or “worthwhile” 

life, meaning a life that would contain a net-positive amount of intrinsic value. On the imperson-

alist account, this would be wrong, since failing to create a “happy” person would deprive the 

universe of some extra wellbeing that it could otherwise contain. On the person-affecting ac-
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count, the answer depends. For example, if you had made a promise to your partner that you 

would conceive a child with them, and if breaking that promise by later refusing to have a child 

would cause your partner harm, then it may be wrong not to create this person.  Here, “harm” 1023

is standardly understood in comparative terms as meaning “to make someone worse off than they 

otherwise would have been.”  But aside from considerations involving the wellbeing of exist1024 -

ing people, Narveson contended that there would be nothing wrong with not converting a possi-

ble person into an actual person because, he wrote, “‘possible persons’ are not persons: it isn’t 

just that they aren’t the usual kind of persons, for neither are they a special kind of persons, as 

are tall or short ones, male or female ones, and so on.”  This is to say, “someone” who doesn’t 1025

yet exist, and might never exist, isn’t a person in any sense; they are non-persons. Hence, since 

non-persons cannot be harmed, as only beings that already exist can be made worse off than they 

otherwise would have been, there is no moral obligation to create new “happy” people, even if 

their lives would be wonderful. “All obligations and indeed all moral reasons for doing 

anything,” he declared, “must be grounded upon the existence of persons who would benefit or 

be injured by the effects of our actions.” This means that, in slogan form, we should be “in favor 

of making people happy, but neutral about making happy people. Or rather, neutral as a public 

policy, regarding it as a matter for private decision.”  1026

 To make the implications of these positions more explicit, impersonalism entails that an 

act can be wrong even if it does not harm anyone, while the person-affecting utilitarian view 

maintains that an act can be wrong only if it harms someone. By not having the “happy” child, 

the impersonalist claims that one has done something wrong by failing to maximize value in the 

universe as a whole, even though the possible person who could have existed is not themselves 

harmed by their non-existence. In contrast, the person-affecting theorist sees this as wrong only 

if existing people are made worse-off by the decision. 

 This leads directly to a crucial question about the wrongness of human extinction: if there 

is no moral obligation to create new people—if the decision to have or not have a child “is purely 

a matter of taste,” as Narveson put it —then is there an obligation to perpetuate the species? If 1027

everyone were to decide not to have children, and if in each individual case there was nothing 

morally wrong with this decision, then would it also be permissible to allow the human popula-
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tion to fall to zero? This is where the person-affecting view has profound implications for Exis-

tential Ethics: on Narveson’s view, there is nothing wrong with allowing humanity to go out of 

existence, as no one would be harmed—no one would be around to be harmed—by the state or 

condition of Being Extinct. In his words, 

is there any moral point in the existence of a human race, as such? That is to say, 

would a universe containing people be morally better off than one containing no 

people? It seems to me that it would not be, as such, at any rate on utilitarian 

grounds. We might prefer … a universe containing people to one that does not 

contain them, particularly since we presumably would not be able to occupy the 

second one ourselves; but is this, then, a moral preference? It seems to me, again, 

that it is not, and that the effort to make it one is a mistake.  1028

Given the main thrust of Narveson’s 1967 paper, this consequence of his view appeared to be an 

afterthought, and indeed the passage just quoted is embedded in the paper’s closing paragraph. 

However, he offered a more detailed discussion in a subsequent book chapter titled “Future Peo-

ple and Us,” which was published in an influential edited collection called Obligations to Future 

Generations (1978). Narveson wrote that “the person-regarding view is a natural one to adopt. 

But it makes for a knotty problem for anyone who wants to hold that we have some such duty as 

the duty to sustain the human race.” The problem concerns the question (to quote him at length): 

For to whom would we owe such a duty? The obvious suggestion would be that 

we owe it to the “human race,” or to all those people out there in the future ahead 

of us. But this won’t do. Given the person-regarding view, we cannot say the for-

mer: for the human race is not a person, but rather some such thing as the set of 

all persons or, worse still, the property of being a person or the idea of hu-

mankind. To none of these entities do we owe anything on the person-regarding 

view, and it is not obvious what could be meant by saying that we “owe” some-

thing to any of them in any case. The best we can do is to suggest that we owe the 
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perpetuation of the human race to future persons themselves. But then comes the 

snag. For if we do not carry out this “duty,” we suddenly find that there is nobody 

we can claim to have let down, to have defaulted or failed in discharging our du-

ties to them. The existence of the supposed subjects of this obligation is contin-

gent on our fulfilling it. But if there is no subject of obligation, then, given the 

person-regarding view, there is no obligation. Which means that there can be no 

such thing as an “obligation to perpetuate the human race,” for an obligation that 

only exists if it is fulfilled, i.e., which logically cannot be violated, is clearly non-

sense.  1029

DEATH, NON-BIRTH, AND UNFINISHED BUSINESS 

 This said, Narveson is clear that he does not want humanity to die out. “We do,” he wrote, 

“want to keep the human race going.” His point was that the question of becoming extinct “is not 

a moral question,” but is instead one that is “purely a matter of taste.”  In another chapter of 1030

Obligations, Jonathan Bennett concurred with Narveson’s conclusions about individual procre-

ation and human extinction. With respect to the first, he argued that “if a failure to bring someone 

into existence is ever wrong for utilitarian reasons, these must concern the utilities [or happiness] 

of people who are at some time actual, not those of the person whose coming-into-existence 

didn’t happen.” Echoing ideas from above, he continued: 

It might be wrong for me to fail to beget a child because that would deprive my 

parents of the pleasures of grandparenthood, or because any child of mine would 

be sure to benefit mankind; in one case my parents are deprived, in the other 

mankind in general. But it couldn’t be wrong because by not bringing the child 

into existence one deprives it of something. 

This contrasts, once again, with the view of impersonalist utilitarians, who Bennett memorably 

described like this: “As well as deploring the situation where a person lacks happiness, these 
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philosophers also deplore the situation where some happiness lacks a person.” Even worse, ac-

cording to Bennett, such philosophers tend to “speak of the latter situation as being one in which 

some utility is lost.”  In other words, they see the failure to bring new value into the world as 1031

essentially the same as the failure to prevent currently existing value from going out of exis-

tence—both are classified as “losses.” This means that there is no intrinsic difference for imper-

sonalists between death, on the one hand, and non-birth, on the other. Someone with a wellbeing 

level of 95 dying would be just as bad as “someone” who would have had a wellbeing level of 95 

never existing, all other things being equal. But this commits a serious error, Bennett argued: it 

involves inferring the proposition that “We ought to produce as much happiness as possible” 

from the claim that “We ought to make people as happy as possible.” The “mistake” arises from 

an undue emphasis on the notion of amount, which “lets philosophers introduce a surrogate for 

the proper notion of utility—it gives them utilities that are not someone’s, in the form of quanta 

of happiness that nobody has but that somebody should have.”  1032

 Bennett thus concurred with Narveson that “we have no obligation to prevent the extinc-

tion of mankind (except insofar as this would affect actual persons),” which is to say that the 

wrongness or badness of our extinction, from this person-affecting perspective, depends only on 

how it is brought about.  Yet, like Narveson, Bennett also expressed a clear preference for our 1033

continued survival, writing that “I am passionately in favour of mankind’s having a long future, 

and not just because of the utilities of creatures who were, are, or will be actual.” He labeled this 

his “pro-humanity stance,” describing it as nothing more than “a practical attitude of mine for 

which I have no basis in general principle.” He proceeded: 

The continuation of Homo sapiens—if this can be managed at not too great a cost, 

especially to members of Homo sapiens—is something for which I have a strong, 

personal, unprincipled preference. I just think it would be a great shame—a pity, 

too bad—if this great biological and spiritual adventure didn’t continue: it has a 

marvelous past, and I hate the thought of its not having an exciting future.  1034
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However, if Bennett were to “slide”—his word—a principle under his pro-humanity stance, he 

wrote that “it would probably be one about the prima facie obligation to ensure that important 

business is not left unfinished.”  To my knowledge, this is the first explicit articulation of what 1035

might be called the “argument from unfinished business” for the continued existence of humani-

ty, an idea later developed by futurists like Wendell Bell, Richard Slaughter, and Bruce Tonn, as 

well as myself (see chapter 11).  As alluded to above, there is a rich history of potentiality 1036

thinking going back at least to the Enligthenment, whereby progress toward better, more desir-

able states of human life involves cumulative development over time, from the past to the present 

and the present into the future, with each generation standing on the shoulders of the last (a 

metaphor popularized by Newton). An often-quoted expression of this idea in the contemporary 

existential risk literature comes from Edmund Burke, who characterized society as a “partnership 

of the generations” that yields what he called an “eternal society.”  In a 1790 critique of the 1037

French Revolution, which he worried could destroy this partnership, Burke wrote that society 

is a partnership in all science; a partnership in all art; a partnership in every virtue 

and in all perfection. As the ends of such a partnership cannot be obtained in 

many generations, it becomes a partnership not only between those who are liv-

ing, but between those who are living, those who are dead, and those who are to 

be born.  1038

The unfinished business argument fuses potentiality thinking of a certain sort with this idea of 

cumulative development to derive a specifically teleological account of why our extinction 

should be avoided: through the partnership of the generations, humanity can advance various 

transgenerational projects, and it is the fact that these projects have not yet been completed that 

gives us reason to ensure our continued survival—even if this reason is more a matter of aesthet-

ics, preference, or taste, than of morality. Either way, the notion of unfinished business points to 

the idea of premature extinction, whereby the final end of our collective story is made worse by 

the fact that it happens prior to the attainment of some desired end. As Bruce Tonn puts it, the 
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argument states that “present generations have an obligation to see that humanity’s important 

business is not left unfinished, presumably due to pre-mature extinction of humanity.”  1039

But what exactly is this unfinished business, according to Bennett? He did not elaborate 

on what it might be, although Wendell Bell interpreted him as referring 

to human accomplishments, especially exceptional ones in science, art, music, 

literature, and technology, and also human inventions and achievements of orga-

nizational arrangements, political, economic, social, and cultural institutions, and 

moral philosophy. The continuation of these achievements, obviously, depends 

upon the continuation of the human species.  1040

One could also answer the question by borrowing an idea from I. F. Clarke, who, in a 1971 arti-

cle about the history of futurological predictions from the eighteenth century to the present, 

wrote that 

in the last 100 years the physical sciences and the technologies have reached their 

predicted goals: submarines, flying machines, atomic energy, space rockets all 

belong to the ancient history of forecasting. And yet the great social objectives are 

still with us. World peace, universal prosperity, the reign of law, the brotherhood 

of man—these aspirations make up the unfinished business of the human race 

(italics added).  1041

I myself am inclined to say that it would be a great shame if humanity were to perish before we 

construct not merely a “Theory of Everything” that integrates quantum field theory with Ein-

stein’s theory of general relativity (since the two are incompatible at the moment), but what 

might be called a “Theory of Every Thing,” that is, a complete explanatory-predictive account of 

every type of phenomenon in the universe. For some of us privileged enough to have the oppor-

tunity to contemplate the great mysteries of existence, who are bothered by the lack of any satis-

factory answer to the Leibnizian question of why there is something rather than nothing, the idea 
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that humanity’s story might end before we have solved these mysteries and answered this ques-

tion is fiercely disappointing. 

But is this a specifically moral position? Certainly, it has normative force, but morality 

constitutes only a subregion of the broader territory of normativity. There are all sorts of norma-

tive claims that aren’t moral. Two questions are worth asking here: first, what is the best criterion 

of demarcation for morality? Bennett himself accepted R. M. Hare’s claim that “only universal-

isable practical attitudes should be accounted moral,” although he doesn’t insist upon this criteri-

on, adding that “if you think there can be unprincipled moral stands, then you may count my pro-

humanity stand as ‘moral’ after all.”  Second, what does it matter whether some position falls 1042

within our outside of morality’s perimeter? The answer is that moral obligations have a special 

kind of force, one that can override most or all non-moral reasons against some course of action. 

To say that you should stop at the stop sign, or should not smoke, is different than saying you 

should give to the poor, or should not go around murdering others. Hence, we can distinguish 

between moral and non-moral versions of the argument from unfinished business, the former of 

which would be stronger than the latter, while the latter of which is what Bennett endorsed, using 

it to support his pro-humanity stance. Either way, Bennett’s discussion of humanity’s unfinished 

business may have been the first time that anyone gestured at the idea of premature human ex-

tinction within the Existential Ethics literature. 

PERSON-AFFECTING ANTINATALISM 

 While Narveson and Bennett both agreed that there is no moral obligation to create new 

happy people, Hermann Vetter argued that Narveson’s person-affecting view actually implies a 

moral obligation not to have children at all. This is based on a claim in Narveson’s paper that I 

did not mention above, namely, that we are morally obligated not to create new unhappy people. 

As he wrote, “if … it is our duty to prevent suffering and relieve it,” as this is one way to in-

crease the total amount of wellbeing, then “it is also our duty not to bring children into the world 

if we know that they would suffer or that we would inflict suffering upon them.”  This was the 1043

earliest enunciation of what Jeff McMahan would later call, in a 1981 review of Obligations, 
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“the Asymmetry,” also known as the “Procreation Asymmetry,” which he defined as the position 

that, 

while the fact that a person’s life would be worse than no life at all (or “worth not 

living”) constitutes a strong moral reason for not bringing him into existence, the 

fact that a person’s life would be worth living provides no (or only a relatively 

weak) moral reason for bringing him into existence.  1044

This asymmetry of duties led Narveson to the conclusion that, as Vetter put it, “in general—if it 

can be foreseen neither that the child will be unhappy nor that it will bring disutility upon oth-

ers—there is no duty to have or not have a child.”  But Vetter noted that it often cannot be 1045

foreseen whether a child will be unhappy or not, and hence one must make the decision to pro-

create under epistemic conditions of uncertainty. Understood this way, he argued that Narveson’s 

Procreation Asymmetry and person-affecting principle actually implies the antinatalist view that 

“in any case, it is morally preferable not to produce a child.”  He explicated this view by 1046

sketching a decision matrix: on the x-axis are the two possibilities of “child will be more or less 

happy” and “child will be more or less unhappy,” while on the y-axis are the two options of 

“produce the child” and “do not produce the child.” If one produces the child and it is more or 

less happy, there is “no duty fulfilled or violated” whereas if one produces the child and it is 

more or less unhappy, there would be a “duty violated.” In contrast, if one doesn’t produce the 

child and it would be more or less happy if it were to exist, there would once again be “no duty 

fulfilled or violated” whereas if one doesn’t produce the child and it would be more or less un-

happy if it were to exist, there would be a “duty fulfilled.” Hence, Vetter wrote that “it is seen 

immediately that the act ‘do not produce the child’ dominates the act ‘produce the child’ because 

it has equally good consequences as the other act in one case, and better consequences in the oth-

er.” That is to say, having the child could yield one of two consequences: either violating one’s 

duty not to create unhappy people, or neither fulfilling nor violating the duty to create happy 

people, because according to the person-affecting view there is no such duty. But if one doesn’t 

have a child and that child would be happy, one does nothing wrong, while if the child would be 
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unhappy if it were created, one does something morally right by preventing it from existing. It 

follows that, on this account, “people should be discouraged from having children,” which osten-

sibly implies that the human population should gradually dwindle to zero.  In Vetter’s words: 1047

 

Figure 10: Vetter’s decision matrix. 

If such [antinatalist] tendencies are successful enough, the number of men on 

earth may begin to decrease, and if such development continues long enough, the 

human race will disappear. This, however, would not at all be a deplorable conse-

quence according to Narveson’s … and my own opinion: the existence of 

mankind is not a value in itself. On the contrary, if mankind ceases to exist, all 

suffering is extinguished perfectly, which no other human endeavour will be able 

to bring about. On the other hand, of course, all happy experiences of men will 

disappear. But this, according to Narveson’s conclusion … , would not be de-

plorable, because no human subject would exist which would be deprived of the 

happy experiences.  1048

Although the connection between antinatalism and human extinction may seem straightforward, 

we will see in the second half of the next chapter that this is not actually the case, given the in-

creasingly plausible possibility of radical life extension. If individual people could end up living 

for as long as humanity itself could survive (e.g., until the heat death of the universe), then there 

being no additional people does not necessarily entail there being no people at all. Nonetheless, 
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the plausibility of radical life extension is a very recent development, and hence it would not 

have been unreasonable to posit a necessarily link between antinatalism and human extinction, as 

Vetter does. 

THE BENEVOLENT WORLD-EXPLODER 

 This being said, Vetter defended yet another version of utilitarianism that will appear 

again in the following chapter: negative utilitarianism. As chance would have it, he discussed 

this theory at the very same conference in 1968 at which Groenewold introduced his taxonomy 

of “macro effects,” “macro problems,” and “macro morality,” and in fact negative utilitarianism 

was first introduced by Sir Karl Popper, who was yet another attendee of this 1968 conference. 

The difference between negative and classical utilitarianism is that the latter—somewhat confus-

ingly—takes “happiness” to be the sum of all the goodness and badness, intrinsic value and dis-

value, that exists within some state of affairs. On this account, there is a kind of axiological 

symmetry within these dichotomies: both value and disvalue count equally; they are the mirror 

reflections of each other. In contrast, negative utilitarianism accepts one of the following claims: 

(a) suffering counts more than happiness (weak view), (b) some amount of suffering cannot be 

counterbalanced by any amount of happiness (lexical threshold view), (c) no amount of happi-

ness can counterbalance any amount of suffering (lexical view), or (d) suffering is the only thing 

that matters (absolutist view). What motivates this theory is that, quoting Popper, 

human suffering makes a direct moral appeal, namely, the appeal for help, while 

there is no similar call to increase the happiness of a man who is doing well any-

way. … [F]rom the moral point of view, pain cannot be outweighed by pleasure, 

and especially not one man’s pain by another man’s pleasure. Instead of the great-

est happiness for the greatest number, one should demand, more modestly, the 

least amount of avoidable suffering for all.  1049
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Hence, Popper’s stated position seems to align most closely with the lexical view. But this yields 

an apparent problem, first pointed out by R. N. Smart in a 1958 paper, which abbreviated “nega-

tive utilitarianism” as “NU.” Imagine that someone has access to a technology “capable of in-

stantly and painlessly destroying the human race.” Although this may sound “fanciful,” Smart 

noted that it is “unfortunately much less so than it might have seemed in earlier times” (and in-

deed today it is within the realm of scientific plausibility that a high-powered particle accelerator 

could instantly and painlessly destroy everything within our future light cone by nucleating a 

vacuum bubble). Since there is bound to be some suffering if human life were to persist, NU 

would prescribe the use of this technology to instantaneously annihilate all living creatures on 

the planet—if not in the universe more generally, as Eduard von Hartmann wished. (Hence, 

smashing atoms together to nucleate a vacuum bubble may have been precisely the sort of future 

advancement that Hartmann hoped for.) One is thus morally obliged to become a “benevolent 

world-exploder,” a conclusion that Smart described as patently “wicked.”  While Popper him1050 -

self had only intended his NU proposal as a principle for public policy, for a “humanitarian 

code,” Smart’s discussion of its shortcomings as a fundamental moral principle convinced many 

that it is, in fact, a nonstarter in ethics.  1051

 Vetter, though, did not see things this way—nor did another participant at the 1968 con-

ference, namely, the philosopher Yehoshua Bar-Hillel.  In Vetter’s words, “if mankind were 1052

extinguished by a nuclear war, the real evil … would be the way the extinction would take place: 

there would be so much terrible suffering for so many people before they die that this is a 

tremendous evil.” In other words, Going Extinct in a nuclear holocaust would be very bad. What 

isn’t “one of the greatest evils we are confronted with,” he continued, is Being Extinct. To the 

contrary, 

if mankind were completely extinguished in a millionth of a second without any 

suffering imposed on anybody, I should not consider this as an evil, but rather as 

the attainment of Nirvana. The effect of the extinction of mankind would be that 

all suffering of human beings is perfectly extinguished; likewise, of course, all 

happy experiences of human beings would be extinguished. But I think the extinc-
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tion of suffering would count much more heavily than the extinction of happy ex-

periences, because if nobody exists any longer, then there is no subject that is de-

prived of the happy experiences. I do not think we have moral duties towards un-

born men, commending us to bring about their birth because of the happiness they 

would be going to experience—happiness which, on the top of it, is available only 

in a mixture with more or less unhappiness.  1053

Vetter thus went beyond the equivalence view in maintaining that Being Extinct would be good 

rather than merely not bad, for the same reason that attaining Nirvana—meaning “extinction, 

disappearance”—would be good for us as suffering individuals. However, Vetter did not go quite 

as far as R. N. Smart suggested negative utilitarians should go: he never claimed that we should 

try to figure out a way of annihilating humanity in a millionth of a second. His point was only 

that if this were to happen, it wouldn’t be evil, but instead be very good. Nor did he advocate for 

an “absolutist” version of antinatalism, whereby it is always impermissible to have children. 

Rather, writing in his aforementioned 1969 paper, he asserted that procreation “is still recom-

mended when parents’ utility is taken into account,” although “it is morally preferable not to 

produce children at all” when one considers only the child.  1054

TO END THE HUMAN RACE 

 While Russell, Anders, and Jonas all embraced further-loss views, Narveson and Bennett 

defended the equivalence thesis, although Bennett’s argument from unfinished business could be 

seen as a kind of non-moral further-loss view, since it identifies the failure to finish certain im-

portant business to be an extra reason our extinction would be bad. To put all of this in perspec-

tive, both further-loss views and the equivalence thesis answer “yes” to the question “Would hu-

man extinction be bad or wrong?,” but their reasons are quite different: further-loss theorists 

point to the state or condition of Being Extinct as entailing one or more extra losses that render 

our extinction bad, that is, in addition to whatever harms the process or event of Going Extinct 

might cause, while equivalence theorists would say that there is nothing bad about Being Extinct, 
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and hence the badness or wrongness of our disappearance is entirely reducible to the way it 

comes about. In other words, the second position’s affirmative answer to the question above is 

conditional: only insofar as Going Extinct causes harms would our extinction, all things consid-

ered, be bad or wrong. Both further-loss and equivalence theorists accept the default view, of 

course, but whereas the former says that there is something bad or wrong about our extinction 

independent of how it happens (e.g., even if our extinction is entirely voluntary and peaceful, it 

would be regrettable if business were left unfinished), the latter insists that the default view is the 

entire story. 

In contrast, while he also accepted the default view, Vetter took the more radical position 

of answering the question “Would human extinction be good?” with a strong “yes,” since it 

would eliminate all future human suffering. On the one hand, if humanity were annihilated, there 

would be no one around to suffer the absence of happiness that might have otherwise existed. On 

the other hand, the elimination of suffering would be good even if there is no one to experience 

this absence. This insight—another kind of asymmetry—will be revisited in the next two chap-

ters. 

 Before turning to the 1980s, when attitudes toward human extinction began to shift within 

the world of Anglophone philosophy, it is worth examining one more view put forward in the 

literature, which is much closer to Sidgwick’s position than Narveson’s, Bennett’s, or Vetter’s. 

This came from the philosopher Jonathan Glover in his 1977 book Causing Death and Saving 

Lives, which argued that, contra Narveson, we should create “extra people whose lives are worth 

living.” One of the reasons that Glover cited concerns the perpetuation of humanity. All things 

being equal, he wrote, we should want there to be more people both synchronically and di-

achronically—that is, “the more people with worth-while lives there are the better,” not just at 

any given moment but “spread out across future time.” However, this does not imply a simple-

minded “policy of maximizing happiness,” he claimed, since there could be other things we val-

ue, and we might think that “the absence of these qualities cannot be compensated for by any 

numbers of extra worth-while lives without them.” Nonetheless, the value of extra people does 

mean, echoing Sidgwick, that “to end the human race would be about the worst thing it would be 

possible to do,” given “a belief in the intrinsic value of there existing in the future at least some 
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people with worth-while lives.”  Since extinction would foreclose the realization of such lives, 1055

it would be bad for reasons that have nothing to do with Going Extinct—that is, even if our ex-

tinction came about because everyone takes “a drug that would render us infertile, but make[s] us 

so happy that we would not mind being childless,” it would still be very wrong. Glover thus held 

a further-loss view according to which the non-existence of future people, of intrinsic value, ren-

ders Being Extinct itself bad. 

As a brief aside, Glover’s views of population ethics and human extinction were devel-

oped alongside those of Parfit, as both collaborated with James Griffin in hosting a recurring 

seminar at the University of Oxford focused on issues in normative and practical ethics. Its aim 

was “to consider the application of ethical principles to real-world problems,” and—somewhat 

humorously—was originally named “Life, Happiness, and Morality,” but Parfit found this too 

insipid and changed it to “Death, Misery, and Morality.”  We will examine Parfit’s important 1056

contribution to the development of Existential Ethics shortly. 

TRADITIONAL ETHICS AND POSTHUMOUS HARM 

 Having now surveyed a number of utilitarian positions in Existential Ethics, it may be 

useful to pause for a moment to reconsider statements from Anders, Groenewold, and Jonas 

about the obsolescence of traditional ethical systems, which each saw as lacking the theoretical 

resources necessary to address the unique challenges of the Atomic Age. But is this true with re-

spect to utilitarianism? Our discussion so far suggests that it is not: both person-affecting and 

impersonalist utilitarianism offer straightforward answers to the core questions of Existential 

Ethics. Neither struggles with the problem of extinction the way, for example, Kantian ethics 

does, as there is no apparent logical or practical contradiction derivable from an omnicidal max-

im like “I will kill everyone in order to eliminate all suffering.” As R. N. Smart’s brother, J. J. C. 

Smart, wrote in his 1984 book Ethics, Persuasion, and Truth, referring specifically to Groe-

newold’s 1968 discussion of macro effects, 
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traditional rules of ethical thinking were evolved in relation to micro effects and 

may [thus] be inappropriate [for dealing with macro effects]. Certain philosophi-

cal systems of ethical precepts (and here I am thinking particularly of utilitarian-

ism) should be able to cope in theory with effects at any level, but even so their 

practical application is difficult because of the difficulties in envisaging conse-

quences of rapid technological change.  1057

Hence, while there may be practical limitations to utilitarianism, it seems “able to cope in theo-

ry” with questions that no moral or axiological system in the past ever had to confront, such as 

whether and why bringing about our extinction would be good or bad, better or worse, right or 

wrong. The three philosophers mentioned above—among the earliest existential ethicists—thus 

apparently missed that the utilitarian theory proposed by Jeremy Bentham in the eighteenth cen-

tury, and later developed by Mill and Sidgwick, does have the resources necessary to address Ex-

istential Ethics, even if one finds its answers unconvincing. Perhaps the reason they never dis-

cussed utilitarianism is that this theory has had limited influence within the Continental tradition, 

which all three were working in. 

 A second issue worth pausing on for a moment is relevant to questions of how bad Going 

Extinct could be, even in Vetter’s scenario of (virtually) instantaneous annihilation. The question 

is: Could Going Extinct cause harm even if there is no attendant psychological or physical suffer-

ing? Some would answer “yes” if this involves cutting lives short, as these people would say that 

death can harm the one who dies by depriving one of future happiness, desirable experiences, 

fulfilled ambitions, and so on, which they could otherwise have had. A notable champion of this 

“deprivationist” account of death is Thomas Nagel, who contended that “the corresponding de-

privation or loss,” the “abrupt cancellation of indefinitely extensive possible goods,” is one rea-

son to see death as an “evil” and “misfortune” for the decedent.  This could be understood as a 1058

kind of further-loss view at the level of individuals rather than the collective whole, the species, 

or the universe, and it contrasts with a position famously defended by the ancient Greek philoso-

pher Epicurus. On Epicurus’ account, death cannot be bad for those who die because when one is 
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alive, one is not dead, and when one is dead, one cannot be harmed because one no longer exists 

(assuming, as Epicurus did, that there is no afterlife). So where is the harm? 

Although clever, many philosophers find Epicurus’ argument unconvincing, opting in-

stead for the deprivationist view. The point is that if Nagel is correct, then even “if mankind were 

completely extinguished in a millionth of a second without any suffering imposed on anybody,” 

quoting Vetter, this might still be very bad by virtue of the fact that it would cut lives short, 

thereby depriving people of what could have been.  However, Nagel also held that “it cannot 1059

be said that not to be born is a misfortune,” and hence Vetter’s scenario would be bad only be-

cause Going Extinct would harm those who perish, not because Being Extinct itself would be 

bad.  One’s position on whether death can harm the decedent is, therefore, pertinent to assess1060 -

ing the extent of the badness of Going Extinct: not only would instantaneous annihilation cause 

harm, even if there is no suffering, but scenarios in which lots of suffering occurs would be seen 

as even worse, since one should count both the harms of each individual dying and the harm as-

sociated with being dead. 

 Others discussed similar ideas with implications for the badness of our extinction, al-

though none explicitly linked these to the questions of Existential Ethics. For example, Joel 

Feinberg contended in the late 1970s that people’s interests can be “harmed,” by which he meant 

“blocked” or “thwarted,” even after they have died, which suggests that present generations 

could harm the interests of past generations by allowing humanity to die out.  To illustrate, 1061

imagine that a team of scientists were to invent a “world-exploding” device that kills every per-

son on Earth instantaneously. Whereas a deprivationist would say that the deaths of all these 

people would (or at least could, if their lives are worth living) harm every one of them, Feinberg 

would add that this could also harm the interests of people who had already passed away, as this 

might block or thwart interests they may have had that extended beyond their own lifetimes. This 

would further exacerbate the badness of instantaneous extinction. In fact, Bennett briefly ex-

plored a similar view in his 1978 paper discussed above, which suggested that actions today 

could negatively affect the utilities of past people. (He writes: “I am not endorsing this attitude to 

past people, but I shan’t quarrel with it here.”) For example, one might morally object “to using 

the calculus for military purposes because Leibniz,” who co-invented the calculus, “wanted all 
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his discoveries to contribute to universal peace,” where the argument behind this moral objection 

is that “if I use the calculus in building a bomb, I am bringing a disutility to Leibniz by bringing 

it about that he was to that extent a man whose hopes were not going to be realized.”  Again, 1062

this points at another reason one might think our disappearance would be bad: it could reduce the 

utility (happiness) of past people who, for example, believed that humanity should survive for as 

long as the universe remains habitable, finish its unfinished business, continue the march of 

progress, or whatever. 

DREADFUL TO CONTEMPLATE 

 This brings us to the 1980s, which witnessed a flurry of new ideas about why our extinc-

tion might be bad or wrong, not just because it would entail some further loss associated with 

Being Extinct but because the meaning or value of our lives today depends upon humanity con-

tinuing to exist in the future. An argument of the latter sort came from a book chapter titled 

“Why Care About the Future?” by Ernest Partridge (1935-2018). His discussion began with the 

assertion that human beings are not in fact “disinclined to care for the future, much less to act 

upon such cares,” as some philosophers had recently argued. One reason concerns “a basic hu-

man need” for what Partridge called self-transcendence, which involves (i) regarding something 

other than oneself as good for its own sake, and (ii) desiring “the well-being and endurance of 

this ‘something else’ for its own sake, apart from its future contingent effects upon” the individ-

ual.  The connection between (i) and (ii) is that when one genuinely values an object for itself, 1063

one will naturally wish for that object to continue existing and flourishing beyond one’s own life-

time, as this is part of what it means to value, love, or cherish something one takes to be “signifi-

cant” and “important.” Here Partridge quotes John Passmore’s 1974 analysis of love, according 

to which, 

when men act for the sake of a future they will not live to see, it is for the most 

part out of love for persons, places, and forms of activity, a cherishing of them, 

nothing more grandiose. It is indeed self-contradictory to say: “I love him or her 
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or that place or that institution or that activity, but I don’t care what happens to it 

after my death.” To love is, amongst other things, to care about the future of what 

we love. … This is most obvious when we love our wife, our children, our grand-

children. But it is also true in the case of our more impersonal loves: our love for 

places, institutions, and forms of activity.  1064

The fact that we care about whether valued, loved, and cherished entities persist in favorable 

conditions long after we are gone can be illustrated by a simple thought experiment. “Suppose,” 

Partridge wrote, 

that astronomers were to determine, to the degree of virtual certainty, that in two 

hundred years the sun would become a nova and extinguish all life and traces of 

human culture from the face of the earth. … Would not this knowledge and this 

awareness profoundly affect the temperature and the moral activity of those per-

sons now living who need not fear, for themselves or for anyone they might love 

or come to [love], personal destruction in this eventual final obliteration? 

For most readers, Partridge conjectured, “it would be dreadful to contemplate the total annihila-

tion of human life and culture even two hundred years hence.” He added that “we would feel a 

most profound malaise were we to be confronted with the certain knowledge that, beyond our 

lifetimes but early in the future of our civilization, an exploding sun would cause an abrupt, final 

and complete end to the career of humanity and to all traces thereof.” Why? Because we are not 

actually “indifferent to the fate of future persons unknown and unknowable to us, or to the future 

career of institutions, species, places, and objects that precede and survive our brief acquaintance 

thereof.”  Or quoting, as Partridge did, a 1972 paper by Edwin Delattre, “the meaning of the 1065

present depends upon the vision of the future as well as the remembrance of the past,” and hence, 

“to the extent that men are purposive and teleological in the world, the destruction of the future is 

suicidal by virtue of its radical alteration of the significance and possibilities of the present.”  1066

It follows that without some confidence that posterity will exist under conditions favorable to its 
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flourishing, “our lives would be confining, empty, bleak, pointless, and morally 

impoverished.”  1067

 Indeed, not only do we care about the continued existence of certain valued-for-them-

selves entities in the world, but our need for self-transcendence further manifests in a willingness 

and enthusiasm to actively contribute to the development and preservation of these entities, i.e., 

“communities, locations, causes, artifacts, institutions, ideals, and so on.” As Partridge wrote, 

“‘self transcendence’ describes a class of feelings that give rise to a variety of activities,” and the 

natural urge to transcend oneself is “no small ingredient in the production of great works of art 

and literature, in the choice of careers in public service, education, scientific research, and so 

forth.” The central aim in all of these cases is “for the self to be part of, to favorably effect, and 

to value for itself, the well-being and endurance of something that is not itself,” which is to say 

that we strive to merge with, contribute to, and ensure the preservation of things greater than us, 

and through these activities create something that outlasts our brief sojourns on planet Earth. 

This is in part what makes life valuable and meaningful, and hence those unable or unwilling—

perhaps because they suffer from a narcissistic personality, Partridge claimed—to fully transcend 

themselves are left wallowing in a pitiable state of alienation. In Partridge’s words, “individuals 

who lack a sense of self transcendence are acutely impoverished in that they lack significant, 

fundamental, and widespread capacities and features of human moral and social experience. 

Such individuals are said to be alienated, both from themselves and from their communities.”  1068

 Another manifestation of the drive for self-transcendence is the fact that many people—

artists and academics perhaps offering the paradigm cases—strive to mitigate the distress elicited 

by one’s awareness of death by achieving some degree of vicarious immortality, whereby one 

“lives on” in the hearts and minds of future generations. The bones of Aristotle, Newton, Darwin, 

Marie Curie, Rachel Carson, and Einstein have all been laid to rest, yet these individuals none-

theless “survive” in the collective memories and consciousness of people living today. Indeed, it 

has been said that one dies twice, the second of which occurs the last time one’s name is uttered, 

an idea obviously connected to Anders’ notion of the “second death.” (Ernest Hemingway sup-

posedly put it like this: “Every man has two deaths, when he is buried in the ground and the last 

time someone says his name. In some ways men can be immortal.” ) Quoting from Christo1069 -
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pher Lasch’s 1978 book The Culture of Narcissism, Partridge argued that the most important 

consolation in the face of our deaths as individuals 

is the belief that future generations will in some sense carry on [one’s] life work. 

Love and work unite in a concern for posterity, and specifically in an attempt to 

equip the younger generation to carry on the tasks of the older. The thought that 

we live on vicariously in our children (more broadly, in the future generations) 

reconciles us to our own supercession.  1070

Although Partridge’s main focus in discussing these ideas was self-transcendence (indeed, most 

of these examples were adduced in arguing that self-transcendence is “a basic human need”), he 

touched upon at least three distinct arguments germane to Existential Ethics. The first could be 

called the “argument from valuing,” which states that our continued survival matters because the 

communities, artifacts, institutions, ideals, etc. that we value cannot exist without us, and what it 

means to value these things is to wish for their endurance and flourishing through time. The sec-

ond could be called the “argument from impoverishment,” which states that without hope of fu-

ture generations existing and flourishing, our lives in the present will be rendered empty, bleak, 

pointless, etc. The third could be called the “argument from immortality,” which similarly states 

that without confidence in the existence of posterity, a major source of motivation to contribute 

to the world through art, scholarship, engineering, community service, public office, etc. would 

evaporate. In other words, if one is driven by the hope of living on in the hearts and minds of fu-

ture generations, and if one comes to believe that future generations will not exist, then this drive 

will lose its motivational force.  1071

THE PEARL IN THE SCHELL 

 This brings us to one of the most notable publications of the second wave of Existential 

Ethics, namely, Jonathan Schell’s 1982 book The Fate of the Earth. An international bestseller, it 

offered the first sustained meditation on the ethical and evaluative implications of our disappear-
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ance—the most extensive treatment of the subject prior to Schell being Jonas’ 1979 tome dis-

cussed earlier. As we will see, Schell touched on many of the arguments and ideas previously 

examined, although the only two aforementioned theorists that he cited were Russell and Jaspers. 

My guess is that Schell, a journalist by profession rather than a philosopher, was most likely un-

aware of the work of Anders, Groenewold, Jonas, Narveson, and Glover, and hence there is a de-

gree of reinventing the wheel in his book.  His unfamiliarity with prior scholarship is evi1072 -

denced by the claim, made at the beginning of his discussion, that 

the possibility that the living can stop the future generations from entering into 

life compels us to ask basic new questions about our existence … No one has ever 

thought to ask this question before our time, because no generation before ours 

has ever held the life and death of the species in its hands.  1073

But of course others had asked this very question, in many cases declaring, as Schell does, that 

no one had previously asked such questions. This gestures at a general fact about the second 

wave, which is that most existential ethicists seemed to have been unaware of the work of others. 

The literature on the topic was extremely fragmentary. Even in cases where they probably did 

know about others’ work—for example, Anders, Jaspers, and Jonas likely read each other’s 

books, as their lives overlapped—almost no one cited each other. This is, in fact, a feature of the 

third wave that distinguishes it from the second: for the first time, a tradition of cumulative 

scholarship emerged, whereby early contributions were cited and built upon by later philoso-

phers, which enabled a degree of progress to emerge within Existential Ethics. No such cumula-

tive development occurred during the second wave. 

 Returning to Schell’s book, there is an issue worth addressing before we dive in to its 

ideas. One finds many curious, and in some cases quite striking, similarities between Schell’s 

philosophical exploration of human extinction and Anders’ theory of omnicide. The most glaring 

example is Schell’s use of the term “second death” (capitalized below as “Second Death”), which 

formed the foundation for much of his analysis, although what Schell meant by this term was not 

what Anders meant. Nonetheless, Anders publicly accused Schell of plagiarism, which he fol-
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lowed up with court papers, writing in his characteristically poetic style that “the name of the 

pearl within the shell is not Schell, but Anders.”  However, virtually every scholar familiar 1074

with Schell and/or Anders is in agreement that Schell did not in fact borrow, copy, or steal any-

thing from Anders.  As Dan Zimmer tells me, the better explanation is that the similarities be1075 -

tween the ideas of each were the result of “convergent evolution” from a common point of depar-

ture, namely, the work of Arendt.  Recall that Anders was married to Arendt decades before he 1076

began to write about nuclear self-annihilation; as for Schell, he was, by his own account, im-

mensely influenced by Arendt, describing her thought on two separate occasions as “more sug-

gestive and invaluable than any other thinker’s” and “an indispensable foundation for reflection 

on” normative questions about extinction.  1077

Hence, the overlap was almost certainly coincidental, although Anders should, of course, 

be given credit for articulating certain insights about how the Atomic Age has change the human 

condition and for using the term “second death” before Schell. To quote George Kateb, while 

Schell deserves “the distinction of giving greater life to the subject of nuclear weapons than any 

other [by making] human extinction the center of the whole subject,” Anders was “the one who 

first insisted that adequacy to the subject required dwelling on the possibility of human extinc-

tion.”  1078

THE SECOND DEATH 

 Whereas for Anders the “Second Death” referred to the “death” that those already de-

ceased would undergo if their memories were lost forever by extinction, thus making it “as if 

they had never been,” Schell defined the term simply as “the death of mankind.”  This may 1079

seem somewhat trivial, but for Schell it was an absolutely crucial idea, because in the most wide-

ly discussed extinction scenario at the time—nuclear annihilation—the violent horror of all the 

“first deaths” (as we could call them, a term that Schell did not use) that this would entail could 

easily occlude the separate and distinct loss of humanity itself. As Schell wrote, “it is important 

to make a clear distinction between the two losses,” i.e., the first deaths of individuals and the 

Second Death of humanity, because “otherwise, the mind, overwhelmed by the thought of the 
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deaths of the billions of living people, might stagger back without realizing that behind this al-

ready ungraspable loss there lies the separate loss of the future generations.”  To illustrate this 1080

distinction, Schell offered a thought experiment contrasting “two different global catastrophes.” 

He wrote: 

In the first, let us suppose that most of the people on earth were killed in a nuclear 

holocaust but that a few million survived and the earth happened to remain habit-

able by human beings. In this catastrophe, billions of people would perish, but the 

species would survive, and perhaps one day would even repopulate the earth in its 

former numbers. But now let us suppose that a substance was released into the 

environment which had the effect of sterilizing all the people in the world but oth-

erwise leaving them unharmed. Then, as the existing population died off, the 

world would empty of people, until no one was left. Not one life would have been 

shortened by a single day, but the species would die.  1081

This is reminiscent of the thought experiment that I outlined in the previous chapter, involving 

world A and world B. But whereas in our thought experiment the catastrophe and its effects are 

identical in both worlds (10 billion deaths) while the population sizes differ (11 billion in A and 

10 billion in B), Schell flipped this around such that the population sizes are the same but the 

catastrophes are different. Hence, Schell’s first scenario involves immense suffering without hu-

manity disappearing—i.e., there is no Second Death, only a large number of first deaths—while 

in the second scenario there is no extra suffering or lives cut short, although our species dies 

out.  The point of many thought experiments is to pull apart things that normally go together 1082

and, in doing so, to reveal a hidden fact or truth.  For Schell, a proper assessment of the ethical 1083

and evaluative implications of our extinction requires conceptual clarity about the distinctiveness 

of losing the entire species versus the obliteration of any number of individual persons in an ex-

tinction-causing catastrophe. Why? Because, he argued, the loss of humanity itself engenders its 

own unique ethical and evaluative implications. Schell thus rejected the equivalence thesis ac-

cording to which the badness/wrongness of our disappearance, of the Second Death, is reducible 
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to the badness/wrongness of Going Extinct.  There is something else of relevance. Even more, 1084

he contended that this “something else” is, in certain important respects, even more significant 

than the tragedy of everyone on the planet being exterminated. In his words, “the cancellation of 

all future generations of human beings,” of which there could be an “infinite number,” he tells 

us, “would be in a sense even huger” than “the untimely death of everyone in the world.”  1085

This of course yields a further-loss view, whereby future generations not only (i) count morally, 

but (ii) count for more. (By contrast, one could accept a further-loss view according to which cer-

tain additional losses count morally, but not as much as the loss of individual lives. In most cases 

above, the relative significance of these additional losses—the League of Generations, the moral 

order, etc.—was left unspecified.) 

 The two parts of Schell’s thesis give rise to two corresponding questions: first, why does 

the loss of future generations count morally? And second, why is this loss “even huger,” using 

Schell’s somewhat awkward locution? On my reading of Schell’s position, which he delineates 

mostly in Part II of his book, the central reason that future generations matter concerns a variant 

of the argument from impoverishment that Partridge, who Schell did not cite, touched upon the 

year earlier, in 1981. However, Schell formulated this argument within a specifically Arendtian 

framework, at the center of which was Arendt’s notion of the “common world.” This refers to the 

realm that we share in common with each other, and which transcends us as individuals and the 

cohorts to which we belong, in contrast to the realms that each of us occupies in private. Through 

the vehicle of what Arendt terms publicity—i.e., of making public—the common world emerges 

as a tapestry of shared, inherited, and to-be-passed-along ideas, knowledge, practices, traditions, 

monuments, projects, and so on, stretching from the distant past into the indefinite future. As 

Arendt wrote in her 1958 book The Human Condition, 

the common world is what we enter when we are born and what we leave behind 

when we die. It transcends our life-span into past and future alike; it was there 

before we came and will outlast our brief sojourn in it. It is what we have in 

common not only with those who live with us, but also with those who were here 

before and with those who will come after us.  1086
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Hence, Schell writes that the common world “is made up of all institutions, all cities, nations, 

and other communities, and all works of fabrication, art, thought, and science, and it survives the 

death of every individual. It is basic to the common world that it encompasses not only the 

present but all past and future generations.” As such, the common world constitutes the founda-

tion of everything that makes our lives meaningful, purposive, and worthwhile. But this world 

cannot, of course, exist if humanity no longer does, which leads to the following argument that 

we can reconstruct from Schell’s writing like this: the loss of future generations via the Second 

Death would be bad because it would destroy the common world; destroying the common world 

would be bad because without it the meaning, purpose, and worthwhileness of our lives would be 

seriously compromised; and compromising the meaning, purpose, and worthwhileness of our 

lives would be bad for the obvious reason that we naturally want our lives to have these qualities. 

This is Schell’s Arendtian interpretation of the argument from impoverishment. Examples of him 

expressing this idea include the following, which I have assembled from different parts of his 

book, and are worth quoting in full because of Schell’s eloquence in articulating them: 

- “We need the assurance that there will be a future if we are to take on the burden 

of mastering the past—a past that really does become the proverbial ‘dead past,’ 

an unbearable weight of millennia of corpses and dust, if there is no promise of a 

future. Without confidence that we will be followed by future generations, to 

whom we can hand on what we have received from the past, it becomes intolera-

bly depressing to enter the tombs of the dead to gather what they have left behind; 

yet without that treasure our life is impoverished.” 

- “Being human, we have, through the establishment of a common world, taken 

up residence in the enlarged space of past, present, and future, and if we threaten 

to destroy the future generations we harm ourselves, for the threat we pose to 

them is carried back to us through the channels of the common world that we all 

inhabit together. Indeed, ‘they’ are we ourselves, and if their existence is in doubt 
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our present becomes a sadly incomplete affair, like only one word of a poem, or 

one note of a song. Ultimately, it is subhuman.” 

- “Because the unborn generations will never experience their cancellation by us,” 

a point to which we will return below, “we have to look for the consequences of 

extinction before it occurs, in our own lives, where it takes the form of a spiritual 

sickness that corrupts life at the invisible, innermost starting points of our 

thoughts, moods, and actions.” 

- Without the assurance that posterity will exist, “nothing else that we undertake 

together can make any practical or moral sense,” to which he added that “all hu-

man activities that assume the future are undermined directly” by the novel 

prospect of self-annihilation. 

- “The reason that so much emphasis must be laid on the living generations is not 

that they are more important than the unborn but only that at any given moment 

they, by virtue of happening to be the ones who exist, are the ones who pose the 

peril, who can feel the consequences of the peril in their lives, and who can re-

spond to the peril on behalf of all other generations.” 

- Referring to the fact that extinction would eliminate, once and for all, both mor-

tality and natality (Arendt’s term), the latter of which is what enables the human 

species to endure, Schell wrote that “the threat of the loss of birth … cannot be a 

source of immediate, selfish concern; rather, this threat assails everything that 

people hold in common, for it is the ability of our species to produce new genera-

tions which assures the continuation of the world in which all our common enter-

prises occur and have their meaning.” 

- Hence, Schell wrote it is only “by acting to save the species, and repopulating 

the future, [that] we break out of the cramped, claustrophobic isolation of a 

doomed present, and open a path to the greater space—the only space fit for hu-

man habitation—of past, present, and future.” If we can achieve this, then “sud-

denly, we can think and feel again. Even by merely imagining for a moment that 

the nuclear peril has been lifted and human life has a sure foothold on the earth 
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again, we can feel the beginnings of a boundless relic and calm—a boundless 

peace” (all italics added). 

In a phrase, life would be greatly impoverished without the assurance that the common world 

will continue to exist, and since one way for the common world to stop existing is for humanity 

to perish, we thus have strong reason to make sure that this does not occur. Or as Schell put it, 

since “all human aims, personal or political, presuppose human existence, it might seem that the 

task of protecting that existence should command all the energy at our disposal.”  This is, on 1087

my reading, the main thrust of Schell’s view, although his presentation is so discursive, flitting 

from one idea to another like the notes of a frenzied jazz improvisation, that it can be difficult to 

extract a single coherent line of thinking. Nonetheless, these are not the only arguments that he 

made, or gestured at, in support of his anti-extinction thesis. 

AMPUTATING THE FUTURE 

 Schell also hinted at the arguments from unfinished business and immortality, albeit only 

in passing and without making the conclusions of these arguments explicit. In each case, Schell 

tied them to the central claim that without humanity there can be no common world. For exam-

ple, he noted that the Burkean “partnership of the generations” unfolds within this arena, which 

is also necessary for ideas or legacies of past people to become immortalized. After reproducing 

Burke’s description of the partnership (the same passage quoted earlier in this chapter), he then 

quoted the ancient Greek politician Pericles (495-429 BCE), who likened the city and people of 

Athens in his Funeral Oration to “a ‘sepulchre’ for the remembrance of the soldiers who had died 

fighting for their city,” that is, the city and people are the means by which traces of those lost in 

time can nonetheless “live on” in some way. “Thus, whereas Burke spoke of common tasks that 

needed many generations for their achievement, Pericles spoke of the immortality that the living 

confer on the dead by remembering their sacrifices,” the implication being that the elimination of 

the possibility of (a) achieving the ends of the partnership, and (b) attaining vicarious immortali-

ty would both be bad, and hence so would human extinction. 

 388



 Another idea that Schell touched upon, and which is not directly related to the common 

world, was what I referred to above as the argument from cosmic significance. In his words, “the 

extinction of the species goes farther, and removes from the known universe the human kind of 

being, which is different from any other kind that we as yet know of.” And although he imagined 

in his two-catastrophes thought experiment that the second scenario in which humanity dies out 

slowly due to infertility would not introduce any additional suffering, he also gestured at the no-

ordinary-catastrophe thesis in arguing that one potential advantage, if you will, of nuclear annihi-

lation over other possible scenarios of Going Extinct is that “by killing off the living quickly, ex-

tinction by nuclear arms would spare us those barren, bitter decades of watching and feeling the 

end close in.” But neither of these were elaborated any further. 

Yet another argument he provided was that without humanity in the universe, either (i) 

nothing at all would have any value, i.e., everything would lose its value, because without val-

uers there can be no value, or (ii) value would continue to exist but in some sense be squandered, 

as there would be no one there to appreciate it. Without us, Schell declared, “everything there is 

loses its value,” adding that “the qualities of worth find in us their sole home in an otherwise 

neutral and inhospitable universe,” and that while “mankind is [not] to be thought of … as some-

thing that possesses a certain worth,” we are nonetheless “the inexhaustible source of all the pos-

sible forms of worth, which has no existence or meaning without human life.” He explicated this 

idea in arguing that, 

without entering into the debate over whether beauty is in the eye of the beholder 

or in the thing itself, we can at least say that without the beholder the beauty goes 

to waste. The universe would still exist, but the universe as it is imprinted on the 

human soul would be gone. Of many of the qualities of worth in things, we can 

say that they give us a private audience, and that insofar as they act upon the 

physical world they do so only by virtue of the response that they stir in us. For 

example, any works of art that survived our extinction would stare off into a void 

without finding a responding eye, and thus become shut up in a kind of 

isolation.  1088
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Other themes that appeared in Schell’s sweeping exploration of the human extinction include 

deep-future and potentiality thinking, which he presented, in Russellian fashion, by first sketch-

ing the vast and extraordinary history of Earth, life, and humanity going back millions and bil-

lions of years.  This entire history is now in jeopardy because of nuclear weapons and our 1089

deleterious collective impact on the natural environment; we have become a “menace to both his-

tory and biology … capable of destroying in a few years, or even in a few hours, what evolution 

has built up over billions of years.”  Looking in the other temporal direction, Schell noted the 1090

“open-ended possibilities for human development” that lay before us, and emphasized that “there 

is another, even vaster measure of the loss” that the Second Death would entail because 

stretching ahead from our present are more billions of years of life on earth, all of 

which can be filled not only with human life but with human civilization. The 

procession of the generations that extends onward from our present leads far, far 

beyond the line of our sight, and, compared with these stretches of human time, 

which exceed the whole history of the earth up to now, our brief civilized moment 

is almost infinitesimal. And yet we threaten, in the name of our transient aims and 

fallible convictions, to foreclose it all. If our species does destroy itself, it will be 

a death in the cradle—a case of infant mortality. The disparity between the cause 

and the effect of our peril is so great that our minds seem all but powerless to en-

compass it. 

To grasp the true cost of extinction, one must assume a new perspective on the world—a per-

spective peering down upon what currently is and could someday be from the vantage point of 

cosmic space and time. “Whatever particular scene might come to mind, and whatever view and 

mood might be immediately present,” he explained, 

from this earthly vantage point another view—one even longer than the one from 

space—opens up. It is the view of our children and grandchildren, and of all the 
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future generations of mankind, stretching ahead of us in time—a view not just of 

one earth but of innumerable earths in succession, standing out brightly against 

the endless darkness of space, of oblivion. 

The immensity and grandness of this view is precisely why we are incapable of comprehending 

our extinction in any meaningful way, and why so many of us deceive ourselves into thinking 

that it could not possibly happen. Quoting Schell once more, “the thought of cutting off life’s 

flow, of amputating this future, is so shocking, so alien to nature, and so contradictory to life’s 

impulse that we can scarcely entertain it before turning away in revulsion and disbelief.” To 

bring about our extinction would be, he argued, the greatest possible crime against the future, as 

it would constitute “the murder of the future.” And since “this murder cancels all those who 

might recollect it even as it destroys its immediate victims the obligation to ‘never forget’ is dis-

placed back onto us, the living.” In other words, the costs of extinction are felt not by those who 

could have existed the future, as they will never be born, but by those of us in the present, whose 

lives are impoverished by the threat of annihilation and, with it, the permanent erasure of the 

common world. Yet the enormity of these costs far transcends our inherent capacities of compre-

hension, a point that echoed Anders’ discussion of the Promethean gap and inverted Utopianism. 

 Although Schell emphasized the huge number of generations that could come after us 

(and, as noted above, that the number of “possible people” in the future is “infinite”), it is worth 

underlining that he did not seem to understand the cost of cancelling these future generations in 

total-impersonalist utilitarian terms. To the contrary, he repeatedly expressed the person-affecting 

idea that failing to bring unborn “people” into existence would not itself be wrong, since non-ex-

istent “people” cannot be harmed in any way. In his words, referring to the state or condition of 

Being Extinct, “there is no suffering (or any other human experience) in it.” One way he thought 

about this was in terms of the Epicurean account of death. Quoting Epicurus’ disciple Lucretius: 

“Do you not know that when death comes, there will be no other you to mourn your memory, 

and stand above you prostrate?” Hence, Schell asked: 
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For who will suffer this loss [the Second Death], which we somehow regard as 

supreme? We, the living, will not suffer it; we will be dead. Nor will the unborn 

shed any tears over their lost chance to exist; to do so they would have to exist 

already. The perplexity underlying the whole question of extinction, then, is that 

although extinction might appear to be the largest misfortune that mankind could 

ever suffer, it doesn’t seem to happen to anybody, and one is left wondering where 

its impact is to be registered, and by whom. 

This consideration is precisely what led Schell to claim that it is us, those currently alive, who 

must suffer the consequences of extinction, which of course brings us back to the argument from 

impoverishment. In Schell’s words, “we trace the effects of extinction in our own world because 

that is the only place where they can ever appear,” although he maintained that these effects in 

the present, “important as they are, are only the side effects of our shameful failure to fulfill our 

main obligation of valuing the future human beings themselves.” He reiterated this idea else-

where, writing that “in coming to terms with the peril of extinction … what we must desire first 

of all is that people be born, for their own sakes, and not for any other reason,” and that “we can 

open this path [that is, the “boundless relief and calm” mentioned earlier] only if it is our desire 

that the unborn exist for their own sake” (italics added). Hence, somewhat confusingly, even 

though these “people” have no identity, and indeed are not “persons” at all, as “they lack the in-

dividuality that we often associate with the sacredness of life, and may at first thought seem to 

have only a shadowy, mass existence,” we must somehow still value them for themselves, ac-

cording to Schell. We should not see them as having merely instrumental value, i.e., as valuable 

simply because they are necessary “to lead a decent life ourselves in a common world made se-

cure by the safety of the future generations.” So far as I can tell, Schell’s emphasis on valuing 

future people for themselves was largely a pragmatic point: the desire for a valuable, meaningful, 

and worthwhile life right now “flows from this commitment” to ensure the existence of future 

generations, who we should care about independently of their role in enriching our present. Only 

if we desire that the unborn come into existence for themselves can we then effectively open the 
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path of “relief and calm.” Ultimately, then, the meaning of extinction can only “be sought among 

the living,” as the unborn “cannot experience their plight.” 

 Some of these claims are, I think, difficult to make sense of, though Schell can be forgiv-

en for struggling with what he described as “the metaphysical-seeming perplexities involved in 

pondering the possible cancellation of people who do not yet exist.”  Not only had the ques1091 -

tion of future generations and human extinction become topics of serious analysis among Anglo-

phone philosophers just years before Schell’s book was published, but such questions, which lie 

at the intersection of population ethics and Existential Ethics, still confound philosophers today. 

His book, whatever its flaws, is an extraordinarily bold and brilliant exploration of the area. 

To summarize, Schell’s main thesis, spelled out in Arendtian terms, was that the Second 

Death is not only normatively relevant but constitutes a much greater loss—“in a sense,” he says

—than any number of individual deaths that Going Extinct might entail. One reason concerns the 

impoverishment of our lives in the present, given that our extinction would destroy the common 

world, which is the wellspring for so much of the value, meaning, and worthwhileness of our 

lives today. Furthermore, it is this public arena in which the partnership of the generations un-

folds and past people are able to attain vicarious immortality, both of which would be expunged 

if the common world were cease existing. Schell also pointed to the possibility that without us 

there would be no value in the universe, or at least that this value would go to waste, and that 

humanity could persist for a very long time to come and continue to progress over this period. 

But he did not seem to believe that our disappearance would be wrong because we have an 

obligation to maximize intrinsic value in the universe, as Sidgwick believed. 

PEACE, WAR, AND PARFIT 

 The immense success of Schell’s book helped to reinvigorate the anti-nuclear movement 

of the 1980s, a period that witnessed the Soviet-Afghan War, the election of Ronald Reagan, and 

of course the discovery of the nuclear winter phenomenon the same year Schell’s book was pub-

lished.  As a New York Times obituary for Schell, who died in 2014, states, “Mr. Schell was 1092

widely credited with helping rally ordinary citizens around the world to the cause of nuclear dis-
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armament,” and in fact a panel of experts convened by New York University identified The Fate 

of the Earth as “one of the century’s best 100 works of journalism.”  But this book was much 1093

more than that: it also contained, as Part II, a philosophical treatise on Existential Ethics, offering 

the first comprehensive examination of why our extinction would be bad or wrong (again brack-

eting Jonas’ 1979 book). 

 This brings us to Parfit’s work on the topic, which in a certain way was the exact opposite 

of Schell’s: whereas Schell provided a lengthy meditation on human extinction that was often 

quite unsystematic in how it presented its arguments, Parfit’s treatment of the topic was incredi-

bly brief—just a few paragraphs—yet systematic and rigorous, built upon hundreds of pages of 

groundbreaking ideas that filled his 1984 book Reasons and Persons—one of the most celebrat-

ed philosophical works of the century. Furthermore, while Schell drew mostly from the Conti-

nental tradition, especially from Arendt, and foregrounded the argument of impoverishment, 

Parfit was working squarely within the Analytic tradition, and said nothing about this idea. Parfit 

did, however, accept a further-loss view that (a) identified the worst aspect of our extinction as 

being the opportunity costs of Being Extinct, rather than the death of any number of people 

caused by Going Extinct, and (b) combined Sidgwickian impersonalism with deep-future and 

potentiality thinking about the possibility of future progress in relation to certain ideal goods. 

As with Schell, Parfit began his discussion with a thought experiment also reminiscent of 

our scenario involving worlds A and B. In Parfit’s version, we are asked to consider the follow-

ing three scenarios (quoting him): 

1. Peace. 

2. A nuclear war that kills 99% of the world’s existing population. 

3. A nuclear war that kills 100%. 

Many would agree that (3) is worse than (2), and (2) is worse than (1). What interested Parfit, 

though, was the difference in badness between these scenarios. “Most people believe that the 

greater difference is between (1) and (2),” he wrote, whereas in his view “the difference between 

(2) and (3) is very much greater.”  To put this in perspective, a person-affecting theorist who 1094
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accepts a simple linear aggregation function (two deaths is twice as bad as one death) would hold 

that the badness of a nuclear catastrophe increases with, let’s say, the total number of deaths that 

it causes, and that once the percentage of casualties reaches 100, the situation’s badness suddenly 

plateaus, since the extinction of humanity means that there would be no one left to be harmed. In 

contrast, for Parfit, the situation’s badness would suddenly skyrocket upon reaching 100 percent, 

as this would constitute a critical moral threshold that triggers certain further losses which carry 

a great deal of axiological weight.  See figure 11. 1095

 

Figure 11. This show how the badness of a catastrophe increases linearly with the total number 

of deaths (assuming a linear aggregative function), but then levels off when the entire human 

population has perished, on a person-affecting theory. In contrast, on the impersonalist account—

indeed, on every further-loss view—the badness of the catastrophe suddenly jumps when 100 
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percent of the population dies. (The extent to which the badness of the catastrophe jumps will 

depend on the particular further-loss view.) 

But what exactly are these losses? As alluded to above, Parfit offered two distinct an-

swers, both of which are greatly amplified in significance by the fact that humanity could keep 

existing for an extremely long time from now. In his words, 

Earth will remain inhabitable for at least another billion years. Civilization began 

only a few thousand years ago. If we do not destroy mankind, these few thousand 

years may be only a tiny fraction of the whole of civilized human history. The dif-

ference between (2) and (3) may thus be the difference between this tiny fraction 

and all of the rest of this history. If we compare this possible history to a day, 

what has occurred so far is only a fraction of a second. 

With this deep-future framing, the first reason he gave was straightforwardly Sidgwickian. As he 

wrote, “one of the groups who would accept my view are Classical Utilitarians. They would 

claim, as Sidgwick did, that the destruction of mankind would be by far the greatest of all con-

ceivable crimes. The badness of this crime would lie in the vast reduction of the possible sum of 

happiness” that could come to exist within our future light cone if humanity were to survive. The 

second reason concerns the future development of Sidgwick’s “ideal goods,” such as “the Sci-

ences, the Arts, and moral progress, or the continued advance towards a wholly just world-wide 

community.” Parfit continued: “The destruction of mankind would prevent further achievements 

of these three kinds. This would be extremely bad because what matters most would be the high-

est achievements of these kinds, and these highest achievements would come in future 

centuries.” In fact, the reason that Parfit noted that non-religious normative ethics has only been 

studied by “many people, only since about 1960,” which I quoted at the end of chapter 8, is to 

argue that ethics may be the “least advanced” of these goods, and hence has the greatest potential 

to progress if humanity does not die out. “Belief in God, or in many gods,” he declared, 
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prevented the free development of moral reasoning. Disbelief in God, openly ad-

mitted by a majority, is a very recent event, not yet completed. Because this event 

is so recent, Non-Religious Ethics is at a very early stage. We cannot yet predict 

whether, as in Mathematics, we will all reach agreement. Since we cannot know 

how Ethics will develop, it is not irrational to have high hopes.  1096

In other words, it could be that the widespread disagreement among ethicists about certain fun-

damental deontic and evaluative questions is a sign not that there is no ultimate truth about what 

is right and wrong, good and bad, but rather a symptom of the field of secular ethics being so 

young and underdeveloped. Perhaps with enough time, philosophers will converge upon a hand-

ful of basic propositions that virtually everyone will accept, just as scientists the world over more 

or less unanimously agree about things like heliocentrism, the age of the universe, the continuity 

of space and time, the Standard Model of particle physics, and so on. Indeed, an overarching aim 

of Parfit’s philosophical efforts was to show that “it is a mistake to think that there are deep dis-

agreements among Kantians, contractualists, and consequentialists.”  Rather, as Parfit later 1097

contended, “these people are climbing the same mountain on different sides,” which implies that 

with sufficient progress in the field there could indeed arise a single unified theory that all previ-

ous factions of ethical persuasion can agree on.  The failure to reach this summit of moral 1098

agreement because humanity has self-destructed would thus constitute, for Parfit, an especially 

tragic further loss that, as such, renders our extinction, however it may come about, very bad in-

deed. In a phrase, Parfit saw the state or condition of Being Extinct—independent of how this is 

brought about—as an immense axiological catastrophe for two reasons, one of which Sidgwick 

endorsed and the other of which he would not have. 

MILLIONS OF YEARS, 500 TRILLION PEOPLE  

 Before moving on, it is worth noting that Schell and Parfit were not the only ones in the 

early 1980s who thought about human extinction in explicitly deep-future and potentiality terms. 

There was also J. J. C. Smart, who briefly raised the issue in his aforementioned 1984 book 
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Ethics, Persuasion, and Truth. Smart emphasized both the quantity of future time over which our 

evolutionary lineage could persist and the increased quality of lives that our descendants could 

acquire. For example, he wrote that bringing about “the end of the human race” through nuclear 

war would prevent “humans [from] evolving into yet higher and more wonderful forms of life,” 

and that since “most people’s temporal horizons are limited [they] find it hard to think of the 

[nuclear] arms race in relation to the millions of years of possible evolution of the human race 

that lie ahead if we do not destroy ourselves.” It is unclear whether Smart imagined this evolu-

tion proceeding via transhumanist or purely Darwinian means, although he did mention the pos-

sibility of technoscientific developments in the future radically improving our lives. Given the 

“great advances in the human condition due to science,” he wrote, we might expect that 

if the human race is not extinguished there may be cures of cancer, senility, and 

other evils, so that happiness may outweigh unhappiness in the case of more and 

more individuals. Perhaps our far superior descendants of a million years hence 

(if they exist) will be possessed of a felicity unimaginable to us. 

Smart also addressed Vetter’s claim that if our species were annihilated “instantaneously and 

painlessly,” this would not be a great evil; to the contrary, it may be a welcome occurrence.  1099

But, Smart rejoined, not only would extinction foreclose the realization of better, higher forms of 

human life, it is also the case that “most people seem glad that they were born: we do not usually 

think of present people (and animals) that the pain in their lives outweighs their pleasures.” Ul-

timately, he proposed two antidotes against the view that our extinction would be either not bad 

or positively good: the first was to develop stronger feelings “for the reality of the future, and of 

the possible glories of future evolution,”  and the second was “more advocacy of utilitarian1100 -

ism,” by which he apparently meant of a more impersonalist variety.  Of note is that Smart 1101

may have been the first to argue that, given how good the far future could be (or so he 

suggested), it matters little whether we die out tomorrow or push forward our extinction for a 

couple of centuries. In his words, “postponing is only of great value if it is used as breathing 

space in which ways are found to avert the final disaster.” Because the future could be so im-
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mense, spanning millions and millions of years, the difference between surviving another few 

hundred years or perishing tomorrow is trivial. 

 Another theorist who took seriously the deep future was Carl Sagan. To my knowledge, 

he offered the very first quantitative estimate of the potential size of the future in terms of how 

many people could come to exist on our twirling pale blue dot. Some previous thinkers had at-

tempted to calculate how large the human population could become, but these were all synchron-

ic rather than diachronic estimates, meaning that they concerned the total population at any given 

moment rather than the total number of persons who could exist across time. For example, the 

Dutch scientist Antonie van Leeuwenhoek—the “Father of Microbiology”—extrapolated the 

population density of the Netherlands (120 people per square kilometer) to the land area of the 

entire planet and concluded that Earth could sustain some 1.34 billion people.  Later, Robert 1102

Wallace offered a series of calculations in 1809 of how big the global population could be that 

ranged from 475 million to 34 billion, depending on which country was referenced for the calcu-

lation (e.g., the higher is based on the population density of Holland, while the lower estimate is 

based on the population density of Russia).  1103

 But it was Sagan who first added a temporal dimension to such estimates. This was moti-

vated by his ethical conviction that “if we are required to calibrate extinction in numerical terms, 

I would be sure to include the number of people in future generations who would not be born,” 

as nuclear weapons “imperil[] all of our descendants, for as long as there will be humans.” (I 

take it that he meant to write “could be” rather than “will be.” Note that this quote came from the 

1983 Foreign Affairs article that he published to alert the public of the newly recognized nuclear 

winter threat.) On Sagan’s count, if the human population were to remain stable, and if people 

were to live 100 years on average, then “over a typical time period for the biological evolution of 

a successful species (roughly ten million years), we are talking about some 500 trillion people 

yet to come.” This led him to a conclusion similar to Parfit’s, namely, that “by this criterion, the 

stakes are one million times greater for extinction than for the more modest nuclear wars that kill 

‘only’ hundreds of millions of people.” Hence, while “some have argued that the difference be-

tween the deaths of several hundred million people in a nuclear war … and the death of every 

person on Earth … is only a matter of one order of magnitude,” for Sagan “the difference is con-
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siderably greater.” Sagan further emphasized, along the lines of Mary Shelley, Russell, Schell, 

and others, that “there are many other possible measures of the potential loss—including culture 

and science, the evolutionary history of the planet, and the significance of the lives of all our an-

cestors who contributed to the future of their descendants. Extinction is the undoing of the hu-

man enterprise.”  1104

A DICTATORSHIP OF FUTURE GENERATIONS 

 However, other theorists pushed back against assessing the badness of extinction in terms 

of how many future people could come to exist if humanity survives. For example, Joseph Nye 

argued in his 1986 Nuclear Ethics that the potentially infinite quantity of value in the future 

would, if one accepts the sort of impersonalism espoused by Sidgwick, Glover, and Parfit, se-

verely limit the range of activities that would be morally permissible in the present. “A crude 

utilitarian calculation,” he wrote, 

would suggest that since the pleasures of future generations may last infinitely (or 

until the sun burns out), no risk that we take to assure certain values for our gen-

eration can compare with almost infinite value in the future. Thus we have no 

right to take such risks. In effect, such an approach would establish a dictatorship 

of future generations over the present one. The only permissible role for our gen-

eration would be biological procreation. If we care about other values in addition 

to survival, this crude utilitarian approach produces intolerable consequences for 

the current generation. 

Instead of allowing future value to dominate our moral calculus, we must be willing to take risks 

to ensure that future generations have “equal access to other values that give meaning to life,” 

since what matters is not mere existence but a life that is worth living. Specifically referring to 

Schell’s version of the argument from impoverishment, he further contended that “while the con-

templation of [our] species extinction … may reduce the meaning of life to some people in the 

 400



current generation, that is a value to be judged against others in assessing the risks that are worth 

running for this generation.”  In sum, Nye’s central claim was that there is no “absolute value” 1105

to human survival, and hence our continued existence matters simply because “it is a necessary 

condition for the enjoyment of other values.”  1106

 A few years later, Robert Adams published a lengthy critique of Parfit’s 1984 book, titled 

“Should Ethics Be More Impersonal?,” which took issue with a number of Parfit’s central claims. 

Most details of Adams’ critique can be passed over for our purposes here; of note is that he, cit-

ing Bennett, gestured at the argument from unfinished business in making the case that we 

should care about future generations. However, his emphasis was less teleological, focusing 

more on the continuation than completion of certain projects.  To quote him at length: 1107

I believe a better basis for ethical theory in this area can be found in quite a differ-

ent direction—in a commitment to the future of humanity as a vast project, or 

network of overlapping projects, that is generally shared by the human race. The 

aspiration for a better society—more just, more rewarding, and more peaceful—is 

a part of this project. So are the potentially endless quests for scientific knowledge 

and philosophical understanding, and the development of artistic and other cultur-

al traditions. This includes the particular cultural traditions to which we belong, in 

all their accidental historic and ethnic diversity. It also includes our interest in the 

lives of our children and grandchildren, and the hope that they will be able, in turn 

to have the lives of their children and grandchildren as projects. To the extent that 

a policy or practice seems likely to be favorable or unfavorable to the carrying out 

of this complex of projects in the nearer or further future, we have reason to pur-

sue or avoid it. 

Caring about the continuation of these projects, at least to some extent, he suggested, “is not 

morally optional,” although he did not elaborate on why.  Hence, unlike Bennett, who saw the 1108

argument from unfinished business as non-ethical, Adams interpreted what we could call the 
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“argument from persistent progress” as a promising “basis for ethical theory” about the question 

of extinction.  1109

WILDERNESS SAYS: 

 The decade of the 1980s thus witnessed a momentous shift away from the equivalence 

thesis and pro-extinctionism that some Analytic philosophers in the late 1960s and 1970s—most-

ly person-affecting and negative utilitarians—had embraced. This shift was, we have seen, cat-

alyzed by the likes of Glover, Partridge, Schell, Parfit, Smart, Sagan, Adams, and others like 

John Somerville, whose anti-nuclear writings were largely responsible for the popularization of 

the word “omnicide.”  Yet, at the same time, within the world of environmental activism rather 1110

than academic philosophy, the 1980s also saw the rise of more radical forms of environmental-

ism that led some to espouse pro-extinctionist views according to which a permanent end to the 

human story would be very good on balance because it would remove from the biosphere its 

most destructive force. Some argued that we should take steps of one sort or another to actually 

bring about this outcome. 

 As noted in our discussion of History #1, the modern environmental movement arose as a 

major cultural phenomenon in the 1970s, inspired by the publications of Rachel Carson (1962), 

Paul and Anne Ehrlich (1968), and the Club of Rome (1972). The movement’s initial focus was 

largely anthropocentric, concerned specifically with how pollution, overpopulation, etc. would 

impact human health and wellbeing. Keith Mako Woodhouse calls this “crisis 

environmentalism.”  However, some activists in the late 1970s and early 1980s became dissat1111 -

isfied with the fixation on human wants and needs. Galvanized by the deep ecologist Arne Naess 

in particular, as well as the earlier writings of Aldo Leopold, John Muir (founder of the Sierra 

Club), and Henry David Thoreau, they came to adopt biocentric, biocentric egalitarian, or eco-

centric theories of value.  The first states that all human and nonhuman organisms possess 1112

some amount of intrinsic value, while the second states that all human and nonhuman organisms 

possess the same amount of intrinsic value. This means that, as the editor of the Earth First! 

Journal, John Davis, supposedly said, “human beings, as a species, have no more value than 
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slugs.” Or, in the words of Dave Foreman, who cofounded Earth First!, “an individual human 

being has no more intrinsic value than does an individual Grizzly Bear life.”  As for the third, 1113

it states that at least some nonliving entities possess intrinsic value as well. An early example of 

this idea is Leopold’s “land ethic,” which states that “a thing is right when it tends to preserve the 

integrity, stability, and beauty of the biotic community. It is wrong when it tends otherwise.” 

Since the integrity of the abiotic environment is necessary for the preservation of these qualities, 

it thus also falls within the scope of our moral duties. The concept of land in Leopold’s thought, 

then, includes all of these elements: “soils, water, plants, and animals.”  Along the same lines, 1114

Foreman declared in his Confessions of an Eco-Warrior that 

concern for wilderness preservation must be the keystone. … Wilderness says: 

Human beings are not dominant, Earth is not for Homo sapiens alone, human life 

is but one life form on the planet and has no right to take exclusive possession. 

Yes, wilderness for its own sake, without any need to justify it for human 

benefit.  1115

HOMO SHITICUS: A PLAGUE ON THE EARTH 

 With these value theories in mind, we can reconstruct the basic line of reasoning that mo-

tivated the pro-extinctionism of certain radical environmentalists beginning in the 1980s as fol-

lows: imagine that everything about our current environmental plight were the same, e.g., atmos-

pheric levels of CO2 have nearly doubled since pre-Industrial times, the ocean is rapidly acidify-

ing, the global population of wild vertebrates has declined by two-thirds over the past ~5 

decades, the sixth major mass extinction event has recently commenced, and so on. Now imagine 

that after a great deal of scientific investigation, it was found that all of these effects are the result 

of a single species of mite called Varroa obliterator.  How would we respond? Undoubtedly, 1116

countries around the world would join hands and pool resources in launching a coordinated “war 

of extermination” to completely eliminate the mite, thereby saving the biosphere.  Moving 1117

from the counterfactual to the factual, since our environmental plight today is the direct result of 
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Homo sapiens, and since, let’s say, Homo sapiens has no more intrinsic value than any other liv-

ing creature, the very same conclusion follows—except the target of extermination would be 

us.  As Chris Korda, who founded the ecocentric, neo-Malthusian Church of Euthanasia (CoE) 1118

in 1992, wrote, “one thing seems certain: from the point of view of nonhumans, on balance, our 

extinction would be a great blessing.”  This leads to the question of which means should be 1119

utilized to bring about this goal, and here we find differing opinions: many advocates of human 

extinction argued for an antinatalist solution, thus espousing a version of this view that we could 

call ecological antinatalism, in contrast to the person-affecting antinatalism of Vetter and the 

pessimistic antinatalism of Philipp Mainländer. However, some argued for a promortalist solu-

tion, as exemplified by the Church of Euthanasia’s slogan “Save the Planet, Kill Yourself,” while 

others, albeit “the tiniest minority of the movement,” contended that the only feasible solution is 

direct harm directed at other humans, including omnicide, which might be accomplished by uti-

lizing advanced genetic engineering techniques to synthesize a designer pathogen to wipe out the 

whole human population.  (Recall from chapter 6 that John Leslie, Bill Joy, Martin Rees, and 1120

other theorists who helped usher in the fifth existential mood were especially worried about how 

emerging and anticipated future technologies could empower small groups or even single indi-

viduals to potentially destroy, unilaterally, the entire human species. Many actors with omnicidal 

ideations are well-aware of this potentiality, as I have elsewhere catalogued. ) 1121

 As this suggests, underlying all of these proposed solutions to the problem of humanity—

explicitly limmned as “the real enemy” by a 1991 Club of Rome report —was a strain of mis1122 -

anthropic thinking grounded on ethical considerations of the value of nature and the empirical 

fact that humanity is destroying the natural world. To quote J. Baird Callicott in a 1989 defense 

of Leopold’s land ethic, “the extent of misanthropy in modern environmentalism … may be tak-

en as a measure of the degree to which it is biocentric.”  One manifestation of this attitude 1123

took the form of characterizing Homo sapiens as “a disease, a cancer on nature,”  a “virus,” 1124

“cancer,” and “alien species,”  and “useless vermin,”  which inspired a range of colorful 1125 1126

appellations for our species such as “the Humanpox,”  “Pox humanus,”  and “Homo shiti1127 1128 -

cus.”  If we are a disease, cancer, virus, or alien species that is clawing away at the biosphere, 1129
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it follows more or less automatically that we should take steps to remove ourselves for the sake 

of the greater ecological good.  1130

This conclusion was hinted at on many occasions in the radical environmentalist litera-

ture, most notably in the periodical published by the group Earth First!, which Woodhouse de-

scribes as “the premier ecocentric, radical environmental organization of the 1980s and 

1990s.”  But there were also explicit statements in support of omnicide, as when a 1989 Earth 1131

First! Journal article titled “Eco-Kamikazes Wanted” announced that “contributions are urgently 

solicited for scientific research on a species specific virus that will eliminate Homo shiticus from 

the planet. Only an absolutely species specific virus should be set loose. … Remember, Equal 

Rights for All Other Species.”  This idea was taken up by a grassroots movement called the 1132

Gaia Liberation Front (GLF), whose communique #1, released on Earth Day in 1990, reported 

that its “mission is the total liberation of the Earth, which can be accomplished only through the 

extinction of the Humans as a species. … every Human now carries the seeds of terracide. If any 

Humans survive, they may start the whole thing over again. Our policy is to take no chances.”  1133

How might this be achieved? The GLF’s “Statement of Purpose (A Modest Proposal),” notes that 

exterminating humanity through nuclear war would result in too much collateral damage, mass 

sterilization would be too slow, and suicide is logistically impracticable.  Yet advanced bio1134 -

engineering offers “the specific technology for doing the job right—and it’s something that could 

be done by just one person with the necessary expertise and access to the necessary equipment.” 

Furthermore, 

genetically engineered viruses … have the advantage of attacking only the target 

species. To complicate the search for a cure or a vaccine, and as insurance against 

the possibility that some Humans might be immune to a particular virus, several 

different viruses could be released (with provision being made for the release of a 

second round after the generals and the politicians had come out of their 

shelters).  1135
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As a “spokesorganism” for the movement named “Geophilus” declared in a conversation with 

the founder of VHEMT (see below), “while we support all voluntary efforts to make the Humans 

extinct, we do not exclude the involuntary route.”  This sentiment has been echoed more re1136 -

cently by groups like Individualidades Tendiendo a lo Salvaje (ITS)—or, in English, Individuals 

Tending to the Wild (or Savagery)—which has “been linked to attacks in France, Spain, and 

Chile.”  Of note is that ITS has specifically targeted nanotechnologists because of the group’s 1137

belief that, as Eric Drexler suggested in 1986, the accidental release of self-replicating nanobots 

could destroy the entire biosphere by converting all organic matter into ecophagic clones of 

themselves. According to the anarcho-primitivist John Zerzan, at one point a confidant of Ted 

Kaczynski (the Unabomber) after his arrest in 1996, ITS was initially “real slavish” to Kaczyns-

ki, whose main ideological motivation for his campaign of domestic terrorism from 1978 to 1995 

was not radical environmentalism but neo-Luddism, i.e., an opposition to the megatechnics of 

industrial society. However, one observer reports that ITS appears to have adopted a more eco-

fascist, omnicidal ideology founded on the conviction that “the human being deserves 

extinction.”  1138

 Other groups, such as the aforementioned Church of Euthanasia, have emphasized both 

antinatalism and promortalism. Officially, the church—a sort of neo-Dadaist art project inspired 

by genuine concerns about environmental degradation—“advocates voluntary population reduc-

tion in order to restore balance between humans and nonhumans” (italics added). Members thus 

“take a lifetime vow of nonprocreation,” as the church’s single commandment is “Thou shalt not 

procreate.”  But it also specifies suicide as one of the four main pillars of its religio-environ1139 -

mentalist doctrine. To quote the seventh “e-Sermon” given by Korda, who refers to herself as 

“Reverend”: 

I’m asking the audience to do something very important tonight. And let me say 

this directly to everyone listening tonight. If you’re depressed, or ill, or feel bur-

dened by today’s world problems, let me suggest a way to give your life new 

meaning—kill yourself. Do it now. If you have a gun, get your gun. If you have a 
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razor, get your razor. Rope is good. Car exhaust is good. I would ask each and 

every person now listening to kill themselves without hesitation. 

Stop killing one another. 

Kill yourself. 

Stop killing the animals. 

Kill yourself. 

Stop killing the oceans and forests. 

Kill Yourself. 

And do it tonight. 

Do it now. 

I guarantee that somewhere out there someone is listening to this tonight and 

they’re just about ready to pull the trigger, or snuff themselves in some way. I say 

to that person, think about what you are doing. Realize what good you are doing, 

and then do it. Pull that trigger!  1140

The church even purchased a billboard in 1995 to advertise a 900-number “Suicide Assistance 

Hot-Line,” which included the message “Helping you every step of the way! Thousands helped! 

How about you?” Several years later, it unfurled a banner reading “Human Extinction While We 

Still Can” during a protest of the Bio 2000 conference in Boston. As a prayer in one e-Sermon 

summed up the general sentiment: “Great Spirit, if this be so, then I pray for extinction. Let my 

species become extinct, and vanish from the Earth.”  1141

 But the majority of pro-extinction environmentalists did not advocate suicide or omnicide 

but antinatalism. The most notable example is the Voluntary Human Extinction Movement, or 

VHEMT, pronounced “vehement,” which published its first newsletter, These EXIT Times, in 

1991. The idea for the movement, however, was devised two decades earlier by the deep ecolo-

gist Les. U. Knight, who initially called it the “Human Extinction Movement” but changed the 

name ten years later because, in Knight’s words, “I realized that I had to add ‘voluntary’ because 
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people’s first thought was massive die off” (personal communication).  In the first issue of 1142

VHEMT’s newsletter, which was partly reproduced in Foreman and Davis’ magazine Wild Earth, 

Knight wrote that 

if you haven’t given voluntary human extinction much thought before, the idea of 

a world with no people in it may seem strange. But if you’ll give the idea a 

chance, I think you might agree that the extinction of Homo sapiens would mean 

survival for millions, if not billions of other Earth-dwelling species. 

He added that, in addition to ensuring the survival of many other species, “phasing out the hu-

man race will solve every problem on Earth, social and environmental,” since if there aren’t any 

human beings, there can be no human problems.  However, unlike some of the more extreme 1143

factions in the radical environmentalist movement, Knight emphasized compassion for nonhu-

mans and humans alike, and often presented his ideas with a good dose of light-hearted humor 

(“without humor,” he wrote, “Earth’s condition gets unbearably depressing—a little levity eases 

the gravity” ). Hence, the first issue of VHEMT’s newsletter states that “all creatures have the 1144

right to live a long and healthy life,” and it encouraged members of the movement to donate 

blood, work to reduce infant mortality rates and ease world hunger, improve health care, educa-

tion, and “the status of women,” and “care for the elderly,” in addition to aiding projects to refor-

est parts of the world and create new wildlife habitats.  As VHEMT’s slogan expresses the 1145

sentiment, “May we live long and die out.” 

 In all these cases, the impetus behind advocating for our extinction was fundamentally 

ethical, even if the methods proposed to bring about this outcome were in some cases shocking 

and abhorrent.  Humanity is destroying ecosystems, poisoning the atmosphere and oceans, 1146

pushing species into extinction, and tarnishing the natural beauty of Earth. We are, as Sir David 

Attenborough recently put it, a “plague on the earth.”  If one cares about other beings on our 1147

planet, and if one maintains that Homo sapiens is no more intrinsically valuable than any other 

species, one should at least be open to the idea that we ought to eliminate ourselves for the sake 

of the biosphere. This pro-extinction conclusion continues to be held by some radical environ-
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mentalists, although mainstream contemporary movements like Fridays for Future (FFF) and Ex-

tinction Rebellion (XR) appear much more sympathetic to the idea that we should save the planet 

without permanently erasing ourselves from the picture. 

TYPES OF EXTINCTION 

To conclude this chapter, philosophers within the Continental and Analytic traditions, 

along with journalists like Schell, scientists like Sagan, and environmentalists like Knight, out-

lined a wide range of innovative new ideas about the goodness/badness, rightness/wrongness of 

our extinction during the second wave of the development of Existential Ethics. As alluded to at 

the beginning of this chapter, the focus of most of these theorists was extinction in the prototypi-

cal sense—that is, final extinction brought about by a catastrophe—although normative extinc-

tion was often tacitly invoked alongside final extinction, for reasons noted below. Others dis-

cussed the idea of normative extinction more explicitly, as when Jaspers worried about the threat 

of totalitarianism, while at least one of the pro-survival arguments outlined above may have con-

cerned terminal extinction. Let’s take a closer look at these claims before moving on to the next 

chapter. 

 First, consider Russell’s arguments that our extinction would be bad because it would 

throw away all the progress we have so far made, and foreclose future progress that could con-

tinue for an extremely long time to come. What kind of extinction would entail these losses? Al-

though Russell may not have given much thought to the possibility of Homo sapiens disappear-

ing forever but leaving behind some posthuman successors, the fact is that progress in the rele-

vant domains does not require Homo sapiens to exist. What it requires is that (i) either our 

species continues to exist or, if we don’t, a successor species takes our place, and (ii) our descen-

dants, in whatever form they may take, carry on the projects of developing, enlarging, or cultivat-

ing things like knowledge, love, kindness, and hope, to summarize Russell’s list. Hence, what the 

arguments proposed by Russell target is not demographic, phyletic, or terminal extinction but 

final and normative extinction, since these correspond to (i) and (ii) respectively, and each is suf-

ficient to render past progress a waste and cancel all future progress.  In contrast, none of the 1148
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other types of extinction are sufficient to bring about such losses, and hence these are, in them-

selves, not what we should aim to avoid, except insofar as doing so might be strategically, or in-

strumentally, useful for avoiding final and normative extinction—which may often be the case, 

as demographic extinction would have almost certainly entailed final extinction if it had hap-

pened when Russell was writing. (I am ignoring premature extinction here because Russell, in 

waxing poetic about our “career of triumph,” mostly emphasized the continuation of progress. 

“There lies before us,” he wrote, “continual progress in happiness, knowledge, and wisdom.” He 

did not say much about this progress being aimed at some specific goal or telos.) 

The same could be said about the arguments put forward by Anders, Jonas, Bennett, Par-

tridge, Schell, Glover, and Parfit. For example, if one reason that our extinction would be bad is 

that past people would die a “second death,” in Anders’ sense, by being forgotten forever (“as if 

they had never been”), and since remembering past people requires only that there exists a cer-

tain kind of being, perhaps related to us in a particular causal or genealogical way, then this “sec-

ond death” could be avoided even if Homo sapiens were to disappear entirely and forever.  1149

Furthermore, Anders never specified a criterion for belonging within the League of Generations, 

which could thus, presumably, include not just future humans but future posthumans, so long as 

they possess the right kind of status, standing, character, qualities, or whatever one takes to be 

normatively important. Or consider Schell’s argument from impoverishment built on the Arendt-

ian notion of the common world (a variant of which is found in Partridge’s work). We can ask: 

does this common world require the existence of Homo sapiens, or could it persist even if we 

disappear? The answer is, of course, that the common world could, in every salient respect, be 

perpetuated by a successor species, that is, given that this species has the relevant capacities and 

interests. Hence, if confidence in the common world existing is part of what enables our lives 

today to be valuable, meaningful, and worthwhile, and if the common world does not require the 

existence of Homo sapiens itself, then terminal extinction is not the main target of this argument. 

This goes for two other arguments mentioned by Schell, namely, the arguments from valuing and 

immortality. The persistence of things we care about and the attainment of vicarious immortality 

do not require, as a necessary condition, that Homo sapiens endures. They only require that be-

ings who also care about these things and sustain the memories of past people stick around. 
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The cases of Glover and Parfit are even more straightforward. If what matters is the max-

imization of intrinsic value, and if intrinsic value, such as happiness, could be experienced by 

posthuman beings of the right sort, then avoiding terminal extinction itself is not important: what 

matters is avoiding final and normative extinction. Similarly, the only way that ideal goods like 

science, the arts, and morality would necessarily cease being developed is if we underwent ex-

tinction in either of these senses. This goes for the argument from unfinished business, too, al-

though of course the teleological nature of this argument introduces an extra condition pertaining 

to the timing of extinction. The point, however, is that the term “extinction” in “premature ex-

tinction” should, in most cases, be understood in both the final and normative senses, while the 

word “premature” is what specifies the extra condition, whereby either of these scenarios occur-

ring prior to the attainment of some desired goal would make the outcome worse than if they 

were to happen after this goal is reached. 

As for Jonas, we noted that although he worried about biotechnological modifications of 

the human organism, what ultimately mattered to him was the instantiation of the ontological and 

ethical properties that give rise to the capacities for freedom and responsibility, which constitute 

the foothold of the moral universe within the physical universe. But note that Jonas left it open as 

to whether other species—e.g., radically enhanced posthuman beings—could also instantiate 

these properties like we do. On his account, then, there is nothing inherently bad about the bio-

logical species of Homo sapiens going out of existence entirely and forever, just so long as we 

leave behind, or are replaced by, a successor species that also instantiates these properties, as this 

would be sufficient for the moral universe to continue existing. It follows that the targets of 

Jonas’ anti-extinction arguments were final and normative extinction, not demographic, phyletic, 

or terminal extinction. 

The one possible exception is the argument from cosmic significance. There are two in-

terpretations of this: first, the thing seen as significant, by virtue of being unique in the universe, 

could be our particular species, Homo sapiens. Second, the thing seen as significant, by virtue of 

being unique, could be the various capacities that only Homo sapiens possesses in the entire uni-

verse, as far as we know. Such capacities might correspond to our rationality, moral sensibilities, 

creativity, and so on. Hence, on the first interpretation, what matters is avoiding terminal extinc-
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tion, since the unique thing is Homo sapiens itself. On the second interpretation, what matters is 

that these capacities continue to exist in the universe, and since it seems possible for a species of 

posthuman successors to have these capacities, the types of extinction that we must avoid are fi-

nal and normative extinction. Both Schilpp and Russell pointed toward the second interpretation, 

given that each emphasized the uniqueness of our capacities or abilities, and these do not seem 

to be instantiable only by our particular species: any sufficiently advanced being, whether biolog-

ical or artificial, could presumably instantiate them. In contrast, Schell emphasized Homo sapi-

ens in writing that, as quoted above, “the extinction of the species goes farther, and removes from 

the known universe the human kind of being, which is different from any other kind that we as 

yet know of.”  This suggests that he may have had the first interpretation in mind, and hence, 1150

if this is correct, Schell’s discussion covered not only final and normative extinction but terminal 

extinction as well. 

As for those who held pro-extinctionist views, such as Vetter—not to mention pessimists 

like Mainländer and von Hartmann from the previous chapter—it is fairly obvious what kind of 

extinction they believed would be better, if not good: final extinction. For example, consider Vet-

ter’s argument that the reason we should want our extinction to happen is because it would elim-

inate all future suffering. Since the only type of extinction that would necessarily entail this out-

come is final extinction, one can confidently infer that this is what he had in mind. The goodness 

of extinction arises from there being a complete and final end to the whole human story. Similar-

ly, with Knight and the other radical environmentalists: it would not do if we left behind a suc-

cessor species that continues to destroy the biosphere. The only sure way to halt the massacre 

would be to bring about our final extinction through some means like antinatalism, pro-mortal-

ism, or omnicide. 

 This brings us to the end of the second wave in Existential Ethics, a period that one could 

describe as a developmental growth spurt of the field, despite the fact that it continued to receive 

relatively little attention from philosophers overall. Let’s now turn to the next period of History 

#2. 
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CHAPTER 10: ASTRONOMICAL VALUE AND THE HARM OF EXISTENCE 

SAVING HUMANITY 

 The third wave in Existential Ethics is defined by two major developments over the past 

couple of decades: (1) the founding of Existential Risk Studies by Nick Bostrom and others in 

the early 2000s, and (2) the first extended philosophical treatise on antinatalism published by 

David Benatar in 2006. Although figures like Philipp Mainländer, Peter Wessel Zapffe, Hermann 

Vetter, and Les U. Knight had all discussed and endorsed antinatalism before the 2000s, none 

offered a comprehensive, systematic, analytic treatment of the subject, which is what Benatar 

provides in his Better Never to Have Been: The Harm of Coming Into Existence (2006). This im-

portant contribution to the literature directly links antinatalism with the idea that humanity 

should go extinct sooner rather than later, although we will see that this line of reasoning is prob-

lematic. With respect to Existential Risk Studies, understanding the nature of this field, especial-

ly its moral-axiological foundations, will complete the picture of how the fifth existential mood 

emerged in the late 1990s and early 2000s by explaining why some at the time were motivated to 

provide exhaustive lists of every possible threat to our survival, however improbable, hypotheti-

cal, speculative, or exotic it might be. This will require dissecting Existential Risk Studies into its 

two main anatomical parts, which roughly correspond, as it happens, to the two main parts of this 

book. In doing so, we will see how the causal relation between History #1 and History #2 re-

versed for the first time: rather than the discovery of new kill mechanisms provoking thoughts 

about our extinction, thoughts about our extinction stimulated new research on the ways our col-

lective future could be destroyed. 

 As with previous chapters, I will organize this one both thematically and chronologically, 

taking (1) and (2) in turn. Tracing the historical development of each will bring us up to the 

present, to the vanguard of contemporary scholarship (as of this writing), although focusing ex-

clusively on Existential Risk Studies and philosophical antinatalism means that our discussion in 

this chapter will neglect many important contributions to Existential Ethics made over the past 

five years or so. However, these will occupy the pages of the next chapter, after which the final 
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chapter of this book will briefly explore how the idea of human extinction could evolve in the 

future. We begin with a closer look at the field of Existential Risk Studies. 

TWO BRANCHES OF EXISTENTIAL RISK STUDIES 

 Recall from chapter 6 that the most recent shift in existential mood was catalyzed by two 

triggers in particular. One arose from alarming new research on anthropogenic climate change, 

biodiversity loss, and the sixth mass extinction event, which showed—and continues to show—

that these pose far greater near-term threats to humanity (and the biosphere) than had previously 

been known. The other emerged from the formation of Existential Risk Studies, which, despite 

appearances to the contrary, is not a single field of inquiry but two distinct, interrelated fields—

or, as I will call them, “branches.” The first branch of Existential Risk Studies focuses primarily 

on one of the two major themes of Part I, namely, the nature, number, temporality, etiology, and 

probability of kill mechanisms. (To be more precise, this branch studies the nature, number, etc. 

of existential risk mechanisms or existential risk scenarios, which includes but is not limited to 

kill mechanisms as we have defined them. More on this momentarily.) 

 Much of the work within this branch has thus involved drawing from the insights and 

ideas of scientists in fields like cosmology, astronomy, physics, climatology, volcanology, ecolo-

gy, computer science, and so on. It is thus highly interdisciplinary. But existential risk re-

searchers—or, as I previously called them, “riskologists”—have also conducted original research 

that has identified potential kill mechanisms associated with, for example, value-misaligned arti-

ficial superintelligence (ASI) and the possibility that we are living in a computer simulation that 

gets shut down. Whereas, say, the discovery of the nuclear winter scenario was based on empiri-

cal studies and computer modeling, the recognition that ASI could pose a threat arose from 

philosophical reflections on the nature of autonomous, goal-directed, instrumentally rational 

agents with superhuman capabilities, while the supposed danger of a simulation shutdown de-

rived from extrapolations of technological trends and a priori anthropic and probabilistic reason-

ing. Other possible kill mechanisms, such as self-replicating nanobots that could destroy all the 
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organic matter on our planet, were discovered through exploratory engineering, whereby one 

imagines what could be given constraints imposed by the known laws of nature.  1151

 Since the first scientifically credible kill mechanism was discovered in the 1850s, this 

branch of Existential Risk Studies has roots stretching back more than a century. The scientific 

study of kill mechanisms is not new. However, what is new about this branch is its explicit at-

tempt to provide a panoramic mapping of the threat environment that includes not just the “exist-

ing” threats to our survival, but the whole range of possible “emerging” threats that we might 

encounter in the coming decades and centuries. (This was the essence of the futurological pivot.) 

Hence, whereas in the past kill mechanisms had been mostly studied and philosophized about 

individually, in isolation from each other, riskologists aimed to establish a research program that 

considered the entire array of global risks as constituting a single cohesive category. This more 

holistic approach to thinking about our existential predicament is, we saw, exemplified by the 

proliferation of encyclopedic surveys and comprehensive enumerations of every possible kill 

mechanism. The first survey of this sort was compiled by John Leslie in The End of the World 

(1996), followed by those provided by Bostrom (2002), Lord Martin Rees (2003), Richard Pos-

ner (2004), and the 2008 volume edited by Bostrom and Milan titled Global Catastrophic 

Risks.  The last of these, in particular, epitomizes the focus of this first branch of Existential 1152

Risk Studies: it hardly addresses the ethical and evaluative implications of our extinction (or ex-

istential risks); instead, the book is almost entirely dedicated to (a) laying out the scientific and 

philosophical evidence for the existence of various kill mechanisms, including the heat death, 

climate change, worldwide pandemics, value-misaligned ASI, and gray goo, and (b) examining 

certain background issues relevant to the study of global catastrophic risks (see below). 

 But a question arises here as to whether studying these risk scenarios as a single category 

makes sense. As Bostrom and Ćirković wrote in the book’s introduction, “the risks under consid-

eration seem to have little in common, so does [this] even make sense as a topic? Or is the book 

that you hold in your hands as ill-conceived and unfocused a project as a volume on ‘Gardening, 

Matrix Algebra, and the History of Byzantium’?”  In other words, the question here concerns 1153

the coherence of the first branch of Existential Risk Studies: what motivates or justifies placing 
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these disparate scenarios under the same umbrella? Why not continue to study them individually, 

in isolation from each other, as they had been since the latter nineteenth century? 

There are many possible answers to these questions, which span a diverse range of mech-

anistic, physical, methodological, psychological, conceptual, pragmatic, and cultural considera-

tions. For example: 

- Multiple scenarios involve the same or similar physical processes, as in the case 

of impact, nuclear, and volcanic winters, all of which involve sunlight-blocking 

aerosols spreading throughout the stratosphere. Hence, insight about these pro-

cesses could have implications for all three scenarios, which may justify consider-

ing them together, as a group.  1154

- Mitigating the risk of human extinction is what economists would call a global 

public good. Since global public goods are non-rivalrous (anyone can consume 

the good without its “quantity” being decreased) and non-excludible (there is no 

way to prevent anyone from consuming the good), they tend to be undersupplied 

by the free market. Thus, we cannot rely on the market to provide the good of pro-

tecting us from extinction.  Even worse, as Bostrom later noted, reducing ex1155 -

tinction risk is not just a global but “a strongly transgenerational (in fact, pan-

generational) public good” in that much of the benefit would be reaped by people 

in future generations, who may vastly outnumber those alive today. This renders 

reduction efforts even more challenging, since people in current generations “may 

capture only a small fraction of the benefits.”   1156

- Independent of the scenario, probability estimates of it occurring must take into 

account observation selection effects.  As noted in chapter 6, the fact that a 1157

huge asteroid hasn’t collided with Earth in the past 10,000 years should not itself 

be taken as strong evidence that asteroid collisions are improbable, since if one 

had collided with Earth 10,000 years ago, we very likely wouldn’t be here to dis-

cuss the issue. Some catastrophe scenarios are incompatible with the existence of 

observers like us. 
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- Independent of the scenario, since human extinction (e.g., in the terminal or final 

senses) can by definition only happen once in our species history, our strategies 

for mitigating the risk of this happening must be proactive rather than reactive. 

We can talk about our extinction happening tomorrow, but not about it having 

happened yesterday, and hence there is no opportunity to learn from past mis-

takes, as extinction cancels the future. Hence, “this requires foresight to anticipate 

new types of threats and a willingness to take decisive preventive action and to 

bear the costs (moral and economic) of such actions.”  1158

- The same cluster of cognitive biases may distort our thinking about a wide range 

of human extinction scenarios. For example, people tend to believe that events 

which come to mind more easily have a higher probability of occurring (availabil-

ity bias). Most people think of asteroid impacts before volcanic supereruptions 

when asked how our extinction might occur, yet volcanic supereruptions are much 

more probable than collisions with large asteroids. Similarly, people tend to be-

lieve that conjunctive propositions (“A and B and C”) are more probable than dis-

junctive propositions (“A or B or C”), when just the opposite is true (disjunction 

fallacy). This is pertinent to overall assessments of the probability of doom, which 

could result from nuclear conflict or global pandemics or asteroid impacts or an 

invasion of Earth by bellicose aliens. Importantly, the addition of the last dis-

junct—an alien invasion—makes the proposition as a whole more rather than less 

probable, even if one judges this scenario itself to be cockamamie nonsense.  1159

HOW MUCH IS AT STAKE 

 Many other “links and commonalities” could be adduced.  However, of interest for our 1160

purposes is that, according to riskologists, the most fundamental issue that unifies the first branch 

of Existential Risk Studies is normative, arising from the belief that the axiological opportunity 

costs of succumbing to an existential catastrophe, such as final human extinction, would be 

enormous. This, more than any other consideration, is what motivates and justifies assembling 
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long lists of possible risks and taking them to form a single category worthy of our attention—a 

category around which a whole new field of academic study should be built. To understand how 

this line of reasoning developed, let’s begin with Leslie’s 1996 book The End of the World, 

which I argued above was the first major publication to embody the futurological pivot. There 

were two reasons that Leslie was interested in compiling an exhaustive list of risks to our sur-

vival. The first was that, as we discussed, the primary focus of his book was defending the 

Doomsday Argument, and the Doomsday Argument can only be applied to estimates of the over-

all probability of our disappearance, which one derives from prior empirical and philosophical 

analyses of the threat environment. Hence, one must map out the entire threat environment for 

the Doomsday Argument to be of any use. But why be interested in the Doomsday Argument-

adjusted probability of extinction in the first place? This gets to the second reason, namely, that 

Leslie—following in the footsteps of J. J. C. Smart, Jonathan Glover, and Derek Parfit, all of 

whom he cited approvingly—believed that extinction would constitute an immense axiological 

catastrophe, since it would preclude the realization of potentially vast amounts of future 

value.  Put differently, the state or condition of Being Extinct would be very bad, and hence by 1161

estimating the overall Doomsday Argument-adjusted probability of extinction within the next 

few centuries, one might hope to motivate efforts to avoid this outcome.  1162

As noted in chapter 6, Leslie was a self-described utilitarian, although unlike Henry 

Sidgwick he did not accept a hedonistic theory of value. Rather, he was an “ideal” utilitarian, ac-

cording to which there are intrinsic goods in addition to happiness (or satisfied desires). This ver-

sion of utilitarianism was famously defended by G. E. Moore, one of the founders of Analytic 

Philosophy, who held a pluralistic value theory according to which things like beauty have in-

trinsic value. Hence, a universe full of beauty would be better than a universe full of ugliness, he 

argued, even if there were no one around to appreciate the difference.  1163

 What matters for our purposes is that ideal utilitarianism, of the sort championed by 

Leslie, is still maximizing and impersonalist, which means that the more value there is in the uni-

verse, the better things will be. Our extinction would, therefore, be bad even if it were brought 

about voluntarily, which is why Leslie placed scenarios like “unwillingness to rear children” in 

the very same category of his risk typology as potentially violent catastrophes associated with 

 418



genetically engineered organisms, gray goo, an AI takeover, and even “annihilation by extrater-

restrials.”  The manner in which our extinction comes about is much less important than the 1164

consequence of there being no more people, and this is why we should investigate all possible 

ways of this happening, however speculative or improbable. As Leslie explained in a footnote 

that quotes Smart’s discussion of Hilbrand Groenewold’s idea of “macro effects,” “even a very 

low probability, when ‘multiplied by a macro disaster,’ would be something having ‘macro dis-

value,’ a point immensely important when we consider ‘the millions of years of possible evolu-

tion of the human race that lie ahead if we do not destroy ourselves.’”  With respect to the 1165

term “disvalue,” recall Jonathan Bennett’s observation from the previous chapter that for imper-

sonalists, the failure to create new value that could exist constitutes a “loss” no less than the 

elimination of value that already exists. Impersonalism, one could say, abhors an axiological 

vacuum.  Quoting yet another utilitarian mentioned earlier, Leslie thus concluded that “Glover 1166

was, I believe, right when he reached [the] conclusion … that to end the human race ‘would be 

about the worst thing it would be possible to do.’” Hence, the deeper reason for surveying the 

threat environment from one horizon to the other was, in Leslie’s words, “how much is at 

stake.”  1167

WHAT IS AN EXISTENTIAL RISK? 

 The discussion so far has focused on human extinction—specifically, on final and norma-

tive extinction, since each is sufficient to preclude the realization of all or most future value, 

whereas the other types of extinction are not. Leslie, in fact, gestured at these two scenarios in 

writing that “today’s humans could perhaps have descendants continuing onwards for many mil-

lions of years,” which might take the form of some “fusion between our descendants and com-

puters to which their brains were permanently linked.” Or we could be “entirely replaced by 

computers.” Would this be bad? It depends, Leslie wrote: “Maybe … the tragedy that humankind 

had ended after a few thousand years would be smaller if it had ended only through being re-

placed by computer-based intelligent systems—provided, of course, that those systems truly 

were conscious beings.”  While this indicates some concern over terminal extinction, Leslie’s 1168
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utilitarianism itself does not, in any obvious way, imply that the loss of our particular species 

should matter, which leads me to suspect that Leslie would have modified those sentences if he 

had reflected more on the issue. Or perhaps he would retort that our species has some value in 

itself, and hence that it is one of the things we should keep around. In general, the central con-

cern for utilitarians will be the avoidance of final and normative extinction. 

 What is important for our history is how Bostrom shifted the focus from human extinction 

to existential risk, which constitutes a much broader category that includes but is not limited to 

our extinction—in the final and normative senses—although he later added premature extinction, 

which itself should be understood in the final and normative senses. Consider the following line 

of reasoning: extinction would be very bad because it would preclude the realization of lots of 

value within our future light cone; but there are other ways that we could fail to realize this value 

that do not involve extinction of any kind; therefore, we should take these other ways, or failure 

modes, to be comparable in badness to extinction. The concept of existential risk, which 

Bostrom introduced in his 2002 paper “Existential Risks: Analyzing Human Extinction Scenarios 

and Related Hazards,” was designed to encompass the entire range of events that, if they were to 

occur, would entail what he describes as “enormous … negative utility.”  Such events, as we 1169

will see, include not just our extinction but scenarios like permanent civilizational collapse and 

technological stagnation. People had of course worried about things like the collapse of civiliza-

tion before, but Bostrom showed that, depending on the details, an event like this could have the 

same moral-axiological status as final and normative extinction, and hence we ought to include 

these non-extinction scenarios within an even more expansive threat environment, one that in-

cludes more than just kill mechanisms, as we defined them.  1170

 The argument above about future value is premised on an impersonalist interpretation of 

total utilitarianism: our sole moral obligation is to maximize value, and hence anything that pre-

vents us from flooding our future light cone with value would constitute an existential catastro-

phe. In fact, Bostrom delineated precisely this argument in his 2003 paper “Astronomical 

Waste,” discussed momentarily. His initial presentation of the idea, though, focused on the tran-

shumanist goal of creating a posthuman civilization, thus defining “existential risk” in specifical-

ly transhumanist rather than utilitarian terms. To understand how these conceptions of existential 
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risk relate to each other, let’s begin with Bostrom’s most generic definition in his 2002 paper. 

This stipulates that an existential risk is “one where an adverse outcome would either annihilate 

Earth-originating intelligent life or permanently and drastically curtail its potential.”  Notice 1171

that it consists of two disjuncts, the first of which is unnecessary, as it merely specifies one way 

that the second disjunct could obtain. That is to say, if Earth-originating intelligent life (i.e., 

“humanity” in Bostrom’s phraseology) were to be completely annihilated, end of story, this 

would of course permanently and drastically curtail our potential. We can thus streamline 

Bostrom’s definition by deleting the first disjunct, which gives us: an existential risk is any event 

that would permanently and drastically curtail the potential of Earth-originating intelligent life. 

 This leads to the question: What, then, does “potential” refer to? As a normative term, one 

could define it many different ways, depending on one’s values. An anarcho-primitivist would 

say that our potential involves returning to the lifeways of hunter-gatherers; Marxists would 

point to the creation of a world communist state. For Bostrom, our potential consists in the pos-

sibility of creating a stable, flourishing posthuman civilization, where the term “posthuman civi-

lization” refers to “a society of technologically highly enhanced beings … with much greater in-

tellectual and physical capacities, much longer life-spans, etc.” Hence, if we substitute this un-

derstanding of potential into the above definition, using Bostrom’s definition of “humanity,” we 

get the following: an existential risk is any event that would permanently and drastically curtail 

the ability of Earth-originating intelligent life to create a stable, flourishing posthuman civiliza-

tion. 

 Here we have Bostrom’s original conception of existential risks, and despite his generic 

definition making no reference to this transhumanist goal, the centrality of transhumanism to the 

idea is manifest in his typology of existential risk scenarios, which I quoted in full in chapter 6. 

In brief, he recognized (1) bangs, whereby “Earth-originating intelligent life goes extinct in [a] 

relatively sudden disaster,” (2) crunches, whereby our “potential … to develop into posthumani-

ty is permanently thwarted although human life continues in some form,” (3) shrieks, whereby 

“some form of posthumanity is attained but it is an extremely narrow band of what is possible 

and desirable,” and (4) whimpers, whereby “a posthuman civilization arises but evolves in a di-

rection that leads gradually but irrevocably to either the complete disappearance of the things we 
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value or to a state where those things are realized to only a minuscule degree of what could have 

been achieved.” The first could happen either before or after creating a posthuman civilization. If 

it were to happen after, our posthuman descendants will have succumbed to their own final ex-

tinction. This is why I included the word “stable” in my reconstruction of Bostrom’s definition, 

to address this possibility. The second would involve never creating a posthuman civilization in 

the first place, despite humanity surviving. The third and fourth would involve creating a 

posthuman civilization but not one that is “flourishing” (again, my word). In all of these cases, 

the transhumanist project would be left incomplete, resulting in an existential catastrophe. 

THE PROMISE OF TECHNO-UTOPIA 

 The next question becomes: Why accept this interpretation of our potential? Bostrom 

largely skips over this question in his 2002 paper, which—like his edited volume Global Cat-

astrophic Risks published several years later—focused primarily on laying the groundwork for 

the first branch of Existential Risk Studies. (Indeed, this paper is basically just a synopsis of 

Leslie’s 1996 typology of risks, with the new idea of existential risk.) However, Bostrom did ad-

dress the question one year later, in his 2003 paper “Transhumanist Values,” which argued that 

radical human enhancement could enable us to explore posthuman modes of being that are far 

superior to our current human mode of being. We could, for example, acquire indefinitely long 

lifespans, become superintelligent, upload our minds to computers, gain total control over our 

emotions, and ultimately “increase our subjective sense of well-being” in ways unimaginable to 

us right now. As Bostrom explained the idea, 

our own current mode of being … spans but a minute subspace of what is possible 

or permitted by the physical constraints of the universe … . It is not farfetched to 

suppose that there are parts of this larger space that represent extremely valuable 

ways of living, relating, feeling, and thinking. … Transhumanism promotes the 

quest to develop further so that we can explore hitherto inaccessible realms of 
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value. Technological enhancement of human organisms is a means that we ought 

to pursue to this end.  1172

Advanced technologies, in other words, could usher in a techno-utopian world replete with end-

less wonders, happiness, and value—this is the promise, the hope, the dream of a “posthuman 

civilization” that existential risks threaten to obliterate. Bostrom elaborated his vision in his sub-

sequent “Letter from Utopia,” which he posted online in 2005 and officially published in 2008, 

later updating it in 2020. The letter is written by a fictional posthuman to their human ancestors, 

urging present-day people—you and I—to “help us come into existence!” It thus opens with 

“Dear human” and closes with “Your Possible Future Self.” In the 2005 version, which I will 

primarily quote from because it probably best represents Bostrom’s thinking at the time, the fic-

tional author begins with the question: “How can I tell you about Utopia and not leave you mys-

tified? What words could convey the wonder? What language could express the happiness that 

we have here? I fear that my pen is as unequal to this task as if I were trying to use it to kill an 

elephant.” They proceed with a few tantalizing glimpses of the magical world they inhabit, writ-

ing that 

my consciousness is wide and deep. I’ve read all the books that you humans had 

written by your time—and a good deal more. I know life from many sides and 

angles. I have swum in a whole spectrum of different cultures, more numerous 

than the words in your dictionary. Quite a bit of culture builds up over a million 

years (even as the humble polyps amass a reef given enough time). Well, all this 

information I have incorporated into my mind, and much, much more. Each etch-

ing, each record-cover, each toothpaste tube design—they are all lodged in my 

memory banks, and my appreciation of each object is as intimate as the apprecia-

tion that the most sensitive connoisseur has of her favorite artifact. 

Through radical cognitive enhancement, we could be come superhuman polymaths with eidetic 

memories capable of storing oceanic mountains of information, from the trivial to the profound. 
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“My experience is clear and intense,” the author continues, “my mind is shaped by what it has 

assimilated. I don’t just think about deep truths; my thoughts themselves are deep.”  But 1173

knowledge is not the only prize that Utopia offers us or our descendants. Life in Utopia is also 

awash in what the posthuman describes as “surpassing bliss and delight.”  To quote them at 1174

length once again: 

You could say I am happy, that I feel good. You could say that I feel surpassing 

bliss. But these words are used to describe human experience. What I feel is as far 

beyond ordinary human feelings as my thoughts are beyond human thoughts. I 

wish I could show you what I have in mind. If only I could share one second of 

my conscious life with you! But that is impossible. Your container could not hold 

even a small splash of my joy, it is that great. … You don’t have to understand 

what I think and feel. If only you bear in mind what is possible within the present 

human realm, you should have enough of an idea to get started in the right direc-

tion, one step at a time. 

Our most joyous experiences today are nothing compared to what they could be in Utopia. If the 

distance between our normal state and the most intense feelings of elation equals eight kilome-

ters, the posthuman writes, “then to reach my location you would have to continue for another 

million light years. It is beyond the moon and the planets and all the stars your eyes can see.” 

This is why “we love life here every second. Every second of life is so good that it would knock 

you unconscious if your mind had not been strengthened beforehand.”  1175

 But how can we bring about this technological paradise? The author specifies three types 

of human enhancement as the necessary vehicles for reaching the Promised Land: extending our 

healthy lifespans, boosting our cognitive capacities, and elevating our emotional wellbeing. The 

most critical condition that must be satisfied, though, is avoiding an existential catastrophe. As 

Bostrom made the point in his “Transhumanist Values,” “there is one kind of catastrophe that 

must be avoided at any cost: Existential risk.” Why? Because “if we go extinct or permanently 

destroy our potential to develop further, then the transhumanist core value [of exploring the 

 424



posthuman realm] will not be realized. Global security is the most fundamental and nonnego-

tiable requirement of the transhumanist project.”  This brings us full circle to Bostrom’s origi1176 -

nal conception of existential risk, which we can reformulate once more as: an existential risk is 

any event that would prevent Earth-originating intelligent life from establishing a techno-utopian 

world, understood in specifically transhumanist terms. 

To summarize how the idea of existential risk was born: Bostrom’s starting point was 

transhumanism, which he was involved with in the 1990s, during which it took the form of liber-

tarian extropianism. At the turn of the century, inspired by the ideas of others in the extropian 

community, he then introduced the existential risk framework, which had two primary aims: (a) 

to identify all the ways the transhumanist project could fail; he called these “existential risks,” 

and (b) to devise effective strategies for mitigating such risks, catalogued in his comprehensive 

2002 survey of the threat environment, thereby ensuring the realization of the transhumanist 

project. Of particular interest was the promise and peril of GNR (genetics, nanotech, and 

robotics) technologies, which came into focus with the futurological pivot. It was, in fact, the 

increasing plausibility of these technologies, which promise new ways of radically modifying the 

human organism, that partly inspired the modern transhumanist movement. But transhumanists 

quickly realized that the very same technologies that make techno-utopia possible also carry risks 

that could be even greater than those arising from the NBC (nuclear, biological, and chemical) 

weapons of the twentieth century. This led to two general responses to our newly anticipated 

threat environment: first, there was the Bill Joy camp, which claimed that we should not develop 

these technologies in the first place. They are simply too dangerous. The solution is to impose 

broad moratoriums on entire fields of emerging technoscience. And second, there was the tran-

shumanist camp, led by Bostrom, which argued that the solution is to establish a new field of in-

terdisciplinary research focused specifically on understanding and mitigating these risks, with the 

hope of keeping our technological cake and eating it, too, as it were. This is how Existential Risk 

Studies was born—as an answer to the question: how can we develop GNR technologies, which 

the transhumanist project seems to require, without destroying that project in the process? 

EXPECTED VALUE, ASTEROIDS, AND ETHICS 
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 The idea of existential risk thus grew from the “ethical outlook” of transhumanism, as 

Bostrom described it. In fact, a draft of Bostrom’s “Transhumanist Values” was completed before 

his existential risk paper was published, even though “Transhumanist Values” was published af-

ter this. (The existential risk paper even cited a draft of “Transhumanist Values,” which further 

indicates that transhumanist concerns inspired the idea of existential risk.) However, as alluded 

to above, Bostrom also provided a utilitarian argument for why reducing existential risk should 

be our top global priorities as a species. This paper, titled “Astronomical Waste,” was published 

in 2003, the same year as “Transhumanist Values.” Its central thesis was, in effect, that the con-

cept of existential risk should be augmented to cover events that prevent us from not only creat-

ing a stable, flourishing posthuman civilization, but colonizing space and creating enormous 

numbers of “happy” people in the future, most of whom would reside in vast computer simula-

tions. In making this argument, Bostrom went well beyond Carl Sagan’s 1983 estimate of how 

many future people there could be—which, recall, was 500 trillion over the next 10 million 

years. If we colonize space and simulate huge populations of digital people, the number could be 

many orders of magnitude larger. This, along with transhumanism, also provided a normative 

foundation for the first branch of Existential Risk Studies by motivating and justifying the inves-

tigation of every possible kill mechanism—or, more generally, existential risk mechanism—that 

we might encounter at present or within the coming centuries. 

 Before we examine this utilitarian argument from Bostrom, though, it will prove useful to 

pause on two background issues that have come to play a central role within Existential Risk 

Studies, namely, expected value theory and physical eschatology. Taking them in turn, the ex-

pected value (or expectation) of an action is the probability-adjusted average of the value of its 

possible outcomes. That may sound obscure, but the idea is quite straightforward. Let’s say that 

an action A could result in one of two outcomes, X or Y, and that X has a value of -50, while Y 

has a value of 75. Let’s say further that the probability of X occurring if one does A is 20 percent 

while the probability of Y occurring if one does A is 80 percent. So far we have values and prob-

abilities. To get the probability-adjusted (or “weighted”) values of X and Y, we simply multiply 

these values and probabilities: -50 times .2 is -10, while 75 times .8 is 60. Hence, -10 and 60 are 
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the probability-adjusted values of the outcomes of X and Y. To get the expected value of the ac-

tion A, we then add these together and divide by two: 60+(-10)=50, and 50/2=25. The expected 

value of A is, therefore, 25. Now, imagine that you have the option of taking two different ac-

tions, A and B. Expected value theory (EVT) asserts that when choosing between some finite 

number of actions, one should choose whichever action has the highest expected value.  Let’s 1177

say that you crunch the numbers, as per above, and find that B has an expected value of 30. Since 

30 is greater than 25, EVT instructs you to do B rather than A; doing otherwise would be irra-

tional. 

Insofar as one can assign values and probabilities to the range of possible outcomes of 

actions, EVT provides a useful tool for making decisions under uncertainty, where I will take 

“uncertainty” to mean that probabilities can be assigned to outcomes having different values. (In 

contrast, decision-making under “ignorance” refers to situations in which probabilities cannot be 

assigned, and hence EVT is not applicable. ) Incidentally, the standard definition of “risk” ever 1178

since the mid-1970s has been given in expected-value terms. On this account, a risk equals the 

probability of an outcome times its severity (a negative value).  Leslie and Smart both ges1179 -

tured at this idea in arguing that, quoting Smart once again, “a very low probability multiplied by 

a macro disaster can still have macro disvalue,” which suggests that focusing on highly improba-

ble risks could have enormous expected value given the immense badness of the consequences, 

if they were to obtain.  For example, you might reason that even though there is a small prob1180 -

ability that your gas oven is leaking, the consequences of carbon monoxide poisoning, which 

could kill your entire family while sleeping, are so great that it is worth paying $25 for a carbon 

monoxide detector, where “worth” may be understood in terms of expected value. Or take anoth-

er example, from one of the first papers published in the existential risk literature after Bostrom 

introduced the concept. In his 2007 “Reducing the Risk of Human Extinction,” Jason Matheny 

estimated the cost-effectiveness of reducing existential risks associated with asteroids compared 

to other ways of allocating our finite resources. He calculated that if “reducing the probability of 

an extinction-level impact over the next century by 50%” were to cost a total of $20 billion, the 

cost-effectiveness of this program would be a mere “$2.50 per life-year,” which contrasts with 

the more than “$100,000 per life-year” spent by US health programs. Hence, mitigating the as-

 427



teroid threat yields a much greater bang for the buck, in terms of expected value. In fact, Mathe-

ny claims that this would be the case “even if one is less optimistic and believes humanity will 

certainly die out in 1,000 years,” given that “asteroid defense would [still] be cost effective at 

$4,000 per life-year.” Matheny concludes that while “the probability of [human extinction] 

events may be very low, … the expected value of preventing them could be high, as it represents 

the value of all future human lives.”  1181

 Expected value theory can also play a direct role in moral theorizing, in addition to help-

ing us make “rational” decisions under uncertainty.  For example, consider the difference be1182 -

tween what could be called actualist utilitarianism and expectational utilitarianism. The first was 

espoused by John Stuart Mill and, later, by Smart. It states that the rightness or wrongness of an 

act depends only on its actual consequences, independent of its rationality.  Hence, on Smart’s 1183

account, a decision can be both irrational and moral, or both rational and immoral, at the same 

time.  To illustrate, imagine that the action B from above could yield two outcomes, each of 1184

which has a value of 60 and a probability of 50 percent. This gives the previously specified ex-

pected value of B as 30 (i.e., 60x.5=30, 30x2=60, and 60/2=30). As noted, B is more rational 

than A, since B has a higher expected value. But now imagine that one does A instead of B, and 

the result that actually obtains, by chance, is the outcome Y, which we stipulated above has a 

value of 75. For Smart, one would have acted irrationally but morally by doing A, since all that 

matters for the purpose of moral evaluation is what actually happens. However, others have ar-

gued that the rightness or wrongness of an act should depend on its expected consequences, and 

hence even though doing A happened to result in the best possible outcome—a value of 75—do-

ing A rather than B was not only irrational but immoral as well, since B has a higher expected 

value. On this account, rationality and morality coincide. Still others suggest that we should dis-

tinguish between two senses of “right,” one objective (actual) and the other subjective (expecta-

tional), where both “concepts might have a legitimate theoretical role.”  In the scenario above, 1185

then, by choosing A and getting outcome Y, one would have done what is “objectively” right but 

“subjectively” wrong. 

 Either way, the point of this digression is that EVT has become very influential within 

Existential Risk Studies and its more recent incarnation, longtermism, which we will examine 
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below. It is worth noting, though, that EVT’s use within the existential risk context is highly con-

troversial, given that existential risks are typically thought to be low-probability events with ex-

treme negative value, understood as the loss of techno-utopia or astronomical amounts of value. 

The problem of using EVT in such decision situations has, in fact, been noticed by existential 

risk scholars themselves, who introduced the idea of “Pascal’s Mugging” to name this class of 

problems.  Picture yourself in a dark alley at night, approached by someone who demands that 1186

unless you give them $5, they will torture a billion trillion trillion people in some parallel uni-

verse. Should you give them the money? Even though their claim is obviously absurd, you can-

not absolutely rule it out, because one can never be completely sure of anything (except maybe 

logical and mathematical truths; empirical truths can never be known with certainty). Hence, 

even if the probability is miniscule that the mugger is being honest, the payoff of avoiding all 

this torture is so great that the expected value of giving them $5 may nonetheless be much higher 

than not doing so. You thus give them the $5 and they walk away a little richer, with you a little 

poorer. We will return to this idea in the next chapter. 

PHYSICAL ESCHATOLOGY 

 Moving on to the second background issue, one way to approach it begins with this: 

whereas the transhumanist argument for why existential risk reduction should be our top global 

priority as a species is based on a techno-utopian version of potentiality thinking, the second is-

sue is centered around deep-future thinking, which underwent a radical transformation beginning 

in the late 1960s with the founding of a field called “physical eschatology.” Recall that deep-fu-

ture thinking was born in the mid-nineteenth century with the discovery of the Second Law, 

which spurred novel speculations about the future habitability of Earth and the universe. Howev-

er, our understanding of the future evolution of the cosmos was deeply impoverished, and indeed 

predictions based on the Second Law that our sun would eventually burn out were incorrect: the 

exact opposite is now expected to happen. Rather than becoming dimmer over time, the sun’s 

luminosity will actually increase in the coming billions of years as it balloons into a red giant, a 

stage in its life cycle that will end with it aging into a white dwarf. Human life will become im-
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possible not because Earth freezes over, but because the temperature of Earth’s surface will be-

come so hot that the oceans will literally boil into the atmosphere.  Or consider that it was not 1187

until the late 1920s that we realized, thanks to Edwin Hubble, that the universe is expanding 

rather than in a “steady state” (or static configuration), and not until the early 1960s that scien-

tists detected, by accident, the Cosmic Microwave Background (CMB), which convinced the sci-

entific community that the big bang hypothesis of the universe’s origin is true. The CMB is the 

afterglow left behind as the universe cooled below the temperature of hydrogen plasma. Since 

hydrogen plasma is opaque to light, this cooling process eventually made the universe transpar-

ent, and the photons liberated by this event are what comprise the CMB. Facts taken as rather 

elementary today are, in truth, quite recent additions to our understanding of cosmology. 

 But the most important development with respect to deep-future thinking dates back to 

1969, when Lord Martin Rees—the same scientist who helped solidify the fifth existential mood

—published a paper titled “The Collapse of the Universe: An Eschatological Study.”  This was 1188

the first time the word “eschatology” was used in a specifically astrophysical rather than theo-

logical context, and many see it as having inaugurated the field of physical eschatology, although 

the term “physical eschatology” wasn’t coined until 1997.  Although the scenario that Rees 1189

focused on is now widely rejected, his paper inaugurated a flurry of new research on the future of 

Earth, the solar system, the stars, black holes, galaxy groups, clusters, and superclusters, and the 

cosmos as a whole.  Physical eschatology was born. 1190

 The result was a much fuller picture of “the shape of things to come,” to borrow Wells’ 

famous phrase once again, but on cosmological timescales.  We now know, for example, that 1191

Earth will remain habitable to complex life for another 800 million to 1 billion years; the An-

dromeda galaxy will “collide” with the Milky Way in some 4 billion years; our expanding sun 

will swallow Earth in roughly 7.59 billion years; the universe will go dark (that is, no more shin-

ing stars) in about 99.9 trillion years; protons will decay—if they do—in about 1040 years, thus 

rendering biological life, if not intelligence in any form, impossible; and roughly 10100 years 

from now, all the black holes in the universe will have evaporated, and “the cosmos will be filled 

with the leftover waste products from previous eras: neutrinos, electrons, positrons, dark matter 

particles, and photons of incredible wavelength.  In this cold and distant Dark Era, physical 1192
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activity in the universe slows down, almost (but not quite) to a standstill.”  At this point, it 1193

could be—although this is highly speculative—that a vacuum state phase transition spontaneous-

ly occurs, thus “giving the universe a chance for a fresh start.”  The alternative is an eternal 1194

nothingness, a lifeless forever. 

ITS CREATIVE POTENTIAL 

 When combined with our current understanding of the size and structure of the observ-

able universe, physical eschatology thus provides a scientifically robust answer to the question: 

“How big could the future be?” This is, of course, directly relevant to the question of how bad an 

existential catastrophe would be, especially from an impersonalist, value-maximizing, utilitarian 

perspective, since the bigger the future could be, the greater the potential value that would be lost 

if a catastrophe of this sort were to occur. Consequently, physical eschatology has become abso-

lutely integral to the Existential Ethics research conducted by existential risk scholars and 

longtermists, as evidenced by the fact that a large percentage of the papers published on these 

topics all begin their discussions with surveys of the incomprehensible bigness of our cosmic fu-

ture, based on the findings of physical eschatology.  1195

 Although Schell and Parfit both seemed to have been aware of how much longer Earth 

will remain habitable—Sagan, being a cosmologist, most definitely was—the first study of this 

question from a “transhumanist perspective” came from Bostrom’s colleague Milan Ćirković, 

with whom he edited Global Catastrophic Risks.  This subsequently informed Bostrom’s take 1196

on the issue from a utilitarian perspective, and hence it is worth taking a look at this study before 

returning to Bostrom. Let’s begin with Ćirković’s paper “Cosmological Forecast and Its Practical 

Significance,” which was published the same year and in the same journal as Bostrom’s 2002 

paper on existential risk, namely, the Journal of Evolution and Technology, originally called the 

Journal of Transhumanism. Both journals were run by the World Transhumanist Association that 

Bostrom cofounded in 1998, and indeed Bostrom was the first editor-in-chief of the Journal of 

Transhumanism.  1197
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Ćirković argued that physical eschatology paired with recent developments in anthropics 

(from both Leslie and Bostrom) carry potentially urgent practical implications for “intelligent 

observers interested in self-preservation and achieving [the] maximum of its creative potential.” 

Specifically, the timing of space colonization could make a significant difference to the amount 

of resources available to advanced civilizations, given our best current understanding of our 

“cosmological situation.” As he expressed the idea, 

decision-making performed today, as far as humanity is concerned, may have 

enormous consequences on very long timescales. In particular, an overly conserv-

ative approach to space colonization and technologization, may result (and in fact 

might have already resulted) in the loss of substantial fraction of all possible ob-

server-moments humanity could have had achieved.  1198

The term “observer-moment” comes from Bostrom, who defined it as “a brief time-segment of 

an observer.” Thinking in terms of observer-moments instead of observers is relevant to anthrop-

ics—that is, to reasoning about one’s location in space and time based solely on the fact that one 

is an intelligent observer. But it may also be relevant to estimating our “potential” over time: 

since “different observers may live differently long lives, be awake different amounts time, … 

etc.,” counting observer-moments rather than observers can give a more accurate measure of the 

bigness or value of the future.  There could, after all, be a large number of observer-moments 1199

even if there are relatively few observers, and vice versa. The point is that Ćirković used this 

concept to argue that we should develop advanced technologies and colonize the universe as 

soon as possible, given that every passing moment our cosmic endowment of negentropy is go-

ing to waste as stars burn up their limited reservoirs of hydrogen. Consequently, by failing to ad-

vance technology and colonize space, we could lose—and maybe have already lost—a “substan-

tial fraction of all possible observer-moments [that] humanity could have … achieved.” To un-

derline the time-sensitivity of this situation, Ćirković calculated that if a “future hyperciviliza-

tion” could extract all the energy output of the stars populating the Virgo Supercluster, then “the 

number of potentially viable human lifetimes lost per century of postponing … the onset of ga-
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lactic colonization is … 5 x ~1046.” Thus, assuming some correlation between the number of life-

times or observer-moments and the fulfillment of our “creative potential,” this provides a very 

strong prima facie reason against “an overly conservative approach to space colonization and 

technologization.”  1200

ASTRONOMICAL VALUE 

 To my knowledge, as noted, the first person to provide an estimate of how many future 

people there could be was Sagan, although his calculation was spatiotemporally limited to Earth 

over the next 10 million years. In contrast, Ćirković considered the entire Virgo Supercluster, ex-

plicitly situating his discussion within the framework of physical eschatology. However, he did 

not offer a conservative estimate of the future’s value, nor did he explicitly tie his calculations to 

the total-impersonalist-utilitarian view that the more total value within the universe, the better the 

world will become. This is what Bostrom’s paper “Astronomical Waste: The Opportunity Cost of 

Delayed Technological Development” did the following year. First, unlike Ćirković, Bostrom 

considered a lower-bound on how many biological humans could exist within the Virgo Super-

cluster per century, reporting that the number could be 1023. This is to say, 1023 potential people 

are lost every century that we fail to colonize this region of the universe, which “corresponds to a 

loss of potential equal to about 1014 potential human lives per second of delayed colonization.” 

 Second, Bostrom also considered the possibility that future people could be nonbiological 

beings taking the form of digital consciousnesses in huge computer simulations running on plan-

et-sized computational devices powered by advanced nanotechnological systems designed to 

harness the energy output of stars. Recall from chapter 6 that mental states (such as pleasure) 

might be multiply realizable, i.e., able to be instantiated on substrates other than nervous tissue, 

such as silicon or, perhaps, carbon nanotubes. This possibility was one of the crucial underlying 

assumptions of Bostrom’s Simulation Argument, which was published just a few months earlier 

than “Astronomical Waste,” and it is currently the most favored view among philosophers.  If 1201

functionalism is true, then according to Bostrom’s calculations “approximately 1038 human lives 

[are] lost every century that colonization of our local supercluster is delayed; or equivalently, 
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about 1029 potential human lives per second.” This number “boggles the mind,” Bostrom wrote, 

echoing Ćirković’s claim that the loss “per a century of delay in starting the colonization is as-

tonishing by any standard.”  Just consider that if it took you three seconds to read the last sen1202 -

tence, roughly 300 trillion digital people who could have existed never will. Yet the actual num-

ber of how many biological or digital people there could be is irrelevant. “What matters for 

present purposes,” Bostrom declared, 

is not the exact numbers but the fact that they are huge. Even with the most con-

servative estimate, assuming a biological implementation of all persons, the po-

tential for one hundred trillion potential human beings is lost for every second of 

postponement of colonization of our supercluster. 

It follows that if these people were to have, on average, “happy” or “worthwhile” lives, we have 

a straightforward argument from total-impersonalist utilitarianism for the same conclusion that 

Ćirković drew: we must accelerate the pace of technological development and colonize space as 

soon as possible. As Bostrom made the point, “from a utilitarian perspective, this huge loss of 

potential human lives constitutes a correspondingly huge loss of potential value,” and hence “the 

effect on total value … seems greater for actions that accelerate technological development than 

for practically any other possible action. … Few other philanthropic causes could hope to match 

that level of utilitarian payoff.”  Indeed, the same conclusion follows even if one adopts a 1203

broader conception of value as more than just wellbeing, so long as one maintains that (a) the 

appropriate response to value is to maximize it, (b) value can be aggregated at least to some ex-

tent, and (c) there is at most only weak temporal discounting of value.  1204

 However, this is where Bostrom parted ways with Ćirković, arguing that “the true lesson” 

of these numbers “is a different one. If what we are concerned with is (something like) maximiz-

ing the expected number of worthwhile lives that we will create, then in addition to the opportu-

nity cost of delayed colonization, we have to take into account the risk of failure to colonize at 

all.” In other words, we could succumb to an existential risk that, as such, permanently and dras-

tically curtails our potential, where “potential” is understood here in specifically utilitarian terms. 
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Even if avoiding an existential catastrophe requires delaying the onset of colonization by many 

years, the cost of this delay will be well-worth it from an expected-value perspective. To quote 

Bostrom once again: 

Because the lifespan of galaxies is measured in billions of years, whereas the 

time-scale of any delays that we could realistically affect would rather be mea-

sured in years or decades, the consideration of risk trumps the consideration of 

opportunity cost. For example, a single percentage point of reduction of existen-

tial risks would be worth (from a utilitarian expected utility point-of-view) a delay 

of over 10 million years. … Therefore, if our actions have even the slightest effect 

on the probability of eventual colonization, this will outweigh their effect 

on when colonization takes place.  1205

Hence, utilitarianism instructs us first and foremost to lower the probability of an existential cat-

astrophe occurring; accelerating the pace of technological development should be pursued only 

insofar as it does not interfere with risk mitigation efforts. “For standard utilitarians,” Bostrom 

concluded, “priority number one, two, three, and four should consequently be to reduce existen-

tial risk,” where the fifth should be to colonize space as soon as we possibly can. “The utilitarian 

imperative ‘Maximize expected aggregate utility!’ can be simplified to the maxim ‘Minimize ex-

istential risk!’”  Notice the shift here from a transhumanist to a utilitarian conception of exis1206 -

tential risk, whereby existential risks now concern the realization of astronomical amounts of 

value in the future. If one combines the transhumanist definition of the term with this new focus 

on maximizing value, we get the following: an existential risk is any event that would prevent 

Earth-originating intelligent life from establishing a techno-utopian world or creating astronom-

ical amounts of value in the universe. Utilitarianism does not care about Utopia or posthumanity 

in themselves, only total value, a fact that may have led Bostrom to revise his definition of exis-

tential risks yet again in a subsequent paper that appeared in 2013, which we will discuss below. 

MILK CARTONS 
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 However, it is worth noting that transhumanism does point toward a particular way of 

maximizing value. To see this, consider the standard utilitarian account of persons, according to 

which persons are nothing more than fungible “containers” or “vessels” for holding intrinsic val-

ue, not unlike the way milk cartons hold milk—to borrow an analogy from Parfit.  Bostrom 1207

gestured at this idea when he described “sentient beings living worthwhile lives” as “value-struc-

tures,” and when the posthuman author of “Letter from Utopia” wrote that “if only I could share 

one second of my conscious life with you! But that is impossible. Your container could not hold 

even a small splash of my joy, it is that great.”  As John Rawls famously argued, utilitarianism 1208

does not take seriously the separateness of persons: just as one might decide to suffer tomorrow 

by undergoing surgery in hopes of avoiding worse pain later in their life, utilitarianism is willing 

to trade one person’s suffering for a greater benefit to another person. Since all that matters on 

this view is the net amount of total value in the universe, i.e., the “greater good,” how exactly 

this value is distributed among people is irrelevant.  Decisions between lives are isomorphic to 1209

decisions within a life; the boundaries between people have no intrinsic moral significance. 

 The point is that if people are value-containers, then there are two orthogonal ways to in-

crease value, one focused on populations and the other on individuals. First, we could multiply 

the total number of containers. This is the idea behind the “Astronomical Waste” argument 

above. Second, we could make these containers volumetrically bigger, so to speak, such that 

each individual container can contain more total value. Rather than making more happy people, 

we could thus modify persons to enable them to experience superhuman levels of happiness (or 

do both).  1210

This is one thing the transhumanist project promises: by radically enhancing the human 

organism, we could raise the upper limit of value that individual persons could contain, and in 

doing so increase total value by another means. Nonetheless, maximizing value itself is not an 

explicit aim of the transhumanist project, according to Bostrom’s “Transhumanist Values,” and 

indeed he wrote in this paper that, contra his own assertions in “Astronomical Waste” and “Let-

ter from Utopia,” people are not just replaceable containers for value.  Rather, the creation of 1211

techno-utopia constitutes a telos in its own right, albeit one that would contain lots of “value.” 
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This gestures at another difference between the transhumanist and utilitarian arguments present-

ed above: the first could be seen as a version of the argument from unfinished business, where 

the “business” in question is the creation of a stable, flourishing posthuman civilization. Any 

failure to complete this business would be existentially catastrophic. In contrast, since there is no 

theoretical limit to how much value we should create (that is, however much value exists, adding 

another unit of value will always be better), there is no point at which our utilitarian “business” 

of creating “happy” people will be complete.  Both transhumanism and utilitarianism are tele1212 -

ological views, as I noted in a previous chapter, but in different senses: one aims for a definite 

telos, namely, techno-utopia, while the other is goal-directed in that for each individual act, one 

should aim to produce as much net value as possible. As alluded to in the last section, Bostrom 

may have introduced his 2013 conception of existential risk to better accommodate the desidera-

ta of both transhumanism and utilitarianism. It is to this we now turn. 

GROWING UP 

 Three years after Bostrom introduced the concept of existential risk, on June 1, 2002, he 

founded the Future of Humanity Institute, which according to its website “includes several of the 

world’s most brilliant and famous minds working [on] what can be done now to ensure a flour-

ishing long-term future.”  The original mission of this institute, according to the Wayback Ma1213 -

chine, was to study topics like (a) how to “use science, medicine, and technology to improve 

human functioning on such dimensions as cognitive performance, healthy lifespan, mood and 

motivation, and reproductive choices,” (b) “what … the biggest threats to the survival of the hu-

man species” are, and (c) what we can “conclude from alleged probabilistic coherence-con-

straints such as the simulation argument, the doomsday argument, and considerations related to 

the Fermi paradox.”  Over the next decade, very few publications cited Bostrom’s 2002 pa1214 -

per—other than Bostrom’s own papers, of which there were many—with the notable exceptions 

of Matheny’s 2007 article mentioned above and the 2008 book Global Catastrophic Risks. How-

ever, we saw in chapter 6 that numerous authors contributed during this time—the 2000s—to our 

understanding of issues germane to the first branch of Existential Risk Studies, including Martin 
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Rees (2003), Richard Posner (2004), Jared Diamond (2005), Ray Kurzweil (2005), and Willard 

Wells (2009).  In fact, most of the research that was conducted in Existential Ethics over this 1215

period—within which the second branch of Existential Risk Studies largely falls—focused on 

antinatalism, which we will explore later in this chapter. 

 

Figure 12: Google Ngram Viewer results for “existential risk.” 

 But this began to change the following decade, during the 2010s, as the Google Ngram 

above shows, catalyzed in part by Bostrom’s 2013 paper titled “Existential Risk Prevention as 

Global Priority,” which offered a new conception of existential risk and an “improved” typology 

of existential risk failure modes.  At the center of both was a novel concept that Bostrom in1216 -

troduced, namely, technological maturity, which denotes “the attainment of capabilities affording 

a level of economic productivity and control over nature close to the maximum that could feasi-

bly be achieved.” Bostrom then redefined “existential risk” as any event that would prevent 

Earth-originating intelligent life (again, “humanity”) from either reaching or sustaining a state of 

technological maturity. Technological maturity thus assumed the role that posthuman civilization 

played in his original conception, as the telos toward which humanity must strive. Any failure to 

reach technological maturity, or to sustain technological maturity in a particular way once 

reached, would constitute an existential catastrophe. This was Bostrom’s new definition: an exis-
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tential risk is any event that would prevent Earth-originating intelligent life from attaining a sta-

ble state of technological maturity. 

Why exactly does attaining technological maturity matter? Why single-out this possible 

future state over others? The obvious answer is that by fully subjugating the natural world and 

maximizing economic productivity to the physical limits, humanity would position itself in the 

most optimal way to exploit the largest fraction of our cosmic endowment of negentropy possi-

ble. We could then use this negentropy for purposes deemed to be “desirable,” such as exploring 

posthuman modes of being, building a posthuman civilization, colonizing our future light cone, 

and creating enormous numbers of “happy” people in computer simulations. As Bostrom put the 

idea, “the capabilities of a technologically mature civilization could be used to produce outcomes 

that would plausibly be of great value, such as astronomical numbers of extremely long and ful-

filling lives.” 

This led him to propose an updated classification of existential risk scenarios centered 

around the idea of mature technology, which he specified as follows: 

- Human extinction: Humanity goes extinct prematurely, i.e., before reaching 

technological maturity. 

- Permanent stagnation: Humanity survives but never reaches technological matu-

rity. Subclasses: unrecovered collapse, plateauing, recurrent collapse. 

- Flawed realization: Humanity reaches technological maturity but in a way that is 

dismally and irremediably flawed. Subclasses: unconsummated realization, 

ephemeral realization. 

- Subsequent ruination: Humanity reaches technological maturity in a way that 

gives good future prospects, yet subsequent developments cause the permanent 

ruination of those prospects.  1217

As with his previous account of existential risks, the two types of human extinction that this 

model would identify as extremely bad are final and normative extinction. The first can be un-

derstood in connection with Bostrom’s idiosyncratic definition of “humanity.” That is, if “we” 
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refers to Earth-originating intelligent life, then final human extinction would involve the story of 

humanity, in this broader sense, ending forever. Hence, perhaps Homo sapiens leaves behind a 

successor species, which becomes a different successor species, and so on, but this lineage then 

terminates such that the last species leaves behind no successors and the whole story comes to a 

permanent end, “humanity” would have undergone final extinction.  Even if this were to hap1218 -

pen after attaining technological maturity, it could still be that a large fraction of our “potential” 

is left unfulfilled, and hence final extinction would instantiate the failure modes of flawed real-

ization and subsequent ruination. Extinction in the normative sense is referenced by Bostrom in 

discussing another way that flawed realization could happen, that is, by evolving through cybor-

gization or passing the existential baton on to some population of intelligent machines such that 

at some point in the future, for some reason, “humanity” lacks the capacity for qualitative mental 

states. This would occur, Bostrom writes, if 

machine intelligence replaces biological intelligence but the machines are con-

structed in such a way that they lack consciousness (in the sense of phenomenal 

experience) … The future might then be very wealthy and capable, yet in a rele-

vant sense uninhabited: There would (arguably) be no morally relevant beings 

there to enjoy the wealth.  1219

But Bostrom also foregrounded the possibility of “premature extinction,” and in doing so helped 

to establish the idea and its corresponding term within the Existential Ethics literature. In earlier 

decades, premature extinction had been used primarily in the context of ecology, as when the 

1977 “Declaration of the Rights of Animal and Plant Life” asserted that “every effort should be 

made to preserve all species of animal and plant life from premature extinction.”  Its applica1220 -

tion to humanity, though, in a normative context, was new (the one earlier exception being Bruce 

Tonn’s mention of it in 2009 when discussing the unfinished business argument). Obviously, 

premature extinction was implicit in Bostrom’s 2002 definition of “existential risk,” but here it is 

made explicit. The implication is that the badness of succumbing to an existential catastrophe 

before reaching technological maturity may be greater than if this were to happen after, and in-
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deed Bostrom is clear that some types of existential catastrophes may be “worse” than others, 

although he did not elaborate on this point.  Either way, the idea has become common today, 1221

often meaning something like “final or normative extinction before having fulfilled most of our 

potential,” where our potential is typically understood in the same transhumanist, utilitarian 

terms specified above.  1222

 What doesn’t matter, on Bostrom’s view, is demographic, phyletic, or terminal extinction, 

except insofar as any of these might increase the probability of final or normative extinction. In 

the past, demographic extinction would have almost certainly entailed final extinction; to suc-

cumb to the former would be to succumb to the latter. But as science advances, these scenarios 

may be increasingly decoupled such that our complete disappearance has no tight connection to 

whether the “human story” itself comes to an end. The fate of our species, in other words, may 

become less relevant to the question of whether “humanity” persists, colonizes space, and floods 

the universe with happiness. Even more, there might be reasons stemming from transhumanism 

and utilitarianism to actually bring about our own demographic extinction—an idea mentioned 

in chapter 7. “If a civilization wants to maximize computation,” Anders Sandberg, Stuart Arm-

strong, and Milan Ćirković write, “it appears rational to aestivate until the far future in order to 

exploit the low temperature environment.”  (Note that Sandberg, like Ćirković, is a transhu1223 -

manist.) Hence, with lower computational costs, it might, perhaps, be easier to fulfill the tran-

shumanist project and create lots of value.  1224

Or consider the case of phyletic extinction: whereas past views that focused on final and 

normative extinction, such as Russell’s, appear to be largely indifferent about whether we under-

go phyletic extinction, transhumanists like Bostrom would see this sort of extinction as positively 

desirable if it results in a superior new species of radically enhanced posthumans. Failing to un-

dergo phyletic extinction may, indeed, mean that we have succumbed to an existential catastro-

phe. Alternatively, becoming posthuman could involve our descendants throwing away the meat 

suit of biology altogether by, for example, uploading their minds to computers. This may, in fact, 

be the optimal scenario if our aim is to colonize space as soon as possible, since, to quote Sand-

berg, digital beings are 
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ideally suited for colonising space and many other environments where biological 

humans require extensive life support. … Besides existing in a substrate-indepen-

dent manner where they could be run on computers hardened for local conditions, 

emulations could be transmitted digitally across interplanetary distances. One of 

the largest obstacles of space colonisation is the enormous cost in time, energy 

and reaction mass needed for space travel: emulation technology would reduce 

this.  1225

But final and normative extinction, whether these occur prematurely or not, do not exhaust every 

type of existential risk failure mode in Bostrom’s updated typology. There remains a wide range 

of scenarios within the category of permanent stagnation that are entirely survivable. For exam-

ple, civilization could collapse or dissolve irreversibly such that humanity persists but never at-

tains technological maturity. Or future people might simply be unmoved by the capitalistic, Ba-

conian goal that Bostrom identifies as being of paramount instrumental importance. Consider a 

scenario in which Homo sapiens survives for the next 1 billion years, cures all diseases, builds 

sustainable eco-technological communities, establishes world peace, and embraces the inherent 

dignity of all peoples around the globe. This would be an existential catastrophe no less than a 

scenario in which the entire human population slowly starves to death in subfreezing tempera-

tures under pitch-black skies following a thermonuclear conflict. Clearly the former would be 

better than the latter—Bostrom would no doubt agree—but it would nonetheless be disastrous, a 

profound failure to fulfill our potential, by virtue of never realizing most of the value that could 

have otherwise existed.  

MAXIPOK 

 Whereas Bostrom’s 2002 paper on existential risk focused mainly on the first branch of 

Existential Risk Studies, his 2013 paper focus mostly on the second branch: the normative foun-

dations of the first, which fall largely within the domain of Existential Ethics. Not only did it 

provide new calculations of how many future people there could be, but it cited several earlier 
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ideas from the Existential Ethics literature to support his claim that existential risk reduction 

ought to be humanity’s top global priority. For example, he quoted Robert Adam’s contention 

that “a better basis for ethical theory in this area [i.e., our obligations regarding future people] 

can be found in … a commitment to the future of humanity as a vast project, or network of over-

lapping projects, that is generally shared by the human race.”  Bostrom concludes that “since 1226

an existential catastrophe would either put an end to the project of the future of humanity or dras-

tically curtail its scope for development, we would seem to have a strong prima facie reason to 

avoid it, in Adams’ view.”  1227

He also reproduced Parfit’s thought experiment about the difference between 99 and 100 

percent of humanity dying out, a fact that is worth pausing on for a moment. Despite the imme-

diate and enormous impact of Parfit’s Reasons and Persons, virtually no one discussed this 

thought experiment over the next several decades. It was almost entirely ignored by philoso-

phers. One exception was Joseph Nye’s 1986 book Nuclear Ethics, which briefly mentioned the 

idea in a footnote, and another came from a 1990 report on nuclear waste written by a Swedish 

philosopher in his native tongue.  It was Matheny’s 2007 paper that brought Parfit’s thought 1228

experiment into the foreground, using it to bolster his conclusion that “it might be reasonable to 

take extraordinary measures to protect humanity from [extinction].”  Matheny’s paper is also 1229

notable for having drawn from, and built upon, a large number of works mentioned in chapter 6 

and more recently in this book, including those by Gott, Sagan, Leslie, Joy, Bostrom, Rees, and 

Posner, in addition to citing several chapters from Global Catastrophic Risk.  By bringing 1230

these contributions together in a way that no one previously had, Matheny—who would become 

a Research Associate at Bostrom’s Future of Humanity Institute from 2009 to 2010—helped to 

establish an emerging canon of books and papers on issues pertaining to Existential Risk Studies, 

in a paper that has itself become one of the canonical early contributions to the literature. 

 Like Matheny, Bostrom agreed with Parfit’s claim about the “greater difference,” al-

though he generalized its conclusion to existential risks rather than just our extinction.  On this 1231

view, the difference between an existential catastrophe almost happening and one actually hap-

pening would be axiologically enormous, just as Parfit argued with respect to almost versus ac-

tual extinction. Put differently, however much suffering the process or event of succumbing to an 
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existential catastrophe might inflict, the badness of the state or condition of having succumbed to 

an existential catastrophe would be enormously larger. In Bostrom’s words: “What makes exis-

tential catastrophes especially bad is not that they would [cause] a precipitous drop in world 

population or average quality of life. Instead, their significance lies primarily in the fact that they 

would destroy the future.” How bad would this destruction be? How much value could humanity 

create in the absence of such a catastrophe? Updating his earlier numbers, Bostrom calculated 

that “if we suppose with Parfit that our planet will remain habitable for at least another billion 

years, and we assume that at least one billion people could live on it sustainably, then the poten-

tial exist[s] for at least 1016 human lives of normal duration.” From an expected-value perspec-

tive, this means that “reducing existential risk by a mere one millionth of one percentage point is 

at least a hundred times the value of a million human lives.” Yet if we were to colonize our future 

light cone, and if future people could be “implemented in computational hardware instead of bio-

logical neuronal wetware,” he claimed that there could exist some “1054 human-brain-emulation 

subjective life-years” in total. This implies that 

even if we give this allegedly lower bound on the cumulative output potential of a 

technologically mature civilization a mere 1% chance of being correct, we find 

that the expected value of reducing existential risk by a mere one billionth of one 

billionth of one percentage point is worth a hundred billion times as much as a 

billion human lives.  1232

To illustrate the idea, imagine sitting in front of two buttons. If you push the first button, the 

probability of an existential catastrophe will fall by 0.0000000000000000001 percentage point, 

assuming a 0.01 chance of 1054 subjective life-years existing in the future. If you push the second 

button, one billion currently living human beings will be prevented from dying. Which button 

should you push? The answer, on Bostrom’s view, is a resounding: you should push the first but-

ton, because doing this would be 100,000,000,000 times better than pushing the second. Again, 

recalling Bennett’s description of utilitarianism and the notion of value-containers from earlier, 

the non-birth of these possible future people would constitute a far greater axiological catastro-
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phe than the untimely deaths of these existing people, all other things being equal. Yet even this 

estimate from Bostrom’s 2013 paper might be off by several orders of magnitude, as he argued 

the following year in a section titled “How big is the cosmic endowment?” in his book Superin-

telligence, that a total of “at least 1058 human lives could be created in emulation” within the ac-

cessible universe. “The true number is probably larger,” he added, although once again the point 

is simply that we are dealing with unfathomably huge figures.  Given this, it follows that “the 1233

loss in expected value resulting from an existential catastrophe is … literally astronomical,” and 

hence that “the objective of reducing existential risks should be a dominant consideration when-

ever we act out of an impersonal concern for humankind as a whole.”  1234

Bostrom formalized this conclusion as a decision-theoretic “rule of thumb” that he called 

“maxipok,” which instructs us to “maximize the probability of an ‘OK outcome,’ where an OK 

outcome is any outcome that avoids existential catastrophe.” The purpose of the maxipok rule, 

unlike utilitarianism, is not to tell us how to act in every decision situation, as Bostrom here ac-

knowledges that there may be “moral ends other than the prevention of existential catastrophe.” 

Its aim is to help us get our global priorities in order.  But when there aren’t any special moral 1235

considerations, our altruistic resources should be directed toward mitigating existential risks. 

Non-existential risks should be further down on our priority list, given their relatively low stakes. 

As Bostrom made the point, 

unrestricted altruism is not so common that we can afford to fritter it away on a 

plethora of feel-good projects of suboptimal efficacy. If benefiting humanity by 

increasing existential safety achieves expected good on a scale many orders of 

magnitude greater than that of alternative contributions, we would do well to fo-

cus on this most efficient philanthropy.  1236

NON-EXTINCTION SCENARIOS 

 To summarize the development of these ideas, the claim that our extinction itself would 

be very bad, independent of how it comes about, goes back to Sidgwick, and was later picked up 
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by utilitarian, or utilitarian-friendly, philosophers like Glover, Parfit, Smart, and Leslie. Bostrom 

subsequently developed this argument in 2003 and 2013 by calculating the number of future 

people, including digital people, who could exist within (a) our galactic supercluster per century, 

and (b) the accessible universe.  The result was an estimate range of 1038 to 1058 in total.  If 1237 1238

these people were to contain on average net-positive amounts of value, then the axiological op-

portunity cost of final or normative extinction, which could take the form of premature extinction 

depending on its timing, would be literally astronomical. However, Bostrom’s initial thinking 

about human extinction arose from his commitment to transhumanism, a movement he partici-

pated in since at least the 1990s.  The “core value” of transhumanism is to explore the 1239

posthuman realm, which, of course, would become impossible if humanity were to cease exist-

ing. Hence, transhumanism provided one reason for why these outcomes must be “avoided at any 

cost.”  1240

But, drawing from others at the time, Bostrom noticed that extinction is not the only way 

that we could fail to create a posthuman civilization: there are various survivable scenarios that 

would produce the very same result. This led him to propose a new concept—existential risk—to 

encompass the entire range of phenomena that could prevent humanity from attaining the ulti-

mate goal of posthumanity. Around the same time, he also realized that a similar point could be 

made about utilitarian arguments for avoiding our extinction: humanity could survive but still fail 

to produce enormous quantities of value within our future light cone, as total-impersonalist utili-

tarianism prescribes. He thus offered a second argument for prioritizing the reduction of existen-

tial risk, which not only was based on calculations of future value that went beyond earlier esti-

mates from Sagan and Ćirković, but recognized what Leslie never explicitly addressed, i.e., that 

while final and normative extinction may be sufficient to prevent us from creating astronomical 

amounts of future value, neither is necessary for this to happen. By linking this second, utilitari-

an argument to the concept of existential risk, Bostrom expanded the semantics of “potential” to 

encompass not just the promise of a techno-utopian world awash in “surpassing bliss and 

delight,” but the possibility of flooding the universe with wellbeing by creating unfathomable 

numbers of future “happy” people.  1241
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 Because of these developments, the core questions of Existential Ethics concerning the 

goodness/badness, rightness/wrongness of our extinction became bound up with non-extinction 

scenarios, given that certain survivable outcomes can have the same moral-axiological status as 

final and normative extinction. In other words, we ought to avoid these survivable scenarios for 

the same reason we ought to avoid final and normative extinction, that is, because the conse-

quences of both would be extremely bad. All constitute worst-case outcomes for humanity, if 

only from a transhumanist or utilitarian perspective.  The second branch of Existential Risk 1242

Studies thus overlaps significantly with Existential Ethics but is not coextensive with it, given 

that (a) existential risk is a broader concept than human extinction in the final, normative, or 

premature senses, and (b) much of the work within Existential Ethics is not tied to transhuman-

ism or utilitarianism. Bringing this back to the beginning of the chapter, the second branch of 

Existential Risk Studies constitutes the philosophical foundation of the first branch. It is what 

motivates and justifies the first branch—it is the reason the first branch has a claim to coherence, 

despite the disparate array of scenarios that it places within the single category of “existential 

risk,” from nuclear war to engineered pandemics to alien invasions to a simulation shutdown—

even to scenarios in which “dysgenic pressures” cause our species to become phyletically and 

normatively extinct by evolving into a “less brainy but more fertile species, homo philoprogeni-

tus,” quoting Bostrom.  Hence, the terminology of “first” and “second” branches, which is my 1243

own idiosyncratic way of labeling these facets of Existential Risk Studies, should not be inter-

preted as indicating a historical chronology, or implying that one has primacy over the other. The 

first, in fact, was largely built upon the second, which emerged from (i) the modern transhuman-

ist movement, and (ii) the tradition of ethical thinking that goes back through Leslie, Smart, 

Parfit, Glover, and Sidgwick. While the study of kill mechanisms, which the first branch sub-

sumes, dates to the mid-nineteenth century, the focus on various non-extinction scenarios under 

the banner of “existential risk” was genuinely novel, given the realization that, from a transhu-

manist or utilitarian perspective, there are survivable failure modes that could entail the same 

disvalue as total human annihilation. 

HUMANITY’S LONGTERM POTENTIAL 
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 In recent years, Bostrom’s definition of “existential risk” has been modified and refined, 

and a new ethical framework for thinking about the long-term future of humanity—namely, 

longtermism—has coalesced around the idea. Taking these in turn, we noted above that the first 

disjunct of Bostrom’s definition is unnecessary, since human annihilation is just one way that our 

potential could be permanently and drastically curtailed.  Consequently, most definitions of 1244

the term in the contemporary existential risk literature do not include the first disjunct.  In 1245

2015, two researchers at Bostrom’s Future of Humanity Institute, Owen Cotton-Barratt and Toby 

Ord, further argued that the permanence criterion of the second disjunct is problematic, and 

should thus be dropped. Consider, they wrote, a situation in which a totalitarian regime gains to-

tal control over the entire human population, where the chance of humanity escaping is small but 

nonzero. Would this be an existential catastrophe on Bostrom’s account? “Strange conclusions” 

follow however one answers, they write. On the one hand, “saying it’s not an existential cata-

strophe seems wrong as it’s exactly the kind of thing that we should strive to avoid,” yet, on the 

other, “saying it is an existential catastrophe is very odd if humanity does escape and recover—

then the loss of potential wasn’t permanent after all.” The issue here is that our potential isn’t 

binary, whereas being permanent is—i.e., something either is or is not permanent. To capture the 

fact that our potential could be realized or thwarted in degrees, Cotton-Barratt and Ord proposed 

a new definition of “existential catastrophe” (the instantiation of an existential risk) as any “event 

which causes the loss of a large fraction of expected value.”  Hence, the totalitarian regime 1246

taking over the world would constitute an existential catastrophe even if humanity were to escape 

and realize whatever remaining potential it might have. Or humanity might undergo a second ex-

istential catastrophe if, say, we were to survive under this regime for a million years and then 

perish. For Cotton-Barratt and Ord, existential catastrophes could thus happen, in principle, any 

number of times—just as with demographic extinction—whereas for Bostrom an existential cat-

astrophe is a unique event that can only happen once.  1247

 This particular definition, couched in expected-value terms, never caught on among exis-

tential risk researchers, although what has become the standard definition within the longtermist 

literature today is similar. Consider, for example, the definition that Ord provided in his 2020 
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book The Precipice: Existential Risk and the Future of Humanity, which identifies an existential 

catastrophe with “the destruction of humanity’s longterm potential” and an existential risk with 

any “risk that threatens the destruction of humanity’s longterm potential.”  This is, Ord ob1248 -

serves, “very much in line with the second half of Bostrom’s” definition, although minus the 

permanence criterion, given that the destruction of our potential could be either “complete (such 

as extinction)” or “nearly complete, such as a permanent collapse of civilization in which the 

possibility for some very minor types of flourishing remain, or where there remains some remote 

chance of recovery.” In either case, though, “the greater part of our potential is gone and very 

little remains.” This is how “existential risk” is most commonly used today.  1249

What then is our potential? On Bostrom’s account, once again, this was fleshed-out pri-

marily in transhumanist and utilitarian terms, with space colonization being the crucial means for 

satisfying the utilitarian desideratum. Over the past few years, the notion of our potential has ex-

panded to include considerations of the ideal goods, beauty, justice, and other phenomena. As 

Ord explains, 

because, in expectation, almost all of humanity’s life lies in the future, almost 

everything of value lies in the future as well: almost all the flourishing; almost all 

the beauty; our greatest achievements; our most just societies; our most profound 

discoveries. We can continue our progress on prosperity, health, justice, freedom, 

and moral thought. We can create a world of wellbeing and flourishing that chal-

lenges our capacity to imagine. And if we protect that world from catastrophe, it 

could last millions of centuries. This is our potential—what we could achieve if 

we pass the Precipice [that is, our current era of heightened risks, sometimes 

called the “Time of Perils”] and continue striving for a better world.  1250

As Ord elaborates, echoing Parfit, an existential catastrophe such as final extinction would not 

only cause the loss of “millions of generations of humanity, each comprised of billions of people, 

with lives of a quality far surpassing our own,” but foreclose all future progress within domains 

like science and morality. If such progress continues, he adds, we may even “reach one of the 
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very peaks of science: the complete description of the fundamental laws governing reality,” 

though “perhaps the most important are potential moral achievements.” If the human story comes 

to an end, all of this would be lost—all these future people and all these great achievements, all 

“gone.” 

Ord also writes enthusiastically about how radical human enhancement technologies 

could enable us to transform “existing human capacities—empathy, intelligence, memory, con-

centration, imagination,” and “make possible entirely new forms of human culture and cognition: 

new games, dances, stories; new integrations of thought and emotion; new forms of art.” Even 

more, such technologies could augment our sensorium by enabling us to acquire modalities cur-

rently had only by nonhuman animals, including echolocation (bats and dolphins) or magnetore-

ception (foxes and homing pigeons). “Such uncharted experiences,” Ord writes, “exist in minds 

much less sophisticated than our own. What experiences, possibly of immense value, could be 

accessible, then, to minds much greater?” While he registers the possibility that reengineering 

Homo sapiens could exacerbate inequality and injustice, and produce harmful unintended conse-

quences—we “risk losing what was most valuable about humanity before truly coming to under-

stand it,” he writes—Ord nonetheless insists that radically modifying ourselves “may well be es-

sential to realizing humanity’s full potential.” This point is reiterated several times throughout 

the book, as when he declares that “forever preserving humanity as it is now may also squander 

our legacy, relinquishing the greater part of our potential,” and “rising to our full potential for 

flourishing would likely involve us being transformed into something beyond the humanity of 

today.”  In other words, causing our own phyletic extinction through cyborgization may be 1251

risky, but it may also be necessary to fulfill our potential. 

Despite its broader conception of value, at the heart of this normative futurology is the 

idea that more is better. Two groundbreaking discoveries are better than one, ten walks on the 

beach are better than five, thirty sensory modalities are better than twenty, 100 great works of art 

are better than 90, trillions of “happy” people are better than billions, and a civilization that lasts 

for 1040 years is better than one that lasts for only 1030. The appropriate response to value—

whatever it is we take to be valuable—is to maximize its number of instances in the universe, 

across both space and time, from Earth to the rest of the cosmos, from now until the heat death. 
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This is why Ord repeatedly links our “vast and glorious” longterm potential with colonizing the 

largest possible fraction of the accessible universe, which would enable us to survive into the dis-

tant future, far beyond the destruction of Earth from our aging sun. “Our potential, and the poten-

tial in the sheer scale of our universe, are interwoven,” he writes, explicitly linking his longter-

mist view with modern cosmology, cosmography, and physical eschatology. “Trillions of years 

and billions of galaxies are worth little unless we make of them something valuable.”  1252

THE ONLY RATIONAL BEINGS 

 As with Bostrom’s 2013 paper on existential risk, Ord adduces several arguments from 

the prior Existential Ethics literature in an attempt to buttress his central thesis that “the chal-

lenge of our time is to preserve our vast potential, and to protect it against the risk of future de-

struction,” given that “the ultimate purpose is to allow our descendants to fulfill our potential, 

realizing one of the best possible futures open to us.”  For example, he cites Edmund Burke’s 1253

notion of the “partnership of the generations” in arguing that we may have obligations to past 

people that give us reason to ensure our continued existence, such as carrying on transgenera-

tional projects that earlier generations contributed to in the hope that future generations would 

see them to fruition.  Let’s call this the “argument from obligations to past people.” 1254

Ord further contends that we may be the only creatures in the universe capable of appre-

ciating, in ecstasy and awe, its natural beauty and order.  If we are the universe’s only moral 1255

agents, then we are “the only chance ever to shape the universe toward what is right, what is just, 

what is best for all.” If we are its only rational beings, then “it would only be through us that a 

part of the universe could come to fully understand the laws that govern the whole.” These ideas, 

Ord notes, draw from earlier claims made by folks like Sagan, Rees, Parfit, and Max Tegmark, 

although we saw in chapter 9 that the argument from cosmic significance goes back even further 

to Schell, Russell, and Paul Arthur Schilpp.  For example, Rees argued in Our Final Hour that 1256

“the odds could be so heavily stacked against the emergence (and survival) of complex life that 

Earth is the unique abode of conscious intelligence in our entire Galaxy. Our fate would then 
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have truly cosmic resonance.”  More recently, Parfit, who was Ord’s mentor, wrote in his 2017 1257

book On What Matters (volume III), 

if we are the only rational beings in the Universe, as some recent evidence sug-

gests, it matters even more whether we shall have descendants or successors dur-

ing the billions of years in which that would be possible. Some of our successors 

might live lives and create worlds that, though failing to justify past suffering, 

would have given us all, including those who suffered most, reasons to be glad 

that the Universe exists.  1258

As we noted in the previous chapter, the argument from cosmic significance could be interpreted 

in a couple of ways, one of which implies that what we ought to avoid is terminal rather than fi-

nal or normative extinction. However, there is an additional “consequentialist” interpretation, 

according to which “the more rare intelligence is, the larger the part of the universe that will be 

lifeless unless we survive and do something about it—the larger the difference we can make, 

quoting Ord.  Since more is better, and since we may be the only intelligent beings in the cos1259 -

mos, whether the universe becomes filled with life and value may entirely be on us. 

 Another argument from Ord concerns moral or normative uncertainty. Imagine that we 

have no duty to preserve our potential, but mistakenly decide to allocate our resources toward 

this end, rather than toward other philanthropic causes like global poverty, social justice, and an-

imal welfare. This would be unfortunate, as it would increase, or fail to lessen, the human and 

nonhuman suffering that exists in the world today. But now imagine the reverse situation, in 

which preserving our potential is “our most important duty.” We then mistakenly allocate re-

sources toward global poverty, etc., which allows the overall probability of an existential cata-

strophe occurring to remain unacceptably high, or perhaps rise.  This second scenario, Ord 1260

claims, would be much worse than the first. Why? Because the disvalue of never fulfilling our 

potential is orders of magnitude greater than the disvalue of all the suffering happening right 

now. It would be much better to get things wrong in the first scenario than in the second. As Ord 

articulates the idea, “the case for making existential risk a global priority does not require cer-
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tainty, for the stakes aren’t balanced. … So long as we find the case for safeguarding our future 

quite plausible, it would be extremely reckless to neglect it.”  We can call this the “argument 1261

from moral uncertainty.” 

There are, we should note, other versions of this argument in the literature. For example, 

William MacAskill, a colleague of Ord’s at the Future of Humanity Institute, wrote in 2014 that, 

“in general, when one has the choice between two options, one of which is irreversible, and one 

expects to make moral progress, then option value gives one additional reason in favour of 

choosing the reversible option.”  Bostrom himself elaborated this insight in his 2013 paper, 1262

writing that 

our present understanding of axiology might well be confused. We may not now 

know—at least not in concrete detail—what outcomes would count as a big win 

for humanity; we might not even yet be able to imagine the best ends of our jour-

ney. If we are indeed profoundly uncertain about our ultimate aims, then we 

should recognise that there is a great option value in preserving—and ideally im-

proving—our ability to recognise value and to steer the future accordingly. Ensur-

ing that there will be a future version of humanity with great powers and a 

propensity to use them wisely is plausibly the best way available to us to increase 

the probability that the future will contain a lot of value. To do this, we must pre-

vent any existential catastrophe. 

In sum, over the past decade, existential risk scholars have begun to integrate a number of differ-

ent arguments for why mitigating existential risk should be among our top global priorities as a 

species, if not the top priority. The vision of the future that they accept, though, remains shaped 

in fundamental ways by (i) the transhumanist promise of a techno-utopian world full of radically 

enhanced posthumans, and (ii) the utilitarian notion that value is something to be maximized; 

that the more value that exists between now and the heat death (or proton decay, or whatever 

hard limits there are on our survival), the better things will go. 

 453



SUPER-HARDCORE DO-GOODERS 

 Before turning to the other major development within Existential Ethics during this third 

wave, it may be worth taking a closer look at how exactly the longtermist ideology developed, as 

it has become extremely influential over the past few years, and could become even more influ-

ential this century. One way to understand its development is to begin with the Effective Altru-

ism (EA) movement. The first EA organization was founded by Toby Ord in the late 2000s, 

called Giving What We Can (GWWC). (MacAskill is often credited as a “cofounder,” although 

GWWC had a name, website, mission statement, and was poised to launch a year or more before 

MacAskill entered the EA scene. As we will see, many of the decisions made by those at the top 

of the EA “epistocracy” have been driven by marketing and PR considerations.) Initially posted 

online in 2007, the GWWC website officially launched in 2009 with the aim of “fighting ex-

treme poverty in the developing world.”  This was inspired by Peter Singer’s “global ethics,” 1263

and indeed Singer has become one of the most prominent EAs, or “effective altruists,” in the 

world today.  Recall Singer’s 1972 argument from chapter 8 that if one feels compelled to save 1264

a drowning child in a pond ten feet away, one should feel equally compelled to save a starving 

child on the other side of the planet. Far away suffering does not count for less than suffering that 

is close by; we should not discount misery as a function of its proximity to us. Hence, people in 

wealthy countries should be more inclined than we often are to donate part of our income, per-

haps even most of our income, to help disadvantaged people wherever they might live. 

 What was new about the EA movement was its effort to quantify the best ways of doing 

the most good, to ensure that the “altruism” advocated by Singer is maximally “effective.” This 

was the central aim of GWWC, which reported on its website in 2011 that, by choosing carefully 

between different charities, 

you can get much more impact from your donation and thereby help many more 

people. Indeed, it is not even a matter of some charities being 10 or 100 times as 

effective: even restricted to the field of health programs in developing countries, 

research shows that some are up to 10,000 times as effective as others.  1265
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More concretely, GWWC claimed that donating to the charities Deworm the World and Schisto-

somiasis Control Initiative does way more good than donating to, say, disaster relief following an 

earthquake, hurricane, or flood, despite the former being rather “unsexy” in comparison to the 

latter, to borrow a word from MacAskill.  Giving should be a combination of the heart and the 1266

head, not just the heart, which is to say that the emotional pull of a charitable cause is not a ratio-

nal basis for decisions about which charities to donate to. Such decisions should instead be 

grounded in “evidence and reason.” As Ord noted in a keynote address at the 2016 EA Global 

conference, Effective Altruism is a child of the Scientific Revolution, Enlightenmen, and utilitar-

ianism, in addition to Singer’s global ethics. 

 In 2011, Giving What We Can was joined by another organization called 80,000 Hours, 

cofounded by MacAskill and Benjamin Todd. This aimed to help people choose a career that 

would maximize their positive impact in the world. (The name comes from the fact that if one 

works 40 hours a week, 50 weeks per year, for 40 years, this gives a total of 80,000 hours on the 

job.) This organization initially argued that, quoting its website, “becoming a banker might be 

the more ethical career choice” than, say, working for a nonprofit focused on the environment or 

pursuing a medical degree.  Indeed, MacAskill argued in 2014 that there is nothing morally 1267

wrong with getting a job at a petrochemical company if one donates a certain amount of one’s 

income to charity. After all, if you didn’t take that job, someone else would have, and unlike you 

they probably wouldn’t donate their income to help people.  1268

 Later in 2011, a handful of leaders in the fledgling EA community decided that GWWC 

and 80,000 Hours should incorporate under an umbrella organization, which they initially called 

the “High Impact Alliance.” However, they were becoming increasingly aware of the importance 

of a good marketing strategy, and hence decided that a new name was needed. (At this point, 

community members often called each other “super-hardcore do-gooders,” a term that “sucks,” 

in MacAskill’s words.) A vote to name this organization was thus held, with contenders including 

“Rational Altruist Community,” “Evidence-Based Philanthropy Association,” “Big Visions Net-

work,” “Effective Utilitarian Community,” and “Centre for Effective Altruism.” The last propos-

al won, and this is how the “Effective Altruism” community acquired its name.  1269

 455



THE SHORT OF LONGTERMISM 

However, the movement’s initial focus on global poverty did not last. Some EAs, begin-

ning most notably with Nick Beckstead, came to a different conclusion: if our cosmic future 

could be way bigger than our present, and if there are actions that we can take today to influence 

this future, then we—by which Beckstead meant “the world in general”—should focus on ac-

tions that might influence the far future, rather than on how our actions might help those living 

today. As he expressed the idea: “From a global perspective, what matters most (in expectation) 

is that we do what is best (in expectation) for the general trajectory along which our descendants 

develop over the coming millions, billions, and trillions of years.”  This was the main thesis of 1270

his 2013 PhD dissertation, titled “On the Overwhelming Importance of Shaping the Far Future,” 

which many EAs recognize as one of the founding documents of the ideology, along with 

Bostrom’s 2002 paper on existential risk and his 2003 “Astronomical Waste” article (although 

the word “longtermism” itself wasn’t coined until 2017).  1271

One way to understand this new ethic goes like this: longtermism is what happens when 

the EA commitment to “doing the most good” collides with Bostrom’s “astronomical waste” ar-

gument. If one’s aim is to positively affect the maximum number of people, and if most people 

who will ever exist will exist in the far future, then doing the most good may require one to focus 

on these far future people—ensuring not just that their lives are better than miserable, but that 

they exist in the first place.  More generally, if most of whatever it is that one values lies in the 1272

distant future, millions, billions, and trillions of years from now, then actions that increase the 

probability of these goods being realized will have a much higher expected value than actions 

that, say, primarily affect the world right now or in the near future. Although this mode of moral 

reasoning can appear “heartless” (as if it replaces the heart with the head), since it means ne-

glecting current-day suffering, moral truth lies in the numbers. Morality, on this view, could be 

seen as an extension of economics. As Eliezer Yudkowsky, an influential figure within the EA/

longtermist movements who MacAskill lauds as a “moral weirdo,” writes, 
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due to scope neglect, framing effects, and other cognitive biases, the result of an 

expected utility calculation executed correctly may produce an answer different 

from first intuition, making it “intuitively unappealing.” If you can tell that it’s 

probably the intuitions that went wrong and not the calculation, the skill shut up 

and multiply is the ability to accept that, yes, sometimes the expected utility math 

is correct and we need to deal with that (italics added).  1273

There are several important points to make about longtermism. First, the view comes in both 

moderate and radical forms. Moderate longtermism states that “positively influencing the 

longterm future is a key moral priority of our time,” whereas radical longtermism asserts that this 

is the key moral priority. The latter is what one finds in the work of Bostrom and Beckstead, al-

though the former is what MacAskill defends in his recent book What We Owe the Future. How-

ever, MacAskill admits in a blog post that, for marketing reasons, it would be better to present 

moderate longtermism to the public, since (a) most people will find radical longtermism, with its 

obsession over how many future people there could be in vast computer simulations if only we 

avoid an existential catastrophe, rather unpalatable, and (b) “it seems that we’d achieve most of 

what we want to achieve if the wider public came to believe that ensuring the long-run future 

goes well is one important priority for the world, and took action on that basis.”  Indeed, 1274

MacAskill himself has recently claimed to be most “sympathetic” with radical longtermism, 

which he believes is “probably right,” quoting an article published in Vox’s EA-aligned vertical 

Future Perfect.  He has also explicitly defended radical longtermism—which he calls “strong 1275

longtermism”—in a 2019 article with Hilary Greaves, later updated in 2021. In the first draft, the 

authors write that “for the purposes of evaluating actions, we can in the first instance often sim-

ply ignore all the effects contained in the first 100 (or even 1,000) years, focussing primarily on 

the further-future effects. Short-run effects act as little more than tie-breakers.”  In the second 1276

draft, they borrow estimates from their colleague Toby Newberry, a Research Scholar at 

Bostrom’s Future of Humanity Institute, according to which there could exist some 1045 digital 

beings in our Milky Way galaxy alone, though Newberry also estimates some 1054 digital beings 

within the accessible universe.  1277
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 While the idea of existential risk is central to the longtermist ethic, longtermists do not 

see reducing such risk as the only thing that matters. What should concern us, more generally, is 

creating what Beckstead called “positive trajectory changes” with respect to civilization’s devel-

opment into the far future, where the developmental “trajectory” of civilization refers to how the 

future as a whole unfolds with respect to happiness, wealth, technological capabilities, scientific 

advancement, cultural achievements, etc.  Trajectory changes could be targeted or broad: the 1278

former would, paradigmatically, involve mitigating particular existential risk scenarios. As the 

longtermist Fin Moorehouse writes, “it’s hard to imagine a clearer instance of positively influ-

encing the long-run future than preventing an existential catastrophe.”  However, Beckstead 1279

argued that this might not be “the best way of maximizing humanity’s future potential,” as there 

could be a wide range of “broad, general, and indirect approaches to shaping the far future” that 

are even better. Examples include speeding up technological development, improving education, 

science, political systems, and parenting, promoting humanitarian values, and “promulgating 

norms that emphasize the importance of future generations,” which is precisely what Mac-

Askill’s book What We Owe the Future, written for a general audience, aims to do. For instance, 

consider that certain suboptimal values, technologies, practices, policies, norms, systems, etc. 

around today could become locked-in, thus resulting in path-dependencies that (a) are difficult or 

impossible to reverse, and (b) constrain the future in undesirable ways.  Longtermists should 1280

work to avoid sub-optimal lock-in scenarios, which may be no less important to avoid than, say, 

final extinction. Or take a controversial example from Beckstead, who argues that the positive 

long-term “ripple effects” of saving the lives of people in rich countries may be much greater 

than those created by saving the lives of people in poor countries, given that people in rich coun-

tries are better positioned to shape the far future. Since shaping the far future is of “overwhelm-

ing importance,” we should, therefore, prioritize the lives of rich-country people.  This con1281 -

clusion has led to significant criticism, for obvious reasons, although it is a fairly straightforward 

implication of radical longtermism.  1282

As I have argued in print on several occasions, longtermism—especially its radical ver-

sion—may be the most influential ideology in the world today that most people have never heard 

about. The richest person on Earth, Elon Musk, calls it “a close match for my philosophy” and 

 458



recently retweeted a link to Bostrom’s “Astronomical Waste” paper with the line: “Likely the 

most important paper ever written.”  Longtermists are beginning to run for public office, as 1283

occurred in 2022 when Carrick Flynn, backed by more than $11 million from Bankman-Fried, 

ran for congress in Oregon’s Sixth District. A UN Dispatch article reports that “the foreign policy 

community in general and the United Nations in particular are beginning to embrace longter-

mism.” And longtermism is poised to shape the 2024 UN Summit of the Future, which Mac-

Askill hopes will be to longtermism what the 1970 Earth Day was to the modern environmental 

movement: the moment at which the ideology becomes mainstream.  Furthermore, until quite 1284

recently, the EA movement boasted of a staggering $46.1 billion in committed funding, some of 

which came from the once-vast wallet of Bankman-Fried, a longtermist who set-up the FTX Fu-

ture Fund to support longtermist research—an organization that included MacAskill and Beck-

stead on its team. 

As a final draft of this book was being prepared for Routledge, news broke that 

Bankman-Fried’s cryptocurrency exchange platform, FTX, had collapsed due to a liquidity crisis, 

with Bankman-Fried losing 94 percent of his wealth virtually overnight. The evidence suggests 

that Bankman-Fried may have committed fraud, and consequently a tsunami of bad press may 

have seriously tarnished the ideology’s reputation, if not EA more generally. Indeed, Bankman-

Fried was the great success story of “earn to give”: after a meeting in 2012 with MacAskill, who 

is frequently described as Bankman-Fried’s moral “advisor,” he decided to pursue a lucrative job 

at Jane Street Capital, a global proprietary trading firm, and then in crypto specifically to “get 

filthy rich, for charity’s sake,” as one journalist put it.  Yet even if longtermism’s brand suffers 1285

irreparable damage among the public, the ideology will likely retain its clout and influence—

which is pervasive—in the tech industry and among billionaires (like Musk). The EA grantmak-

ing organization Open Philanthropy also “expects to spend billions of dollars on [longtermist fo-

cus areas] over the coming decades,” despite the loss of funding from Bankman-Fried.  There 1286

are good reasons to expect longtermism to remain a world-shaping force in the years to come.  

ONE VERY BAD THING 
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 To conclude, longtermism is an outgrowth of the EA community, emerging most directly 

from the work of Bostrom and Beckstead—the latter of whom, incidentally, was among those 

who cast a vote in 2011 that gave the community its name.  The main significance of longter1287 -

mism with respect to Existential Ethics is this: because of the longtermist/EA community’s pow-

er, influence, money, and size, certain further-loss views have been catapulted into much greater 

prominence than alternatives in the marketplace of ideas. Though one need not be a total-imper-

sonalist utilitarian to be a longtermist, the EA community heavily leans toward this version of 

utilitarianism, and many of its leading figures “describe themselves as having more credence in 

utilitarianism than in any other positive moral view.”  MacAskill, for example, explicitly 1288

states that he is “most sympathetic to utilitarianism,” while Ord identifies “the Scientific Revolu-

tion, the Enlightenment, and Utilitarianism [as having] greatly contributed to the upbringing of 

effective altruism,” as noted earlier.  Many longtermists thus maintain that Being Extinct 1289

would be a tragedy of enormous moral significance, given its attendant axiological opportunity 

costs. As Singer, Beckstead, and Matt Wage made this point in a 2013 article posted on the Effec-

tive Altruism Forum, titled “Preventing Human Extinction”: 

One very bad thing about human extinction would be that billions of people 

would likely die painful deaths. But in our view, this is, by far, not the worst thing 

about human extinction. The worst thing about human extinction is that there 

would be no future generations. … [I]f humanity goes extinct now, the worst as-

pect of this would be the opportunity cost.  

The reason, once again, is built on the findings of physical eschatology and our best current un-

derstanding of the size of the universe. “Civilization began only a few thousand years ago,” they 

write—a string of words that appears verbatim in Parfit’s 1984 book—“yet Earth could remain 

habitable for another billion years. And if it is possible to colonize space, our species may sur-

vive much longer than that.” Furthermore, as with Ord and Parfit, they also point to a second fur-

ther loss, namely, that arising from the possibility of future progress in domains like science and 

morality. To quote Singer, Beckstead, and Wage once more: 
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The extinction of our species—and quite possibly, depending on the cause of the 

extinction, of all life—would be the end of the extraordinary story of evolution 

that has already led to (moderately) intelligent life, and which has given us the 

potential to make much greater progress still. We have made great progress, both 

moral and intellectual, over the last couple of centuries, and there is every reason 

to hope that, if we survive, this progress will continue and accelerate. If we fail to 

prevent our extinction, we will have blown the opportunity to create something 

truly wonderful: an astronomically large number of generations of human beings 

living rich and fulfilling lives, and reaching heights of knowledge and civilization 

that are beyond the limits of our imagination.  1290

Hence, the influence of the EA and longtermist movements has made these further-loss views the 

most visible, and perhaps the most widely accepted, positions within the contemporary Existen-

tial Ethics literature. Nonetheless, alternative views have been proposed, as the rest of this chap-

ter and the next will explore. 

THE ANTI-NATAL CLINIC 

 At the very same time that Bostrom and others were developing the existential risk 

framework that grew into the longtermist paradigm, another school of thought was emerging—or 

rather reemerging—within Existential Ethics. This school differed from the ideas discussed 

above in at least two ways: (1) it claimed that coming into existence is always a serious net harm, 

and hence that we should not create any new people, and (2) it contended that Being Extinct is 

better than Being Extant, and that we should strive to bring about the former. Furthermore, advo-

cates of this view drew a direct connection between these claims: antinatalism, expressed by (1), 

implies pro-extinction, expressed by (2), which is to say that if one accepts the first view on the 

ethics of procreation, one must also accept the second view on the ethics of human extinction.  1291

However, we will see that this line of reasoning can be problematized in various ways, although 
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some of the same arguments that support antinatalism could also support a pro-extinctionist posi-

tion. 

 Let’s begin where the leading figures of this school began: with antinatalism. Although 

there have been antinatalists going back at least to the nineteenth century, the first systematic 

philosophical treatment of the topic was David Benatar’s 2006 book Better Never to Have Been, 

which drew from ideas explored in journal articles of his published since the late 1990s.  This 1292

book also lodged the word “antinatalism” into the philosophical lexicon, though Benatar reports 

in an interview with The Antinatalist Magazine that he first used it in a 2001 talk about assisted 

reproduction, and then again in a lecture three years later titled “The Anti-Natal Clinic,” where 

“anti-natal” was a play on “ante-natal,” meaning “before birth” rather than “against birth.”  1293

Either way, my use of the word in previous chapters to describe the positions of Mainländer, 

Zapffe, and Vetter was thus linguistically anachronistic. We should also note that a cognate of 

“antinatalist” appeared in French the same year Benatar’s book was published, in the title and 

body text of Théophile de Giraud’s L’art de guillotiner les procréateurs: Manifeste anti-natal-

iste, which translates as The Art of Guillotining Procreators: An Anti-Natalist Manifesto. (Unfor-

tunately, this book has not yet been translated into English, so I will not discuss it here.)”  1294

Oddly, despite the word becoming rather common today, the Oxford English Dictionary still has 

no entry for it. 

BLAME, GAMBLES, AND FUNCTIONAL IMMORTALITY 

 Having said this, Benatar and Giraud were not the only ones who defended the idea of 

antinatalism in the mid-2000s. The Finnish philosopher Matti Häyry, for example, argued in 

2004 for the dual thesis that procreation is both irrational and immoral. It is irrational for this 

reason: let’s say that the value of not having a child is zero, while the value of having a child 

could be positive, negative, or zero, depending on how the child’s life turns out. If one could as-

sign probabilities to these outcomes, then one could use expected value theory to determine 

whether having a child is rational or not. But we cannot assign such probabilities, and hence 

must rely upon some other decision-theoretic rule. (In other words, this is a decision under “ig-
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norance” rather than under “uncertainty,” in my phraseology.) The rule that Häyry opts for is 

called “maximin,” which was popularized by John Rawls’ book A Theory of Justice. The max-

imin rule states that rational actors should choose the option with the best worst-case outcome. 

Since the worst-case outcome of not having a child has a value of zero, while the worst-case out-

come of having a child has a negative value, and since a zero outcome is better than a negative 

outcome, it would therefore be irrational to have a child. As for ethics, Häyry began with the as-

sertion that “it is morally wrong to cause avoidable suffering to other people.” Since everyone 

will suffer at least a little in life, he thus concluded that (a) “every parent who could have de-

clined to procreate is to blame” for causing otherwise avoidable suffering, and (b) because no 

one can rule out the possibility of their child suffering terribly, parents “can also be rightfully 

accused of gambling on other people’s lives.”  1295

 Yet Häyry did not take the extra step of arguing that humanity should go extinct. He may 

have believed this to be the case, or perhaps taken it as obvious that a universal failure to repro-

duce would necessarily entail our species disappearing. But here we should question whether 

this does in fact follow. Consider that since humanity is comprised of individuals, if some of 

these individuals—or maybe just one would be enough—were to acquire what I call functional 

immortality, then everyone on the planet could universally decide not to procreate without this 

necessitating demographic extinction (which could thus lead to terminal or final extinction). By 

“functional immortality,” I mean a state in which an individual’s life persists until one of three 

things happens: (i) an injury or accident kills them, (ii) they decide to end their life, or (iii) they 

perish for reasons pertaining to physical eschatology—e.g., because of proton decay or the heat 

death. Hence, functionally immortal people could potentially exist for as long as humanity itself 

could continue under normal circumstances, via the succession of the generations. The question 

thus becomes whether we have any reason to believe that individuals could, in fact, gain func-

tional immortality. While philosophers have speculated about this possibility for some time—re-

call Condorcet’s 1795 claim that in the future, during the tenth epoch of human history, progress 

might enable people to acquire extremely long lives—it was only very recently that talk of “liv-

ing forever,” or “living long enough to live forever,” became something other than a risible 

promise from cranks and charlatans looking to make a quick dollar off gullible victims scared of 

 463



dying.  Today, the field of longevity research is awash in funding, and it seems increasingly 1296

plausible that anti-aging technologies could enable future generations, or maybe even some liv-

ing today, to become functionally immortal. This is a descriptive claim that I will not here at-

tempt to justify; as such, it could very well be wrong, although I will assume in what follows that 

it has a nontrivial probability of being true. 

AN EVENING AT THE CINEMA 

 Hence, it was not unreasonable for antinatalists in the past to simply assume that antina-

talism entails a pro-extinctionist position. But this may no longer be the case: there could be no 

more people without this entailing that there are no people anymore, meaning that accepting an-

tinatalism while simultaneously rejecting pro-extinctionism is a coherent philosophical position. 

One can also, of course, accept pro-extinctionism without accepting antinatalism, though if one 

believes it would be immoral to bring about our extinction involuntarily, or through means that 

would cut lives short and cause people suffering, then pro-extinctionists might adopt antinatalism 

for pragmatic reasons, as the only morally acceptable means of achieving the aim of complete 

non-existence. In sum, there is no necessary connection between antinatalism and pro-extinction-

ism, and this is true even with the most absolutist forms of antinatalism, according to which cre-

ating new people is always impermissible and hence should never be done. But there are also, we 

should note, non-absolutist interpretations of antinatalism that make room for procreation under 

certain conditions. For example, selective antinatalism states that it is wrong to bring certain 

people into existence, such as those who would have lives that are not worth living.  Defeasi1297 -

ble antinatalism, in contrast, states that the general prescription never to have children can be 

overridden by other factors, if sufficiently strong. The latter view is what Benatar accepts, al-

though the circumstances under which baby-making is justifiable, on his account, are very limit-

ed. For now, let’s begin with a brief look at what his antinatalist position is and the arguments he 

put forward to support it, and then turn to his pro-extinctionism. 

 The core claims of Benatar’s antinatalism are that (A) coming into existence is always a 

net harm, (B) this harm is very substantial, much worse than we ordinarily realize, and (C) we 
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should not have any children. The first two are axiological claims and the third a deontic one, 

and what links them, I believe, is supposed to be the intuitive idea that badness is something we 

should avoid, and betterness something we should pursue. Benatar himself claims that his antina-

talism does not presuppose any particular ethical theory, whether consequentialist or deontologi-

cal, though it is incompatible with the total-impersonalist utilitarianism that motivates some of 

the strongly anti-extinction views explored above.  1298

 Benatar offers three arguments to support (A) through (C). The first is based on an axio-

logical asymmetry, sometimes dubbed the “harm-benefit asymmetry.” It states the following: the 

presence of pain is bad and the presence of pleasure is good, while the absence of pain is good 

and the absence of pleasure is not bad. Although the claim about the absence of pain looks to be 

impersonal, Benatar understands it in person-affecting terms.  That is to say, the absence of 1299

pain is good for the person who does not experience it, even if this is because that “person” never 

exists, an idea that some philosophers have argued is incoherent.  For our purposes, it is 1300

enough to note Benatar’s insistence that one can make sense of the asymmetry within a person-

affecting framework. “The absence of bad things, such as pain, is good even if there is nobody to 

enjoy that good,” he writes, “whereas the absence of good things, such as pleasure, is bad only if 

there is somebody who is deprived of these good things.”  This yields a matrix of decisions 1301

and outcomes that is somewhat reminiscent of Vetter’s matrix from chapter 9. As figure 13 

shows, creating a person results in a situation that is both good and bad for that person, because it 

entails the presence of pleasure (good) and the presence of pain (bad), whereas not creating a 

person results in a situation that is both good and not-bad for that “person,” because it entails the 

absence of pain (good) and the absence of pleasure (not bad). Since a good/not-bad situation is 

better than a good/bad one, creating a person is always a net harm, and hence one should not 

have children. 
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Figure 12: Benatar’s harm-benefit asymmetry. 

 Benatar’s second argument is what he calls the “quality-of-life argument,” though I prefer 

Nicholas Smyth’s more informative term for it: the “badness of life argument.”  This argument 1302

could be seen as an empirically updated, more comprehensive version of Schopenhauer’s thesis 

that life is suffering, but without Schopenhauer’s extravagant metaphysics of the will or his view 

that happiness is merely the absence of suffering (and hence has no positive value on its own). 

For Benatar, our lives are in fact overflowing with misery, disappointment, misfortune, and pain, 

even if many of us believe the opposite. Pleasures tend to be brief while suffering often drags on: 

sex and a good meal happen relatively quickly, while broken bones, infections, and heartache 

following a bad breakup can linger for weeks or years. While “chronic pain is common,” Benatar 

observes, “there is no such thing as chronic pleasure.”  The intensity of pains can also greatly 1303

exceed the intensity of pleasures. Who in their right mind would “accept an hour of the most de-

lightful pleasures in exchange for an hour of the worst tortures”?  Who would trade a year, or 1304
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even an entire lifetime, of the best moments imaginable for 24 hours of experiencing the most 

horrendous suffering—fingernails removed, waterboarding, third-degree burns, etc.? 

Yet when one surveys people about whether their lives are good and worth living, many 

answer without hesitation: “Yes, life is on balance good, and I am glad that I was born.” How 

then can Benatar reconcile his Schopenhauerian assertions above with the empirical datum that 

so many people think life is, contra Schopenhauer, overall positive? The answer comes from a 

cluster of psychological tendencies that distort our perception of just how terrible our lives actu-

ally are. For example, people are susceptible to the positivity bias, whereby we remember pleas-

ant experiences more accurately than unpleasant ones, as well as habituation, whereby we adapt 

to negative stimuli over time, such as pain and disappointment. Consequently, the past and 

present—and by extrapolation the future—look better than they really are. These distortions may 

be extremely difficult to avoid, too, as they may have been implanted deep in our brains by nat-

ural selection over millions of years. If one were to see clearly the true awfulness of life, would 

one be more or less likely to produce offspring? Even slight alterations in differential reproduc-

tion rates can add up over evolutionary time, resulting in significant phenotypic changes. The 

tendency to inaccurately assess human existence, perhaps built-into our cognitive machinery, 

buried under layers of gears and mechanisms, thus provides a kind of error theory that ex-

plains—by explaining away—the empirical fact that most people think life is worth living.  1305

 But there is another complication arising from an ambiguity in the phrase “a life worth 

living.” On the one hand, this could mean “a life worth continuing,” while on the other, it could 

mean “a life worth starting.” This is an important distinction that enables Benatar to claim that, 

given the harm-benefit asymmetry, no life is worth starting, although many lives once started 

may be worth continuing, even if we misjudge the badness of our existence. He illustrates this 

idea with an analogy: imagine “an evening at the cinema. A film might be bad enough that it 

would have been better not to have gone to see it, but not so bad that it is worth leaving before it 

finishes.”  The same goes for our lives: all of us would have been better off staying home, so 1306

to speak, but the choice wasn’t up to us—we exist thanks to the decisions of our parents. Given 

that this is the case, many of us might feel that life is still good enough not to end it. The movie 

is awful, but not so awful that we feel compelled to leave halfway through. Death, after all, can 
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be terror-inducing, and in fact Benatar defends an anti-Epicurean view according to which death 

can harm the one who dies, that is, independent of its effects on those who survive the deceased. 

Indeed, this is one reason that Benatar did not endorse a pro-mortalist means of bringing about 

our extinction, though he does claim that suicide may be more rational than most of us ordinarily 

assume. There is, furthermore, a connection between these two ideas. As he writes, “it is because 

we (usually) have an interest in continuing to exist that death may be thought of as a harm, even 

though coming into existence is also a harm.” This will become important later on. 

Benatar classifies the two arguments above as “philanthropic,” since they arise from con-

cerns about what is best for particular people, even if those people have not been, and never will 

be, born. That is to say, it is because we care about the interests of such people not to suffer harm 

that we have reason to never create them. The last argument that Benatar provides is what he de-

scribes as “misanthropic,” in the particular sense that it concerns “unpleasant facts about hu-

mans.” Just consider the enormous suffering that we inflict on each other and the sentient beings 

we share Earth with due to war, genocide, murder, slavery, torture, hunting, factory farming, 

commercial fishing, pollution, habitat destruction, climate change, and so on. The truth is that 

every new child brought into the world will almost certainly cause some additional suffering to 

others, aside from whatever suffering they will experience, and hence Benatar concludes that 

while this “argument does not obviously show that it is better never to have been, … it does sup-

port the anti-natalist conclusion that it is better not to procreate.”  To be clear, this is not to say 1307

that we should hate humanity, as the term “misanthropic” might imply. One could still love our 

species while acknowledging that we are a source of unrelenting misery and evil in the world. 

Accepting Benatar’s misanthropic argument does not require one to be a misanthrope. 

THE BEST HUMAN POPULATION SIZE 

 As noted, Benatar assumed that by establishing antinatalism, he had also established pro-

extinctionism. In his words, antinatalism “implies that it would be better if there were no more 

humans. The further implication of this is that it would be better if humans became extinct, at 

least if extinction were brought about by not creating new members of the species.”  But we 1308
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saw above that antinatalism does not necessarily entail pro-extinctionism, given the increasingly 

plausible possibility of radical life extension. However, some of the arguments that Benatar pro-

posed for his antinatalism could also, independently, buttress a pro-extinctionist view according 

to which Being Extinct would not just be better than Being Extant, but would in some sense be 

positively good. To see which ones, let’s consider them in the same order as above. 

First, the harm-benefit asymmetry argument primarily concerns the claims of (A) and 

(C), i.e., that being born is always a net harm, and hence we should not have children. There are 

two important implications of these claims: on the one hand, they entail that we should not add 

any new people to the human population. As such, this says nothing about whether the human 

population should cease existing. If functional immortality were possible, then, given his view 

that many lives are good enough to continue and that death can harm the one who dies, it seems 

that Benatar should actually advocate an anti-extinction position according to which humanity 

ought to persist, by way of extending individual lives, so long as no additional people are creat-

ed. To be clear about this point, the asymmetry implies that Being Extinct would be better than 

Being Extant, since the former corresponds to a good/not-bad situation whereas the latter is 

merely good/bad. If we were to go extinct, this would be better than our current state. But Be-

natar’s view also suggests that, if we can, we should actively prevent this from happening, given 

the relative worthwhileness of most people’s lives and the harm of death. In more concrete terms, 

Benatarians should be inclined to support efforts to develop safe and effective life-extension 

technologies. 

On the other hand, since even a single birth is one too many, the asymmetry argument 

implies that it would have been best if humanity had never existed in the first place. Here it may 

be useful to disambiguate the phrase “the best human population size is zero” the way Benatar 

disambiguated “a life worth living.” The first reading asserts that Being Never Existent, as we 

can call it, is better than Being Extant, while the second states that, given the fact that our popu-

lation is not currently zero, we should strive to bring down this number until humanity is no 

more.  Benatar frequently equivocates between these two readings, as if the harm-benefit 1309

asymmetry implies both, when in fact it only implies the first. In fact, the asymmetry is compati-

ble with the human population remaining stable, on the condition that this occurs because exist-
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ing lives are extended indefinitely into the future (i.e., no new people are created). And, once 

again, it seems that Benatar’s more general position suggests that it should remain stable, assum-

ing that the lives of those who currently exist are not overwhelmingly bad. Hence, for these rea-

sons, his first argument in support of antinatalism itself says nothing about whether we should or 

should not go extinct. One might think of this situation in terms of local optima: Being Never 

Existent is best, and Being Extinct is better than Being Extant, yet there are reasons not to go ex-

tinct given that we currently exist—reasons that concern our individual interests to keep kicking 

and avoid the grave. But again, the force of these considerations hinges on a contingency—that 

is, on whether it becomes feasible to radically extend our lifespans. If such technologies are im-

possible, or unattainable, then the natural limits of individual lives will entail extinction. 

 Turning now to Benatar’s second argument, the badness of life argument: this supports 

most directly (B) and (C), i.e., that existing is very bad, much worse than most of us realize, and 

hence we should not have children. (By implication, then, coming into existence would be a 

harm.) Whether this argument leads to pro-extinctionism will also depend on whether life-exten-

sion technologies do, in fact, become available. As noted above, Benatar maintains that while no 

life is worth starting, many lives are worth continuing, because many lives are not overwhelm-

ingly bad. If they were overwhelmingly bad, then one would have an argument not just against 

creating new people but ending our lives prematurely, which Benatar endorses only in special 

cases (for example, if one experiences great suffering due to a terminal disease). Some philoso-

phers have, incidentally, contended that Benatar’s view does entail a pro-mortalist position. For 

example, Rafe McGregor and Ema Sullivan-Bissett argue that “if one accepts Benatar’s argu-

ments for the asymmetry between the presence and absence of pleasure and pain, and the poor 

quality of life, one must also accept that suicide is preferable to continued existence, and that his 

view therefore implies both anti-natalism and pro-mortalism.”  This clearly leads to a pro-ex1310 -

tinctionist position: humanity should disappear because everyone should kill themselves. Be-

natar, though, insists this is not the case: “Life may be sufficiently bad that it is better not to 

come into existence, but not so bad that it is better to cease existing.”  If Benatar is right, the 1311

implication is the same as above: if we can continue to exist indefinitely as individuals, then we 

should try to do this; if we cannot, then humanity should fade away. It is worth noting that many 
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other pessimists seem to have held the same position as Benatar, given that few committed or 

advocated suicide—with the notable exception of Mainländer. Life is hell, but not that 

hellish.  1312

 Benatar’s third argument does not directly relate to either (A) or (B), as it could be that 

coming into existence is not a net harm and that life is very bad, yet those born cause all sorts of 

harms to each other and nonhuman organisms. This provides a straightforward case for why Be-

ing Extinct might be good: without humanity, there would be no more human-caused evils like 

war, genocide, factory farming, environmental destruction, and so on. However, the strength of 

this argument will depend on one’s assessment of our badness in the world: if the harms we 

cause are significant, then the argument becomes stronger. Yet even here there is a complication, 

as some have argued that our destruction of the environment might actually reduce overall suf-

fering in the natural world. As William MacAskill makes the point, “if we assess the lives of wild 

animals as being worse than nothing, which I think is plausible … then we arrive at the dizzying 

conclusion that from the perspective of the wild animals themselves, the enormous growth and 

expansion of Homo sapiens has been a good thing.”  On this view, then, Being Extinct would 1313

increase wild-animal suffering, and hence Benatar’s third argument does not, in fact, lead to pro-

extinctionism. To the contrary, pronatalism—having more children—would be better for the nat-

ural world, with respect to total suffering, than our non-existence.  I am not endorsing this ar1314 -

gument here—as stated, there’s something rather perverse about it—but think it is at least worth 

registering. 

In sum, Benatar’s first argument for antinatalism is silent about whether the human popu-

lation should fall to zero, given that it is currently a non-zero number, although it implies that 

Being Never Existent would have been best. His second argument could be utilized to justify a 

pro-extinctionist position, although only in the absence of radical life-extension technologies. If 

such technologies become available in the future, which is not out of the question, then only the 

third argument would remain standing. Yet one can object to this by arguing that our destruction 

of the natural world actually decreases total suffering, caused by things like predation, disease, 

parasites, natural disasters, and so on. This does not mean that Benatar’s pro-extinctionism is un-

tenable, only that the reasoning that leads him to it might not be as strong as he believes. 
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PRO-EXTINCTIONISM: ALIVE AND KICKING 

Before concluding this chapter, let’s take a closer look at what exactly Benatar’s pro-ex-

tinctionist view is, independent of whether the arguments that Benatar provides for it go through. 

This will foreground the fact that there are many ways of fleshing out a pro-extinctionist posi-

tion, and hence there are many issues about which pro-extinctionists may disagree. We can ana-

lyze Benatar’s view into three main components, namely, that (1) we should strive to bring about 

what he calls a “dying-extinction,” (2) Being Extinct is not only not bad, but positively good (as 

alluded to above), and (3) it would be better if humanity were to go extinct sooner rather than 

later.  Taking these in order: 1315

 The first concerns the etiology of Going Extinct. While Benatar believed that humanity 

should be no more, he also held that it would be wrong to bring this about in any way that would 

cut lives short, which would constitute a “killing-extinction.” This could be either natural or an-

thropogenic; if the latter, it would be equivalent to omnicide, and would thus be wrong for all the 

reasons that murder is wrong. Indeed, given his anti-Epicurean view of death, Benatar would no 

doubt agree that instantaneously annihilating humanity would be wrong, as this would still be 

harmful by virtue of truncating lives. Benatar contrasted this scenario with a dying-extinction, 

whereby our species fades away by failing “to replace those members of the species whose lives 

come to [a] natural end.” This is the only morally acceptable route to extinction, Benatar sug-

gests, and hence at this point the earlier connection between antinatalism and pro-extinctionism 

could be reversed: rather than claiming that one should be a pro-extinctionist because one is an 

antinatalist, the idea is that one should be an antinatalist because one is a pro-extinctionist. If the 

only other options are pro-mortalism and omnicide, then antinatalism may be adopted for reasons 

pertaining to practical ethics.  1316

 The first part of assertion (2), that Being Extinct would not be bad, follows straightfor-

wardly from Benatar’s person-affecting restriction. Since no one is harmed by there being no 

more people in the universe, the state or condition of Being Extinct cannot be bad for anyone, 

and hence is not bad at all. As Benatar writes, “it is not the case that people are valuable because 
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they add extra happiness. Instead extra happiness is valuable because it is good for people—be-

cause it makes people’s lives go better.” Consequently, on Benatar’s account, the badness/

wrongness of our extinction will depend entirely on whether it occurs because of a dying-extinc-

tion or a killing-extinction, which is to say that his pro-extinctionism endorses the equivalence 

thesis. Yet his view goes beyond this by seeing our non-existence as positively good, an idea that, 

as noted above, straightforwardly follows from the axiological asymmetry, according to which 

the absence of suffering is good even if there is no one around to experience it. Since Being Ex-

tinct would entail the absence of all human suffering, it would not merely be neutral, as many of 

the person-affecting theorists discussed in the previous chapter seemed to hold. 

 Here one might object that “a world without humans [would be] incomplete or deficient” 

because it would lack “moral agents and rational deliberators” (which, of course, echoes Im-

manuel Kant’s claim from chapter 8 that “without men the whole creation would be a mere 

waste, in vain, and without final purpose”).  To this Benatar responded: 1317

[W]hat is so special about a world that contains moral agents and rational deliber-

ators? That humans value a world that contains beings such as themselves says 

more about their inappropriate sense of self-importance than it does about the 

world. (Is the world intrinsically better for having six-legged animals? And if so, 

why? Would it be better still if there were also seven-legged animals?) Although 

humans may value moral agency and rational deliberation, it is far from clear that 

these features of our world have value sub specie aeternitatis [from the perspec-

tive of universal and eternal truth]. Thus if there were no more humans there 

would also be nobody to regret that state of affairs. 

Yet even if the existence of moral agents and rational deliberators does make the universe more 

complete, Benatar argued that “it is highly implausible that their value outweighs the vast 

amount of suffering that comes with human life.”  This leads directly to assertion (3), namely, 1318

that our extinction should happen as soon as possible. There are at least two reasons for this. 

First, if humanity persists in the future by creating new generations, this would obviously involve 
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bringing new people into existence, and according to the harm-benefit asymmetry and badness-

of-life arguments, coming into existence is a serious harm. Second, independent of how humani-

ty persists—whether via the succession of generations or radical life extension—existence is re-

plete with suffering that we both experience ourselves and inflict on other sentient beings. 

Hence, the longer we exist, the greater the total amount of suffering, which suggests that we 

should die out as soon as possible. This claim, which one could interpret in negative utilitarian 

terms (although Benatar himself does not explicitly do this), does clearly support pro-extinction-

ism,  

 Finally, it is important to note that when Benatar talks of extinction, he is specifically re-

ferring to final extinction (brought about via demographic extinction). It would not be enough, 

on his account, for Homo sapiens to disappear while leaving behind some successor species ca-

pable of experiencing and inflicting suffering. Mere demographic, phyletic, terminal, or norma-

tive extinction would not solve this problem but perpetuate it.  Another point worth mention1319 -

ing is that, in addition to endorsing the equivalence thesis, an anti-Epicurean view of death, and a 

pro-extinctionist view of Being Extinct in the final sense, Benatar also gives a nod to the no-or-

dinary-catastrophe thesis. As Benatar writes, “unless humanity ends suddenly, the final people 

whether they exist sooner or later, will likely suffer much.”  This is to say that such people 1320

will suffer some extra, unique-to-the-situation harms by virtue of being the final people. They 

would, for example, lack the support, company, and care that younger generations provide those 

in their geriatric years. There would be no one to address medical issues, ensure that food is on 

the table, take out the trash, and so on. Ultimately, the very last people would find themselves 

profoundly alone in their communities, a dismal situation not unlike Lionel Verney’s predica-

ment in The Last Man. 

 Since Going Extinct would introduce these additional harms, Benatar suggests that we 

might thus pursue a “phased” extinction, whereby some new people are brought into existence to 

help mitigate the sufferings of the last few generations. In his words, “the creation of new gener-

ations could only possibly be acceptable, on my view, if it were aimed at phasing out people.” 

This is why Benatar accepts a defeasible version of antinatalism, one that would permit the cre-
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ation of new people under the very unusual circumstances involved in approaching the Moment 

of extinction. 

THE THIRD WAVE 

 The third wave of theorizing in Existential Ethics consists of two diametrically opposed 

developments: first, new thoughts about the axiological opportunity costs of extinction, where 

the two main types of human extinction that must be avoided are final and normative extinction, 

and the primary source of badness arises from the state or condition of Being Extinct. Other 

types of extinction, such as phyletic extinction, could be very desirable if they were to result in a 

superior new species of posthumans. And second, the first systematic treatment of antinatalism 

by Benatar, who explicitly linked his central thesis that humanity should cease procreating with 

the claim that we should disappear entirely and forever without leaving behind any successors. 

On this account, the type of extinction that we should actively bring about is final extinction, we 

should do this via antinatalist means, and the resulting state of Being Extinct would be positively 

good. While the longtermist ideology has inspired a large community of researchers backed by 

literally billions of dollars, and is now poised to shape the cultural and political landscape in sig-

nificant ways, the latter has provoked a vigorous debate among mostly Analytic philosophers 

about the ethics of procreation and the desirability of our collective persistence in a world over-

flowing with pain. Let’s now turn to the final wave of History #2, which partially overlaps with 

the period just discussed. 
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CHAPTER 11: RECENT DEVELOPMENTS 

STIRRINGS OF DISCUSSION 

 Although the fifth existential mood, our current mood, the most dire mood to descent 

upon the West so far, emerged at the turn of the twenty-first century, the philosophical communi-

ty as a whole has been slow to address the ethical and evaluative implications of our extinction—

a tendency of general neglect that goes back to the early Atomic Age, as we noted in chapter 9. 

The paucity of journal articles, university courses, and philosophy conferences on the topic is 

striking—and unfortunate.  To be sure, as noted just above, Benatar’s antinatalism has 1321

spawned a lively, albeit small, debate within the philosophical literature, and longtermism has 

attracted the attention of a fair number of young scholars, mostly based at the University of Ox-

ford. Yet even longtermism remains largely relegated to the margins of mainstream philosophy, 

despite its influence within the tech industry and among billionaires. 

Why is this? Why has Existential Ethics been ignored by so many philosophers for so 

long? Consider the fact that over the past several decades, a wide range of subfields have 

emerged and flourished within ethics, including intergenerational ethics, population ethics, envi-

ronmental ethics, bioethics, public health ethics, machine ethics, information ethics, business 

ethics, publication ethics, military ethics, animal ethics, the ethics of technology, and so on. 

Some of these have their own dedicated journals, while others have been the subject of university 

courses. Some even have their own entries in the Stanford Encyclopedia of Philosophy, the most 

authoritative encyclopedia of philosophy today. What, then, makes Existential Ethics different? 

Why have these subfields thrived while Existential Ethics languishes in relative obscurity? 

There are many explanations that seem inadequate, such as that institutional inertia, the 

force of tradition, professional expectations, difficulty getting funding, and so on, are why the 

topic remains neglected, since these factors also posed barriers to the subjects mentioned above. 

If, for example, intergenerational and population ethics could overcome such challenges, then 

why not Existential Ethics? Perhaps the answer is that philosophers have so far failed to appreci-

ate the richness and complexity of the core questions of the field. If a problem looks uninterest-
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ing from a distance, or if a question appears to have an obvious answer—“Of course our extinc-

tion would be bad!” or “Obviously it would be better if we no longer existed!”—one may be dis-

inclined to pursue them any further. Indeed, a central aim of Part II has been to convince readers 

that Existential Ethics is a treasure trove of fascinating, profound, and important issues that touch 

upon some of the most fundamental questions about value, meaning, and existence. Another ex-

planation concerns the perceived entanglement of the topic with crackpots and charlatans who 

have, throughout history, violently waved their arms in the air and cried out that the end is near. 

Who wants to be associated with such dubious characters? Or maybe the topic’s neglect is “at-

tributable to an aversion against thinking seriously about a depressing topic,” to quote Nick 

Bostrom.  This may be the case even if one thinks that Being Extinct would be good, since the 1322

most probable ways of Going Extinct all involve global catastrophes that would, as such, inflict 

unimaginable amounts of suffering on the entire human family. Just as studying climate science 

today can cause one to become “professionally depressed,” or even trigger “pre-traumatic stress 

disorder,” so too might focusing on human extinction produce intense feelings of anxiety and 

depression. Mental health problems could constitute genuine occupational hazards for existential 

ethicists, especially given the realness of the prospect of doom at this point in time due not only 

to climate change but the rising threat of nuclear war and the growing swarm of emerging risks 

looming ominously over the threat horizon before us. At the other extreme, it could be that many 

philosophers suffer from what Günther Anders called “Apocalyptic Blindness,” whereby one 

fails to grasp the immense danger and seriousness of our predicament, thus dismissing Existen-

tial Ethics as having no great urgency, or no real importance—unlike, say, environmental ethics 

and machine ethics, which are relevant to things happening in the world right now. 

These explanations are not, of course, mutually exclusive: perhaps many philosophers 

have internalized the current existential mood, but find the topic too emotionally overwhelming, 

while others are in denial about the possibility of our species destroying itself. In combination 

with the fact that institutional inertia, the force of tradition, and so on, do tend to resist change 

within academia, we have something that looks like a decent explanation for why Existential 

Ethics has failed to thrive like the other topics listed above. I am reminded here of Lifton’s law, 

mentioned at the beginning of chapter 9, that “the more significant an event, the less likely it is to 
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be studied,” although of course human extinction is not an event that has so far happened, and 

not one that could be studied after the fact.  1323

 This being said, one finds encouraging signs that Existential Ethics is slowly attracting 

the attention of more philosophers. As Todd May observes in a 2018 article for the New York 

Times vertical “The Stone,” “there are stirrings of discussion these days in philosophical circles 

about the prospect of human extinction,” a development that he links to one of the primary trig-

gers of the new existential mood, namely, climate change.  Indeed, the past five years in par1324 -

ticular have witnessed a small flurry of publications on the ethical and evaluative implications of 

our disappearance, on whether causing or allowing this to occur would be right or wrong, good 

or bad, better or worse. This constitutes the fourth wave within Existential Ethics, which is 

broadly unified by an approach to the topic from various non-utilitarian or, more generally, non-

consequentialist perspectives. There were, of course, many positions delineated above that were 

non-consequentialist; however, this wave mostly emerged in response to utilitarian accounts of 

why our extinction would be bad and wrong, and hence could be seen as perhaps the first time a 

dialectic has taken hold within Existential Ethics. In other words, with the programmatic writings 

of Nick Bostrom in the early aughts, a cumulative tradition was established, with philosophers 

building on each other’s ideas for the first time; this has, in turn, inspired a handful of philoso-

phers to propose alternative accounts of the rightness/wrongness, goodness/badness of our ex-

tinction, which in most cases diverge significantly from the conclusions of Bostrom and his 

longtermist acolytes. In what follows, we will examine what contractualism has to say about ex-

tinction, and then explore the views of Samuel Scheffler, Johann Frick, Roger Crisp, and a few 

others. Finally, I will outline my own thoughts on the core questions of Existential Ethics.  1325

STEALING TO BUY CIGARETTES 

 It may be useful to begin with a distinction between two traditions of social contract 

thinking, namely, contractarianism and contractualism. The former is associated with the social 

contract theory of Thomas Hobbes (1588-1679) and is not particularly relevant to our 

discussion.  The latter can be traced back to Rousseau and Immanuel Kant, and was later de1326 -
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veloped in A Theory of Justice by John Rawls, who, along with the contractarian David Gauthier, 

“effectively resurrected social contract theory in the second half of the 20th century.”  On 1327

Rawls’ account, self-interested deliberators are tasked with choosing principles for the organiza-

tion of major political and social institutions within a liberal society (the “basic structure”) with-

out any knowledge of the economic, racial, ethnic, gender, religious, etc. status of the groups 

they represent—that is, they select these principles behind a “veil of ignorance.”  This yields a 1328

specifically political version of contractualism centered around the question of distributive jus-

tice, defined by the influential sixth-century codification of Roman Law, the Institutes of Justin-

ian, as “the constant and perpetual will to render to each his due.”  While justice may be inti1329 -

mately linked to morality, it is at most only one aspect of it. Hence, as Rawls wrote, “justice as 

fairness is not a complete contract theory. For it is clear that the … idea can be extended to the 

choice of more or less an entire ethical system, that is, to a system including principles for all the 

virtues and not only for justice.”  1330

 Rawls himself never took this extra step, although a student of his, T. M. Scanlon, later 

developed an ethical version of contractualism in his 1998 book What We Owe to Each 

Other.  The question of what it is we owe to each other is broader than the question of justice, 1331

but still does not cover the whole domain of morality. Instead, it concerns that part “of morality 

having to do with our duties to other people, including such things as requirements to aid them, 

and prohibitions against harming, killing, coercion, and deception.”  For Scanlon, moral right1332 -

ness and wrongness come down to whether we treat others with the respect that they deserve as 

rational beings, to whether our moral deliberations take their interests into account or not. Hence, 

to act wrongly is to show a certain kind of disrespect toward others, which gestures back to the 

Kantian idea that people should be treated as ends in themselves, and never as mere means. 

Whereas Rawls imagined actors behind a veil of ignorance, each motivated to choose fair princi-

ples out of self-interest, on Scanlon’s account part of what constitutes a moral agent in the first 

place is an intrinsic desire to justify oneself to others, and indeed an inability to justify our ac-

tions to those affected is the common denominator of all wrong acts.  1333

 More specifically, Scanlon’s claim is that “an act is wrong if its performance under the 

circumstances would be disallowed by any set of principles for the general regulation of be-
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haviour that no one could reasonably reject as a basis for informed, unforced general 

agreement.”  For example, is stealing money from a friend to buy cigarettes wrong? To answer 1334

this, we first formulate a principle that, by virtue of saying that one is not allowed to steal from 

one’s friend to buy cigarettes, aims to regulate human behavior. We then ask whether one could 

reasonably reject this, i.e., could any rational agent provide good reasons to reject a principle that 

disallows stealing? Weighing these reasons against the possible objections to the principle’s al-

ternative—that stealing is allowed—we can then determine which principle is reasonably re-

jectable and which it not; the principle that cannot be reasonably rejected is, therefore, the one 

we must not violate.  This is what we owe to each other: the ability to justify our actions by 1335

saying, “My act was morally permissible (not wrong) because it didn’t violate any principles dis-

allowing that act that no one could reasonably reject.” 

AN OPEN QUESTION? 

 So, from the perspective of Scanlonian contractualism, would it be wrong to bring about 

human extinction in one or more senses of that term? Would causing or allowing humanity to 

disappear be morally permissible or not? As Rahul Kumar wrote in a discussion of intergenera-

tional ethics and Scanlon’s social contract theory, 

there is one important question regarding future generations that might be thought 

to appeal to moral norms that fall outside that aspect of morality which contractu-

alism aims to illumine. [Scanlon’s view] appears to say nothing about the idea that 

there is something morally objectionable about doing what will ensure that no one 

is living in the further future. It is an open question as to whether anything at all 

can be said to better illumine this idea, to the extent it is defensible, by appeal to 

ideas implicit in the contractualist framework.  1336

However, Scanlon’s contractualism does, in fact, have something to say about the ethics of ex-

tinction, as Elizabeth Finneron-Burns shows in a 2017 paper on the topic. A contractualist her-
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self, Finneron-Burns begins by distinguishing between four reasons that one might consider 

causing or allowing our extinction—and here she seems to have terminal human extinction in 

mind, although we will see that her conclusion generalizes to all cases of extinction—to be 

wrong. Each of these reasons has already been discussed above, namely, that (1) extinction 

would preclude the realization of a potentially enormous number of future people; (2) it would 

entail “the loss of the only known form of intelligent life and all civilization and intellectual 

progress would be lost,” which is really a cluster of distinct ideas; (3) “existing people would 

endure physical pain and/or painful and/or premature deaths”; and (4) “existing people could en-

dure non-physical harms,” by which she means psychological distress. Does Scanlonian contrac-

tualism see any of these as providing a basis for why causing or allowing our extinction would 

be impermissible? 

 The answer hinges on the fact that contractualism is a person-affecting theory. As Scan-

lon writes, “impersonal values are not themselves grounds for reasonable rejection.”  Or, to 1337

quote Derek Parfit, “in rejecting some moral principle, we cannot appeal to claims about the im-

personal goodness or badness of outcomes.”  This does not mean that impersonal considera1338 -

tions are irrelevant: people could still point to such considerations in rejecting a principle. But 

these considerations only count if, and insofar, as they “give rise to personal reasons.” For exam-

ple, Finneron-Burns notes that since 

non-human animals are not persons, their pain and suffering is not a personal rea-

son to reject a principle permitting [one to cause them harm]. However, a person 

could have a personal reason to reject a principle permitting the pain and suffering 

of animals if it prevented her from living a life consistent with the impersonal 

values (the well-being of animals) that she finds to be important in her life. 

Hence, this means that “impersonal values cannot on their own provide reasons to reject princi-

ples, but they can lead to personal reasons if a principle forbids that person from living a life 

consistent with those values.”  1339
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 The implication of this is that reasons (1) and (2) do not by themselves make causing or 

allowing of our extinction morally wrong. There is no way to disrespect the interests of people 

who never exist, as only those who did, do, or will actually exist can be wronged. As Finneron-

Burns makes the point, “when considering the permissibility of a principle allowing us not to 

create Person X, we cannot take X’s interest in being created into account because X will not ex-

ist if we follow the principle.” As for the arguments from cosmic significance and past/future 

progress—the second reason given—she writes the following: 

I admit that I struggle to fully appreciate this thought. It seems to me that Henry 

Sidgwick was correct in thinking that these things are only important insofar as 

they are important to humans … . If there is no form of intelligent life in the fu-

ture, who would there be to lament its loss since intelligent life is the only form of 

life capable of appreciating intelligence? Similarly, if there is no one with the ra-

tional capacity to appreciate historic monuments and civil progress, who would 

there be to be negatively affected or even notice the loss? 

This leaves the final two reasons, which Finneron-Burns argues do provide grounds for why a 

principle disallowing our extinction cannot be reasonably rejected. Ultimately, then, the rightness 

or wrongness of human extinction is reducible entirely to the manner in which Going Extinct un-

folds, on this account.  Contractualism thus yields the equivalence thesis, which should be un1340 -

surprising given its person-affecting restriction, as person-affecting theories cannot point to Be-

ing Extinct as providing any reasons to avoid our collective non-existence; i.e., there is no moral-

ly relevant “opportunity cost” of no longer existing, since there would be no one to suffer this 

cost. Finneron-Burns thus concludes: “[H]uman extinction could only be wrong insofar as it neg-

atively impacts already existing people’s interests—either through the pain and premature death 

or the fact that people know that it is going to occur (thus causing psychological distress).”  1341

  

WINNING THE LOTTERY 
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 Finneron-Burns’ article was published in a special issue of the Canadian Journal of Phi-

losophy titled “Ethics and Future Generations,” alongside another notable contribution to the re-

cent Existential Ethics literature by the Princeton philosopher Johann Frick. This offered a differ-

ent take on the question: “What moral reasons, if any, do we have to ensure the long-term sur-

vival of humanity?” To understand Frick’s position, it may be helpful to begin with a paper pub-

lished 15 years earlier, namely, James Lenman’s “On Becoming Extinct”—one of the few publi-

cations on the topic that I did not mention in the previous chapter—since Frick uses it as a 

springboard for his own discussion. Let’s begin by reconstructing one of Lenman’s arguments: 

(p1) Say that humanity has intrinsic value, understood here as value for its own 

sake. In Lenman’s words, “one natural thought … is that the existence of human 

beings has intrinsic value, impersonally regarded.” 

(p2) If humanity has intrinsic value, then we should want humanity to be more 

numerous, since the more intrinsic value there is in the world, then—at least from 

an impersonal, timeless perspective—the better the world will become. 

(p3) One way for humanity to be more numerous is for there to exist more people 

in the future, along the diachronic dimension; another way for humanity to be 

more numerous is for there to exist more people right now, along the synchronic 

dimension. 

(p4) But there is no good reason to want humanity to be more numerous right 

now, along the synchronic dimension, and indeed Lenman notes that the claim 

that we should increase the human population at present, synchronically, is “wide-

ly taken as a reductio of total utilitarianism.” 

(p5) But if there is no good reason to want humanity to be more numerous right 

now, synchronically, then there is no good reason to want humanity to be more 

numerous in the future, diachronically. 

(c) Hence, from an impersonal, timeless perspective, it “should [not] matter that 

human extinction comes later rather than sooner, particularly if we accept that it 

does not matter how many human beings there are.”  1342
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This doesn’t mean it shouldn’t matter whether extinction, which Lenman understands in the 

sense of final extinction, happens sooner rather than later from a personal perspective.  We do 1343

have “generation-centered” reasons for hoping that our generation, or the few generations that 

follow us, don’t perish in this manner, as the catastrophe would directly affect us and/or our 

loved ones, our children, or our grandchildren. Indeed, every generation has good reason to hope 

that human extinction can be avoided, a point that Lenman further supports by hinting at (a) the 

no-ordinary-catastrophe thesis, especially if Going Extinct were drawn-out, and (b) the idea that, 

even if our annihilation were instantaneous, it would still cut short the lives of those at the time, 

which he describes as “a real harm, on any plausible view, to those concerned” (an anti-Epicure-

an position on death). But from the point of view of the universe, we might say, the timing of our 

collective demise doesn’t matter. 

 To be clear, one might propose additional, distinct arguments for why continuing to sur-

vive for an indefinitely long time is important. For example, one might claim that the “world is 

made better by the presence in it of some valued thing such as” human beings. Or one could 

draw an analogy between the narrative shape of individual human lives and the narrative shape 

of human history as a whole: just as it would be a tragedy for someone in their prime to perish, 

so too would it be a tragedy for humanity to die out in its “youth.” This could be spelled out in 

teleological terms, whereby the tragedy would consist of humanity failing to attain some valued 

end or telos, as with the argument from unfinished business, or in reference to “some overarching 

ideal of progress, some ladder we see ourselves ascending on which we should aim to maximize 

the height we will attain,” as with the argument from persistent progress.  But Lenman rejects 1344

all of these, as we will discuss more below. 

 This is where Frick enters the picture, focusing on the second premise above. To under-

stand Frick’s argument, let’s begin by distinguishing between what philosophers call “final val-

ue” and “intrinsic value.”  Taking these in order, the former refers to the value that something 1345

has for its own sake, as an end-in-itself. Imagine a conversation between two people that goes 

like this: 
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A: Why would winning the lottery be good for you? 

B: Because then I would get a lot of money. 

A: But why is getting lots of money good?  

B: Because it would enable me to buy a lot of stuff. 

A: But why is buying a lot of stuff good? 

B: Because it would make me more comfortable in life. 

A: But why is being more comfortable in life good? 

B: Because it would make me happy. 

A: But why is being happy good? 

B: [pause] Being happy just is good. There are no other reasons to give. Happi-

ness is good for its own sake, not for the sake of something else.  1346

In this exchange, B indicates that they value happiness as an end-in-itself, and hence that the lot-

tery, money, buying stuff, etc. are all means to this end, i.e., they have merely instrumental value. 

In contrast, happiness has final value: it is what one arrives at when the back-and-forth can no 

longer continue. 

 Intrinsic value, on the other hand, is the value that something has in itself, by virtue of its 

intrinsic rather than extrinsic properties. An intrinsic property is a non-relational property; for 

example, the weight of an object is an extrinsic property because it depends on the gravitational 

field to which it is subjected. Someone who weighs 200 pounds on Earth would weigh only 33 

pounds on the moon, 75.4 pounds on Mars, and 505.6 pounds on Jupiter. The property of weight 

depends on its relation to other objects. In contrast, mass is a measure of how resistant an object 

is to being accelerated, which doesn’t vary from one milieu to the next; hence, mass is an intrin-

sic property. For something to be intrinsically valuable, its value must derive from (and only 

from) properties of this sort. But how can one know if something has intrinsic value? One an-

swer was given by G. E. Moore in 1903, who proposed the “method of isolation” whereby one 

imagines the thing in question existing “in absolute isolation” in the universe.  Take happiness, 1347

for example, and imagine it being the only thing that the universe contains. One then asks 
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whether the universe is better off containing this happiness or not; if the universe would be better 

with this happiness in it, then happiness has intrinsic value. Otherwise, it does not.  1348

 Final and intrinsic value are thus distinct concepts, although historically the term “intrin-

sic value” has been used—problematically, some would argue—to refer to both ideas above. 

Consider the claim that some things have final value by virtue of their extrinsic properties, an 

example being the property of uniqueness, which something has because of its relation to other 

objects. For example, the ancient Greek Antikythera mechanism—an analogue computer, men-

tioned in an earlier chapter—may have final value by virtue of its uniqueness, that is, because of 

the relational fact that there are no other such mechanisms that we know about in the world. This 

is why it is precious. Whether one takes it to actually have final value will depend on how one 

proceeds through the dialectic, whereas whether one takes it to have intrinsic value may depend, 

following Moore, on whether a universe containing only it would be better than one that doesn’t. 

CAPACITIES AND PRODUCTS, HOMO SAPIENS AND CIVILIZATION 

 Returning now to Frick, he points to a questionable assumption underlying Lenman’s ar-

gument, namely, that the appropriate response to intrinsic or final value is that it must be pro-

moted or maximized. (In fact, this is what Lenman was arguing against, but let’s bracket that for 

now. ) If one holds that the white rhinoceros has final value, for example, then this assumption 1349

implies that a world full of as many white rhinos as possible would be better than one with only a 

few. But, as we briefly noted in chapter 9, there are other possible responses to final value, such 

as loving, cherishing, revering, treasuring, and so on. Or as Samuel Scheffler writes, “what 

would it mean to value things but, in general, to see no reason of any kind to sustain them or re-

tain them or preserve them or extend them into the future?”  This leads Frick to propose what 1350

he calls the “argument from the final value of humanity,” or argument from final value for short, 

which states that “each successive generation collectively has a pro tanto moral reason to work 

for the survival of humanity, since this is how we appropriately respond to the final value of hu-

manity.” But does humanity have final value? Many would be tempted to say that it does. After 

all, Frick contends, 

 486



it is commonplace to claim of a wide range of things that they have final value 

… : wonders of nature, great works of art, animal and plant species, languages, 

culture, etc. The suggestion that humanity too, with its unique capacities for com-

plex language use and rational thought, its sensitivity to moral reasons, its ability 

to produce and appreciate art, music, and scientific knowledge, its sense of histo-

ry, and so on, should be deemed to possess final value, therefore strikes me as ex-

tremely plausible.  1351

On this view, it is because of our uniqueness in the world that humanity could be said to have 

final value, which then gives us reason to sustain, retain, preserve, and extend our species into 

the future, to ensure that the universal humanity continues to be instantiated for as long as possi-

ble. This is the heart of Frick’s argument, yet it has a peculiar implication: if one takes “humani-

ty” to mean “Homo sapiens,” then the argument from final value seems to entail that we should 

take measures to counteract future evolutionary changes to humanity as a result of natural selec-

tion, genetic drift, random mutation, and recombination, since these will, over enough time, in-

evitably result in phyletic extinction. It could very well be that the resulting “posthumans” would 

also have the capacity for complex language use, rational thought, moral reasoning, and so on, 

but this would surely be a different kind of uniqueness. If what matters is our particular unique-

ness, then any transformation into one or more new species would deprive the world of some-

thing finally valuable, and for this reason we should intervene upon the evolutionary process, 

perhaps using advanced genetic engineering techniques to prevent phyletic extinction from hap-

pening. 

 Adding to the peculiarity of this view, Frick claims that what constitutes the “survival of 

humanity” actually goes beyond the mere existence of Homo sapiens.  “A lot of what we mean 1352

by ‘humanity,’ and a lot of what seems uniquely valuable about it,” he writes, arises from the 

various products of our capacities to use language, think rationally, and so on. Such products 

would include “our sense of history, cultural traditions, relationships between parents and chil-

dren, etc.”  This points to a curious ambiguity in many recent discussions of human extinction: 1353
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often times, anti-extinction philosophers will frame their arguments as specifically being about 

preserving humanity, when their arguments are really about preserving more than humanity. In 

particular, these arguments concern the preservation of humanity and civilization, or even just—

when examined closely—the preservation of civilization, independent of whether or not our 

species survives. (We will see an example of this just below.) Problematically, these arguments 

are not presented in such a clear manner, and I suspect the conflation arises because these 

philosophers assume that human civilization cannot exist without humanity, and hence to pre-

serve civilization we must avoid extinction. This leads them to focus on human extinction rather 

than what actually concerns them: avoiding civilizational collapse. 

As best I can tell, Frick’s position seems to entail that there are independent reasons for 

preserving both the biological species Homo sapiens and the civilization we have created, where 

I will take “civilization” to encompass the various products of our capacities mentioned above, 

especially cultural traditions. Civilization in this sense is the conduit through which our values, 

and the things we value, travel across time. For example, consider Frick’s point that we often at-

tribute final value to “animal and plant species” (italics added), which suggests that Homo sapi-

ens itself might be finally valuable. But he also notes that we often attribute final value to various 

“cultures” (a fact expressed by sadness over the loss of certain cultures due to, say, colonialism 

or globalization), which suggests that civilization might also be finally valuable. If both our 

species and civilization have final value, and if the appropriate response to final value is to pre-

serve the thing valued, then we have two parallel but distinct arguments for preserving each. 

Frick also proposes a thought experiment that foregrounds the value that civilization has on its 

own, independent of whatever value Homo sapiens might have: “Imagine a world,” he writes, 

“in which each generation of humans dies and vanishes without trace before the next one is born 

(perhaps, like mayflies, each generation of human lays eggs before its death, but disappears be-

fore their offspring has hatched). Each new generation lives without knowledge of previous gen-

erations of humans.”  In this case, Homo sapiens would persist but civilization would not, an 1354

outcome that Frick apparently sees as no better, or not much better, than if Homo sapiens were to 

simply disappear altogether. Hence, while Frick presents his argument as being specifically about 

the “survival of humanity,” which most people will naturally interpret as the “survival of Homo 
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sapiens,” his focus is broader: the argument from final value instructs us to ensure not only that 

our biological species does not go extinct but that civilization continues as well. 

One last point of clarification: unlike many of the philosophers discussed above, whose 

arguments focused (if only implicitly) on final and normative extinction, Frick argues that “when 

what is finally valuable is a form of life or a species, what we ought to care about, we might say, 

is the ongoing instantiation of the universal.”  The word “ongoing” is important to Frick’s ar1355 -

gument because if all one cares about is that the universal is instantiated, this implies that for any 

given moment in time, it is impersonally better for some finally valuable thing to exist. But as 

Lenman asks rhetorically—and Frick agrees with the point—“we may think it a wonderful thing 

that the world contains many examples of jazz music, but how much should we regret its absence 

from, say, the world in the sixteenth century”?  If we apply this to Homo sapiens, then, it sug1356 -

gests that we should avoid not just phyletic extinction, as argued above, but demographic extinc-

tion as well, since this would interrupt the “ongoingness” of the universal being instantiated. This 

is significant because many anti-extinction arguments and further-loss views are indifferent to 

both phyletic and demographic extinction; in contrast, these seem to be the two types of extinc-

tion that, on Frick’s account, we have most reason to avoid. Furthermore, this fact could have 

important practical implications, as which types of extinction one believes ought to be avoided 

could lead one to allocate our finite resources in different ways. 

To sum up, it seems that the best interpretation of “humanity” on Frick’s account is 

“Homo sapiens” and the sort of extinction his argument most directly opposes is demographic 

and phyletic extinction, in addition to civilizational collapse.  

I LOVE THEM 

 This brings us to another recent contribution to the literature: Scheffler’s 2018 book Why 

Worry About Future Generations?, which builds upon ideas presented in his earlier Death and 

the Afterlife (2012), where “afterlife” in the title refers not to the personal afterlife but to what 

Scheffler calls the collective afterlife, which denotes the continuation of other people’s lives after 

we ourselves have passed away. (Scheffler himself does not believe in a personal afterlife. ) 1357
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The main contention of Scheffler’s 2012 book is that the collective afterlife “matters greatly to 

us. It matters to us in its own right, and it matters to us because our confidence in the existence of 

an afterlife is a condition of many other things that we care about continuing to matter to us.”  1358

As Niko Kolodny makes the point in the book’s introduction, “without this ‘collective afterlife’ 

… it is not clear that your life could be filled with the value that it has.”  This idea gives rise to 1359

what Scheffler labels the afterlife conjecture, which he illustrates with an example from P. D. 

James’ novel The Children of Men in which widespread infertility results in no births having oc-

curred in over 25 years—a scenario very similar to the one Jonathan Schell used in 1982 to ex-

plicate the Second Death, although I do not know if James was familiar with Schell’s book. The 

afterlife conjecture asserts that, in this situation, many of the activities and pursuits we normally 

engage in would no longer seem valuable, worthwhile, or satisfying to take part in. What would 

be the point, if humanity is doomed to extinction in the very near future?  1360

 In his subsequent book, Scheffler presents four reasons for why current people ought to 

care about what happens to future generations, even after we are long gone. He labels these rea-

sons of interest, reasons of love, reasons of valuation, and reasons of reciprocity. The first con-

cerns the aforementioned fact that without the collective afterlife, the projects many of us engage 

in—especially meliorative, transgenerational ones like curing cancer, improving childhood edu-

cation, and building infrastructure—would lose much of their value. The imminent extinction of 

humanity would thus be a personal setback, from a prudential or self-interested point of view. 

However, Scheffler contends that the reason many of us participate in such projects in the first 

place is because of a deeper love of humanity, a love that extends far beyond our own personal 

interests. If it weren’t for this deeper love, he claims, we wouldn’t react to the prospect of hu-

manity’s imminent extinction with such sorrow and despair. Consider that part of what it means 

to love something is to want that thing to flourish. To quote John Passmore once again, writing in 

1974, “it is indeed self-contradictory to say: ‘I love him or her or that place or that institution or 

that activity, but I don’t care what happens to it after my death.’ To love is, amongst other things, 

to care about the future of what we love.”  Since our extinction would prevent humanity from 1361

flourishing, our reaction to James’ scenario, if it were to actually happen, thus reveals this under-

lying love. As Scheffler makes the point, “if the survival of human beings did not already matter 
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to us, we would not have as great an interest in trying to ensure it. In short, we have an interest in 

[future people’s] survival in part because they matter to us; they do not matter to us solely be-

cause we have an interest in their survival.”  This covers the second category of “reasons of 1362

love.” 

Reasons of valuation concern the fact that many of the things that we value would cease 

to exist without humanity—an idea that goes back at least to Mary Shelley’s The Last Man.  1363

Since to value something is, according to Scheffler, to wish for the valued thing to be sustained, 

retained, preserved, extended, etc. into the future, this gives us further reason to want humanity 

to survive.  Finally, reasons of reciprocity arise from the idea that current generations are 1364

bound to future generations through a relation of mutual dependence: on the one hand, future 

generations are causally dependent upon current generations, since if current generations were to 

end humanity, future generations wouldn’t exist. On the other hand, current generations are eval-

uatively and emotionally dependent upon future generations, since without future generations, 

our lives today would lack much of the value and meaning that they currently have. 

 One of Scheffler’s aims in outlining these four categories was to widen the philosophical 

discussion beyond questions of our duties or obligations to future generations. This is a much too 

parochial way of approaching the topic, and indeed when extinction is viewed from a broader 

evaluative perspective, it becomes clear that 

questions about our moral duties or obligations toward them [i.e., future genera-

tions]—whether we conceive of such duties in utilitarian or non-utilitarian terms

—constitute only a subset of the questions that are worth considering. Values of 

many different kinds may have roles to play in our reflections about future gener-

ations, and they need not all take the form of moral obligations. Moreover, there 

are costs to a narrow and highly moralized focus on questions of duty and obliga-

tion. Such a focus may discourage us from thinking broadly about the kinds of 

meaning and value that we attach to the continuation of human life on Earth. 

For example, this focus may 
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tempt us to suppose, wrongly in my opinion, that future generations matter to us 

only insofar as they add to our already abundant stock of potentially burdensome 

obligations. In so doing, it may contribute to the well-known problem of obliga-

tion fatigue, while blinding us to some of the most important ways in which our 

values orient us toward the future, or would do if we paid attention to them.  1365

THE SUBSTRATE OF GENERATIONS 

 Although Scheffler frames his discussion as being about human extinction, his arguments 

more fundamentally concern the collapse of civilization, the vessel that contains everything that 

enables our lives to be value-laden. For example, imagine a similar scenario to James’ infertility 

case except that instead of Homo sapiens dying out, civilization is doomed to disintegrate in the 

near future. How would people respond to this? Presumably the same way they would according 

to the afterlife conjecture: with sorrow, despair, and emotional detachment from the many things 

they once took pleasure in, since the end of civilization would mean an end to all the projects, 

activities, and pursuits that give our lives meaning. Hence, unlike Frick’s argument, Scheffler’s 

position does not ultimately care about demographic, phyletic, or even terminal extinction. What 

matters is that we avoid normative and final extinction, for the same reasons that avoiding these 

mattered to Partridge and Schell in chapter 9: they are the only two types of extinction that 

would entail the erasure of civilization, of the Arendtian “common world.”  In other words, if 1366

what matters is prolonging the pursuits and traditions that confer value to our lives, and if these 

pursuits and traditions could be prolonged even if Homo sapiens were replaced by a distinct 

species of biological beings, posthuman cyborgs, or intelligent machines, then it shouldn’t matter 

whether Homo sapiens itself persists or disappears forever—so long as we leave behind succes-

sors who care about the things we care about.  Hence, when Scheffler talks about “future gen1367 -

erations,” one should understand this as meaning not “future generations of Homo sapiens” but 

“future generations of humanity,” where “humanity” would denote something like “Homo sapi-

ens and whatever descendants we might have” rather than just “Homo sapiens.” The substrate of 
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generations isn’t important. If this is correct, it suggests that our “love of humanity” is even more 

general: what matters to us is that whoever exists in the future, even the far future, even if differ-

ent from us in significant ways, flourishes, and this is why some of our transgenerational con-

cerns extend not only into the coming decades or centuries, but sometimes even further, as ex-

emplified by worries over climate change and nuclear waste, the latter of which could affect fu-

ture people tens of thousands and even a million years from now. 

FRAGMENTARY AND INCOHESIVE 

 Scheffler has been praised by numerous philosophers for his “fresh and original” ap-

proach to the question of why the future of humanity matters to us.  As Kolodny states, “part 1368

of what makes [Scheffler’s] question so stimulating is that it is not clear that any philosopher has 

asked it before,” adding in a subsequent review of Scheffler’s 2018 book that it “advances a 

highly original and philosophically exciting approach to understanding the reasons for it matter-

ing to so many of us that humanity not go extinct, and that its future be a story, not of decline, 

but of progress.”  Similarly, Fausto Corvino describes Why Worry About Future Generations? 1369

as “a very sophisticated, brilliant and original book” that “effectively opens up a new path of re-

search,”  while Harry Frankfurt, referring to the main theses of Death and the Afterlife, writes 1370

that 

so far as I am aware, those issues are themselves pretty much original with him. 

He seems really to have raised, within a rigorously philosophical context, some 

new questions. At least, so far as I know, no one before has attempted to deal with 

those questions so systematically. So it appears that he has effectively opened up a 

new and promising field of philosophical inquiry.  1371

While Scheffler does provide a novel take on certain questions in Existential Ethics, most of his 

arguments, at least in general outline, have been articulated by earlier philosophers, especially 
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Partridge and Schell. One of the few reviewers to notice this was Marc Davidson, who writes 

that 

although Why Worry About Future Generations? is to be praised for spreading the 

message and further exploration of the importance of future generations for our 

existing values and attachments, it is a pity that Scheffler appears largely unaware 

of the work on the same subject that has been performed by others before him, 

particularly in environmental philosophy. [One reason is] because it fails to give 

credit to previous sources, particularly Ernest Partridge’s “Why Care About the 

Future?” … . This article basically makes the same central point as Scheffler: 

starting with a thought-experiment of a doomsday scenario to arouse awareness of 

our deeper values, Partridge argues that well-functioning human beings have a 

need for self-transcendence.  1372

Along similar lines, Tim Meijers and Angelieke Wolters cite Davidson in writing that “if we have 

one serious misgiving about” Scheffler’s book, “it is that it almost completely fails to engage 

with other scholarly work on its central question.” Consequently, this “might create the impres-

sion that Scheffler has opened a new field of inquiry, whereas most of the ideas Scheffler 

presents have been discussed in detail. It would be a real loss if people new to these questions 

followed Scheffler in neglecting earlier work, for example David Heyd’s remarkable Genethics,” 

which I discuss in several endnotes from previous chapters of this book.  1373

 Nonetheless, Scheffler’s 2012 and 2018 books have had the salutary effect of populariz-

ing Existential Ethics among Analytic philosophers, and indeed both Finneron-Burns and Frick 

cite Death and the Afterlife in proposing their own anti-extinction arguments.  The fact that so 1374

few philosophers—including Scheffler himself—were unaware that previous theorists have put 

forward similar ideas simply indicates how fragmentary the literature has been and continues to 

be. This is unfortunate because while progress doesn’t require a cumulative tradition, this cer-

tainly helps. 
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THE SCALE OF SUFFERING 

 Not everyone within the fourth wave of theorizing about human extinction has embraced 

an unequivocally pro-human-survival stance. For example, Todd May writes that “it may well be 

… that the extinction of humanity would make the world better off and yet would be a tragedy.” 

On the one hand, our ability to reason, experience the wonders of nature, and understand the uni-

verse through science, along with the products of “literature, music, and painting,” make the 

world impersonally better. The universe would be impoverished without us, and this is one rea-

son that Being Extinct would be bad. On the other hand, May notes that humanity is a source of 

profound evil in the world, as evidenced by our destruction of ecosystems, burning of fossil fu-

els, and treatment of animals in factory farms, the last of which “fosters the creation of millions 

upon millions of animals for whom it offers nothing but suffering and misery before slaughtering 

them in often barbaric ways.” Since “there is no reason to think that [these] practices are going to 

diminish any time soon,” our absence from Earth “might just be a good thing.”  In other 1375

words, on May’s view, extinction is a mixed bag. 

 Other philosophers have been less ambivalent about our disappearance. Roger Crisp, for 

example, asks us to imagine that a large asteroid is barreling toward Earth, and that you have the 

power to divert it. Should you do this? If you don’t, it will harm and cut short the lives of many 

people whose existences are, on the whole, good, although “it’s also plausible that extinction 

would be good for some individuals—those in the final stages of an agonizing terminal illness, 

for example, whose pain can no longer be controlled by drugs.” Hence, Crisp claims that “one 

key factor in judging the overall value of non-extinction will involve weighing these disparate 

interests against each other.” But what about the outcome of humanity no longer existing? Given 

the amount of suffering that would almost certainly occur if humanity survives, there may be 

some reason not to divert the asteroid. Not only could the total quantity of future suffering be 

enormous in absolute terms, but Crisp argues that there might be some kinds of suffering that 

simply cannot be outweighed, offset, or counterbalanced by any amount of pleasure, which 

“suggests that the best outcome would be the immediate extinction that follows from allowing an 

asteroid to hit our planet.” And while this would be very bad for most of those living at the time, 
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“given what’s at stake, it may well be that you should pay these costs to prevent all the 

suffering.”  Although Crisp does not go so far as to claim that “extinction would be good,” he 1376

does endorse the proposition that it might be good, and because of this “we should devote a lot 

more attention to thinking about the value of extinction than we have to date.”  1377

 Several months after Crisp’s article, Walter Glannon published a short essay on the Jour-

nal of Medical Ethics blog that largely agrees with Crisp’s conclusion. While the process or 

event of Going Extinct may cause significant harms, our non-existence would preclude a poten-

tially huge amount of suffering from being experienced in the future. One might hope that the 

lives of future people will be better than ours are today, though Glannon points to the SARS-

Cov-2 pandemic as a reason for pessimism, since “as the numbers [of those in poverty] increase, 

so will the scale of suffering” in future pandemics or related scenarios. If this is correct and suf-

fering will only increase, then we have a pro tanto reason not to bring future people into exis-

tence. But, one might respond, don’t such people have a right to exist? Wouldn’t they be de-

prived of something if they were never born? Glannon’s answer is negative: merely possible 

people have no rights, nor can they be harmed by not existing. This leads him to the conclusion 

that “if we become extinct, then the world will go on without us and will be good or bad for no 

one.”  1378

An even darker view comes from Simon Knutsson. In a blog post for the American Philo-

sophical Association, Knutsson argues that “the world is bad, the future will be bad, and an emp-

ty or valueless world is the best possible world. I think there is no positive value, there is no pos-

itive welfare, and there are no positive mental states or experiences.” He thus contends that “hu-

man extinction would probably be less bad than the realistic alternatives, and the same goes for 

the extinction of all other species.” Why is the world so bad, on Knutsson’s view? One reason 

concerns “the vilest and most destructive things some individuals are subjected to; for example, 

the worst and most gruesome crimes in the world committed against children.” In at least some 

of these cases, the victims do not even live long enough for their suffering to be compensated—if 

it can at all. Hence, echoing Crisp, he asks: 
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With such things going on, how could the world be good? Purportedly good 

things pale in comparison, including art, scientific achievement, and others’ pleas-

ant experiences and fulfilled desires. Purported goods do not outweigh what hap-

pens to the victims of such crimes and so, the conclusion is that the world is bad 

on the whole. 

This perspective has practical implications for how we live our lives and which public policies 

we implement. If one agrees with Knutsson’s pessimism, then we should stop procreating, and 

more generally take actions that would limit the number of sentient nonhuman beings that come 

into existence. Furthermore, if there is no such thing as positive value, then we should not “try to 

bring about purportedly good things,” which are illusory in the first place, but instead focus on 

reducing sources of misery, anguish, and other forms of disvalue.  We might also dedicate 1379

more time to figuring out morally permissible ways of actively bringing about our extinction—

an issue I will return to below—and less time studying how to prevent our extinction from occur-

ring, instead spending one’s resources on more important problems.  1380

 Once again, it is notable that many philosophers who have explicitly addressed the ethical 

and evaluative aspects of our extinction—perhaps a majority in total—have held either pro-ex-

tinction positions or defended views that can’t really be described as “pro-survival,” at least not 

in any strong sense. Since a main thrust of the arguments from May, Crisp, Glannon, and 

Knutsson is that we should prevent future suffering, they presumably have in mind final extinc-

tion, as this would foreclose the possibility of there being successors who themselves might suf-

fer. Indeed, even if one were to believe that the lives of our successors will be much better than 

ours, insofar as there still exists some kinds of suffering that cannot be compensated for, such as 

torture, final extinction may still be desirable. This leads to my own views on the matter, which 

will occupy the remainder of this chapter. 

EUTHANIZING HUMANITY AND THE TOTAL VIEW 
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As we have seen, a comprehensive answer to the core questions of Existential Ethics, i.e., 

“Would human extinction be good or bad, better or worse, or perhaps just neutral?” and “Would 

causing or allowing human extinction be right or wrong?” requires, at minimum, an attentiveness 

to (a) the possibility matrix of human extinction scenarios, given the ambiguities of “humanity” 

and “extinction,” and (b) the distinction between Going Extinct and Being Extinct. A robust theo-

ry of human extinction must also take care to navigate a range of intuitions identified in the pop-

ulation ethics literature, such as those underlying the Intuition of Neutrality, Procreation Asym-

metry, Nonidentity Problem, and Repugnant Conclusion. I cannot hope to do justice to these is-

sues in the remainder of this chapter; my more modest aim is that this discussion points in the 

direction of what could be expanded into a complete and compelling theoretical framework. 

Let’s begin with demographic extinction. In practice, if this were to happen in the near 

future, before we develop the technologies necessary to create successors capable of carrying on 

our projects, traditions, and whatever else we might consider valuable, it would entail not just 

terminal but final extinction. So let’s begin with the question of whether final extinction, in par-

ticular, would be bad or wrong. My answer is that it certainly would be wrong if caused or al-

lowed in a manner that inflicts physical or psychological suffering on those living at the time—

which is just a deontic version of the default view: if harming people is wrong, then any form of 

anthropogenic extinction that causes people harm would also be wrong. This would include cases 

like the one mentioned above by Crisp, whereby scientists observe a large asteroid heading for 

Earth but decide not to deflect it, assuming that they could. Crisp is right that the asteroid colli-

sion might prevent a large amount of suffering from occurring in the future (as discussed more 

below), but I do not see how allowing the asteroid to strike would be any better than causing the 

same outcome by, say, synthesizing a designer pathogen and releasing it in high-density urban 

centers around the world. Even if the total amount of suffering in the future would be very large, 

and even if some types of suffering cannot be counterbalanced by any amount of happiness, I 

think most people would agree that euthanizing humanity is impermissible if done involuntarily. 

The one exception might be cases where it is known with a very high degree of certainty that the 

future will contain overwhelming amounts of intense suffering—for example, if most of the hu-

man population would be tortured for the duration of their lives, a scenario that might be termed 
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a “hyper-existential risk.”  There may be some threshold above which involuntary extinction 1381

is permissible, although this would need to be a very high threshold, and it would need to be 

known with great confidence that future suffering would surpass it. 

This said, would it be wrong to euthanize humanity if everyone on the planet were to 

consent? According to utilitarians like Sidgwick, the voluntariness of final extinction is irrele-

vant, as what matters for them is that dying out and failing to produce successors would entail 

the loss of all future value, which could be enormous. Here it will be useful to decompose Sidg-

wick’s utilitarianism into its axiological and deontic components. The “Total View,” as Parfit 

called it (also “totalism”), is the axiological component, which states that one world is better than 

another if and only if it contains more overall total value.  This corresponds to the “imperson1382 -

alist” part of total utilitarianism that I referenced throughout Part II, contrasting it with the per-

son-affecting restriction; whenever I mentioned “impersonalism,” I was referring to the Total 

View, whereby what matters is how much value there is in the universe as a whole. The deontic 

component then claims that an action is right if and only if it produces more total value than the 

alternative actions that one could have taken. Or, in its expectational version, if and only if the 

action maximizes expected value. Again, utilitarianism derives the right from the good, the deon-

tic from the evaluative. 

In population axiology, which concerns questions of betterness with respect to different 

populations, the Total View is one of the two main theories on the marketplace of ideas, and in 

fact much of the longtermist literature is built around the Total View and its variants. However, 

an unfortunate implication of the Total View is that for any given population with some net-posi-

tive amount of value, there will always be some larger population in which people are on average 

worse off but the net total amount of value is greater, a possibility hinted at in the previous chap-

ter with the milk cartons example. For example, imagine a population of 1 billion people, each 

with a wellbeing value of 100. This yields a total quantity of wellbeing of 100 billion units. But 

now imagine a population of 1 trillion people, each with a wellbeing value of only 1. This yields 

a total wellbeing quantity of 1 trillion. Since 1 trillion is larger than 100 billion, the Total View 

concludes that the second universe is better than the first (and hence, if one is a totalist utilitari-

an, we should strive to create the second universe rather than the first). Parfit called this the Re-
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pugnant Conclusion, and many philosophers see it as a knock-down argument against the Total 

View.  However, not everyone agrees. In an unprecedented move, a group of philosophers—1383

some of them prominent longtermists—published a paper in the journal Utilitas arguing that “the 

fact that an approach to population ethics … entails the Repugnant Conclusion is not sufficient to 

conclude that the approach is inadequate. Equivalently, avoiding the Repugnant Conclusion is 

not a necessary condition for a minimally adequate candidate axiology, social ordering, or ap-

proach to population ethics.”  Many philosophers with whom I have spoken have found this 1384

paper perplexing, to say the least: philosophical problems cannot be dismissed because a minori-

ty group declares them to be irrelevant, or much less important than usually thought. As one of 

the leading figures in contemporary ethics and value theory told me over email, the paper “has 

upset many of my philosopher friends. In my view, there is a somewhat desperate ring to their 

declaration, and, in all honesty, I do not understand what made them write it.”  1385

The authors do give some reasons for hand-waving-away the Repugnant Conclusion, al-

though these reasons are controversial. For example, they argue that “the intuition that the Re-

pugnant Conclusion is repugnant may be unreliable” because the human mind isn’t good at 

grasping very large numbers, which “the Repugnant Conclusion depends crucially on.”  But 1386

this is not obviously true: one gets the same general repugnance with relatively small populations 

as well. For example, a world of 100 people with wellbeing levels of 9 would be worse on the 

Total View than a world of 1,000 people with wellbeing levels of 1. However, there are other se-

rious problems with the Total View besides the Repugnant Conclusion. One is that it violates an 

intuition that many find very compelling, namely, the aforementioned Intuition of Neutrality, 

which Jan Narveson famously expressed in writing that we should be “in favor of making people 

happy, but neutral about making happy people.” As John Broome describes the idea, 

We [intuitively] care about the well-being of people who exist; we want their 

well-being to be increased. If it is increased, an effect will be that there will be 

more well-being in the world. But we do not want to increase the amount of well-

being in the world for its own sake. A different way of achieving that result would 
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be to have more people in the world, but most of us are not in favor of that. We 

are not against it either; we are neutral about the number of people.  1387

The application of this intuition, to be clear, is limited: if we foresee that someone would have a 

terrible life, then we shouldn’t be neutral about their existence. We should instead want this pos-

sible person—better thought of as a non-person—to never exist. But for those whose lives are 

within what Broome calls a “neutral range,” adding them is neither good nor bad. This idea is 

closely linked to another strong intuition that many people have—a deontic rather than axiologi-

cal intuition—which is incompatible with Sidgwick’s version of utilitarianism: the Procreation 

Asymmetry, which states that we have reason not to bring into existence people who would have 

bad lives, but no corresponding reason to bring into existence people who would have good 

lives. Since the impersonalist version of total utilitarianism tells us that we should maximize val-

ue in the universe as a whole, it implies that we shouldn’t create people who would have net-

negative lives but should create those who would have net-positive lives. Accepting utilitarian-

ism and the Total View thus comes with significant theoretical costs: it means giving up the Intu-

ition of Neutrality and violating the Procreation Asymmetry while simultaneously facing the Re-

pugnant Conclusion. 

 Yet there is another objection to totalist utilitarianism: as noted in chapter 9, it treats peo-

ple as nothing more than the containers of value, and hence as mattering in a merely instrumental 

sense. People matter not as ends but as means for maximizing value. But surely this gets things 

exactly backwards: happiness should matter for the sake of people, not people for the sake of 

happiness.  Furthermore, on this view, there is no intrinsic difference between death and non1388 -

birth, since these are just two ways to deprive the universe of value, assuming that we are dealing 

with net-positive lives: in the one case, a value container is removed, while in the other, it is nev-

er created. Yet most of us do not believe that death and nonbirth are equivalent, all other things 

being equal, and we do not believe this because we typically take people to be valuable for their 

own sake. 

THE LENS OF EXISTENTIAL RISK 
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 Having said this, the question we were initially addressing was whether final extinction 

would be wrong, or bad, if it were entirely voluntary. Totalist utilitarians, as well as longtermists, 

would say this would be extremely wrong, as it would preclude a potentially astronomical num-

ber of future “happy” people from existing, which would be very bad. But as shown above, the 

Total View upon which this conclusion is based is theoretically implausible, and hence I do not 

accept that voluntary anthropogenic extinction would be bad, or wrong, because it would keep 

large amounts of impersonal value locked up in the realm of mere possibility. The only reasons 

that final extinction would be bad or wrong, in my view, concern the manner in which it oc-

curs—i.e., the details of how Going Extinct unfolds; the subsequent state of Being Extinct is 

nothing to bemoan if there is no one around to bemoan it. If whatever happens that leads to our 

final extinction causes suffering, then it would be bad, and if this were the result of human action 

or inaction, then it would be wrong; otherwise it would be neither bad nor wrong. The opportuni-

ty cost of no longer existing does not constitute an ethically or evaluatively relevant further loss. 

On this perspective, then, there is no unique problem of human extinction. Or, putting this in 

terms of earlier philosophers, the Second Death is not an extra event of moral significance, and 

hence there is no need for a new “macro morality,” referring here to Schell and Hilbrand Groe-

newold. Going back even earlier, Montesquieu was wrong to think that extinction itself would 

constitute a “terrible calamity,” if indeed that is what he thought. 

 Furthermore, there are reasons to worry that taking certain further losses seriously could 

have dangerous real-world consequences, e.g., if they were to inform and guide public policy, or 

inspire individuals to act unilaterally to protect such future goods. For example, since there could 

be so many people in the future if humanity colonizes the accessible universe and builds vast 

simulations inhabited by trillions upon trillions of people, ensuring that such people come into 

existence could, with mathematical force, end up taking precedence over the wellbeing of people 

who live today and in the foreseeable future. Consider MacAskill and Greaves’ argument in the 

2019 version of their paper “The Case for Strong Longtermism” that “for the purposes of evalu-

ating actions, we can in the first instance often simply ignore all the effects contained in the first 

100 (or even 1000) years, focussing primarily on the further-future effects. Short-run effects act 
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as little more than tie-breakers.” Because the future could be so much bigger than the present, 

our attention must be on it rather than the here-and-now. Worse, this way of thinking could po-

tentially “justify” atrocities committed in the name of the “greater cosmic good.” Bostrom him-

self argued in his 2002 paper that we should keep preemptive violence, or aggression, on the ta-

ble to avert an existential catastrophe (which, recall, he defined in this paper as any event that 

would preclude the creation of a stable, flourishing posthuman civilization). In his 2003 paper 

“Transhumanist Values,” he declared that an existential catastrophe “must be avoided at any 

cost,” which suggests that extreme actions may be justified to protect our posthuman future, and 

he has more recently argued that a global, invasive surveillance system—which he dubs a “High-

tech Panopticon”—might be necessary to avoid “civilizational devastation,” which could involve 

an existential catastrophe.  1389

I have written at length about the dangers of this normative framework—see my Aeon 

article “Against Longtermism”—so I won’t repeat those arguments here.  Suffice it to say that 1390

even philosophers like Peter Singer, who seemed to endorse longtermism in 2013, have cited my 

work and echoed my claims in warning that “strong” or “radical” versions of longtermism could 

be very dangerous if taken literally. Once one includes merely possible people in one’s expected 

value calculations—recall that, on Bostrom’s count, there could be at least 1058 within our future 

light cone, most living in virtual-reality simulations—then focusing on the far future, millions, 

billions, or even trillions of years from now, dominates everything. MacAskill worries in his 

book What We Owe the Future about “the tyranny of the present over the future,” and I agree that 

we need more long-term thinking in the world. But we must also be cautious of what Joseph Nye 

described in chapter 9 as “a dictatorship of future generations over the present one.”  To quote 1391

Singer on this point: “Viewing current problems through the lens of existential risk to our species 

can shrink those problems to almost nothing, while justifying almost anything that increases our 

odds of surviving long enough to spread beyond Earth.”  We should, therefore, be worried that 1392

longtermism is has become an enormously influential worldview: it is widespread in the tech in-

dustry, being promoted by the richest person on the planet, Elon Musk, and shaping the policies 

of global governing institutions like the United Nations. As a recent UN Dispatch article reports, 
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“the foreign policy community in general and the United Nations in particular are beginning to 

embrace longtermism.”  This is disconcerting, but I won’t say more about the issue here. 1393

PSYCHIC NUMBING AND SCOPE NEGLECT 

 While I reject the longtermist view about the badness/wrongness of final extinction, I do 

think that, when considering the badness/wrongness of involuntary annihilation in a catastrophe, 

most people radically underestimate the true enormity of such an event. The reason concerns, 

more or less, Anders’ claim that we are “inverted Utopians” who are “apocalyptically blind,” that 

is, constitutionally incapable of imagining and appropriately responding to the immense scale of 

an extinction-causing catastrophe. Another way of understanding this brings us back to the con-

cept of psychic numbing, mentioned in chapter 9. This is a cognitive-emotional phenomenon 

analogous to Weber’s law in psychophysics, whereby the “just noticeable difference” (JND) of a 

stimulus increases in proportion to its intensity. To illustrate, if you lift a 1-kilogram weight with 

your arm and another 1-kilogram weight is added, you will (under normal conditions) notice the 

difference. But if you lift a 100-kilogram weight and a 1-kilogram weight is added, you probably 

won’t. Hence, the JND grows as the weight being lifted increases. The same goes for our psycho-

emotional and empathic responses to the loss of human life: news that five people were killed 

during a mass shooting hits many of us harder than, say, a correction like the following in a 

newspaper (the example is made-up): “This article originally stated that 583,741 people had per-

ished in the war, when in fact 583,746 people had. We regret the error.” When the number of 

deaths or casualties is so high, it becomes hard to care about a “mere” five deaths. As Paul Slovic 

writes, “the numbers fail to spark emotion or feeling,” a quantitative quirk of human psychology 

that Joseph Stalin memorably captured with his quip, recorded in a 1947 article for The Washing-

ton Post, that “if only one man dies of hunger, that is a tragedy. If millions die, that’s only sta-

tistics,” which is often shortened to: “A single death is a tragedy, a million deaths are a 

statistic.”  Psychic numbing thus refers to the phenomenon of being unable 1394
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to appreciate losses of life as they become larger. The importance of saving one 

life is great when it is the first, or only, life saved, but diminishes marginally as 

the total number of lives saved increases. Thus, psychologically, the importance 

of saving one life is diminished against the background of a larger threat-we will 

likely not “feel” much different, nor value the difference, between saving 87 lives 

and saving 88, if these prospects are presented to us separately.  1395

A related cognitive bias is “scope neglect,” which pertains to situations in which people’s valua-

tion of something does not vary multiplicatively with its size. If a loss is quadrupled, for exam-

ple, our valuation of the loss tends not to increase by a factor of four—it will increase less than 

this. For example, one study found that subjects are willing to spend, on average, $80, $78, and 

$88 to prevent 2,000, 20,000, and 200,000 migratory waterfowls from drowning in oil ponds, 

respectively.  Although the number of waterfowl deaths grows by an order of magnitude in 1396

each case, the money allocated to save them does not. Indeed, if subjects had been consistent, 

then $80 to save 2,000 would imply a whopping $8,000 to save 200,000. But this is not how our 

minds naturally operate. As an undergraduate philosophy professor of mine, Christopher Cherni-

ak, used to say in class, human beings are qualitative geniuses but quantitative imbeciles, mean-

ing that we can perform qualitative feats like recognizing faces with ease but fail spectacularly 

to, for example, register the colossal difference between 1020 and 1021. All of this is to say that, 

when pondering the enormity of human extinction in a global catastrophe, we are very likely to 

greatly underestimate the horrors of Going Extinct. An extinction-causing catastrophe would be 

the worst catastrophe possible, and it would be extremely bad. 

THE BUSINESS OF SCIENCE AND PHILOSOPHY 

 However, there is one further loss, a kind of opportunity cost arising from Being Extinct, 

that I mentioned earlier as compelling, at least in my view: the unfinished business argument as-

sociated with the possibility that progress in science (and philosophy) could eventually yield a 

complete explanatory-predictive picture of reality. Wouldn’t it be a shame if humanity, the only 
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rational, moral, self-aware creatures we know of in the universe, beings capable of gazing up at 

the midnight firmament in awe and wonder while pondering the Leibnizian question of why 

there is something rather than nothing, were to pop into and out of existence in the cosmos with-

out having answered the most fundamental questions about, as Douglas Adams famously put it, 

“life, the universe, and everything”? Wouldn’t it be a tragedy if this cameo in the theater of exis-

tence were left unexplained? In particular, I should like current generations or our descendants to 

eventually know: 

- What happened before the big bang? What caused it? Was it the result of two 

“branes” colliding? Did time exist prior to the universe expanding some 13.8 bil-

lion years ago? 

- How did the first living critters emerge at the edge of the ocean, around hy-

drothermal vents, or in a “warm little pond,” as Darwin once speculated?  How 1397

can we explain abiogenesis, or the process of life arising from non-life? 

- Are there other forms of living creatures in the universe, perhaps ones that have 

built technological civilizations of their own? 

- What is “dark energy” and “dark matter”? What is this mysterious force causing 

the expansion of the cosmos to accelerate? And what is this mysterious stuff 

whose effects we can observe but which is otherwise invisible to us? 

- How many spatial dimensions are there in the universe? String theory posits 

many more than the three dimensions we experience, perhaps 26 in total. Is this 

true? 

- What is going on with quantum entanglement, and how does gravity work on the 

quantum level? Is there a Theory of Everything waiting to be discovered (maybe 

string theory) that unifies the theory of general relativity and quantum field theo-

ry? 

- Are numbers real? Some leading mathematicians have been Platonists about 

numbers, believing that numbers are abstract objects that really do exist within the 

mind-independent world. Could this be right? If not, what are they? 
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- How did the discrete combinatorial system of natural language evolve? Did it 

emerge through some evolutionary saltation or via gradualistic processes? 

- How does the three-pound clump of wriggling neurons between our ears gener-

ate subjective experience, the “something it is like to be” things with conscious-

ness?  1398

- What constitutes the self, meaning, knowledge, truth, causation, moral rightness, 

value, and the a priori? 

 - And so on. 

I think it would be an immense pity if our species were to have made it this far, after millions of 

years of evolution, discovered a robust strategy for constructing reliable predictions and satisfy-

ing explanations of the universe (including ourselves), and then abruptly disappeared from the 

world without any good ending to our story. Indeed, how narratives end can proleptically (or 

retroactively) influence one’s feeling about them, one’s judgment of their worthwhileness.  A 1399

relationship that ends badly—for example, with one partner leaving the other during a serious 

but temporary illness—can sour one’s feelings about the entire thing, even making one regret 

that it ever happened in the first place. Endings matter, and in my view an end to humanity’s col-

lective tale that never resolves certain fundamental questions about what this infinitely strange 

and bewildering adventure is all about would be profoundly unsatisfying. Finishing our epis-

temic business would provide at least some kind of closure, and that would be good. 

 However, I concur with Jonathan Bennett that this is not a moral argument against prema-

ture extinction, where “premature” is defined in reference to the above telos. It is more like an 

argument from mere preference or aesthetics, and hence should be classified as a non-moral fur-

ther-loss view. It also assumes that constructing a Theory of Every Thing is possible for us, given 

limitations inherent in our mental machinery, if it is even possible at all. There are four main 

possibilities here: 

(1) We are capable of solving every puzzle in the universe and the number of puz-

zles is finite. 
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(2) We are incapable of solving every puzzle in the universe and the number of 

puzzles is finite. 

(3) We are capable of solving every puzzle in the universe but the number of puz-

zles is infinite. 

(4) We are incapable of solving every puzzle in the universe and the number of 

puzzles is infinite.  1400

It could be that (1) is false, and hence either (2), (3), or (4) are true, which implies that the busi-

ness of solving the arcana of the universe will remain forever unfinished for us. Yet even if (1) is 

false, coming to know this could itself be a positive achievement, offering a degree of closure. To 

know that we cannot know is not nothing. By analogy, wracking one’s brain on a puzzle and then 

finding out that the puzzle is actually insoluble can itself bring a certain satisfaction: “Ah-ha! 

The reason my efforts came up empty is because this couldn’t have been otherwise.” 

AFFECTING PERSONS 

 To summarize so far, my ethical view about final extinction aligns with the equivalence 

thesis, according to which its wrongness or badness is reducible entirely to the manner in which 

it is brought about. If voluntary, I do not think our extinction would be wrong; if there is no one 

around to bemoan our non-existence, then I see nothing bad about this state, and I agree with 

Sidgwick, Finneron-Burns, and others that the ideal goods “are only important insofar as they are 

important to humans.”  However, a catastrophe that involuntarily catapults our species into the 1401

eternal grave of final extinction would be bad/wrong to a degree that exceeds our psycho-emo-

tional and cognitive powers of comprehension due to psychic numbing and scope neglect. A vio-

lent and unwanted end to humanity would be unfathomably terrible, and for this reason the 

avoidance of extinction should indeed be a priority for humanity. But I do not accept Parfit’s 

claim that there is a drastic discontinuity between 99 and 100 percent of humanity dying. Rather, 

the difference is simply the number of lives cut short and the suffering caused by 1 percent more 

people perishing. An upshot of this view is that it avoids a problematic implication of totalist 
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utilitarianism and longtermism, namely, that we should allocate far more resources to prevent 

extinction-causing-catastrophes than non-extinction-causing catastrophes—a point I will return 

to in the next chapter. The one reason I believe that Being Extinct would be bad concerns the un-

finished business argument, although I do not take this to have the normative force of a moral 

argument. On my account, the moral badness/wrongness of the Second Death is ultimately re-

ducible, without remainder, to all the first deaths leading up to the Moment of extinction.   1402

 509



 

 510



Figure 14. Consider two scenarios. In World X, more people exist than in World Y, although 

more people would exist in World Y than World X if not for a global catastrophe that annihilates 

humanity (gray line). On my view, the scenario of World X would be significantly worse than the 

scenario of World Y, because there are more “first deaths,” as it were. For totalist utilitarians and 

longtermists, the scenario of World Y would be much worse than that of World X, given the op-

portunity cost of arising from all those extra people who will never exist. 

 The position I am here defending is thus a kind of person-affecting theory. Yet while 

(most) person-affecting theories avoid the Repugnant Conclusion, they encounter problems of 

their own, the most notorious of which is the Nonidentity Problem.  It is worth spending a 1403

moment on this issue. One way to explain this problem begins with the prima facie reasonable 

claim that to wrong someone is to cause them harm, and to cause someone harm is to make them 

worse off than they otherwise would have been. Now consider a case in which it looks like 

someone harms someone else by doing some act, where this very act determines the identity of 

the person apparently harmed. Let’s say that at least part of what makes someone who they are is 

their genes: if you, for example, had different genes, you would be a different person. Now imag-

ine a case in which if Jane conceives a child next week, this child will have an overall good life 

but will, unfortunately, suffer a lifetime of migraines; Jane’s doctor tells her this. However, if she 

conceives next month, her child won’t suffer from migraines. Should she wait to conceive? The 

key point here is that a child conceived next month will almost certainly have different genes 

than one conceived next week, and hence won’t be the same person. If Jane waits, the child who 

would have been conceived next week wouldn’t exist. So, if this child with the migraines is 

brought into the world, it wouldn’t be made worse off than it otherwise would be, since it 

wouldn’t be at all. Hence, if this child isn’t harmed by being created, how can Jane do something 

wrong by conceiving it next week? The lesson seems to be that ethics needs to be more imper-

sonal: it doesn’t matter that some particular person wasn’t made worse off than they otherwise 

would have been; conceiving the child next week makes the world worse by creating someone 

who will suffer, while conceiving the child next month does not. The Total View, and hence the 

impersonalist version of total utilitarianism, does not struggle with this issue: the Nonidentity 
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Problem is a non-problem for totalists. On their account, one can indeed act wrongly even if the 

act doesn’t harm any particular person—indeed, even if it maximizes the wellbeing of every per-

son who currently does or will exist in the future.  1404

 Does this mean that the person-affecting restriction should be abandoned? Some have ar-

gued this, but many philosophers disagree. There is, in fact, a huge literature on the topic, al-

though one recent proposal from Frick seems especially noteworthy. Earlier in this chapter, Frick 

argued against a “teleological” view in axiology according to which value must always be max-

imized or promoted; instead, the appropriate response to value for its own sake might involve 

cherishing, treasuring, savoring, preserving, protecting, and so on. Frick continues this line of 

thinking in a 2020 paper, which argues that the reason totalism and its variants, as well as the 

various person-affecting theories defended in the literature, are unable to reconcile our intuitions 

behind the Procreation Asymmetry and the Nonidentity Problem, is that they all tacitly accept a 

teleological account of value. The good is why we should act in certain ways, on this account; 

that is to say, the kinds of moral reasons we have to act in one way rather than other concern the 

states they will produce. The focus on producing such states is what makes this view teleologi-

cal. Frick thus calls such reasons “state-regarding.” 

However, he suggests that in a wide-range of cases, not just procreation, we may instead 

have “bearer-regarding” reasons, or reasons that are conditional on the existence of bearers. A 

rough analogy can be drawn with promising: most of us would agree that keeping a promise 

makes the world better, and breaking a promise makes the world worse. But this is derivative of 

the deeper reason we have to keep promises: by making a promise, we give “the promisee a 

claim-right to a certain future action on the part of the promiser,” and hence our main reason to 

keep the promise isn’t a state-regarding but a bearer-regarding reason.  By making a promise, 1405

we in a sense create a bearer of the promissory claim-right, the promisee; once this happens, 

then, our duty is to keep the promise. But since our reasons arise from the promissory bearer, 

there is no reason—no state-regarding reason—to create new promisees in the first place. How 

odd would it be to go around making as many promises that one in fact keeps in order to make 

the world a better place? Connecting this to procreation, we have no bearer-regarding reasons to 
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create new people with happy lives, although we do have bearer-regarding reasons to ensure that 

people, once created, are benefited as much as possible. 

There is much more to this argument, which Frick provides in some detail, but suffice it 

to say that the result is a kind of person-affecting theory that (a) avoids the Repugnant Conclu-

sion, (b) explains why we have a strong moral reason not to create people who would have bad 

lives but no corresponding reason to create people who would have good lives, and (c) can also 

account for nonidentity cases in which the choice is between creating one of two people, the first 

with a good life and the second with a better life, where the creation of either of these people 

means that the other person wouldn’t exist. Our reasons to benefit people are conditional upon 

their existence; there is no moral reason to create extra happy people, just as there is no moral 

reason to create extra promises. The result is a promising approach to spelling out the equiva-

lence thesis that withstands some of the main objections those who accept further-loss views, 

such as total-impersonalist utilitarians and longtermists (many of whom are sympathetic with 

total-impersonalist utilitarianism), would make against it. 

BLACKMAIL, SADISTIC PSYCHOPATHS, AND THE COSMOPOLITICAL ARENA 

 Flipping from the topic of “Would final extinction be bad or wrong?” to the question, 

“Would final extinction be better or right?,” I find myself sympathetic with the claims of Hart-

mann, Mainländer, Zapffe, Benatar, Crisp, Knutsson, and other philosophers that our non-exis-

tence would, or at least might, be less bad than continuing to exist, or perhaps even positively 

good, because it would mean that potentially huge quantities of future suffering would never ex-

ist. Notice that, with respect to Being Extinct, the equivalence thesis merely asserts that this state 

or condition would not be bad; it leaves open whether it would be better or good. We can thus 

ask: would the outcome of final extinction be better if, say, it were brought about in a voluntary, 

non-coerced manner, such as by people universally refusing to have children in the absence of 

radical life-extension technologies? My answer is based on several considerations, some of 

which are speculative. 
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The first is this: if there are some kinds of suffering that cannot be outweighed by any 

amount of happiness, such as torture and child abuse, and if the future will contain these kinds of 

suffering, this would count toward the betterness of Being Extinct. In other words, the existence 

of such suffering makes the claim that Being Extant is better than Being Extinct difficult to justi-

fy. The question is, therefore, whether we should expect suffering of this sort to exist in the fu-

ture, and my tentative answer is that we should. Advanced technologies could even make such 

suffering more intense and frequent. For example, if functionalism is true and qualitative mental 

states are multiply realizable, then digital torture and digital abuse could become possible, de-

pending on the computational resources available. Why would anyone simulate torture or abuse? 

One reason might be blackmail: imagine a criminal demanding $100 billion or else they will cre-

ate a population of 10 billion digital people who will be tortured mercilessly for years on end. If 

this money is not delivered, these people may be tortured. Or there could be deranged sadists 

who inflict horrendous harms for their own personal enjoyment, a possibility made plausible by 

the fact that there are people who derive pleasure from seeing others suffer. In some cases, such 

individuals risen to the highest rungs of power—examples include Mao Zedong and Adolf 

Hitler.  Alternatively, there could be certain modes of suffering that are caused inadvertently 1406

by particular computational processes, a highly speculative idea that some philosophers have 

nonetheless taken seriously, although I will not explore it here.  1407

Second, even if the future contains a net balance of happiness over suffering, it could still 

be that the total amount of suffering far exceeds, say, the total amount that has been experienced 

so far on Earth, since the first creatures capable of nociception emerged hundreds of millions of 

years ago (if not longer). Why would this be the case? One possibility is that the total number of 

beings capable of experiencing suffering grows significantly. We could, for example, colonize 

space and terraform exoplanets so they become their own Darwinian theaters in which sentient 

organisms engage each other in a struggle for survival.  Hence, even if there is more overall 1408

happiness than suffering, the result of a large population could be what some have called a “suf-

fering catastrophe,” on the model of “existential catastrophe.”  1409

Third, it could be that the future contains more total suffering than happiness; the future 

could be worse than the present or past. Why would this happen? In the relative near term, cli-
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mate change will have devastating consequences for hundreds of millions if not billions of peo-

ple. There is good reason to believe that the average wellbeing of people on Earth will decline as 

this slow-motion catastrophe envelopes the world in a burning blanket of misery. Even those in 

the richest countries of the Global North, who will be to some extent protected from the physical 

harms caused by extreme weather, sea-level rise, food supply disruptions, and so on, will none-

theless have to wake up each morning to headlines that are nothing like the headlines of today. 

The psychological trauma of even just spectating from a distance could be profound. 

Looking further toward the temporal horizon, Daniel Deudney provides a cogent argu-

ment in his 2020 book Dark Skies that establishing Earth-independent colonies on Mars could 

have catastrophic consequences for both Martians and Earthlings, but especially us, who may 

outnumber Martians by a large number. One argument goes like this: Martian colonies will ini-

tially be under the control of Earth-based governments, but over time will very likely want their 

independence. If history is any guide, and it should be, there will be resistance, and consequently 

conflict may break out. If this occurs, the Martian colonies, even if much smaller in number, will 

have enormous offensive capabilities, since (a) Mars is right next to the asteroid belt (between 

Mars and Jupiter), (b) Mars is a less massive planet than Earth, and hence its gravity well is shal-

lower, meaning that it would be much easier for spacecraft to come and go from Mars than it is 

for them to break free of Earth’s gravitational pull, and (c) it would be relatively easy for Martian 

military spacecraft to redirect asteroids in the asteroid belt toward Earth, thus converting them 

into what some have called “planetoid bombs.”  A few dozen planetoid bombs colliding with 1410

Earth would be more than enough to destroy terrestrial civilization, although it is also entirely 

possible that both civilizations are obliterated in the process. In fact, Deudney argues that the 

danger of interplanetary wars might explain the Great Silence of the universe: either civilizations 

at roughly our level of technological development try to colonize their solar system and self-de-

struct in the process, or they are wise enough to realize that colonizing their solar system would 

carry this risk, and hence choose not to do so. In Deudney’s words, “the reason we do not see 

evidence for other intelligent species in the cosmos is that they either succumbed to the perils of 

expansion or intelligently eschewed this path.”  However, given the push to build colonies on 1411
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the Red Planet, fourth rock from the sun, by billionaires like Musk, it seems quite possible that 

our species will someday, perhaps fairly soon, call Mars their home. 

 Even if we managed to spread beyond our solar system, the same general issues will arise

—but this time involving radically multipolar rather than bipolar configurations. One way to de-

lineate the situation goes like this: to begin, there are three primary mechanisms that could pro-

vide security to future species and civilizations spread throughout the cosmos.  The first is 1412

trust. If A and B consider each other to be sufficiently trustworthy, then neither has strong reason 

to preemptively strike the other as a way of ensuring that they won’t be preemptively struck first. 

But if A does not trust B, it will be rational for A to build up its defenses just in case B decides to 

strike. However, B will perceive this as A preparing to attack, so it will build up its own defenses 

in response. A will then perceive this as B preparing to attack, and consequently build up is de-

fenses even more. The result would be a feedback loop of growing militarization that amplifies 

the probability of conflict actually occurring, a phenomenon that international relations theorists 

call the “security dilemma.” A related phenomenon is the “Hobbesian trap” or “Schelling’s 

dilemma,” whereby even if A harbors no ill will toward B, it might still be inclined to attack sim-

ply to eliminate the possibility of being struck first. The classic illustration of this involves a 

robber with a gun who breaks into a house intending only to steal jewelry; the owner wakes up 

and confronts the robber with a gun. Neither wishes to shoot the other, yet each fear that they 

will be shot if they don’t shoot first. The result is an inadvertent tragedy. 

 The question is thus: will future species and civilizations be able to trust each other? And 

the answer is probably no. Why? Because as species spread into space, they will undoubtedly 

diversify in all sorts of ways, both evolutionarily and ideologically. A colonized universe would 

likely contain an enormous range of distinct types of beings, distinguished by their cognitive ar-

chitectures, emotional repertoires, psychological profiles, normative worldviews, political pref-

erences, linguistic systems, scientific traditions, governmental institutions, technological capabil-

ities, and perhaps even religious ideologies. Although diversity can be advantageous (and is 

something that, by every reasonable account, we should promote in our society), too much diver-

sity of a fundamental sort could render it impossible for any two populations to understand each 

others’ motives, predict each others behaviors, understand each others’ reasons, and so on—in-

 516



deed, it could be that the “cognitive space” (that is, the region of knowledge that is in principle 

accessible to some type of mind) of different species does not fully overlap, meaning that each is 

cognitively closed to ideas or phenomena that the other finds within epistemic reach. Imagine 

one species using its technology to manipulate the universe in a way that the other cannot—in 

principle—understand. Such differences may be sufficient to trigger a security dilemma or 

Hobbesian trap situation. Now imagine millions of different civilizations in this predicament and 

it should become clear why war is the likely outcome. 

 The second mechanism that could provide security is what Thomas Hobbes famously 

called the “Leviathan,” i.e., a state system with a monopoly of legitimate violence capable of act-

ing as a neutral referee that intervenes among its “citizens.” In such a situation, it doesn’t matter 

whether there is mutual trust between A and B because if A were to attack B, the state would ei-

ther prevent this from happening or punish A for the attack and compensate B for its losses. Fur-

thermore, A knowing that this would happen provides good reason for it not to try in the first 

place. But could there be a state system of some sort that imposes law and order throughout the 

cosmopolitical realm, thereby eliminating the sort of anarchy that might otherwise lead to war? 

The answer seems to be negative, since for a Leviathan to maintain order, its law enforcement 

branch, judiciary, and so on, would need to be well-coordinated and responsive to realtime 

threats. Without a timely response to escalating disputes, the state would become useless, just as 

a police force that shows up two weeks after an emergency call is made regarding an act of vio-

lence would be no better than no police force at all. The trouble is that the universe is vast and, 

so far as we know, nothing can travel faster than the speed of light. Consider that signal delays 

between just Earth and Mars range from 4 to 24 minutes, depending on where each planet is in 

its orbit, and travel times range from 150 to 300 days. Yet a signal sent to the relatively nearby 

super-Earth Gliese 581d, for example, would take roughly 20 years, meaning that if a message 

were sent today, in 2023, it wouldn’t reach Gliese 581d until 2043, while a spaceship traveling at 

one-quarter the cosmic speed limit—perhaps using some form of nuclear pulse propulsion—

wouldn’t arrive until 2103. The Andromeda Galaxy is some 2.5 million light-years away and the 

Triangulum Galaxy about 3 million light-years. Now consider that there are some 54 galaxies in 

our Local Group, which is about 10 million light-years wide, within a universe that stretches 
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some 93 billion light-years across; and recall that the universe is metrically expanding at an ac-

celerating rate. Once again, it looks as if this second mechanisms for maintaining security would 

be otiose, like the first. 

 The third mechanism is a policy of deterrence: if A convinces B that A is not going to at-

tack, and that if B attacks A at any point, A will launch a retaliatory strike that is as bad or worse 

than B’s attack, this could ensure that B does not attack. If B convinces A of the same thing, the 

result would be a stable equilibrium known as the “balance of terror,” or “mutually assured de-

struction.” But once again we must ask: would policies of deterrence work in the vastness of 

space? Probably not, as the weapons that may become available to super-technologically-ad-

vanced civilizations could give first-movers a decisive advantage. For example, heliobeams or 

sun guns could destroy targets by concentrating large amounts of solar radiation via concave mir-

rors attached to satellites, and direct-energy weapons (DEWs) like lasers and particle-beam 

weapons use highly focused energy to superheat their targets. (The US government has, in fact, 

already developed weapons of this sort.) Yet, given the infancy of science, there could be 

weapons far more devastating that we cannot yet begin to imagine—such as gravitational waves 

that an attacking civilization could use to create black holes.  Or, perhaps the universe is in a 1413

“false vacuum” state that would enable civilizations with high-powered particle accelerators to 

extort others by threatening to destroy their entire future light cone; or perhaps civilizations that 

are engaged in conflict come to believe that are they are about to lose, and hence trigger this 

doomsday device so that no one wins; or there could be omnicidal agents who use such accelera-

tors to obliterate the universe because they harbor a death wish for all life, or because they read 

the work of Eduard von Hartmann and became convinced that this is the ultimate telos of the 

“world-process.” For such reasons, it does not look like deterrence, either, could effectively pre-

vent violence from arising in the anarchic cosmopolitical realm. 

HAPPIER, KINDER 

 The point is that space colonization might very well result in enormous amounts of suf-

fering, both physical and psychological, in the future—it does not appear to be the path to utopia 
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that many space expansionists (including some longtermists) have imagined. It might not even 

reduce the probability of our own extinction, an idea independently alluded to by several schol-

ars over the past few decades. For example, Jonathan Schell himself wrote in The Fate of the 

Earth that 

one of the most common forms of the hope for deliverance from the nuclear peril 

by technical advances is the notion that the species will be spared extinction by 

fleeing in spaceships. The thought seems to be that while the people on earth are 

destroying themselves communities in space will be able to survive and carry on. 

This thought does an injustice to our birthplace and habitat, the earth. It assumes 

that if only we could escape the earth we would find safety—as though it were the 

earth and its plants and animals that threatened us, rather than the other way 

around.  1414

Similarly, in his 2020 book Utilitarianism, Tim Mulgan asks: 

Why is this humanity’s “most dangerous and decisive period”? … The standard 

answer is that “[o]ur descendants could, if necessary, go elsewhere, spreading 

through the galaxy” … thereby very greatly reducing the ongoing threat of extinc-

tion. But is this just another failure of imagination? Are we simply too ignorant to 

appreciate the new threats that might confront any space-faring civilisation? 

(Consider a sobering analogy. Our distant ancestors might have hoped to remove 

the threat of extinction by spreading across the entire globe. But this has simply 

opened up new global extinction threats.)  1415

The claim, which looks very plausible to me, that colonizing space could result in even greater 

amounts of suffering thus provides another reason, albeit speculative, for why the state or condi-

tion of Being Extinct, in the sense of final extinction, might be good. 

 519



 But what about the other forms of extinction? One reason to oppose terminal extinction 

comes from the argument from cosmic significance. But here I tend to agree with David Benatar 

that there are no compelling reasons to believe that the absence of rational beings like us would 

be any more tragic than there being no seven-legged creatures. With respect to phyletic extinc-

tion, the possibilities here are so complex and wide-open that it is very hard to say whether this 

would be good or bad, better or worse: maybe we could naturally evolve into a happier, more 

cooperative, more peaceable, and kinder species, in which case Being Extinct in the phyletic 

sense would also be good, for very different reasons than Being Extinct in the final sense might 

be good. However, I have strong doubts about whether we could achieve this end through tran-

shumanist means, that is, by reengineering the human organism using advanced technologies. As 

Robert Sparrow convincingly argues, implementing the “liberal” eugenics vision of transhuman-

ism would very likely yield an outcome indistinguishable from the aim of the “old” eugenics 

programs of the twentieth century.  Since I explore this topic elsewhere, I won’t elaborate on it 1416

here.  Suffice it to say that radical human enhancement could greatly exacerbate wealth and 1417

power disparities, while significantly reducing rather than promoting diversity within society. I 

am very worried about the actual, real-world consequences of trying to become, or create, a su-

perior race of radically enhanced posthumans. 

 As for normative extinction, the evaluative status of this would crucially depend on the 

details. If one is especially worried about suffering, as I am, then a scenario in which our descen-

dants evolve into philosophical zombies might be good, as this would entail that such beings 

never have unpleasant experiences. There would be no suffering, and hence, it is not obvious that 

this outcome would be that tragic, given the possibilities outlined above. Other, more dystopian 

kinds of normative extinction would patently be bad—if, for example, a totalitarian state were to 

subjugate and oppress the entire human population. There is much more to say about these sce-

narios, and about some of the other arguments discussed earlier (such as the argument from im-

poverishment), but I will save that for a subsequent publication. 

CONCLUSION 
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 These are three general considerations that suggest that Being Extinct, in the sense of fi-

nal extinction, would be better, if not good. When combined with the equivalence thesis that Be-

ing Extinct would not be bad, they yield a picture that leans toward pro-extinctionism—that is, 

on the absolutely crucial condition that the better state of non-being is brought about in a morally 

acceptable manner. But herein lies the practical hurdle: the only acceptable means to bringing 

about our complete and permanent non-existence (with no successors) are extremely unlikely to 

be adopted by everyone, or enough people, on Earth to work.  As antinatalists like Benatar 1418

know full well, there is more or less zero chance that people around the world would voluntarily 

bring about a dying-extinction; nor is everyone likely to participate in mass collective suicide, a 

possibility registered by philosophers like David Heyd.  Even if one could euthanize humanity 1419

instantaneously, with no attendant physical or psychological suffering, we should still vehement-

ly oppose this because it would cut lives short, and I think Thomas Nagel and Benatar are right 

that death can harm the one who dies. In reality, the most plausible scenarios leading to our ex-

tinction arise from involuntary natural or anthropogenic catastrophes, which would cause 

tremendous amounts of misery and anguish. It follows that since a global catastrophe would be 

very bad, and since there is no plausible route from Being Extant to Being Extinct that doesn’t 

involve catastrophic harms, those who accept my view will in practice work diligently to not 

only ensure humanity’s continued survival by reducing the probability of global catastrophic 

risks, but make the future as good as it can possibly be, a task whose urgency is underlined by 

my claims above that the future could be much worse than the present. I am, tentatively, inclined 

to agree with Schopenhauer’s sentiment that Being Never Existent would have been best. Those 

who disagree with this find themselves in the uncomfortable position of arguing that all the good 

things that have happened throughout human history can somehow compensate for, or counter-

balance, all the bad things that have happened—a claim that, I believe, most people would find 

difficult, or impossible, to justify after a few minutes of reflecting on the most horrendous crimes 

and atrocities of our past. (Is the existence of humanity “worth it” if the costs are horrors like 

child abuse and occasional genocides? The question itself looks offensive. Since we should ex-

pect these very same horrors in the future, the question thus becomes: is the future worth it? Is 

the future worth risking the realization of similar such horrors?) However, given that we do exist 
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right now, and there are no acceptable exits from the prison cell that confines us, the only rea-

sonable response is to make the best of this situation, which means preventing catastrophes, in-

cluding those that could cause our extinction (the worst-possible catastrophe, as it would involve 

the greatest number of casualties), while ameliorating the human condition in every way possi-

ble. 

 To conclude this penultimate chapter, let’s briefly survey the terrain that it covered. The 

fourth wave in Existential Ethics has seen a number of philosophers put forward arguments in 

favor of our continued existence based on non-utilitarian ethical theories. Some have suggested 

that our extinction would be tragic but also leave the world a better place, or that Being Extinct 

would not itself be bad because there would be no one around to bemoan the nonexistence of 

humanity, or the various things we find valuable. Others have contended, à la Partridge and 

Schell, that much of the value and meaning of our lives is contingent upon the succession of gen-

erations persisting long after we ourselves have passed into nothingness. The fact that many—

relatively speaking—philosophers have broached the topic over the past five years is encourag-

ing, as it suggests that Existential Ethics may be finally receiving the philosophical attention that 

it deserves. But there is still much more progress to be made. Toward this end, I hope this book 

contributes something useful. 

 With these thoughts, we come to the end of History #2. 
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CHAPTER 12: LOOKING FORWARD TO THE FUTURE 

SCRATCHING THE SURFACE 

 We have now completed our grand sweep of historical thinking about (1) the possibility, 

probability, etiology, etc., of human extinction, and (2) the ethical and evaluative implications of 

our collective disappearance in the universe. 

This journey has taken us from the ancient Egyptians and Presocratic philosophers 

through the Middle Ages, to the scientific breakthroughs and cultural shifts of the nineteenth cen-

tury, past the onset of the Atomic Age and Anthropocene, up to the second decade of the twenty-

first century, when I am writing this sentence at a small desk on the campus of Leibniz Univer-

sität Hannover (in 2022). We have seen how the histories of #1 and #2 intersected at the turn of 

the twentieth century, and explored the cosmological theories of Xenophanes and the ancient 

Greek atomists. We witnessed the Great Chain of Being collapse in the early 1800s and saw how 

the atomic bombings of Hiroshima and Nagasaki spurred declarations that a terrifying new era 

had commenced. We traced the genealogy of longtermism through the work of Henry Sidgwick, 

Derek Parfit, and Nick Bostrom, and identified Mary Shelley and Montesquieu as among the first 

to address evaluative questions within Existential Ethics. We examined worries about cometary 

impacts, evolutionary degeneration, ozone depletion, nuclear winter, and self-improving AI sys-

tems, and outlined how neo-catastrophism superseded the uniformitarian paradigm of Charles 

Lyell in the 1980s and early 1990s. We discussed the claim that thermodynamics renders human 

existence meaningless, and surveyed the pessimism of German philosophers like Eduard von 

Hartmann and Philipp Mainländer. Our journey has led us to distinguish between further-loss 

views and the equivalence thesis, and we established novel concepts like existential mood and 

existential hermeneutics. We showed how the futurological pivot foregrounded worries about 

technologies anticipated to arise in the twenty-first century, and why many experts believe that 

the probability of self-annihilation today is higher than ever before in our species’ 300,000-year 

history on Earth. Our historical investigations covered ancient visions of worldwide catastrophes, 

early beliefs in the existence of extraterrestrials, the secularization of Western societies in the 
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nineteenth century, WWI-era fears of civilizational destruction, the science fiction of Camille 

Flammarion, H. G. Wells, and Olaf Stapledon, the discovery of the nuclear chain reaction in 

1933, Kenneth Tynan’s coinage of “omnicide,” the philosophical and ecological arguments for 

antinatalism, and the transhumanist promise of a techno-utopian paradise of “surpassing bliss 

and delight.”  1420

 All of this barely scratched the surface of the book’s two main topics. 

DISCOVERY AND INVENTION 

 In closing this lengthy monograph, let’s return to an idea mentioned in chapter 1 and ref-

erenced throughout the text, namely, that there is no reason to believe that the story of thinking 

about human extinction has come to an end, i.e., that the idea or concept will not further evolve 

in the future. Additional shifts in existential mood could still occur, corresponding to different 

sets of answers to the questions of whether our extinction is possible and, if so, how probable it 

is; how many types of kill mechanisms there are; whether these kill mechanisms could eliminate 

us in the near term; whether our extinction is inevitable or avoidable; and so on.  What might 1421

these future existential moods look like? How could our understanding of humanity’s existential 

predicament in the cosmos change? In chapter 1, I suggested that the hypothesis underlying the 

periodization of Western thinking about human extinction, which was built on the dual phenom-

ena of enabling conditions and triggering factors, may be sufficiently general to make predictions 

of how existential moods could shift in the future. Put differently, existential mood theory might 

offer some insight about the way our thinking could change in the years and decades to come. 

Let’s examine a few possibilities. 

 To begin, recall that every shift in existential mood except for the most recent one result-

ed from the discovery or creation of new types of kill mechanisms. The question is thus whether 

additional kill mechanisms might be discovered or created in the future—and the answer appears 

to be a resounding yes. Consider first that it was only quite recently, over the past four decades, 

that many scientists came to accept that natural phenomena like asteroids, comets, and volcanic 

supereruptions could alter the entire planet, thereby precipitating mass extinction events. Since 
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we have no reason to believe that our empirical knowledge of the physical universe is com-

plete—or anywhere close to this—it seems entirely possible that other natural monsters, or un-

known unknowns that are naturogenic, may be lurking in the cosmic shadows of our collective 

ignorance. Maybe scientists have not yet seen these because they are looking in the wrong 

places: the classic example of the drunk searching for his keys under the streetlamp comes to 

mind. Or maybe scientists are looking in the right places but unable to see the monsters before 

them due to a scotoma, or blind spot, in their vision of the universe and everything it envelopes. 

After all, people had known about comets for ages, yet it wasn’t until the end of the twentieth 

century that the scientific community came to agreed that they do in fact pose risks to the sur-

vival of creatures like us. Or consider that when I first began my research for this book in 2019, I 

was flabbergasted by news reports that scientists had recently stumbled upon, completely by ac-

cident, an entirely new category of large-scale geological phenomena right here on Earth, which 

they called stormquakes. A stormquake is a seismic event caused by storms over the ocean that 

transfer energy into the water, producing ocean waves that interact with the lithosphere below. 

The effects can radiate across continents for thousands of miles.  Fortunately, stormquakes do 1422

not pose any threats to our species (that we know of), though they are an unsettling reminder that 

our models of the world, including parts of our own planetary backyard, remain fragmentary. 

What else might we be missing? 

 If another naturogenic kill mechanism, or cluster of kill mechanisms, were discovered, it 

could very well induce another shift in existential mood. Imagine, for example, scientists discov-

ering that each time a stormquake occurs, there is a small chance that it could, somehow, cause 

our extinction. Over time—say, over a millennium—this nonzero probability adds up to near cer-

tainty; the only reason we haven’t witnessed a stormquake-induced human extinction event is 

because of an observation selection effect: if one had happened in the past several million years, 

we probably wouldn’t be here to talk about this phenomenon (i.e., we will only ever find our-

selves in worlds that haven’t recently witnessed catastrophes that would destroy us). How might 

the existential mood shift as a result? Every time a hurricane forms in the North Atlantic Ocean, 

or a cyclone in the South Pacific Ocean, there would be a real chance that all human life comes 

to an end. Surely this new mapping of the threat environment would have major implications for 
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how people live their lives: the realization that annihilation could happen any day, month, or year 

would no doubt radically alter the “hue” that colors “everything we see around us,” to quote Erik 

Ringmar’s description of “public moods” that we discussed in chapter 1.  1423

 As John Leslie argued in his exhaustive catalogue of potential threats to our existence, “it 

would be foolish to think we had foreseen all possible natural disasters.”  But it would also be 1424

foolish—as Leslie noted further down on his list—to believe that we have created or anticipated 

ever possible threat arising from science and technology. There are good reasons to expect 

technoscientific monsters, perhaps a large number of them, to leap out from the shadows as hu-

manity charges into the future. These could be as inconceivable to us right now as CRISPR-Cas9 

and gene drives would have been to Charles Darwin, or the nuclear chain reaction would have 

been to Lord Kelvin. As Toby Ord writes, echoing a worry expressed by many others, “with the 

continued acceleration of technology, and without serious efforts to protect humanity, there is 

strong reason to believe the risk will be higher this century, and increasing with each century that 

technological progress continues.”  One may find Ord’s use of the word “progress” rather 1425

misplaced here. In what sense has science and technology catalyzed “progress” if they have si-

multaneously nudged humanity closer to the precipice of total annihilation than ever before? 

How can one talk of such “progress” continuing if the expectation is that the risks will further 

rise? If one measures progress in terms of our existential safety, and existential safety in terms of 

the probability of catastrophic extinction per some unit of time (say, a century), then the story of 

human history is one of regression. We are heading in exactly the wrong direction because of 

science and technology. 

Putting this quibble aside, imagine that scientists discover a way to build a doomsday 

machine that requires only materials available to most people on the planet. These scientists 

struggle to keep this discovery quiet, but someone on the team accidentally sends an email with 

details of the machine to the wrong email address (entirely within the realm of possibility), and 

consequently the next day news headlines around the world read: “Novel Way to Destroy the 

World Discovered,” followed by the subheading: “One stop at the local hardware store could 

enable anyone to end everything.” Is a scenario like this plausible? Who knows—maybe. There 

is no particularly good reason to think it impossible. Five years from now, or perhaps next week, 
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someone might stumble upon a technological device of this sort that would empower single indi-

viduals with limited resources to unilaterally exterminate humanity.  How long could we hope 1426

to survive in such a world? More than a year? More than a month?  How might the an1427 -

nouncement of this discovery suddenly shift the existential mood? 

This is just one extreme possibility. It could be, instead, that we end up creating more 

technologies that are relatively difficult for groups or individuals to acquire, but which further 

complexify the threat environment in ways that incrementally raise the overall probability of 

doom. Or perhaps there are diminishing returns to technoscientific research: though we may pour 

more money into research projects and increase the total number of working scientists, the curve 

of novel insights and innovations could asymptotically level off.  The human mind is epistem1428 -

ically bounded (as noted in chapter 11’s discussion of cognitive closure), and we may have 

plucked most or all of the low-hanging fruit from the proverbial trees of knowledge-that and 

knowledge-how. Maybe there are simply no more major discoveries or inventions out there that 

would, if found, radically alter our mappings of the threat environment. Consider, for example, 

the length of each existential mood in Western history: the first spanned some 1,500 years, the 

second roughly a century, the third just over three decades, and the fourth about a decade or two, 

at which point the fifth existential mood emerged. If one were to extrapolate this trend into the 

future, one might expect there to have already been another shift, yet the fifth mood has pre-

vailed since the early 2000s—two decades ago. Perhaps, then, Ord is wrong that the total risk 

will continue to rise this century and beyond. Maybe we have reached peak risk, and maybe this 

means that there aren’t any technoscientific monsters haunting our collective future.  1429

Time will tell if this is correct. The point is that there could very well be future develop-

ments that superimpose yet another layer on the palimpsest of Western existential moods. Exis-

tential mood theory tells us that this may happen if new triggering factors arise—that is, if we 

discover or create novel kill mechanisms, or perhaps devise a new theoretical framework in 

which to conceptualize the threat environment, as occurred in the late 1990s and early 2000s. I, 

however, remain fearful of monsters, those dreaded second-order unknowns that, as such, no one 

will see coming.  1430
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THE DRAGON WILL EMERGE 

 Our discussion so far has assumed that the background enabling conditions will remain 

unchanged in the future. But can we be confident that the secularization of the Western world 

will never reverse? Trends sometimes flip. The unthinkable occasionally happens. Unexpected 

change can occur rapidly. For example, many progressive Americans in the early 2000s—myself 

included—thought it unimaginable that the Supreme Court would legalize gay marriage in 2015: 

it just wasn’t conceivable to us, given the political environment and pervasive attitudes at the 

time. Gay marriage’s legalization was a surprise (and a welcome one, at that). Similarly, hardly 

anyone expected Donald Trump to win the 2016 election when he first announced his candidacy. 

Many other examples could be adduced, but the point is that however difficult it might be to 

imagine the West becoming, once again, dominated by religion, there is no guarantee that it 

won’t. History bears witness to many Christian revivals, or “Awakenings,” over the past few cen-

turies, and hence a return to religion would not be unprecedented. 

If this were to happen, human extinction would once again come to be seen by many as a 

self-contradictory concept that denotes an outcome which could not possibly obtain, given the 

ontological nature of humanity and our eschatological role in God’s grand plan for the cosmos. 

The West would thus return to the first existential mood during which most people—at times vir-

tually everyone—accepted some form of Thomas Dick’s and Benjamin Franklin’s notions of 

“perfect security” and “Comfort,” respectively. This would have two consequences: first, pres-

ently acknowledged kill mechanisms would be demoted to, and dismissed as, phenomena that do 

not in fact pose any risk of destroying humanity, since humanity is indestructible. Or as we saw 

in the case of nuclear weapons, they may simply be integrated into prior eschatological narra-

tives as catalysts of the apocalypse, on the other side of which lies eternal life in paradise. Sec-

ond, the discovery or creation of new kill mechanisms wouldn’t occasion any significant re-

mappings of the threat environment, as they would also be interpreted through a religious exis-

tential hermeneutics. Again, some might be dismissed or ignored, while others might be incorpo-

rated into this or that end-times narrative.  In fact, we are already seeing this happen with cer1431 -

tain emerging and anticipated technologies, such as artificial superintelligence (ASI). According 
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to some Christian apocalypticists, eschatological actors like the Antichrist and the “beast” (some-

times interpreted as the Antichrist) will either use advanced AI to gain political power and ma-

nipulate the masses or actually be an ASI. As one author writes, “the beast is a global superintel-

ligence arising from humanity … not quite AI but a cybernetic, socio-technological, hybrid, or 

human-machine intelligence.”  Another specifically cites Bostrom’s 2014 book Superintelli1432 -

gence in declaring that 

Scripture has long foretold that the birth of AI … or what Scripture calls the False 

Prophet. … People will extol its virtues as representing the pinnacle of humanity’s 

genius. … [But] when the Antichrist calls for the death of the so-called insurgent 

believers, the AI will have all the information needed to exact the great purge that 

will be considered necessary to rid humanity of its dissidents, and unify it once 

and for all. Suddenly, the dragon will emerge, and no minority report will be con-

sidered.  1433

To be sure, these are fringe views, but they offer a glimpse into how new triggering factors could 

be interpreted by believers. Without the enabling condition of a secular worldview, and without 

its attendant secular hermeneutics, discovering or creating new kill mechanisms won’t shift the 

existential mood, since the most fundamental question about human extinction—whether it is 

possible in principle or not—will receive a negative answer. The first existential mood that 

reigned for some 1,500 years would thus reappear, although this time, unlike before, it would 

pervade a culture that actually has the technological capabilities to self-destruct, and which faces 

threats like climate change and biodiversity loss that could seriously erode the foundations of 

civilization. 

 Would this be a dangerous combination? Should those of us who accept a secular per-

spective and believe that human extinction could really happen be concerned if the West were to 

become predominantly religions once more? The answer depends on the details of the religious 

beliefs that people espouse. If dispensationalist Christianity were to become widely adopted, the 

results could be catastrophic. Recall Jerry Walls’ comment from chapter 4 that the eschatology of 
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dispensationalism “inclines its adherents not only to despair of changing the world for good, but 

even to take a certain grim satisfaction in the face of wars and natural disasters, events which 

they interpret as the fulfillment of prophecy pointing to the end of the world.”  Even more, it 1434

could lead people to ignore the dangers posed by climate change, and even pursue actions that 

would exacerbate the risk of catastrophe. As I also noted in chapter 4, Ronald Reagan’s Secretary 

of the Interior, James Watt, brushed aside concerns about environmental degradation because of 

his apocalyptic beliefs, and Reagan himself described nuclear weapons as a fulfillment of 

prophecy, although—thankfully—he seems to have tempered his “nuclear dispensationalism” 

over the course of his presidency. Along similar lines, Pat Robertson imagined that a large aster-

oid collision could initiate the Great Tribulation, which suggests that if someone like him were in 

the Oval Office, and if NASA were to tell him that a 12-kilometer asteroid is barreling toward 

Earth, he might not take steps to divert it away from us. 

 However, not all forms of Christianity are so overtly dangerous. Although the belief that 

human extinction is fundamentally impossible may lead believers to shrug-off claims that, for 

example, we should worry about pandemics, asteroids, climate change, and ASI because they 

might cause our extinction, most of these phenomena pose serious risks to humanity that nearly 

everyone will still wish to avoid. An engineered pandemic that could kill 100 percent of the pop-

ulation might also kill “only” 50 percent; climate change could render Earth uninhabitable to 

humans (although current science suggests this is unlikely), but it also threatens to inflict serious 

harms on people the world over, especially in the Global South; and so on. Most Christians will 

obviously want to mitigate these risks, and since some of the very same strategies to prevent 

non-extinction-causing scenarios would also, simultaneously, help to prevent extinction-causing 

scenarios, it might not matter, practically speaking, whether the majority believes our extinction 

could actually occur or not. Improving disease surveillance, modeling the spread of infectious 

pathogens, stockpiling vaccines, and so on, would reduce the probability of both local epidemics 

and global pandemics that risk catapulting us into the eternal grave of extinction. The same 

points apply to asteroids, climate change, and other such phenomena. 

However, the final word on whether a resurgence of moderate religion would be undesir-

able, from a secular perspective, will depend on one’s position in Existential Ethics. For exam-
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ple, someone who accepts the further-loss views of longtermism, according to which the over-

whelming source of badness from final or normative extinction is the axiological “opportunity 

costs” of Being Extinct, might want to strongly prioritize the avoidance of extinction over cata-

strophes that probably won’t end the human story forever. Imagine a scenario in which one has 

limited resources and faces the following two possibilities: (1) a catastrophe that will unfold over 

several centuries, causing profound suffering and cutting many lives short, but is mostly circum-

scribed to one region of the world, and (2) an event that could suddenly, and painlessly, terminate 

all human life in the near future. Longtermists would most definitely want to focus on avoiding 

(2), while religious people would, presumably, want to focus on (1). In expected value terms, fo-

cusing on (1) could have a far higher payoff than focusing on (2), assuming something like the 

Total View in population axiology. And since naturalistic human extinction cannot occur, on the 

religious person’s view, (2) is either impossible or would happen in a way that accords with 

God’s plan for humanity. It would not be the end of our story. This means that, from a longter-

mist perspective, a return to religion even in its moderate forms could be troublesome: if what 

matters most, or a great deal, is the avoidance of extinction, but if a majority of people do not 

think this is even possible, then it may be very hard to convince them that our finite resources 

should be preferentially allocated toward preventing scenarios like (2). To borrow an analogy 

from chapter 1, if someone came to believe with confidence that they will never get in a car ac-

cident, they might decide to stop wearing a seat belt, which could thus increase their likelihood 

of vehicular death, assuming this person is wrong and vehicular death is, in fact, possible. In con-

trast, someone who adopts my own view in Existential Ethics would side with those Christians 

who prioritize (1) over (2): since there are no ethically relevant opportunity costs of Being Ex-

tinct, the question of extinction boils down to how much suffering Going Extinct causes. And 

since, ex hypothesi, there wouldn’t be any suffering in the case of (2), I would much rather our 

finite resources be directed toward (1) than (2). Hence, for this very reason, with respect to this 

particular case, if I had to choose between a world run by longtermists and a world run by mod-

erate Christians, I would readily pick the latter. 

To summarize these points, (a) it is entirely possible that the enabling conditions change 

in the future such that the first existential mood, or a variant of it, comes to dominate the Western 
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worldview once again, (b) some forms of religion could be very dangerous in the milieu of the 

twenty-first century, (c) other forms would not be, and (d) whether one judges a widespread re-

vival of even just moderate versions of religion to be undesirable will depend on one’s views 

about the ethical and evaluative implications of extinction. Those who hold strong further-loss 

views should be more concerned about this than those, like me, who endorse the equivalence 

thesis. 

THE WORLD STAGE 

 This being said, the secularization trend reversing does not, as of now, appear probable. 

To the contrary, the evidence suggests that the decline of religion in the West is robust, and will 

continue for the foreseeable future. For example, as noted in chapter 6, one study found that reli-

gion is heading for “extinction” (the authors’ word) in nine Western countries, namely, Australia, 

Austria, Canada, the Czech Republic, Finland, Ireland, the Netherlands, New Zealand, and 

Switzerland.  Even in the United States, which is “the most devout of all the rich Western 1435

democracies,” the “decline of Christianity continues at [a] rapid pace.”  Our likely future is 1436

thus one in which the enabling conditions that first arose in the nineteenth century, later spread-

ing from the intelligentsia to the general public in the 1960s, will continue to hold. Since these 

conditions are what enable triggering factors to induce shifts in existential mood, and since we 

have reason to expect new kill mechanisms to be discovered or created in the future, the most 

probable scenario may be that a sixth, or seventh, and eventually eighth existential mood will 

someday emerge in the West, assuming one can talk about “the West” still existing in the future, 

given that our world is becoming a single global village. 

 This leads to an interesting point: although religious belief is fading in the Western world, 

studies show that it is on the rise globally. According to a PEW study titled “The Future of World 

Religions,” Islam is the fastest growing religion and will reach about 2.76 billion adherents by 

2050, just shy of Christianity’s expected 2.92 billion adherents (compared to 1.6 billion Muslims 

and 2.17 billion Christians in 2010).  Meanwhile, the percentage of atheists, agnostics, and 1437

other religiously unaffiliated people will fall during this period from 16.4 percent to 13.2 percent, 
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which means that nearly 87 percent of the global population will accept some form of religion by 

the middle of this century, with roughly 61.1 percent belonging to either Christianity or Islam. 

The underlying cause of these trends is differential birth rates paired with the fact that one’s reli-

gious identity is typically inherited from one’s parents. As Alan Cooperman, PEW’s director of 

religion research, memorably explained the situation, “you might think of this in shorthand as the 

secularizing West versus the rapidly growing rest.”  1438

 

Figure 15. PEW’s projections of religious demographics up to 2050. 
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 Yet the PEW study may be underestimating the growth of religion in the coming decades, 

as history shows that natural disasters, wars, and other socio-politico-economic disruptions can 

intensify religious fervor and spur some people to convert. An example comes from early Chris-

tianity, which recall from chapter 1 underwent its first great surge in numbers during the third 

century CE. According to Rodney Stark’s The Rise of Christianity, referencing the epidemics that 

swept across the Roman Empire during the second and third centuries CE, “had classical society 

not been disrupted and demoralized by these catastrophes, Christianity might never have become 

so dominant a faith.”  One can never be certain about counterfactual histories, of course, al1439 -

though many other examples make Stark’s claim plausible. Consider that the Year Without a 

Summer, which inspired Lord Byron’s Darkness and Mary Shelley’s Frankenstein, led to packed 

churches throughout Europe and North America, as many interpreted the bizarre meteorological 

anomalies of 1816 as harbingers of the world’s imminent end. The point is that, since the current 

century will almost certainly witness enormous, unprecedented disasters, if only because of cli-

mate change, we might expect this to lead some unaffiliated people to apostatize their apostacy, 

so to speak. In a world turned upside-down by ecological collapse, lethal heatwaves, massive 

wildfires, devastating famines, megadroughts lasting decades, huge migrations of desperate cli-

mate refugees, and so on, many otherwise faithless individuals might find that religion offers the 

spiritual succor and eschatological hope needed to stay strong. This trend might be further ampli-

fied by the fact that versions of both Christianity and Islam prophesy catastrophes at the end of 

time, which could yield a rather persuasive case that these religions are true: “See what’s hap-

pening around us? This is exactly what the Bible (or hadith) predicts. These are the end times. 

Now believe!”  Consequently, there could be an even greater decline in the demographic of 1440

“nones” than what PEW projects. 

 However, we should also note that some disasters throughout history have led to episodes 

of apostacy and doubt, as happened after the 1755 Lisbon earthquake, noted in chapter 3, which 

struck on the morning of the Feast of All Saints and may have killed up to 50,000 Alfacinhas. 

The destructiveness and timing of this tragedy (many people were in church) left an indelible 

mark on Enlightenment philosophers like Voltaire, who cited it as evidence that Leibniz’s claim 

about ours being the best of all possible worlds was nonsense. Indeed, many at the time found 
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themselves unable to reconcile the tragedy with their conviction in the omnibenevolence of God, 

and consequently the earthquake may have played a part in initiating the secularization trend that 

emerged the following century. Hence, it could be that climate change ends up pushing people 

away from religion—or perhaps these trends will cancel out, with roughly equal numbers con-

verting to religion and abandoning their faith. We will soon find out. 

Assuming for now that PEW’s projections are approximately correct, religion will ground 

the worldviews of a growing number of human beings on the planet. This means that whatever 

shifts in existential mood might occur in the West, most of the world’s people will believe that, in 

some fundamental sense, humanity is indestructible: we cannot go extinct, in fact or in principle. 

Hence, insofar as one can talk about a “public mood” shared by the global population as a whole, 

the existential mood that imbues most citizens of the global village will correspond to the first 

existential mood of the West. Again, we can ask: would this be undesirable? Or dangerous? And 

again the answer depends on the details of the particular versions of religion that people em-

brace. Many world religions have, for example, a strong track record of taking climate change 

seriously. The Dalai Lama delivered his first speech on climate change in 1990, and Islamic 

leaders issued the “Islamic Declaration on Climate Change” in 2015, which calls “on the world’s 

1.6 billion Muslims to play an active role in combatting climate change.”  That same year, 1441

Pope Francis declared in a papal encyclical letter “that the science of climate change is clear and 

that the Catholic Church views climate change as a moral issue that must be addressed in order 

to protect the Earth and everyone on it.”  1442

 In sum, existential mood theory suggests several possible futures: in the West, so long as 

the enabling conditions continue to hold, we should tentatively expect—perhaps with great trepi-

dation—future shifts in the prevailing existential mood, as there is no especially strong reason to 

believe that new kill mechanisms won’t be discovered or created in the coming decades. Alterna-

tively, these enabling conditions could change such that human extinction is once again seen as 

an unintelligible impossibility. On the global level, religion appears to be on the rise, and conse-

quently the existential mood of the world as a whole will increasingly align with the idea that 

human extinction cannot occur, and is thus itself a non-issue. This could be good or bad, from the 
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secular perspective, depending on the particular religious beliefs that believers hold and one’s 

views on the core questions of Existential Ethics.  

CONCLUSION 

 This is a long book that has offered only the briefest glimpse of its topics. The story is not 

over yet, and its ending is ultimately up to us. May we have the wisdom to do whatever we 

should. 
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Appendix 1: Tracing the Prominence of Human Extinction 

 

Figure 16. 

 

Figure 17.
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Figure 18. 

 

Figure 19. 

 

Figure 20. 
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Figure 21. 

 

Figure 22. 

 Above are some Google Ngram Viewer results for keywords like “human extinction,” 

“the extinction of homo sapiens,” “human self-annihilation,” “omnicide,” “extinction of humani-

ty,” and “going extinct.” Figure 21 places a number of these results on the same graph, as does 

figure 22. There was, as figure 21 shows, a significant spike in the frequency of human-extinc-

tion-related terms in the 1980s, a decline in the 1990s (following the collapse of the Soviet 

Union), and a steady rise in frequency since then. 

 Readers may be curious about why terms like “human extinction” and “extinction of hu-

manity” show up in the nineteenth century. The reason concerns semantic shift, i.e., the meaning 

of these terms having changed over time. Consider, for example, the following passage from 
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William Pitt the Younger, who was Prime Minister of Great Britain and, later, Prime Minister of 

the United Kingdom: 

The progress of inventive cruelty kept pace with the gory necessities of the hour. 

The old means of human extinction were too slow for the system which contem-

plated the extinction of party by the extinction of communities. The gibbet and the 

wheel were soon superseded by the rapid services of the guillotine (italics 

added).  1443

This appeared in an 1835 critique of the French Revolution, which deteriorated into the Reign of 

Terror that last from 1793 to 1794. (Incidentally, it was from this episode in French history that 

we get our modern English words “terrorism” and “terrorist.”) Pitt was thus discussing how 

slower forms of execution were replaced by the guillotine, and hence “human extinction” refers 

to the death of individuals rather than the species.  Or consider another example from 1866, in 1444

which J. A. Dorner uses the term “extinction of humanity” in discussing the Christological views 

of Martin Luther: “[Luther’s] Christology was satisfied neither with a mystical extinction of hu-

manity in God, whether as regards the nature of the personality; nor with a reduction of Jesus to 

the position of a mere instrument of the deity” (italics added). The claim being made here is that, 

on Luther’s view, Jesus was not wholly divine—his humanity being in this sense extinct—nor 

was he just a human doing God’s bidding—a “mere instrument.”  There are many other exam1445 -

ples, too, that don’t involve any of the keywords listed above, as when Joseph de Maistre, a ma-

jor contributor to the Counter-Enlightenment of the late eighteenth century, published Considera-

tions on France in 1797, which include a chapter titled “On the Violent Destruction of the Hu-

man Species.” This, however, is misleading to contemporary readers, as the topic is not human 

extinction but the potential benefits of war, suffering, and strife in the world. As Maistre wrote in 

a passage that could very well have been excerpted from the speeches of twentieth-century fas-

cists: 
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Yet there is room to doubt whether this violent destruction [of people] is, in gen-

eral, such a great evil as is believed; at least, it is one of those evils that enters into 

an order of things where everything is violent and against nature, and that pro-

duces compensations. … In a word, we can say that blood is the manure of the 

plant we call genius. 

The “violent destruction” that Maistre referenced is, therefore, not of the species of its members: 

“mankind may be considered as a tree,” he continued, “which an invisible hand is continually 

pruning and which often profits from the operation.” The only hint of human extinction in our 

contemporary sense occurs when Maistre states that “in truth the tree may perish if the trunk is 

cut or if the tree is overpruned.” However, he immediately added that “who knows the limits of 

the human tree?”  1446

 There are also some instances of terms like “the extinction of humanity” that confound 

the data in rather comical ways, as a result of OCR errors. For example, Google Books identifies 

this phrase as occurring in a “letter of J. C. Calhoun to W. R. King” in Volume 18 of The Friend, 

published by the Quaker Society of Friends. However, the page layout consists of three columns, 

which the OCR process missed. Hence, “the extinction of humanity” bridges two columns; the 

actual sentence is “… the British statesmen have sagacity enough to perceive, that the defeat of 

the project of annexation is indispensable to the extinction of slavery in Texas,” while the same 

line of the other column reads, “If humanity, mingled with considerations of interest, could in-

duce the British government to exercise its authority towards the extinction of slavery where its 

power is acknowledge …” The italicized words, which are not in the original, indicate where the 

two columns meet. 

 Taking semantic drift and OCR errors into account, the above Google Ngram Viewer re-

sults can be adjusted to show that, indeed, references to human extinction—at least using these 

keywords—are quite rare before WWII. But as chapter 8 shows, there are other ways of referenc-

ing human extinction that do not involve the above keywords, such as when James Ferguson 

wrote that “if our sun, with all the planets, moons, and comets belonging to it, were annihilated, 
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they would be no more missed, by an eye that could take in the whole creation, than a grain of 

sand from the sea-shore.  1447
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Appendix 2: Artificial Superintelligence 

 Some of this appendix overlaps with statements made in chapter 6. For the sake of pre-

senting a complete picture of the supposed kill mechanism associated with ASI (artificial super-

intelligence), I have kept these redundancies in this appendix. 

 To begin, the fields of Artificial Intelligence and Cognitive Science understand “intelli-

gence” as being roughly synonymous with instrumental rationality, which denotes an agent’s 

ability to acquire suitable and effective means to attain some end, or goal. A superintelligence 

can thus be defined as any general-intelligence agent whose ability to acquire suitable and effec-

tive means to attain some end far surpasses the capabilities of the “smartest” possible humans. 

While a wholly biological human could, in principle, become superintelligent via, e.g., nootrop-

ics, brain-machine interfaces, or interventions like “iterative embryo selection” (a general possi-

bility—cyborgization—discussed by Vinge in 1993), I will focus primarily on what David 

Chalmers calls “non-human-based AI,” the paradigm case being a computational machine direct-

ly programmed “as if it were a traditional program.”  1448

 In the popular imagination, dangerous ASI tends to conjure up scenes from the Termina-

tor franchise. But this does not—at all—reflect the concerns of ASI risk theorists.  Rather, the 1449

primary danger arises from the so-called “control problem,” which I have sometimes referred to 

as the “amity-enmity controllability conundrum.” This consists of two main components: (i) the 

possibility that the final goals, values, or ends—interchangeable terms in this context—that de-

termine how the ASI behaves could be misaligned with our final goals, values, or ends (the ami-

ty-enmity component). And (ii) the fact that the ASI would, by definition, be superior to humani-

ty with respect to its problem-solving skills that it would devise ways of pursuing its final goals 

even if humanity were to try to stop it (the controllability component). Why could these, when 

combined, lead to catastrophe? We can decompose the problem into the following seven 

claims : 1450

 (1) The orthogonality thesis. Imagine meeting someone who is clearly very bright—a 

“genius.” After a few minutes of conversation, you discover that she is independently wealthy 

and spends 16 hours per day, every day, counting the blades of grass in her backyard—or filling a 

 543



bucket with water over and over again, or counting and recounting the first 1,000 digits of √99, 

etc. This would strike most of us as extremely bizarre—but why? The answer is that members of 

Homo sapiens share a common set of basic interests and desires, built-into our brains by millions 

of years of evolution. Some tasks get boring when repeated, others seem pointless from the start. 

Yet if our mental machinery had evolved in a different selective environment—perhaps in a 

completely different world—it does not seem impossible that our interests and desires could have 

been radically different. The “orthogonality thesis” formalizes this idea. It begins with the obser-

vation that we occupy a tiny region of mind space, which could be vast, and by failing to appre-

ciate this vastness we assume that because we find certain tasks boring and pointless, all minds 

will find them boring and pointless, too. Other minds—artificial minds, including superintelli-

gent minds—could occupy regions of mind space marked by goals and values that we would find 

utterly bizarre, or perhaps unintelligible. As Nick Bostrom makes the claim: “Intelligence and 

final goals are orthogonal: more or less any level of intelligence could in principle be combined 

with more or less any final goal.”  Hence, there is nothing incoherent about a genuinely super1451 -

intelligent mind “caring” about nothing more than counting blades of grass, filling and emptying 

buckets, calculating the digits of √99, and so on. In a phrase: one must avoid anthropomorphiz-

ing nonhuman minds.  1452

 (2) The instrumental convergence thesis. Imagine that you want to rob a bank—every-

thing you care about right now centers around achieving this goal. How would you prepare? 

First, you would want to avoid dying, since dead people cannot rob banks. Second, you wouldn’t 

want someone to talk you out of robbing a bank, since people who don’t want to rob banks gen-

erally don’t. Third, you would want to learn everything you could about robbing banks in gener-

al, and the target bank in particular: how to avoid setting off alarms, when the security guards 

switch shifts, the best getaway strategies, and so on. Fourth, you would want to buy all the para-

phernalia necessary to rob the bank: a three-hole balaclava, black cloths, drills, guns, and so 

forth. The idea behind the “instrumental convergence thesis” is that you would do the exact same 

things to prepare for any other goal you might have, such as climbing Mount Everest, becoming 

a great chef, or building a wooden canoe—not in the details, of course, but in the abstract. That 

is to say, for most final goals, there is a finite set of intermediate or instrumental goals that 
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agents, insofar as they are instrumentally rational, will almost certainly pursue, such as self-

preservation, goal integrity, resource acquisition, and knowledge expansion (respectively). 

 The same goes for an ASI: whatever final goals are represented by its utility function, we 

can be fairly confident in predicting that it will avoid being shut down, prevent its goal system 

from being altered, acquire as many resources as possible, and so on, since these would improve 

its chances of achieving its goals. (And since the ASI is by definition a superior problem-solver 

than us, we can be equally confident of being unable to shut it down, alter its goal system, etc., as 

it will find ways of outsmarting us.) But there is a crucial difference here between the bank rob-

ber and an ASI: for humans, “knowledge expansion” means “learning more about an issue” by 

reading a book, watching a YouTube tutorial, or whatever. For a hardware-based ASI, it could 

entail modifying its own code or designing better hardware in an effort to qualitatively and quan-

titatively boost its (super)intelligence. This would be the equivalent of a human upgrading the 

“wetware” of her brain, thus enabling her to think faster, remember more information, or (in the 

qualitative case) access concepts that currently fall outside our “cognitive space.”  If the bank 1453

robber could do this, she obviously would, since it would increase the probability of success. But 

whereas enhancing a biological brain would be incredibly messy, an ASI could potentially up-

grade its software and hardware quite easily, and hence we should expect superintelligent ma-

chines to rapidly enhance their cognitive capacities for instrumental reasons.  1454

 (3) Complexity of value thesis. What are “our values”? What do we want? What is the 

correct epistemological theory: rationalism, empiricism, evidentialism, reliabilism, foundational-

ism, or coherentism? What about metaethics? Normative ethics? Practical ethics? Decision theo-

ry? Religion? Politics? Etc. However we answer these particular questions, even widely agreed-

upon, commonsense views are built on an extremely complex tangle of explicit and tacit prefer-

ences. For example, imagine that someone creates an ASI with the sole final goal of eliminating 

human sadness. What would happen? One possibility is that the ASI immediately annihilates 

humanity, reasoning that if the substrate of human sadness doesn’t exist, then neither will the 

sadness. In response, we add a value constraint: don’t annihilate humanity. What then happens? 

Perhaps the ASI lobotomizes everyone on Earth, leaving us in a catatonic stupor. In response, we 

add another value constraint: don’t lobotomize anyone. What then happens? The ASI uses the 

 545



Internet to hijack computers around the world to conduct research on the topic, thus wreaking 

havoc in the process. In response to this, we add yet another value constraint. The point is that by 

the end of this process, the list of constraints on the ASI’s behavior will have become inter-

minable, and even once we have compiled what we take to be a complete list of all the things an 

ASI shouldn’t do, we can never be sure that we haven’t somehow missed one last crucial possi-

bility. In other words, there is a huge difference between “do what I say” and “do what I mean,” 

where the latter typically has a far higher Kolmogorov complexity than the former—i.e., even the 

simplest instructions that we could give an ASI would contain all sorts of hidden complexities. 

For example, the alphanumerical series 02LYJU82 has a higher Kolmogorov complexity than 

035A035A, since 035A035A can be represented as “035A twice” whereas 02LYJU82 is not so 

easily truncated. Our values—whatever they are exactly, in total—are more like 02LYJU82 than 

035A035A, more like pi than the Fibonacci sequence, and this poses a serious philosophical 

challenge to creating an ASI that won’t just automatically destroy us in doing exactly what we 

told it to do. 

 (4) The fragility of value thesis. It also appears that “our values” are quite “fragile,” 

meaning that if just one or a small set of items are missing from the catalogue of goals and con-

straints that we load into the ASI, harmful unintended consequences will inevitably ensue. This 

was of course illustrated in the example above: perhaps we give the ASI the final goal of elimi-

nating human sadness, and then identify a whopping 548,992 additional constraints necessary to 

unwanted outcomes. Yet there could still be a single extra constraint that, if missed, will lead the 

ASI to pursue a solution pathway that has catastrophic results. By analogy, the difference be-

tween “Durham, CA” and “Durham, CT” is only a single letter, but if you were to enter the for-

mer while intending the latter and follow the GPS’s instructions without question, you’d end up 

2,936 miles away from your real destination. Or to borrow a stock example from the literature, 

dialing nine out of ten digits of my phone number correctly but getting the last one wrong won’t 

give you someone who’s 90% similar to me. This is the idea behind fragility: the difference be-

tween perfect and almost-perfect could be apocalyptic. 
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 (5) The programmer’s challenge thesis. But even if we completely solve the philosophical 

problems of (3) and (4), another formidable challenge remains, namely, the technical problem of 

actually “loading” our values in to the ASI. To quote Bostrom on this point: 

Computer languages do not contain terms such as “happiness” as primitives. If 

such a term is to be used, it must first be defined. It is not enough to define it in 

terms of other high-level human concepts—“happiness is enjoyment of the poten-

tialities inherent in our human nature” or some such philosophical paraphrase. 

The definition must bottom out in terms that appear in the AI’s programming lan-

guage, and ultimately in primitives such as mathematical operators and addresses 

pointing to the contents of individual memory registers. When one considers the 

problem from this perspective, one can begin to appreciate the difficulty of the 

programmer’s task.  1455

  

Hence, even if the philosophers don’t make a fatal mistake, the programmers still could. There is, 

in other words, a disjunction of failure modes, and the more disjuncts the higher the probability 

of disaster. 

 (6) Rapid capability gain thesis. Yet the situation may be far worse than this: not only 

might philosophers and programmers need to get everything just right, they might need to get 

everything right on the very first try. One reason concerns the instrumental goal mentioned 

above, namely “cognitive enhancement.” As stated, expanding one’s knowledge-base and, in the 

case of artificial agents, improving its fundamental cognitive capacities, appear useful for achiev-

ing a wide range of final goals. (Even “Make yourself unintelligent” might lead to a transitory 

phase of cognitive enhancement, as the ASI searches for the best ways to make itself dumb.) If 

this process were pursued by the AI via an “extendable” method,  the result could be what I. J. 1456

Good famously called an “intelligence explosion”—i.e., a positive feedback loop of “recursive 

self-improvement” that produces exponential gains in intelligence over relatively short periods of 

time: minutes, hours, days, or weeks.  This is predicated on the idea that more intelligent sys1457 -

tems will be better positioned to create even more intelligent systems, which themselves will be 
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better position to create even more intelligent systems, and so on. For example, humans may find 

creating an AI feasible but an AI+ impossible; similarly, an AI might find creating an AI+ feasi-

ble but an AI++ impossible; and so on. Since it would be instrumentally rational for the AI to 

create an AI+, and the AI+ to create an AI++ (that is, assuming that each has the same final 

goals, an issue related to “goal integrity” above), then we should expect that creating an AI will 

quickly yield an AI++.  Suddenly, the resulting ASI would have what Bostrom describes as a 1458

“decisive strategic advantage,” or “a level of technological and other advantages sufficient to en-

able it to achieve complete world domination,”  at which point the entire future of Earth-origi1459 -

nating intelligent life would be determined by this ASI “singleton.” In other words, there may be 

no “ASI redos,” no way to scrap a failed superintelligence project and start over. The very first 

ASI that we create will quite possibly be the very last one. 

 Note that the “AI” in the above scenario need not be more “generally intelligent” than 

humans, or even as intelligent, for this process to take off. It might be possible to design a simple 

“seed AI” with middling capacities, but which is nonetheless capable enough to find ways of in-

crementally, iteratively improving itself. Like a single uranium atom split apart by a free neutron, 

the resulting chain reaction could be sufficient to initiate an explosion of intelligence, thus caus-

ing “the intelligence of man [to] be left far behind,” quoting Good once more.  1460

 (7) The speed of thought thesis. The driving force behind the intelligence explosion phe-

nomenon is recursion, which as mentioned could result in an exponential gains over short peri-

ods of time. But there is another relevant factor as well, namely, the rate of information process-

ing enabled by the substrate upon which the recursion process unfolds. To illustrate, consider the 

case of mind-uploading, whereby an entire human brain is emulated on computer hardware in 

sufficient microstructural detail to reproduce the original brain’s mental states. Since the electri-

cal potentials within computer hardware process information orders of magnitude faster than the 

action potentials within our central nervous system, a period of two years of subjective time for 

the uploaded mind would amount to roughly one minute of wall-clock time. This means that, if it 

takes (in fact) the average PhD student in the US 8.2 years to become a doctor, an uploaded mind 

could accomplish this in only 4.3 minutes. Tying this to the example above, let’s say that creating 

an AI+ turns out to be extremely difficult for an AI—it takes roughly a century of subjective AI 
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time to solve this problem. Since a century of the AI’s time equates to less than 60 minutes in our 

world, we should expect an AI+ to follow the creation of an AI within a single hour on a lazy 

afternoon. If the rate of innovation (one century) were to remain stable with each iteration, then 

we should expect an AI++++++++++++++++++++++++ (24 pluses) just one day after the very 

first AI is created. 

 Furthermore, the thought-speed advantage of AIs would also help it achieve the other in-

strumental goals mentioned above, such as self-preservation. Thinking a million times faster than 

us, an ASI would have ample subjective time to figure out ways to prevent us from pulling the 

plug; the outside world in which humans race to stop the ASI would appear, from the ASI’s per-

spective, to unfold in super-slow motion. How could we possibly outsmart such an intelligence? 

As Eliezer Yudkowsky makes the point, “the AI runs on a different timescale than you do; by the 

time your neurons finish thinking the words ‘I should do something’ you have already lost.”  1461

 This is the core cluster of ideas behind the control problem: an ASI need not want, desire, 

or value what we do (orthogonality); any sufficiently intelligent agent will likely pursue a pre-

dictable set of instrumental goals to achieve its final goal (instrumental convergence); identifying 

a complete list of values and constraints necessary to guide the ASI’s behavior toward amity, 

rather than enmity, might be profoundly difficult (value complexity and fragility); and we may 

need to have solved this problem entirely before creating the very first ASI, or seed AI (rapid ca-

pability and speed of thought). If we fail in any of these ways, the “default outcome” could very 

well be “doom,” as Bostrom puts it, if only because the instrumental goal of resource acquisition 

implies the complete annihilation of Homo sapiens.  To quote Yudkowsky once more, “the AI 1462

does not hate you, nor does it love you, but you are made out of atoms which it can use for some-

thing else.”  1463
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 See Sepkoski 2020, 30.404

 Darwin 1875.405

 See Bowler 2003, 200.406

 Bowler 2003.407

 Velikovsky 1950; Bowler 2003.408

 Sepkoski 2020, 8.409

 Newell 1952.410

 Newell 1956; Sepkoski 2020, 146-147.411

 Sepkoski 2020, 147; Palmer 1999, 108.412

 Kolbert 2014.413

 Note that at the time they believed this to be 65 million years ago.414

 See D'Hondt 1988, footnote 9.415

 Palmer 1999, 99; Alvarez year, 76.416

 Palmer 1999.417

 Palmer 1999, 107.418
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https://www.jstor.org/stable/pdf/24138638.pdf?refreqid=excelsior:c5d27dcd42fb95a9c016f0c6594af2f4
https://www.google.de/books/edition/The_Origin_of_Species_by_Means_of_Natura/dZRVAAAAcAAJ?hl=en&gbpv=1&dq=Those+who+believe+that+the+geological+record+is+in+any+degree+perfect,+will+undoubtedly+at+once+reject+my+theory.+For+my+part,+following+out+Lyell's+metaphor,+I+look+at+the+geological+record+as+a+history+of+the+world+imperfectly+kept+and+written+in+a+changing+dialect.+Of+this+history+we+possess+the+last+volume+alone,+relating+only+to+two+or+three+countries.+Of+this+volume,+only+here+and+there+a+short+chapter+has+been+preserved,+and+of+each+page,+only+here+and+there+a+few+lines.+Each+word+of+the+slowly-changing+language,+more+or+less+different+in+the+successive+chapters,+may+represent+the+forms+of+life,+which+are+entombed+in+our+consecutive+formations,+and+which+falsely+appear+to+have+been+abruptly+introduced.+On+this+view+the+difficulties+above+discussed+are+greatly+diminished+or+even+disappear.&pg=PA289&printsec=frontcover
https://en.wikisource.org/wiki/Popular_Science_Monthly/Volume_63/May_1903/A_New_Source_of_Heat:_Radium


 Alvarez 1997, 77. Note that the anglicized word is “Krakatoa,” but the rest of the world refers to it as 419

“Krakatau.” Thanks to Stephen Self for suggesting that I stick with the Indonesian word.

 See Russell and Archibald 1888.420

 It is unclear whether Luis Alvarez was familiar with the suggestions from John von Neumann, Tom Stonier, and 421

others in the postwar era, discussed in the previous chapter, that nuclear weapons could loft enough dust into the 
stratosphere to turn day into night, summer into winter.

 Glen 1994.422

 Browne 1988.423

 Browne 1985. Indeed, Luis Alvarez remarked in a 1988 interview with the New York Times that many skeptics of 424

the impact hypothesis were simply inferior scientists. “I don’t like to say bad things about paleontologists,” he said, 
“but they’re really not very good scientists. They’re more like stamp collectors” (quoted in Browne 1988).

 Browne 1985.425

 Browne 1988. On Jastrow, see Schwartz 2008.426

 Alvarez 1997.427

 As Malcolm Browne reported for the NYTs, some scientists claimed that 428

the impact theory has had pernicious effects on science and scientists. They charged that contro-
versy over the impact theory has so polarized scientific thought that publication of research reports 
has sometimes been blocked by personal bias. … According to a few paleontologists, dissenters 
from the meteorite theory have faced obstacles in their careers and are sometimes even privately 
branded as militarists, on the supposed ground that anyone who questions the catastrophic theory 
of dinosaur extinction also questions the theory that a lethal ‘'nuclear winter’' similar to the climat-
ic effect of a meteorite impact would follow a nuclear war (Browne 1985). 

Later, he noted that several scientists, who did not want to be named publicly, claimed that “the Alvarez camp” at-
tempted to prevent Dewey McLean from being promoted to full professorship at the Virginia Polytechnic Institute in 
retaliation for McLean having published an a competing hypothesis that linked the dinosaurs’ extinction with elevat-
ed atmospheric CO2 related by the Deccan Traps, which could have not only killed off the dinosaurs via the green-
house effect but might also explain the iridium anomaly. (Note: McLean did get the promotion) (Browne 1988).

 Alvarez 1997, 96.429

 Palmer 1999, 192. Penfield himself, along with his colleague Antonio Camargo-Zanoguera, thought that it might 430

have been an impact crater, although they were unable to prove this (see Jablow 1998 for an accessible discussion of 
the discovery; Urrutia-Fucugauchi 2011). Penfield and Camargo-Zanoguera presented this finding at a 1981 Society 
of Exploration Geophysicists conference, the title of the talk being “Definition of a Major Igneous Zone in the Cen-
tral Yucatán Platform with Aeromagnetics and Gravity,” although few seemed to have taken note (Penfield and Ca-
margo-Zanoguera 1981).

 Hildebrand 1991.431

 Alvarez 1997.432
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https://www.nytimes.com/1988/01/19/science/the-debate-over-dinosaur-extinctions-takes-an-unusually-rancorous-turn.html
https://www.smithsonianmag.com/science-nature/a-tale-of-two-rocks-151643588/
https://www.researchgate.net/profile/J-Fucugauchi/publication/252148625_Discovery_and_focused_study_of_the_Chicxulub_impact_crater/links/565cc1e308ae1ef92981f56e/Discovery-and-focused-study-of-the-Chicxulub-impact-crater.pdf
https://cir.nii.ac.jp/crid/1573950400431530112
https://books.google.de/books?id=dePE-3YkQTEC&pg=PA2&lpg=PA2&dq=%2522as+explosive+for+science+as+an+impact+would+have+been+for+Earth%2522&source=bl&ots=obQtwTbOQb&sig=ACfU3U2sh_kLpStuqPYvPZSQr5ionojJ-A&hl=en&sa=X&ved=2ahUKEwixp7fujtLzAhXJ_aQKHY1FCr0Q6AF6BAgCEAM#v=onepage&q=%2522as%2520explosive%2520for%2520science%2520as%2520an%2520impact%2520would%2520have%2520been%2520for%2520Earth%2522&f=false
https://www.nytimes.com/1985/10/29/science/dinosaur-experts-resist-meteor-extinction-idea.html


 Indeed, although neo-catastrophism was not (more or less) universally accepted until the 1990s, the 1980s wit433 -
nessed a burst of research on the possibility of mass extinctions. For example, David Raup and Jack Sepkoski—the 
father of David Sepkoski, who published an excellent book in 2020, titled Catastrophic Thinking, which is similar in 
certain respects to Part I of this book—published a statistical analysis in 1983 that suggested a 26-million-year peri-
odicity of mass extinctions (Raup and Sepkoski 1983/1984). The following year, Marc Davis, Piet Hut, and Richard 
Muller proposed that (quoting from both the original submission and the final the published version) this “periodici-
ty in the fossil record of extinctions can be explained if we postulate the existence of an unseen companion to the 
sun which triggers a shower of comets when it is near perihelion.” The authors suggested that “if and when the com-
panions found,” it should be “named NEMESIS, after the Greek goddess who relentlessly persecutes the excessively 
rich, proud, and powerful,” although they also suggested “GEORGE, after the giant who slew the dragon,” “KALI, 
‘the black,’ after the Hindu goddess of death and destruction, who nonetheless is infinitely generous and kind to 
those she loves,” and “INDRA, after the [Vedic] god of storms and war, who uses a thunderbolt (comet?) to slay a 
serpent (dinosaur?), thereby releasing life-giving waters from the mountains.” Davis et al. comically added (in both 
drafts) that they “worry that if the companion is not found, this paper will be our nemesis” (Davis et al. 1984a, 
1984b).

 Kolbert 2014.434

 Morrison et al. 1993, italics added. They continued: “This is the most extreme problem raised by [their] risk 435

analysis—the possible extinction of humanity from a large comet” (Morrison et al. 1993).

 D'Hondt 1998, 161.436

 Ellis and Schramm 1995.437

 Thorsett 1995.438

 Frampton 1976; Stone 1976; Callan and Coleman 1977.439

 Hut and Rees 1983; Coleman and De Luccia 1980.440

 Quoted in Humphreys 1934.441

 Tanner and Calvari 2012, 118.442

 Rampino et al. 1988; see Lamb 1970.443

 Newhall and Self 1982. Note that 1982 is when David Raup and John Sepkoski identified the Big Five mass ex444 -
tinctions in the fossil record (see Raup and Sepkoski 1982).

 Ninkovich and Donn 1976; Ninkovich et al. 1978a; Ninkovich et al. 1978b.445

 Rampino et al. 1988.446

 Dörries 2008.447

 Rampino and Self 1993.448

 BBC 2000.449

 Dörries 2008. Note that Dörries is extremely critical of the volcanic winter hypothesis, and, it seems, the nuclear 450

winter hypothesis as well. I strongly disagree with his conclusions, but nonetheless find his paper academically 
valuable.
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https://www.pnas.org/content/pnas/92/1/235.full.pdf
https://arxiv.org/pdf/astro-ph/9501019.pdf
https://www.nature.com/articles/308715a0.pdf?origin=ppub
https://www.science.org/doi/10.1126/science.215.4539.1501
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.37.1378
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.14.3568
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.16.1762
https://www.jstor.org/stable/pdf/1743364.pdf?refreqid=excelsior:73104c6285d1214826a7c085fc6b43d6
https://www.nature.com/articles/276574a0.pdf?origin=ppub
https://link.springer.com/article/10.1007/BF02597228
https://www.nature.com/articles/302508a0.pdf?origin=ppub
https://scholarsbank.uoregon.edu/xmlui/bitstream/handle/1794/22416/slovic_329.pdf?sequence=1
https://scholarsbank.uoregon.edu/xmlui/bitstream/handle/1794/22416/slovic_329.pdf?sequence=1
https://www.jstor.org/stable/pdf/24138638.pdf?refreqid=excelsior:c5d27dcd42fb95a9c016f0c6594af2f4


 Shoemaker 1959.451

 See Deudney 2020, 250-251.452

 See Rupke 2012.453

 Watson 2000; Robertson 1995. Note that whereas most of the dispensationalists discussed in the previous chapter 454

espoused a “pre-Tribulation” version of premillennialism, meaning that Christians are Raptured before the Tribula-
tion, Robertson seemed to accept a “post-Tribulation” version according to which Christians will have to suffer 
through the Tribulation (see Watson 2000; Jones 1988, 26).

 Larson and Witham 1998; Stirrat and Cornwell 2013.455

 Note that Gen Yers were born between 1977 and 1997, Gen Xers between 1965 and 1976, and Baby Boomers 456

between 1946 and 1964.

 See Harris 2004; Dawkins 2006. For a critique of the New Atheist movement, whose leading figures have come 457

to embrace a wide range of deeply problematic views, such as scientific racism, transphobia, anti-science conspiracy 
theories (e.g., about COVID), and various far-right positions, see Torres 2017a, 2017b, 2017c, 2021. Note that Sam 
Harris is one of the “top donors” to the Future of Life Institute.

 Abrams et al. 2011.458

 Kurzweil 1999.459

 Clark et al. 2016.460

 Note that this date is uncertain. For some time, the favored hypothesis was that the first early anatomically mod461 -
ern humans, whose skeletal remains have been unearthed in Omo National Park, Ethiopia, date back some 197,000-
195,000 years, often rounded up to 200,000 years. However, other studies put the date of emergence further back, up 
to 315,000 years ago, ± 34,000 years (see, e.g., Hublin et al. 2017; Vidal 2022). I will stick with an estimate of 
300,000 years for the purposes of this book.

 Hawking 2016.462

 Randle and Eckersley 2015; Leiserowitz et al. 2017.463

 Quoted in Pelton 2021.464

 Or, even earlier, to Condorcet’s 1795 Sketch for a Historical Picture of the Progress of the Human Mind, dis465 -
cussed on several occasions below.

 Bernal 1929.466

 Wells 1933.467

 Petersen 1999.468

 Wells 1932.469

 Beckwith 1967. Central to his vision was, as it happens, eugenics.470

 Tonn 1986, 2004.471
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https://www.nature.com/articles/s41586-021-04275-8
https://link.springer.com/content/pdf/10.1007/978-3-030-75735-9.pdf
https://www.tandfonline.com/doi/pdf/10.1080/01944368608976617?casa_token=4Az3ARrEF9cAAAAA:fEMwRZ-I26_1RvMeaVwSPI_zEm6nrH6fP79wiK4h3i9ltSsYGjKtfQ-6lYbRY4uGp0X39F2rCh9zpA
https://www.sciencedirect.com/science/article/pii/S0016328703000685?casa_token=T8d83Uca20wAAAAA:H8tfTgHLTmuV0cPXQzQ9HVz2rS3jox2xt6RRMD_5xWS3OaH1vCuV17rlC0RhyrLPkOrQ_d17#bBIB18
https://www.salon.com/2017/07/29/from-the-enlightenment-to-the-dark-ages-how-new-atheism-slid-into-the-alt-right/
https://www.salon.com/2017/07/09/new-atheist-sam-harris-still-deeply-wrong-on-islamic-extremism-and-terrorism/
https://www.salon.com/2017/08/07/beyond-new-atheism-where-do-people-alienated-by-the-movements-obnoxious-tendencies-go-from-here/
https://www.salon.com/2021/06/05/how-the-new-atheists-merged-with-the-far-right-a-story-of-intellectual-grift-and-abject-surrender/
https://www.nature.com/articles/28478
https://pubs.usgs.gov/of/1959/0108/report.pdf
https://arxiv.org/pdf/1012.1375.pdf
https://ro.uow.edu.au/cgi/viewcontent.cgi?article=1742&context=buspapers
https://climatecommunication.yale.edu/wp-content/uploads/2017/07/Climate-Change-American-Mind-May-2017.pdf


 Brand 2010.472

 Incidentally, Bezos’ interest in space colonization was inspired by courses he took at Princeton University with 473

Gerard K. O'Neill, who proposed a spacecraft now called the “O'Neill cylinder” (Tapinto 2021).

 For some criticisms of transhumanism, see Harari 2016, “Upgrading Inequality” in chapter 9, and Levin 2020.474

 Huxley 1957; see chapter 3.475

 Clynes and Kline 1960.476

 Moore 1965.477

 Regis 1994.478

 See More 1998.479

 More 1998; Regis 1994.480

 Bostrom 2005.481

 See below; Yudkowsky 2000; Kurzweil 2005. For an excellent critique of transhumanism, see Levin 2021.482

 See Bostrom 2008/2020.483

 Bostrom et al. 1999. According to Bostrom’s website in 2000, this was written by Bostrom “to lay the founda484 -
tions for a transhumanist world view,” with “over 50 persons [who] collaborated” on the project (WayBack 2000).

 See, e.g., Bostrom 1998/2001.485

 See section 3 of Bostrom 2002.486

 Good 1965.487

 Drexler 1986.488

 Regis 1994.489

 Drexler 1986.490

 See Leslie 1996, 99.491

 See Leslie 1996, 99.492

 Moravec 1988.493

 651
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https://www.nickbostrom.com/old/transhumanism.html
https://www.tapinto.net/towns/princeton/sections/spotlight-on-princeton/articles/jeff-bezos-inspired-by-princeton-s-gerard-o-neill-aims-for-space
http://www.medientheorie.com/doc/clynes_cyborgs.pdf
https://scholar.google.com/scholar?hl=en&as_sdt=0,5&q=%2522The+Clock+and+Library+Projects%2522&btnG=#d=gs_cit&u=/scholar?q=info:VFFN0tV1JTUJ:scholar.google.com/&output=cite&scirp=1&hl=en
https://newsroom.intel.com/wp-content/uploads/sites/11/2018/05/moores-law-electronics.pdf
https://web.archive.org/web/20000302191915/http://singularity.posthuman.com/singularitarian/principles.html
https://www.wired.com/1994/10/extropians/
https://mrob.com/pub/religion/extro_prin.html#princip_26
https://www.wired.com/1994/10/extropians/
https://mrob.com/pub/religion/extro_prin.html#princip_26
https://oxford.universitypressscholarship.com/view/10.1093/oso/9780190051495.001.0001/oso-9780190051495
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 Vinge wrote the following: 494

Stan Ulam paraphrased John von Neumann as saying: 

One conversation centered on the ever accelerating progress of technology and changes in the 
mode of human life, which gives the appearance of approaching some essential singularity in the 
history of the race beyond which human affairs, as we know them, could not continue. 

Von Neumann even uses the term singularity, though it appears he is still thinking of normal 
progress, not the creation of superhuman intellect. (For me, the superhumanity is the essence of 
the Singularity. Without that we would get a glut of technical riches, never properly absorbed) 
(Vinge 1993). 

Note also that von Neumann came quite close to the idea of an intelligence explosion in 1948. In discussing au-
tomata, he wrote that 

we are all inclined to suspect in a vague way the existence of a concept of “complication.” This 
concept and its putative properties have never been clearly formulated. We are, however, always 
tempted to assume that they will work in this way. When an automaton performs certain opera-
tions, they must be expected to be of a lower degree of complication than the automaton itself. In 
particular, if an automaton has the ability to construct another one, there must be a decrease in 
complication as we go from the parent to the construct. That is, if A can produce B, then A in some 
way must have contained a complete description of B. In order to make it effective, there must be, 
furthermore, various arrangements in A that see to it that this description is interpreted and that the 
constructive operations that it calls for are carried out. In this sense, it would therefore seem that a 
certain degenerating tendency must be expected, some decrease in complexity as one automaton 
makes another automaton. 

However, he later noted that 

“complication” on its lower levels is probably degenerative, that is, that every automaton that can 
produce other automata will only be able to produce less complicated ones. There is, however, a 
certain minimum level where this degenerative characteristic ceases to be universal. At this point 
automata which can reproduce themselves, or even construct higher entities, become possible. 
This fact, that complication, as well as organization, below a certain minimum level is degenera-
tive, and beyond that level can become self-supporting and even increasing, will clearly play an 
important role in any future theory of the subject (Neumann 1948, italics added).

 Vinge 1993, ellipsis in original.495

 Drexler 1986.496

 See Asimov 1979, 361-362.497

 See Leslie 1982, 1983, and 1986 for examples.498

 Carter 1974.499

 Leslie 1996, 116-117; see Leslie 1989, 132.500
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https://www.researchgate.net/publication/249258140_Observership_in_Cosmology_the_Anthropic_Principle
https://www.researchgate.net/publication/290723110_Anthropic_Explanations_in_Cosmology


 As Leslie noted in personal communication with Bostrom, “the ranks of distinguished supporters of [the Dooms501 -
day Argument] include among others: J. J. C. Smart, Anthony Flew, Michael Lockwood, John Leslie, Alan Hàjek 
(philosophers); Werner Israel, Brandon Carter, Stephen Barr, Richard Gott, Paul Davis, Frank Tipler, H. B. Nielsen 
(physicists); and Jean-Paul Delahaye (computer scientist)” (Bostrom 2002a). Historically, Brandon Carter first in-
troduce the Doomsday Argument in the early 1980s; Leslie then published an article about it in 1989, after which 
Richard Gott offered his own take in a 1993 article in Nature. The latter employed a somewhat different methodolo-
gy—e.g., Gott’s argument didn’t begin with a comprehensive empirical survey of the threats facing us, nor did it 
involve choosing between two hypotheses: “Doom Soon” versus “Doom Delayed.” Consequently, he estimated that, 
with a confidence level of 95 percent, “the total longevity of our species [is between] 0.2 million to 8 million years” 
(Gott 1993; see also Gott 1997). More specifically, as he argued in a PBS documentary: 

Our species, Homo sapiens, has been around for 200,000 years. Now, 200,000 divided by 39 is 
about 5100. If you multiply by 39, you get 7.8 million. So if there’s a 95 percent chance that 
you’re in the middle 95 percent of human history, and that means that the future longevity of the 
human race is at least 5100 years but less than 7.8 million. Those numbers are interesting because 
they give us a total longevity that’s quite similar to other species. Mammal species have an aver-
age longevity of two million years. Our ancestor, Homo erectus, lasted 1.6 million years, and the 
Neanderthals lasted 300,000 years. So this is quite in line with those numbers (Ferris 1999). 

See Bostrom 1999 and Ćirković 2002b/2004, which expanded the analysis of Ćirković 2002a. Criticisms from an 
influential mathematical statistician can be found in Häggström 2016, ch. 7.

 Ćirković 2008.502

 PRB 2021.503

 Leslie 1996.504

 Some sentences in this paragraph are taken from Torres 2019.505

 See Leslie 1996, 152-153.506

 Leslie 1996, 4-13.507

 Leslie 1996.508

 Note, however, that some physicists have floated the idea of escaping the heat death by escaping into a parallel 509

universe (see Kaku 2005, 20-21).

 Leslie 1996, italics in original.510

 Leslie 1996, see 98-100. Note that, following Deudney 2020, I am extremely skeptical that colonizing space will 511

actually reduce the probability of extinction; to the contrary, it may significantly increase it, as Deudney cogently 
argues. See the end of chapter 11 for further discussion.

 Leslie 1996, 146.512

 See Sandberg 2014; Torres 2016.513

 See Gray 2015.514
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https://onezero.medium.com/rebelling-against-extinction-d7e112979bed
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https://www.nature.com/articles/363315a0.pdf
https://www.newscientist.com/article/mg15621085-100/
https://www.jstor.org/stable/2660095?seq=1#metadata_info_tab_contents
https://arxiv.org/abs/astro-ph/0211414
https://link.springer.com/content/pdf/10.1023/B:FOOP.0000019583.67831.60.pdf
https://theconversation.com/the-five-biggest-threats-to-human-existence-27053


 Brin 1983. There are of course reports to the contrary, some of which date back millennia and are quite intrigu515 -
ing. For example, a Roman historian named Livy wrote in his expansive History of Rome, composed between 27 and 
9 BCE, that during the winter of 218 BCE “a spectacle of ships gleamed in the sky [over Rome].” And the NASA 
scientist Josef Blumrich published a 1974 book in which he argued that passages in the Old Testament book of 
Ezekiel, which was written in the sixth century BCE, actually describe an alien spacecraft landing on Earth. As 
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 Tappolet 2013. From the Online Etymology Dictionary (2021) entry for “evaluate,” where “evaluative” com726 -
bines “evaluate” with word-forming element “-ive.”

 The present author falls into three of these categories: white, American, and (relatively) affluent.727

 See Stich and Machery 2019; cf. Knobe 2019.728

 See Finkelman 2018.729

 One finds this definition in (1) Matheny 2007: “Because of the large timeframes discussed below,” he wrote, “I 730

use ‘humanity’ and ‘humans’ to mean our species and/or its descendants,” (2) Beckstead 2013a: “[B]y ‘humanity’ 
and ‘our descendants’ I don’t just mean the species homo sapiens [sic]. I mean to include any valuable successors 
we might have,” where such valuable successors would include all “sentient beings that matter,” and (3) Greaves 
and MacAskill 2021: “We will use ‘human’ to refer both to Homo sapiens and to whatever descendants with at least 
comparable moral status we may have, even if those descendants are a different species, and even if they are non-
biological.” It is also suggested by Ord 2020: “If we somehow give rise to new kinds of moral agents in the future, 
the term ‘humanity’ … should be taken to include them,” although this does not exclude the possibility of moral 
agents not connected to us also counting as “humanity,” as per Bostrom.

 One finds this definition in Bostrom 2013, as discussed below and, much more, in chapter 10.731

 Note that there could be both metaphysical and epistemological interpretations of this definition. A metaphysical 732

definition would say that a species S has gone extinct if and only if there are in fact no more tokens of S in the uni-
verse; an epistemological definition would say that a species S could be considered to have gone extinct when we 
judge the probability of discovering a token of S to be sufficiently small. For example, the probability of discovering 
a T. rex on Earth appears to be vanishingly improbable—but not surely not zero. Similarly, the probability of discov-
ering a dodo on the island of Mauritius also seems extremely low, but it is not impossible that one is someday found. 
There have been, after all, numerous cases in which we believed a species to be extinct only to discover that it still 
exists (see, e.g., Edmond 2017; Quaglia 2022).

 These are, of course, in addition to the notion of transcendental extinction discussed in chapters 1 and 2. Note 733

also that there is a small but important literature on the concept of extinction within the philosophy of biology, much 
of it a reaction to the possibility of de-extinction (see, e.g., Delord 2007; Delord 2014; Siipi and Finkelman 2017; 
Finkelman 2018). My discussion here is only loosely connected to this literature, as indicated by the fact that my 
preferred terminology does not align with the terminology of contributors to the literature. For example, Delord 
2007 uses “demographic extinction” and “final extinction” interchangeably, while Finkelman 2018 uses “substantial 
extinction” in a manner more or less synonymous with my use of “terminal extinction.”

 This is sometimes called “pseudo-extinction,” but I will resist this term, since I take “extinction” in a minimal 734

sense to involve there being no more tokens of the relevant type, which is precisely what obtains with phyletic ex-
tinction if, say, “humanity” is understood as Homo sapiens. Hence, there is nothing “fake” about extinction in the 
phyletic sense.

 The third way that phyletic extinction could occur is through hybridization. For discussion, see Delord 2007.735

 Hey 2001; Okasha 2002. There isn’t even agreement about whether species are “natural kinds” or “individuals” 736

(see Ereshefsky 2017 for an overview).

 In fact, I have broached the topic. See section 5 of Torres 2020.737

 See Finkelman 2018 and Siipi and Finkelman 2017 for useful discussion.738

 Sandberg et al. 2017.739

 See Crowl et al. 2012.740
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 Or consider Diderot’s 1769 claim that our species could indeed perish someday, although after “several hundreds 741

of millions of years … the bipedal animal who has the name of man” would rise once again (Crocker 1974). In this 
case, “man” would go demographically but not terminally extinct, since our non-existence is temporary rather than 
permanent. Whereas Xenophanes and Empedocles explained this as a consequence of the cosmic order, Diderot was 
channelling the principle of plenitude, which we will see played a significant role in shaping early evaluative 
thoughts about the possibility of our disappearance. Yet another example comes from Charles Lyell, who argued 
from his steady-state model (according to which the slow-churning of geological change is non-directional) that 
currently extinct species will naturally rise again in the future. “Then might those genera of animals return,” he 
wrote, “of which the memorials are preserved in the ancient rocks of our continents. The huge iguanodon might 
reappear in the woods, and the ichthyosaur in the sea, while the pterodactyl might flit again through umbrageous 
groves of tree ferns” (Lyell 1830). In other words, Lyell accepted the reality of species extinctions, but suggested 
that this was a merely temporary situation; I quote this passage again below.

 If Homo sapiens were to exist long enough for the heat death of the universe to make life impossible, then the 742

heat death would also entail our final extinction. However, it seems much more likely that we will have evolved into 
something else—one or more posthuman species—long before the heat death arrives in some 10100 years or so. If 
this were the case, then the heat death would not cause our terminal or final extinction, although it would snuff out 
whatever lineages we might become or engender.

 Another interpretation of this term points to the scenario discussed by Diderot, i.e., that we disappear but another 743

species similar to us in the relevant respects re-evolves. In this case, one could argue that we have not undergone 
final extinction, even if our lineage were to disappear entirely and forever. Our current understanding of evolution-
ary biology, though, suggests that the subsequent emergence of a humanoid species is unlikely. As Nick Bostrom 
writes, “although it is conceivable that, in the billion or so years during which Earth might remain habitable before 
being overheated by the expanding sun, a new intelligent species would evolve on our planet to fill the niche vacated 
by an extinct humanity, this is very far from certain to happen” (Bostrom 2013).

 For a more recent argument in favor of replacing humanity with “artificial progeny,” see Shiller 2017.744

 See Nagel 1974.745

 Clarke 1971.746

 Bostrom 2002.747

 Bostrom 2003.748

 Bostrom 2013.749

 Moynihan 2019, 2020.750

 In Wells’ words: 751

The too-perfect security of the Overworlders [Eloi] had led them to a slow movement of degenera-
tion, to a general dwindling in size, strength, and intelligence. That I could see clearly enough al-
ready. What had happened to the Undergrounders I did not yet suspect; but, from what I had seen 
of the Morlocks—that, by the bye, was the name by which these creatures were called—I could 
imagine that the modification of the human type was even far more profound than among the 
‘Eloi’ … The Eloi, like the Carlovignan kings, had decayed to a mere beautiful futility (Wells 
1895).

 Bernal 1929.752
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 However, as Tikva Frymer-Kensky writes: 753

After the rest of mankind have been destroyed, and after the gods have had occasion to regret their 
actions and to realize (by their thirst and hunger) that they need man, Atrahasis brings a sacrifice 
and the gods come to eat. Enki [also known as Ea] then presents a permanent solution to the prob-
lem [of noise]. The new world after the flood is to be different from the old, for inky summons 
Into, the birth goddess, and has her create new creatures, who will ensure that the old problem 
does not arise again (Frymer-Kensky 1977).

 This was also noted in chapter 2.754

 Incidentally, the same could be said about Aztec mythology, according to which our current epoch (the Fifth 755

Sun) will end if human sacrifices to the god Huitzilopochtli cease being made. So far as I know, the Aztecs did not 
discuss a Sixth Sun to come after us, which implies that the end of our world might be the end of everything human.

 For example, the notion of final extinction may have been on Henry Maudsley’s mind when he wrote that “the 756

worsening conditions of life” as the sun burns out will leave only “a few scattered families of degraded human be-
ings living perhaps in snowhuts near the equator,” where these people constitute “the last wave of the receding tide 
of human existence before its final extinction” (Maudsley 1881).

 However, a number of non-transhumanist and non-utilitarian arguments proposed by Bertrand Russell, Günther 757

Anders, Hans Jonas, Jonathan Bennett, Ernest Partridge, Jonathan Schell, Robert Adams, and others tacitly con-
cerned final (as well as normative) extinction, although the authors themselves may not have been clear about this 
fact. See chapters 9 and 10 for discussion.

 The only exception that I can find comes from a short 1946 letter to the editor published in Science magazine 758

and authored by a member of the Texas Game, Fish, and Oyster Commission, named Joel Hedgpeth. Worried about 
the possibility that “any uncontrolled release of atomic energy might set off a chain reaction which would detonate 
the entire earth” and “the possible effects of a subsurface explosion of an atomic bomb on marine life,” he concludes 
that “war is out of date, and even admission of the possibility of future wars is welcoming the pre-mature extinction 
of mankind” (Hedgpeth 1946). But the author doesn’t explicitly link this with Existential Ethics, which is why I 
chose not to mention it in the body text.

 Merriam-Webster 2021.759

 IUCN 2012.760

 Delord 2007.761

 Gunn 1991.762

 Lyell 1832.763

 See the famous “Professor Ichthyosaurus” cartoon drawn by Henry De la Beche in 1830.764

 An in-between case worth registering might be involuntary infertility, whereby no lives are cut short, but no 765

doubt a great deal of anguish would occur as the human population dwindles.

 The importance of this distinction is illustrated by the following passage from Eliezer Yudkowsky, who wrote 766

that “people who would never dream of hurting a child hear of an existential risk, and say, ‘Well, maybe the human 
species doesn’t really deserve to survive’” (Yudkowsky 2008). But this confuses Being Extinct with Going Extinct: 
virtually everyone agrees that suffering caused to actual people is bad, and hence that Going Extinct would be bad at 
least insofar as it involves suffering (I call this the “default view” below). However, many people also have the intu-
ition that humanity no longer existing is not itself bad, since there would be no one around to bemoan our non-exis-
tence. These views are entirely compatible, and hence there is no tension between them, as Yudkowsky implies.
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 See Luper 2021 for a useful overview of the conceptual problems associated with this issue.767

 This fact has not always been appreciated in the literature. An exception comes from John Leslie, who noted in 768

2010 that “the spatiotemporal details of any extinction process would be of great ethical significance” (Leslie 2010).

 One problematic implication is that this would make extraterrestrial invasions and the termination of our simula769 -
tion “natural” catastrophes, which seems odd.

 This of course brings up the question of collective moral responsibility, about whether groups can be morally 770

responsible for wrongs, which I will not say much about here.

 Personal communication. Please note that all personal communications quoted in this text have been used with 771

permission.

 Normore 2006, 140-141.772

 Hume 1752; Diderot 1753.773

 Medwin 1824.774

 Quoted in Crocker 1974.775

 NMM 1816.776

 Kant 1790.777

 Parfit 2011.778

 Kant 1790, section 64.779

 Kant 1785.780

 Korsgaard 1983. The language here may be imprecise. Perhaps Kant does mean to say that human beings—or, 781

more generally, rational beings—have a kind of intrinsic value (see Bradley 2006 for a discussion of “Kantian” ver-
sus “Moorean” intrinsic value), or perhaps his assertions about a good will concern something quite different, e.g., 
the “question of how we ought to behave toward such creatures [i.e., rational beings]” (Rønnow-Rasmussen and 
Zimmerman 2005, xx-xxi). I will return to this issue later on.

 Johnson and Cureton 2016.782

 Kant 1785.783

 Kant 1790.784

 Kant 1790.785

 Moynihan 2020. I am not sure where Moynihan gets this date. Sade did not publish any books in 1796.786

 Recall that Buffon was one of the few natural philosophers prior to Cuvier who accepted the possibility of 787

species extinctions.

 Sade 1795.788
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 Interestingly, a similar statement is found in d'Holbach’s The System of Nature published in 1770. He wrote: 789

Of those who ask, why does not nature produce new beings, we inquire in turn how they know 
that she does not do so. What authorizes them to believe this sterility in nature? Do they know 
whether, in the combinations she is at every instant forming, nature is not occupied in producing 
new beings without the cognizance of these observers? Who told them whether nature be not now 
assembling in her vast laboratory the elements fitted to give rise to wholly new generations, that 
will have nothing in common with the species at present existing. What absurdity, then, would 
there be in supposing that man, the horse, the fish, the bird, will be no more? Are these animals so 
indispensable to Nature that without them she cannot continue her eternal course? (d'Holbach 
1770, italics added).

 Sade 1797; Moynihan 2020.790

 Sade 1797.791

 Sade 1797.792

 Moynihan 2020.793

 According to Thomas Campbell, the idea for Byron’s poem actually originated with him fifteen years prior. 794

Campbell claimed that it was his the idea of “a being witnessing the extinction of his species and of the creation, and 
of his looking, under the fading eye of nature, at desolate cities, ships floating with the dead” (quoted in Paley 
1989).

 Although de Grainville’s 1805 novel is sometimes called the first to outline a secular apocalypse, at least in 795

terms of its etiology: infertility of some unknown natural origin.

 Horn 2014.796

 There are many other examples of this second category, although an exhaustive survey goes beyond the scope of 797

this book. For example, in his 1739/40 discussion of the relation between reason and passion, Hume famously de-
clared that “‘Tis not contrary to reason to prefer the destruction of the whole world to the scratching of my finger” 
(Hume 1739/40). This is an intriguing reference to annihilation, although Hume’s point was that our passions (as 
well as volitions and actions) lack the sort of content that reason could assess, and hence there is no battle between 
one and the other—contra many philosophers, both ancient and modern, who have argued not only that reason and 
passion are engaged in a perennial struggle but that we should strive to subjugate the latter to the former (see Cohon 
2018, section 3, for useful explication).

 Godwin 1820; see chapter 2.798

 Note that not all instances of extinction must involve a catastrophe; we could, for example, universally decide 799

not to have children.

 Tonn and Tonn 2009.800

 Shelley 1826.801

 Anonymous 1826, italics added. In a plot twist that modern readers would find banal, the story ends with the 802

main character awakening from a dream. He then observes, in his words, “my man John, with my shaving-jug in the 
one hand, and my well-cleaned boots in the other—his mouth open and his eyes rolling hideously at thus witnessing 
the frolics of his staid and quiet master” (Anonymous 1826).

 See, for example, Benatar 2006; Scheffler 2018.803
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 Montesquieu 1721.804

 See Oak 1953, 554.805

 The term “suitable successors” is important, as the first word points to normative extinction, while the second 806

points to final extinction. We will see that many of the positions proposed during the second wave of Existential 
Ethics pertain to both final and normative extinction, which often come as a bundle.

 Shelley 1826, see chapter 1 of Volume III. Note that italics have been added.807

 Thanks to Morton Paley for affirming that my interpretation of Shelley is accurate.808

 Lovejoy 1936, 244.809

 Kant 1755.810

 Lovejoy 1936.811

 Lovejoy 1936, 108. For a more comprehensive list, see Lovejoy 1936, 108.812

 Quoted in McIntyre 1903.813

 Glanvill 1662.814

 Kant later drifted away from these ideas.815

 Kant 1755.816

 Dick 1982, 1; Crowe and Dowd 2013, 3, 49. Hence, while Cuvier’s work helped to demolish the original and 817

temporalized versions of the principle of plenitude, it did not affect the spatialized version, which continued to exert 
a significant influence on Western thinking about the universe for more than a century. This is possible because the 
former versions are logically independent from the spatialized version: one can accept that every kind of thing that 
could exist either does or will exist without accepting that the universe is infinite and infinitely populous, and one 
can accept that the universe is infinite and infinitely populous without accepting that there are no gaps or vacancies 
in nature. Hence, these distinctions nuance the claims made in chapter 2 about the collapse of the Great Chain of 
Being in the early 1800s.

 Ferguson 1756/1771.818

 Wright 1750.819

 Ferguson 1756/1771.820

 Kant 1755.821

 Wright 1750. This is a bit more ambiguous than Ferguson’s and Kant’s statements, since (a) the phrase “such as 822

ours” could mean either “including ours” or “similar to ours,” and (b) the demonstrative pronoun “there” toward the 
end of the passage suggests that the “Doom-Days” referenced are something that happens to other words rather than 
our own. Still, it could also be plausibly read as saying that our world could indeed disappear, and that this would be 
nothing special in the course of things, and hence matter little to God.
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 Alexander Pope made a similar point in his An Essay on Man, which I quoted in chapter 2 because of its en823 -
dorsement of the Great Chain: 

Who sees with equal eye, as God of all, 
A hero perish, or a sparrow fall, 
Atoms or systems into ruin hurl'd, 
And now a bubble burst, and now a world (Pope 1733-1734).

 Kant 1755.824

 See Paley 1989, 2.825

 For an interesting recent discussion of the historical origins of the Western philosophical tradition, see Cantor 826

2021.

 Laërtius 1925; quoted in Matson 1998.827

 See Marin and Bluff 2018 and Smith 2014.828

 Note that “functional extinction” is a term used in this way by biologists.829

 Beiser 2016.830

 The term “implacable atheist” comes from Nietzsche 1882.831

 Schopenhauer 1851a. Note that there are two distinct claims here. The first is eudaimonic, as it concerns a com832 -
parison between the pleasure experienced by the predator and the pains experienced by the prey. The second is 
moral, as it states that (on Schopenhauer’s account) no amount of pleasure can ever compensate for any amount of 
pain. In other words, even if there were far more pleasure than pain in the world, the world would still be better off 
not existing because pleasures cannot pay back the debts accrued by suffering. See just below in the body text for 
comments about how pleasure has no positive value.

 Schopenhauer 1851b.833

 Beiser 2016, 51.834

 Schopenhauer 1851a.835

 Schopenhauer 1818.836

 Beiser 2016; cf. Migotti 2020, 294.837

 See Landau 1997 for a similar account.838

 Tynan 1959.839

 See, e.g., Tappolet 2011.840

 See Beiser 2016, 202.841

 See Beiser 2016, 222.842
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 Hence, Coates’ claim that “it is Zapffe [discussed in the following chapter] who must be credited with being the 843

first rejectionist to come up with the idea of anti-natalism as the way out of existence for humans” is not correct 
(Coates 2014).

 Mainländer 1876/1886.844

 He also had an appreciably impact on the thinking of Sigmund Freud, given his exploration of the unconscious.845

 Saltus 1885.846

 Quoted in Beiser 2016.847

 Coates 2014; Wicks 2021.848

 Hartmann 1869.849

 Hartmann 1869.850

 Or he might have been thinking about Buffon’s account of Earth as a slowly cooling ember of the sun.851

 Interestingly, G. E. Moore wrote the following about pessimism in his 1903 book Principia Ethica: 852

in order to prove that murder, if it were so universally adopted as to cause the speedy extermina-
tion of the race, would not be good as a means, we should have to disprove the main contention of 
pessimism—namely that the existence of human life is on the whole an evil. And the view of pes-
simism, however strongly we may be convinced of its truth or falsehood, is one which never has 
been either proved or refuted conclusively (Moore 1903).

 Beiser 2016, 13.853

 Although see Torres 2020 for why universal antinatalism need not entail human extinction. In brief, if antinatal854 -
ism is coupled with effective life-extinction technologies, humanity could in theory both stop procreating and con-
tinue to exist until the universe become uninhabitable. More on this below.

 Schopenhauer 1851a. Sometimes this is translated “On the Sufferings of the World.”855

 Schopenhauer 1851a.856

 Schopenhauer 1818.857

 Moynihan also gets this wrong in his book X-Risk, which states that “in Schopenhauer’s masterwork The World 858

as Will and Representation, the first volume of which was published in 1819, he recommended that humans should 
abstain from reproducing in order to abolish self-conscious suffering,” and hence “Arthur Schopenhauer was, after 
Sade, perhaps history’s second omnicidal agent” (Moynihan 2020). Note that The World as Will and Representation 
was first published in 1818, not 1819. Moynihan also claims that Schopenhauer was an “absolute idealist,” which is 
very false indeed.

 Schopenhauer 1818.859

 Schopenhauer writes the following about suicide: 860

The suicide wills life, and is dissatisfied merely with the conditions on which it has come to him. 
Therefore, he gives up by no means the will-to-live, but merely life, since he destroys the individ-
ual phenomenon. ... [S]uicide ... is a quite futile and foolish act, for the thing-in-itself [i.e., the 
will] remains unaffected by it. ... [I]t is also the masterpiece of Maya as the most blatant expres-
sion of the contradiction of the will-to-live with itself (Schopenhauer 1818/19).
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 Schopenhauer 1851a.861

 Driver 2014.862

 Nor was there much discussion prior to Mill’s celebrated 1863 book Utilitarianism of natural selection causing 863

the human species to evolving into a new—e.g., “degenerate”—species.

 Kant 1785.864

 See Korsgaard 1985.865

 Kant 1797.866

 Bentham 1789. Note that although Bentham was writing at the same time as Kant, his utilitarian theory did not 867

gain traction in Britain until the second edition of his An Introduction to the Principles of Morals and Legislation 
was published in 1823 (see Singer 2002, 67).

 Bentham 1789.868

 Sidgwick 1874. Sidgwick adds: 869

How far we are to consider the interests of posterity when they seem to conflict with those of ex-
isting human beings? It seems, however, clear that the time at which a man exists cannot affect the 
value of his happiness from a universal point of view; and that the interests of posterity must con-
cern a Utilitarian as much as those of his contemporaries, except in so far as the effect of his ac-
tions on posterity-and even the existence of human beings to be affected-must necessarily be more 
uncertain (Sidgwick 1874).

 Singer 1972.870

 Sidgwick 1874/1962, 382.871

 Another distinction that I will not elaborate on here is between “act” and “rule” consequentialism. In brief, the 872

first focuses on individual acts, claiming that an act is right or wrong depending on whether it maximizes the good. 
The second, in contrast, claims that an act is right or wrong depending on whether it conforms to a rule, where such 
rules are selected by virtue of their goodness-maximizing consequences.

 Schultz 2002.873

 Sidgwick 1874.874

 Narveson 1973.875

 See Mulgan 2020, 50.876

 Sidgwick 1874.877

 Sidgwick 1874, italics added; Nakano-Okuno 1999.878

 Shelley 1826; see Finneron-Burns 2017, 333.879

 Bowler 2003.880

 Chamberlin and Gilman 1985; see chapter 3.881
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 See Landau 1997.882

 Perry 1918.883

 James 1907.884

 Flammarion also touched upon this theme in Omega, writing that, because of the Second Law, 885

all this progress, all this knowledge, all this happiness and glory, must one day be swallowed up in 
oblivion, and the voice of history itself be forever silenced. Life had a beginning: it must have an 
end. The sun of human hopes had risen, had ascended victoriously to its meridian, it was now to 
set and to disappear in endless night. To what end then all this glory, all this struggling, all these 
conquests, all these vanities, if light and life must come to an end? Martyrs and apostles, in every 
cause, have poured out blood upon the earth, defined also in its turn to perish. … Science had dis-
appeared with scientists, art with artists, and the survivors lived only upon the past. The heart 
knew no more hope, the spirit no ambition. The light was in the past ; the future was an eternal 
night. All was over. 

A few pages later in his Last Man-esque novel, Flammarion describes “the last heir of the human race,” namely, 
Omegar, feeling “the overwhelming sentiment of the vanity of things,” given the impending extinction of our 
species (Flammarion 1894).

 Balfour 1894.886

 Russell 1903.887

 Zapffe mentions two other such mechanisms, i.e., attachment and sublimation, which I will not here discuss.888

 Zapffe 1933.889

 Zapffe 1967.890

 Zapffe 1933.891

 Shelley 1826.892

 Or perhaps random fluctuations of matter and energy in an infinite universe will occasionally result in non-ther893 -
modynamic-equilibrium “Boltzmann universes” or “Boltzmann brains,” which may in some sense, then, contain life.

 Russell 1903.894

 Weart 1988, 23.895

 Churchill 1924; Freud 1930.896

 Parfit 1984.897

 See Critchley 2001.898

 Somerville 1981.899

 See Torres 2018a, 2018b.900

 Jonas 1979.901
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 Lipton 1955. Note that Lapin was quoting two others: Earl Jimerson and Patrick Gorman. See Lapin 1955, 5.902

 Kennedy 1961.903

 Boyer 1986. Many physicists, as noted in chapter 4, also discussed nuclear weapons, although few provided any 904

systematic analysis of our novel predicament. See Deudney 2018 for a brief but informative history of international 
relations theorists in the postwar era.

 Boyer 1986, 293-294. See also Deudney 2018.905

 Lifton 1982 (note that half of which was authored by Richard Faulk); Thomas 1986.906

 Schilpp 1949.907

 See Russell 1930, 13.908

 Russell 1954b.909

 McPhee 1980.910

 Gould 1996.911

 To put it somewhat simplistically. See Gould 1996, 3; Farrier 2016.912

 Kelvin 1862; Flammarion 1894.913

 Wells 1895; Jeans 1929.914

 For additional examples, see Ćirković 2003, 3.915

 See Bowler 2021, 3.916

 Condorcet 1795; Wells 1902. In fact, like Russell, Wells combined this utopian potentiality thinking with deep-917

future thinking. To quote the final paragraphs of the aforementioned essay in full: 

It is possible to believe that all the past is but the beginning of a beginning, and that all that is and 
has been is but the twilight of the dawn. It is possible to believe that all that the human mind has 
ever accomplished is but the dream before the awakening. We cannot see, there is no need for us 
to see, what this world will be like when the day has fully come. We are creatures of the twilight. 
But it is out of our race and lineage that minds will spring, that will reach back to us in our little-
ness to know us better than we know ourselves, and that will reach forward fearlessly to compre-
hend this future that defeats our eyes. 
 All this world is heavy with the promise of greater things, and a day will come, one day in 
the unending succession of days, when beings, beings who are now latent in our thoughts and hid-
den in our loins, shall stand upon this earth as one stands upon a footstool, and shall laugh and 
reach out their hands amid the stars (Wells 1902).

 See, e.g., Pinker 2011. For a critique of the poor scholarship of some of Pinker’s recent work, see Torres 2019.918

 Note that Russell later used the phrase “Prologue or Epilogue?” as the title to the opening chapter of his book 919

Has Man a Future?, which reiterated many of the same points; see Russell 1961, chapter 1 in general but, especially, 
pages 13-14 and 119-120.
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 Even earlier, in a 1945 statement to the House of Lords, he declared that “we do not want to look at this thing 920

[i.e., the perils posed by the atomic bomb] simply from the point of view of the next few years; we want to look at it 
from the point of view of the future of mankind” (quoted in Schell 1982).

 Russell 1954b.921

 See Ord 2020, chapter 2, and footnote 45 of chapter 2.922

 Russell 1954a.923

 Schilpp 1949. Note that Schilpp discussed Russell’s work in a in 1944 volume of the Library of Living Philoso924 -
phers. Thanks to Dan Zimmer for apprising me of this fact.

 Kagan 1998.925

 Dawsey 2016.926

 Babich 2022, 8.927

 Liessmann 2011, 124.928

 Müller 2021.929

 In German, these books were titled Die Antiquiertheit des Menschen Bd. I: Über die Seele im Zeitalter der zweit930 -
en industriellen Revolution and Die Antiquiertheit des Menschen Bd. II: Über die Zerstörung des Lebens im Zeital-
ter der dritten industriellen Revolution.

 See Dawsey 2016.931

 See Babich 2022, “Introduction”; Müller 2021.932

 Dawsey 2016933

 Anders 1982.934

 Anders 1962, 1982. Note that Anders’ seminar notes were originally published in German in 1960. Also, note 935

that while Anders specifically pointed to the first use of atomic weapons as “Day Zero” of his new chronology, he 
also repeatedly referenced the Castle Bravo debacle throughout his writings, thus indicating that he did indeed see 
this as an extremely important event.

 Dawsey 2016, see footnote 71.936

 Anders 1962.937

 As Anders wrote, “even in a thoroughly ‘clean’ world (whereby I understand the situation in which there doesn’t 938

exist one single A- or H-bomb, in which we seem to ‘have’ no bombs) we still would ‘have’ them because we know 
how to make them” (Anders 1961).

 Anders 1961.939

 Anders 1958.940

 Anders 1956.941
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 Anders 1956; quoted in Dawsey 2016.942

 Anders 1962.943

 Anders 1980.944

 Anders 1960/62.945

 Anders 1957/61.946

 in Bronson 2018.947

 Nathan and Norden 1960; Einstein 1954.948

 Boyer 1994.949

 Meerloo 1947.950

 Anders 1962.951

 Quoted in Torres 2021.952

 Thunberg 2019.953

 Anders 1962.954

 Anders 1961.955

 Anders 1962.956

 Anders 1961.957

 Anders 1962.958

 Anders 1962.959

 His reference to “nihilism” is a bit puzzling. The German pessimists were not necessarily nihilists. Elsewhere, in 960

his 1959 article “Apocalypse without Kingdom,” Anders referenced the Russian nihilists, but so far as I know none 
of the Russian nihilists doubted whether there will or should be people—unlike the pessimists.

 Anders 1956. This is my own translation.961

 Anders 1960. To be clear, “Apocalyptic without Kingdom” was taken from an essay titled “Die Frist,” meaning 962

“Respite” or “Grace Period,” which later appeared in Endzeit und Zeitenende (1972). Thanks to Jason Dawsey for 
details on this history.

 Anders 1962.963

 Anders 1979; quoted in Dawsey 2016.964

 Jaspers 1961, italics added.965

 Koestler 1967.966
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 Groenewold 1968/70.967

 Note that I have added two commas to this sentence to improve readability.968

 Groenewold 1968/70.969

 Somewhat amusingly, Jonas wrote in an article about Arendt titled “Hannah Arendt: An Intimate Portrait,” that 970

“Günther [Anders] imagined that he had found in [Arendt] a wonderful companion, but he failed to notice that she 
had outgrown him intellectually and was becoming more independent. This situation became evident in Paris where 
Hannah quickly became a well-respected figure among the Parisian émigrés. … Günther stood somewhat aloof and 
began to play the role of the prince consort, which, as an ambitious and vain man, made him difficult to bear” (Jonas 
2006). Anders and Arendt divorced in 1937, after both fled Germany in 1933.

 Vogel 1996, 3.971

 This is course not true: utilitarians like Bentham believed that animals could experience pleasure and pain, and 972

hence we ought to include them in our moral deliberations.

 He also hinted at the “hypertrophy” idea mentioned by Groenewold in writing that our cognitive evolution has 973

resulted in “the paradox of excessive success that threatens to turn into a catastrophe by destroying its own founda-
tions in the natural world” (see Morris 2013, 127).

 Indeed, it seems difficult to derive a logical or practical contradiction from a maxim covering omnicide. But, as 974

Barbara Herman observes, the “contradiction in conception” (CC) test of the Categorical Imperative fails to yield a 
contradiction in the maxim “To kill whenever that is necessary to get what I want.” As she writes, 

If everyone killed as they judged it useful, we would have an unpleasant state of affairs. Popula-
tion numbers would be small and shrinking; everyone would live in fear. These are bad conse-
quences all right. Still a world that looks like this is conceivable: Hobbes described it in some de-
tail. And if there is nothing inconceivable or contradictory in thinking of a world that killing, it 
looks as though we must conclude contains a Hobbesian that the CC test does not law of reject the 
maxim of killing (Herman 1993).

 Jonas 1979/84. See Coyne 2021, 121-122, for discussion.975

 Coyne 2021.976

 Note that “super-commandment” is my term.977

 See Miller 2020.978

 Anders 1961.979

 NYT 1982.980

 Note that “strive” is my term, not Anders’.981

 Anders 1961. Recall here the Schopenhauer also referenced this line from Shakespeare in suggesting that “abso982 -
lute annihilation would be decidedly preferable” to existence (Schopenhauer 1818).

 Coyne 2021, 123.983

 Jonas 1979/84.984
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 As noted in a previous footnote […], I am extremely skeptical that colonizing space will actually reduce the 985

probability of extinction, due largely to the convincing case against colonization made by Deudney 2020. We should 
not, as I claimed earlier, uncritically assume that space colonization will increase our chances of survival; the very 
opposite could be the case. Perhaps there really is no Planet B.

 Jonas 1979/84.986

 According to the 1992 Rio Declaration, the Precautionary Principle states that “where there are threats of serious 987

or irreversible damage, lack of full scientific certainty shall not be used as a reason for postponing cost-effective 
measures to prevent environmental degradation” (Rio 1992).

 Morris 2013.988

 Morris 2013, 125.989

 Jonas 1979.990

 Jonas 1996.991

 Jonas 1979/84, italics added.992

 Vogel 1995.993

 Morris 2013, italics added.994

 More specifically, “final” value. I will discuss the distinction between intrinsic and final value in chapter 11. 995

Briefly put, something has final value if and only if it is valuable as an end-in-itself or for its own sake, whereas 
something has intrinsic value if and only if it is valuable by virtue of its intrinsic (rather than extrinsic) properties.

 Morris 2013.996

 Note that Jonas does not use the terms “biotechnology” or “genetic engineering,” but instead simply talks about 997

“technology” enabling “the genetic control of future men” (Jonas 1979).

 Coyne and Hauskeller (2019).998

 See Coyne 2020, 173; Coyne and Hauskeller 2019, footnote 1. To be clear, the argument as stated does not nec999 -
essarily reject transhumanism. If, for example, there were a way to create a new posthuman species that possessed 
the same ontological and ethical nature as current humans, this presumably would not contravene Jonas’ imperative. 
However, Jonas’ critique of modifying the human organism went far beyond this imperative, as Coyne and 
Hauskeller (2019) discuss in some detail. 

 This means that, one could argue, what most concerned Jonas was normative and final extinction, since the 1000

moral order could remain intact even if Homo sapiens were to disappear, so long as our replacements were to posses 
the sort of dignity required for this moral order to exist. I will discuss this further in the section titled “Dreadful to 
Contemplate” below.

 See Walters 1988, 239.1001

 d'Entreves 2019.1002

 Jaspers 1958/61.1003

 Earle 1961.1004
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 Note that Jaspers somewhat imprecisely flips between discussing the “atom bomb” and the “H-bomb.” In much 1005

of his discussion, it is safe to assume, I suspect, that he means the latter when he uses the former.

 Jaspers 1958/61. Incidentally, one finds a similar sentiment in Kant’s Metaphysics of Morals, which declares 1006

that “if justice perishes, then it is no longer worthwhile for men to live upon the earth” (Kant 1797).

 Russell 1961, 89. For a nuanced discussion of Jaspers’ view, see Walters 1988.1007

 Note that, in contrast, only 21 percent in the UK held this view (Rose 2001, 9). As Jeff McMahan observed later 1008

on, in a 1986 discussion of the “dead” or “red” debate, 

people’s views about nuclear weapons tend to reflect the ordering of their fears. A crude general-
ization might be that those whose position is characterized primarily by opposition to nuclear 
weapons tend to fear nuclear war more than they fear the Soviets, while those who are disposed to 
support nuclear weapons tend to fear the Soviets more than they fear nuclear war (McMahan 
1986). 

Incidentally, it appears that few leading intellectuals at the time explicitly endorsed Jaspers’ view. Jonathan Schell 
gestures at this in writing that Jaspers was “one of the few who have had the courage to state such a belief outright” 
(Schell 1982, italics added).

 Jonas 1979/84.1009

 Indeed, as Torbjörn Tännsjö notes, “there is a strong tradition within Western philosophy arguing that, given our 1010

human predicament, the coming to an end of humanity is morally unobjectionable or even desirable” (Tännsjö 
2021).

 Leslie 1983, italics added.1011

 Parfit 1984.1012

 See, e.g., Naess 1973; Singer 1975; Singer 1972; Rawls 1971. Intergenerational ethics, for example, asks what 1013

we owe future generations, what our obligations to them are, assuming that they exist. This topic gained significant 
attention after the publication of John Rawls’ 1971 A Theory of Justice, which offered the first systematic examina-
tion of intergenerational ethics. In brief, Rawls asked us to imagine a group of “deliberators” in what he called the 
“original position.” This is a hypothetical situation in which these deliberators find themselves behind a “veil of ig-
norance,” which prevents them from knowing anything about the race, gender, intelligence level, education level, 
social status, personal wealth, and so on, of the members of society that they represent. They are then tasked with 
determining principles for the arrangement of social and political institutions within liberal society. Rawls argued 
that if these deliberators are self-interested, they will choose principles that ensure the fairest arrangement possible; 
hence Rawls’ famous slogan of justice as fairness. 
 The point is that Rawls extended this thought experiment to the question of what current generations owe to 
future generations. Imagine, he argued, that the deliberators also know nothing about which generation they repre-
sent. They are then tasked with determining how much “real capital”— that is, factories, machines, knowledge, cul-
ture, techniques, and skills—each generation is obligated to pass along to subsequent generations. Rawls contended 
that if one considers the question from this perspective, each generation is obliged to bequeath at least enough capi-
tal for “the conditions needed to establish and to preserve a just basic structure over time.” Hence, “once these con-
ditions are reached and just institutions established, net real saving may fall to zero. If society wants to save for rea-
sons other than justice, it may of course do so; but that is another matter.” He called this the just savings principle 
(Rawls 1971). In this way, justice as fairness extends not just across space, from one person or group to another, but 
across time, from one generation to the next.

 See Heyd 1992, who bundled such questions concerning the “existence, number, and identity” of people under 1014

the umbrella of “genethics” (his coinage).

 Sidgwick 1974.1015
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 As Peter Singer wrote in 1979, “would it really be good to create more pleasure by creating more pleased be1016 -
ings? This perplexing issue was first raised by Henry Sidgwick and has since been revived by Jan Narveson and 
Derek Parfit” (see below) (Singer 1979).

 As Parfit wrote in a 1976 article that put forward certain population-ethical conundrums that we would later 1017

develop in his 1984 book, “though my remarks here are critical, I owe a great deal to Narveson’s first article” (Parfit 
1976).

 In Narveson’s words, “if the person-regarding view is rejected, of course, then we have the form of utilitarian1018 -
ism which, for instance, Henry Sidgwick explicitly embraced” (Narveson 1967).

 Narveson 1967.1019

 This is partly affirmed by Narveson: “if no person is affected by an action, then that action (or inaction) cannot 1020

be a violation or fulfillment of a duty. This we may call, adopting Derek Parfit's useful terminology, the ‘person-re-
garding’ view” (Narveson 1978).

 See Arrhenius 2000, chapter 8, for discussion.1021

 These theories of wellbeing were first explicitly distinguished in appendix I of Parfit’s 1984 book.1022

 Narveson 1978, 44.1023

 Note that there are many proposed analyses of “harm.” See Rabenberg 2015 for a useful overview and critique.1024

 Narveson 1978. I say “existing people” here for the sake of simplicity. There are many ways of demarcating the 1025

class of relevant people on a person-affecting theory: presentism (present people), actualism (actual people), necessi-
tarianism (necessary people), and so on. Again, see Arrhenius 2000, chapter 8.

 Narveson 1967, 1973. To be clear about these two views and how they related to other (a) interpretations of 1026

utilitarianism, and (b) non-utilitarian ethical theories, let me say the following. First, most nonconsequentialist theo-
ries in ethics, such as Kantianism and contractualism (see chapter 11), are person-affecting. What matters on these 
views is, and only is, “the effect of principles/actions on persons, rather than the world writ large” (Finneron-Burns 
2017). Second, one can combine impersonalism and the person-affecting view with the obligation to maximize ei-
ther the total or the average amount of value. As noted in the previous chapter, the default view among utilitarians 
today is impersonalism, and hence “totalism” and “averagism” are quite literally defined in impersonalist terms, but 
this need not be the case. Narveson himself held that what matters is the total quantity of value, but that maximizing 
this quantity does not entail that we should “make [new] happy people,” only that we should “make people [who 
already exist] happy” as much as possible. We should, he wrote, “aim at the greatest happiness of the greatest num-
ber,” rather than “the greatest happiness and the greatest number” (Narveson 1967). Third, it may be easy to confuse 
Sidgwick’s notion of “the point of view of the universe” with impersonalism, as this disembodied perspective on the 
affairs of moral agents is as impersonal as it could be. But this idea specifically concerns impartiality, that is, the 
claim that one’s identity, or even one’s species, is irrelevant when calculating the total or average amount of value 
contained within a given state of affairs. Each being’s pleasure and pain counts equally. Hence, one can espouse a 
person-affecting no less than an impersonalist view while simultaneously endorsing Sidgwick’s conception of the 
moral point of view: looking down on human affairs from above, as if the universe had eyes of its own.

 Narveson 1967.1027

 Narveson 1967.1028

 Narveson 1978.1029

 Narveson 1967, 1973.1030
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 Italics added.1031

 Bennett 1978.1032

 Sikora and Barry 1978.1033

 Sikora and Barry 1978. One finds a similar sentiment expressed several years earlier, in 1974, by Joel Feinberg. 1034

The only rights that future generations have, he argued, are 

contingent rights: the interests they are sure to have when they come into being (assuming of 
course that they will come into being) … Yet there are no actual interests, presently existent, the 
future generations, presently nonexistent, have now. Hence, there is no actual interest that they 
have in simply coming into being, and I am at a loss to think of any other reason for claiming that 
they have a right to come into existence. 

It follows that, if everyone around the world were to voluntarily choose not to procreate, this would not “violate the 
rights of anyone,” and hence it would not be wrong. He concluded: “My inclination then is … that the suicide of our 
species would be deplorable, lamentable, and a deeply moving tragedy, but that it would violate no one’s rights” 
(Feinberg 1974).

 Bennett 1978.1035

 See Bell 1994; Slaughter 1994; Tonn 2009, 2021.1036

 This is obviously reminiscent of Anders’ notion of the League of Generations, although I do not know if Anders 1037

was familiar with Burke’s work.

 Burke 1790.1038

 Tonn 2009, 428.1039

 Bell 1994.1040

 Clarke 1971.1041

 Bennett 1978.1042

 Narveson 1967.1043

 McMahan 1981; see Frick 2014, footnote 1. Note that this is distinct but related to the “Intuition of Neutrality,” 1044

according to which “the presence of an extra person in the world is neither good nor bad. More precisely: a world 
that contains an extra person is neither better nor worse than a world that does not contain her but is the same in oth-
er respects” (Broome 2005, 401). For example, if one abandons the Intuition of Neutrality, then it becomes harder to 
accept the Procreation Asymmetry; i.e., if one is not neutral about, say, the addition of a new happy person, all other 
things equal, this suggests there may be a moral reason after all for creating new happy people.

 Vetter 1971.1045

 Italics added.1046
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 However, Vetter wrote in another paper (which was published before his 1971 paper but seems to have been 1047

written after it; i.e., the 1971 paper was written first but published second) that 

Narveson has correctly pointed out that not only the potential child’s, but also other people’s, no-
tably the parents’, utility has to be taken into account. I admit that this utility may outweigh the 
potential child’s disutility which according to U4 [see below] would speak for not producing it, 
plus the disutility imposed upon others by taking away from them scarce goods (including the in-
vestments necessary to provide work, housing, and other facilities to the newcomer). 

Here, “U4” is the proposition that “there is a moral reason for not starting someone’s existence on account of the 
unhappiness he would experience” (Vetter 1969). Hence, if the utility to the parents and society added by creating a 
new person were to outweigh the disutility of creating the child itself, one may be morally obligated to have a child. 
Clark Wolf later used this to argue that “the Vetter dominance argument fails, because it fails to take into account all 
of the morally relevant considerations at stake in the decision to bring a child into existence.” He continued: “Our 
prospective children may contribute to making our lives better, and to making the lives of others better as well. Thus 
failure to conceive a child will put at risk the welfare of all those who might have been better off (or less badly off) 
if one’s child had existed” (Wolf 1997).

 Vetter 1971. In the late 1990s, Christoph Fehige argued for what he called an “antifrustrationist” axiology that 1048

entails similar conclusions. For example, his “General Universal Pareto Principle” (GUPP), of which antifrustra-
tionism is an integral component, accepts Narveson’s view that “we have obligations to make people happy … but 
no obligations to make happy people.” Fehige further described his GUPP position as explicitly holding that “(i) 
Nothing can be better than an empty world (a world without preferences, that is). (ii) Our world is worse than an 
empty world. (iii) It is ceteris paribus wrong to create a being that will have at lest one unfulfilled preference.” 
Nonetheless, Fehige argued that, for reasons that I will not discuss here, his view “does not prescribe childlessness 
to would-be parents,” and “is miles away from anything like a general prohibition on real-life procreation.” It thus 
“permits the show to go on as long as there are, or if there ever have been (as indeed there have), people who want it 
to go on” (Fehige 1998). A similar idea was put forward earlier by Peter Singer, who described his version of prefer-
ence utilitarianism as seeing no value in creating new satisfied preferences; all that matters is maximizing satisfied 
existing preferences. “The creation of preferences which we then satisfy gains us nothing,” he wrote, as 

we can think of the creation of the unsatisfied preferences as putting a debit in the moral ledger 
which satisfying them merely cancels out. … It can find no positive value in the existence of our 
species. Given that people exist and wish to go on existing, Preference Utilitarians have grounds 
for seeking to satisfy their wishes, but they cannot say that the universe would have been a worse 
place if we had never come into existence at all (Singer 1980). 

However, Singer did not “endorse antifrustrationism or anything like it” (Fehige 1998).

 Popper 1945.1049

 Smart 1958.1050

 See Acton and Watkins 1963; Ord 2013, but also Knutsson 2018 for critical discussion of Ord.1051

 Bar-Hillel wrote: “I personally do not see in the preservation of human life a particular value. Together with Dr. 1052

Vetter and Sir Karl [Popper] I rather tend to see in the reduction of suffering a prime value.” He added: “I think that 
all that talk about the destiny or goals of humanity is seductive talk which scientists should try to oppose. Any such 
talk will quickly lead to the recognition of somebody who is setting these goals and of a privileged class of people 
who know from the horse's mouth what these goals are” (Bar-Hillel 1968).

 Vetter 1968.1053

 Vetter 1969.1054

 Glover 1977.1055
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 Beard 2019.1056

 Smart 1984, italics added.1057

 Nagel 1970.1058

 Vetter 1968.1059

 Nagel 1970.1060

 Feinberg 1977. Some ancient Greeks may have accepted this view, too. As Aristotle reported in his Nico1061 -
machean Ethics, “both evil and good are thought to exist for a dead man, as much as for one who is alive but not 
aware of them; e.g., honours and dishonours and the good or bad fortunes of children and in general of 
descendants.” Or as Feinberg wrote, the notion that we are all susceptible to “drastic changes” in our fortunes “both 
before and after death was well understood by the Greeks,” according to Feinberg (1977, italics added). Note also 
that Feinberg did discuss human extinction in a 1974 paper titled “The Rights of Animals and Unborn Generations,” 
although only to say that, as noted in footnote […] above, “the suicide of our species would be deplorable, lam-
entable, and a deeply moving tragedy, but that it would violate no one’s rights” (Feinberg 1974).

 Bennett 1978.1062

 Partridge 1981. Note: the version of this paper on Partridge’s website misspells “from” as “form.” I have here 1063

corrected this.

 Passmore 1974.1064

 Partridge 1981.1065

 Delattre 1972, italics added.1066

 Partridge 1981.1067

 Partridge 1981. Elsewhere in the article he wrote that “if one feels no concern for the quality of life of his suc1068 -
cessors, he is not only lacking a moral sense but is also seriously impoverishing his life. He is, that is to say, not only 
to be blamed; his is also to be pitied” (Partridge 1981).

 Note that I am unable to verify this quote, despite it being widely attributed to Hemingway. Nor was Andrew 1069

Morawski of the Hemingway Home and Museum able to verify it (personal communication).

 Lasch 1978.1070
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 David Heyd subsequently offered an alternative interpretation of Partridge’s argument from immortality accord1071 -
ing to which “self-transcendence is itself a person-affecting value” that, as such, “cannot give rise to ethical obliga-
tions to create new people.” In other words, the idea that we may live on in the memories of those who come after us 
explains why we might want to have children, but it does not generate “a duty to continue humanity” (Heyd 1992). 
Luke Meyer articulated another versions of this general argument, too. In a chapter section titled “Living in a Soci-
ety that is Open to the Future,” Meyer wrote that 

being successful in the pursuit of valuable projects is of the utmost importance to the well-being of 
people. Thus, for those many contemporaries who pursue projects of the two types as character-
ized in the preceding paragraphs, it is important for their well-being that they can place the pursuit 
of their projects in an ongoing and unfolding story. In particular, it is important to them that they 
can expect the continuance of human life on earth under such conditions that future people will be 
able to understand the point and value of the projects they have been pursuing, that they can make 
good use of them or may choose to continue pursuing them. Being able meaningfully to choose a 
project whose success partly depends on intergenerational cooperation presupposes living in a 
society of a certain quality. It presupposes living in a society that is sufficiently open to the future 
to allow that there be future people who, in tum, are able to choose to continue valuable projects 
that their predecessors pursued before them (Meyer 1997).

 This goes for the second wave more generally: few authors cited each other, and hence (a) many repeated what 1072

others had earlier said, and (b) their writings did not form a cohesive literature in which later ideas built upon earlier 
ideas. Indeed, it was only with the founding of Existential Risk Studies in the early 2000s that a cumulative tradition 
of this sort emerged.

 Schell 1982.1073

 See Dawsey 2013, footnote 19; NYPL 2017.1074

 There are at least five reasons for thinking that Schell did not plagiarize Anders. First, although Anders men1075 -
tioned the “second death” in his 1962 article “Theses for the Atomic Age,” which was published in English, his ma-
jor works on the topic, as noted earlier, were never translated from German, and there is no evidence that Schell 
spoke or read German. (Schell’s friend, the psychiatrist who introduced the idea of psychic numbing, Robert Lifton, 
has affirmed this to me via email.) Second, the term “second death” appears in the Book of Revelation four times, 
and hence Anders himself may have borrowed it from the Bible. At the very least, it was not wholly original to his 
work. Third, Anders and Schell had both almost certainly come across Arendt’s use of the term “second birth” in her 
1958 book The Human Condition. She wrote: “With word and deed we insert ourselves into the human world, and 
this insertion is like a second birth, in which we confirm and take upon ourselves the naked fact of our original phys-
ical appearance” (Arendt 1958). It is a short terminological step from “second birth” to “second death.” (Note also 
that the term “second birth” is not original to Arendt. See, e.g., Excerpts of Theodotus 80:1; and of course Jesus 
spoke of being “born again,” as quoted in John 3:3, 7.) Fourth, as noted above and below, Anders’ notion of the sec-
ond death was different from Schell’s. And finally, Schell was by all accounts something of a paragon of intellectual 
integrity. As Peter Rothberg wrote shortly after Schell’s death, “I guess I’ve probably known a nicer, more humble 
human being than Jonathan Schell. But certainly no one who approached Jonathan’s stature or legacy. I’ve also met 
a handful of more accomplished writers, but absolutely no one who came close to approaching Jonathan’s humility” 
(Rothberg 2014; see also LoA 2020, and Bhandari and Rodrigues 2014 for similar comments). In contrast, Anders 
seemed to care a great deal about achieving fame and notoriety, as suggested by his efforts in Hollywood. To quote 
the harsh words of his friend Jonas, Anders was “an ambitious and vain man” (Jonas 2006; see footnote […]). These 
characterological differences suggest, one could argue, that Schell was not the type of person to borrow ideas with-
out properly crediting their progenitors, while Anders was the type of person who would accuse someone of taking 
his ideas, especially if that person achieved the level of success that Schell achieved after his 1982 book. (Indeed, 
consistent with the above, Schell gave virtually no interviews about his work; he wanted the book to speak for itself, 
and generally eschewed the spotlight, unlike Anders.)

 Zimmer 2022, ch. 3, section II . Personal communication. Thanks to Zimmer for many insightful conversations 1076

about the issue.

 Schell 2002, 1982.1077
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 Kateb 1984.1078

 Anders 1962; Schell 1982. That is to say, his focus was the possibility of an “absolute and eternal darkness: a 1079

darkness in which no nation, no society, no ideology, no civilization will remain; in which never again will a child 
be born; in which never again will human beings appear on the earth, and there will be no one to remember that they 
ever did” (Schell 1982). 

 Italics added.1080

 Schell 1982.1081

 Two points: first, my claim in the previous chapter about the significance of Montesquieu describing our extinc1082 -
tion itself as a “terrible calamity” could be rephrased like this: Montesquieu seems to have been singling-out what 
Schell here calls the “Second Death,” and this is what made his statement, expressed through Usbek, so noteworthy; 
i.e., Montesquieu was, or may have been, the very first to conceptually distinguish the first deaths and Second Death 
in writing. Second, with respect to there being “no extra suffering,” Schell seems to have ignored the possibility de-
noted by the no-ordinary-catastrophe thesis, i.e., that the anticipation of human extinction could, in fact, introduce 
additional sources of harm.

 Mulgan 2020, 32.1083

 To be clear, some of these theorists would have, as noted above, said that our extinction would indeed be in 1084

some way bad, e.g., because it would prevent the fulfillment of certain business (Bennett 1978). But this badness 
was not morally relevant; it concerned, instead, a mere matter of taste or aesthetic preference.

 Schell 1982, italics added. Note that I have switched the order of this sentence; the meaning remains un1085 -
changed.

 Arendt 1958.1086

 Schell 1982.1087

 Schell 1982.1088

 Schell 1982, 181-182.1089

 Once again, I have rearranged this sentence without altering its meaning.1090

 Schell 1982.1091

 van Munster and Sylvester 2021, 297.1092

 Fox 2014.1093

 Parfit’s hypothesis was experimentally confirmed by a study published in 2019. For reasons that I will not elab1094 -
orate here, much of the rest of this experiment seems to me flawed. See Schubert et al. 2019.

 Interestingly, Pierre Allan writes in a 2006 article, which implicitly distinguishes between Going Extinct and 1095

Being Extinct, that Parfit’s “scenario only considers the consequences of a generalized nuclear war, without includ-
ing the horrors of the path towards the disappearance of mankind for its last members, a truly apocalyptic scenario 
along the lines of the nuclear winter preceding it. Such a doomsday would entail atrocious suffering during this peri-
od of human extinction” (Allan 2006).

 Parfit 1984.1096
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 Scheffler 2013.1097

 Parfit 2013.1098

 Vetter 1968.1099

 In fact, this was also addressed in the psychological experiment that affirmed Parfit’s hypothesis about how 1100

most people would respond to his thought experiment. See Schubert et al. 2019.

 However, roughly two decades earlier Smart seemed to reject the sort of impersonalism advocated by Sidgwick. 1101

In his 1961 book Outline of a System of Utilitarian Ethics he asked: 

Would you be quite indifferent between (a) a universe containing only one million happy sentient 
beings, all equally happy, and (b) a universe containing two million happy beings, each neither 
more or less happy than any in the first universe? Or would you, as a humane and sympathetic 
person, give a preference to the second universe? I myself cannot help feeling a preference for the 
second universe. But if someone feels the other way I do not know how to argue with him. It looks 
as though we have yet another possibility of disagreement within a general utilitarian framework 
(quoted in Narveson 1967). 

Interestingly, Sikora and Barry addressed Smart’s claim in the introduction to Obligations to Future Generations, 
writing that “one of the most encouraging things about the debate as to whether it is or is not in any way wrong per 
se to prevent the existence of happy people is that it has become clear that the question is not, as J. J. C. Smart and 
many others once supposed, beyond the scope of rational considerations” (Sikora and Barry 1978).

 Van den Bergh and Rietveld 2004, 196.1102

 Wallace 1809, 10.1103

 Sagan 1983. As noted earlier, much of the work on Existential Ethics prior to the early 2000s was disjointed, 1104

fragmented, lacking any cohesion. Most theorists who addressed the ethical and evaluative aspects of extinction, 
with few exceptions (such as those just below), never cited each other, and consequently there was no cumulative 
development of ideas. For example, although Sagan had very likely read Schell’s book, he never mentioned it. Nor 
did Smart cite either Sagan, Schell, or Parfit. No one cited Anders and Jonas. Only Parfit cited Partridge and Schell, 
although in both cases the citation was nonsensical. That is, Schell’s name was included in the Index of Names at the 
end of Parfit’s book, which directs the reader to page 538; but page 538 takes one to the Bibliography rather than the 
body text, where one finds a bibliographic entry for The Fate of the Earth, this being recorded in the Index, with no 
mention of Schell elsewhere in the book. The same goes for Partridge: the Index of Names leads one to an entry for 
his edited collection Responsibilities to Future Generations, which included the chapter mentioned above: “Why 
Care About the Future?” Nevertheless, this suggests that Parfit was familiar with the work of Schell and Partridge, 
although why their respective books were cited is a mystery. Parfit also never cited Sagan’s 1983 estimate, though 
this would have been directly relevant to the first Sidgwickian reason he gave for why the difference between (2) 
and (3) is vastly greater than that between (1) and (2).

 Oddly, Nye here claims that Schell referred to the Second Death as “double death,” a mistake that he made 1105

elsewhere, e.g., in the edited collection of Scowcroft et al. 1988, 145.

 Nye 1986.1106

 Indeed, Adams described Bennett’s paper as “one of the best essays I have read on this subject” (Adams 1989).1107

 Adams 1989. But see Adams 1988 for further thoughts on the moral virtuousness of caring about certain com1108 -
mon projects.

 686

https://watermark.silverchair.com/54-3-195.pdf?token=AQECAHi208BE49Ooan9kkhW_Ercy7Dm3ZL_9Cf3qfKAc485ysgAAAugwggLkBgkqhkiG9w0BBwagggLVMIIC0QIBADCCAsoGCSqGSIb3DQEHATAeBglghkgBZQMEAS4wEQQMQhUIJAHH3XFZy93vAgEQgIICmwA1f7p_8T2uYimu1RrtuDKPGTgY8NaN0hTMzf_WzeogSE0-bIApcuQ3N524z3zZiPtCOroQTWtKGxi9uPcinwaETSmKWnMG-qM1esYcx1a6DT-k4JHKZTb1071rDPCUfvDSg3dG14bUG63yPVmsgNPVfK0gBxZji7RRik0_JmYAzr-yP6FuvQIERnnyqvbiRBXYYN8X4jj3-RGWdIiNvo9SgFrxHKj8epW3v4zm1lm3T-hJHaVdBYqwt566HOcNN91FUmYnwHmQY_0Tqn32SY3ZuEmnhKqH9ZziAggAiP1KyDLrhWx8eG-LROQwvGeIVVR0onhjFyFFkecEEWOWjeBE6k2FjnugBwbI0KjCag6OuTia3O9_PjhqlXZ_4kyTDJ2gyHE_-3eTIq4lZy92Br4gP5UWDE7bWLn9ZVeN2SHuYOnqAMyxSflKDTIPSXOHljKPAiAkeoYcQixnEZtMET7FNxMojqv9UdmlmkIFXR_yDtXFUOB7BFHR_v0hnrLdv49Coos0kbNKH_WwjyJy2MaG3qg2tOhH9kISuvVUYxn5_nisVq_QKf43kj2TsQt6CcLSCbPtkItiYsrgRkgOe6vopqCTtCUxTnr-8EUWV5_-a9Zh9C6OwvrUqH2azADHKZ3FXLuO8zJTkNydDo4fxLkxMVK7gDhmOYTd7fnJno3k9CbGiTiXR4e2M_xjcP8cxNW3LNCa5bacxbKbsphl1cHc0vGQnGIPHsdl4CJr_-VZGZaIUw-Qe8Bi_iAkbqUkjsZdJJ_z0DCSDOJeuErQYnHGdxeaECp1q5d730x-YovtZfgUTiJEvMyaekBuAlcOCqR1sed7ppfnb0W0Jztb7C5eJLUZLL7Mjgd9xSg37oOdvslq2kPC25wdVu0
https://www.google.co.uk/books/edition/Nuclear_Ethics/vipGnwkTng4C?hl=en&gbpv=1&dq=nuclear+ethics+nye&printsec=frontcover
https://books.google.co.uk/books?id=KoiGFJCALOAC&pg=PA145&lpg=PA145&dq=%2522jonathan+schell%2522+%2522double+death%2522&source=bl&ots=XFmsKdjNgT&sig=ACfU3U1mSUj2eMF8TkovKOptreXBX3l2hQ&hl=en&sa=X&ved=2ahUKEwj7tvfmqIf3AhVDUcAKHfnpDlcQ6AF6BAgCEAM#v=onepage&q=%2522jonathan%2520schell%2522%2520%2522double%2520death%2522&f=false
https://www.google.de/books/edition/A_Dissertation_on_the_Numbers_of_Mankind/McY6AAAAcAAJ?hl=en&gbpv=1&dq=%2522Holland,+it+contains+about+34,720+millions+of+inhabitants.+If+it+be+peopled+as+ill+as+the+Russian+dominions%2522&pg=PA10&printsec=frontcover


 Incidentally, Bennett told me in an email that this is, in fact, the position he held: “the attitude is towards 1109

the continuation of various projects, not towards their completion” (personal communication). Yet this is not how I 
or others have interpreted his argument. In fact, the introduction of Obligations, which included his essay, itself 
states that Bennett’s “justification for being prepared to fight for the preservation of mankind lies rather in the fact 
that he has an intense interest in the completion of certain specific projects of the species of which he is a member” 
(Sikora and Barry 1978, italics added).

 Indeed, Somerville defended a view of extinction similar to the views of Anders, Schell, Parfit, Sagan, and oth1110 -
ers. Nuclear omnicide, he wrote, constitutes an unthinkable crime, “for this crime encompasses the killing not only 
of all people but all forms of life on the planet; it not only annihilates all present human life but all future human 
possibilities, as well as all the records and remains of past human achievements” (Somerville 1979). While 
Somerville wrote a fair amount about how the novel possibility of nuclear omnicide has altered the human condition 
in various ways—at times echoing, like Schell, ideas originally found in Anders, who I suspect he was unfamiliar 
with—he actually said little about the core questions of Existential Ethics.

 Woodhouse 2018.1111

 Woodhouse 2018, 101. Also called “biospherical egalitarianism,” in Naess’ original phraseology (Naess 1973).1112

 Foreman 1991. The Davis quote has been widely reproduced, although I have found the original source difficult 1113

to locate.

 Shaw 1997, 55-56; Leopold 1949. “That land is a community is the basic concept of ecology,” Leopold wrote, 1114

“but that land is to be loved and respected is an extension of ethics” (Leopold 1949).

 Foreman 1991.1115

 This is a silly riff on Varroa destructor, an actual mite that causes Varroosis, described as “the most destructive 1116

disease of honey bees worldwide, inflicting much greater damage and higher economic costs than all other known 
apicultural diseases” (Boecking and Genersch 2008). 

 I borrow the term “war of extermination” from an actual declaration made in 1818 in Ohio to kill bears and 1117

wolves. This and other such efforts in the US resulted in the gray wolf “almost [becoming] extinct in the lower 48 
states of the United States by the mid-1900s” (IWC 2022; Archibald 2005).

 Not every biocentric egalitarian accepted this, or similar, conclusions, including some of those who first intro1118 -
duced the idea. For example, as Woodhouse observes, “Arne Naess never suggested that valorizing the nonhuman 
world demanded a proportional denigration of human civilization.” However, “for those who most passionately 
championed deep ecology, defending the one often meant attacking the other” (Woodhouse 2018).

 Korda 2019. See Korda 1994; CoE 1994.1119

 Flannery 2016, 189.1120

 See Torres 2018a, 2018b.1121

 King and Schneider 1991.1122

 Callicott 1989. Recall from chapter 6 that one of the alternative names for the Anthropocene is the “Misanthro1123 -
pocene.”

 Foreman 1991.1124

 GLF 1994.1125
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https://wolf.org/gray-wolf-timeline/
https://www.animallaw.info/article/overview-recovery-gray-wolf-under-endangered-species-act#:~:text=The%2520gray%2520wolf%2520was%2520almost,full%2520protection%2520under%2520federal%2520laws.
https://ia801702.us.archive.org/34/items/the-first-global-revolution-a-report-by-the-council-of-the-club-of-rome-alexande/The%2520First%2520Global%2520Revolution_%2520A%2520Report%2520by%2520the%2520Council%2520of%2520the%2520Club%2520of%2520Rome%2520-%2520Alexander%2520King,%2520Bertrand%2520Schneider%2520-%2520-%2520Random%2520House,%2520Inc.%2520_%2520Pantheon%2520Books%2520(1991).pdf
https://ia803007.us.archive.org/19/items/SnuffIt5CoE/Snuff%2520it%25205%2520combined%2520pages-with%2520photo%2520spread.pdf
https://www.churchofeuthanasia.org/e-sermons/sermon5.html
https://www.churchofeuthanasia.org/e-sermons/jeremy.html
https://link.springer.com/article/10.1007/s00003-008-0331-y
https://vault.si.com/vault/1991/05/27/protector-or-provocateur-dave-foreman-cofounder-of-the-radical-group-earth-first-faces-trial-for-conspiracy-also-at-issue-to-what-extremes-may-environmentalists-protests-go


 Korda 1994a.1126

 Foreman 1991.1127

 Knight 1995.1128

 EF 1995.1129

 It also finds expression in statements like “I have precious little sympathy for the myriad bat eyed proprieties of 1130

civilized man, and if a war of the races should occur between the wild beasts and Lord Man I would be tempted to 
sympathize with the bears,” which comes from a 1916 book by Muir. Or consider Stewart Brand’s declaration that 
“we have wished, we eco-freaks, for a disaster or for a social change to come and bomb us into Stone Age, where we 
might live like Indians in our valley, with our localism, our appropriate technology, our gardens, our homemade reli-
gion—guilt-free at last!” (Muir 1916; see below). Even more extreme views have been expressed by the self-pro-
fessed “eco-fascist” Pentti Linkola, described as one of the “most celebrated” authors in his home country of Fin-
land. Linkola argues that Western society is guilty of a perverse “over-emphasis on the value of human life” and that 
“on a global scale, the main problem is not the inflation of human life, but its ever-increasing, mindless over-valua-
tion” (Linkola 2011). To solve the problem posed by human activity—that is, to avoid an “ecocatastrophe”—Linkola 
endorses the use of catastrophic violence. As Evangelos Protopapadakis (2014) puts it, “any means to decreasing 
human population would be welcomed with relief by Linkola; even war, genocide, and disease, as long as any of 
these would be massively destructive for the species Homo sapiens.” Thus, Linkola opines that another world war 
would be “a happy occasion for the planet,” although “it would spark hope only if the nature of wars would morph 
so that deductions of persons would noticeably target the actual breeding potential: young females as well as chil-
dren, of which a half is girls. If this doesn’t happen, waging war is mostly [a] waste of time or even harmful” 
(Linkola 2006; Milbank 1994). Even more, Linkola claims that “some transnational body [or] small group equipped 
with sophisticated technology and bearing responsibility for the whole world” should attack “the great inhabited 
centres of the globe” (Linkola 2011; some of this is quoted ad verbum from Torres 2018). And perhaps most rele-
vantly, he writes that “if there were a button I could press, I would sacrifice myself without hesitating, if it meant 
millions of people would die” (Milbank 1994). Note: I have been unable to locate the original source of the quote 
from Brand above, although Brand himself has affirmed to me that it is accurate (personal communication).

 Woodhouse 2018.1131

 Quoted in Dye 1993.1132

 Quoted in Korda 1994b.1133

 This is, one infers, a reference to Jonathan Swift’s 1729 A Modest Proposal For preventing the Children of Poor 1134

People From being a Burthen to Their Parents or Country, and For making them Beneficial to the Publick, in which 
Swift suggests, satirically, that poor Irish people should consider selling their children to the rich as food to alleviate 
their suffering.

 GLF 1994.1135

 Quoted in Korda 1994b.1136

 Lloyd and Young 2011.1137

 Campbell 2017; see Torres 2018b. Unfortunately, as Frances Flannery argues, “as the environmental situation 1138

becomes more dire, eco-terrorism will likely become a more serious threat in the future” (Flannery 2016).

 Davis 2015; Korda 2019.1139

 Korda 1994c.1140
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https://www.churchofeuthanasia.org/coedates.html
https://archive.org/details/earth_first_1995/page/n23/mode/2up?q=%2522homo+shiticus%2522&view=theater
https://ecology.iww.org/node/2251
https://www.churchofeuthanasia.org/e-sermons/sermon7.html
https://www.chronicle.com/article/nanotechnologists-are-targets-of-unabomber-copycat-alarming-universities/
https://twitter.com/stewartbrand/status/1511362961189007363
https://www.vice.com/en/article/bnppam/save-the-planet-kill-yourself-the-contentious-history-of-the-church-of-euthanasia-1022
https://archive.org/details/earth_first_1995/page/n19/mode/2up?q=%2522homo+shiticus%2522&view=theater
https://www.churchofeuthanasia.org/e-sermons/sermon9.html


 Korda 1994d.1141

 Although VEHMT emerged because of Knight’s writings and advocacy, he prefers the term “finder” to founder” 1142

(Maharaj 2021). The Wild Earth issue mentioned above states that “VHEMT … , though only months old, is already 
being called, by some conservationists, the most exciting new movement in this country since Conservation Biolo-
gy” (WE 1991).

 Knight 1991, italics added.1143

 Knight 1997.1144

 Knight 1991.1145

 It is worth noting that there were other misanthropic antinatalists during this period, such as the “philosopher of 1146

despair”—as a New York Times obituary put it—Emil Cioran, who was motivated by philosophical pessimism (Pace 
1995). Suffice it to quote a passage from his 1973 book The Trouble with Being Born, which encapsulates the gener-
al message of his philosophical worldview: 

We do not rush toward death, we flee the catastrophe of birth, survivors struggling to forget it. Fear of 
death is merely the projection into the future of a fear which dates back to our first moment of life. … 
We are reluctant, of course, to treat birth as a scourge: has it not been inculcated as the sovereign good
—have we not been told that the worst came at the end, not at the outset of our lives? Yet evil, the real 
evil, is behind, not ahead of us. What escaped Jesus did not escape Buddha: “If three things did not 
exist in the world, O disciples, the Perfect One would not appear in the world … ” And ahead of old 
age and death he places the fact of birth, source of every infinity, every disaster” (Cioran 1973). 

Thanks to Ariane Hanemaayer and Tyler Brunet for apprising me of Cioran’s work.

 Oremus 2013.1147

 To be clear, our descendants could decide not to carry on these things even if they don’t undergo normative ex1148 -
tinction—this would be an instance of what could be called ideological, cultural, or axiological change.. My point is 
that if normative extinction were to occur, it would be sufficient to produce an outcome that Russell saw as bad.

 Anders 1962.1149

 Schell 1982, italics added.1150

 Drexler 1986, 2013.1151

 As noted in previous chapters, there were one or two exceptions, the most notable being Isaac Asimov’s A 1152

Choice of Catastrophes (1979), although Asimov did not conclude that the risk of human extinction is high, nor was 
his survey motivated by an ethical conviction that our disappearance in a catastrophe would be bad for reasons 
above and beyond the default view.

 Bostrom and Ćirković 2008.1153

 See Avin et al. 2018.1154

 Bostrom 2002.1155

 Bostrom 2013.1156

 Leslie 1996; Ćirković 2008.1157
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https://web.archive.org/web/19970129014728/http://www.vhemt.org/aboutvhemt.html
https://slate.com/technology/2013/01/david-attenborough-calls-humanity-a-plague-on-the-earth-isn-t-he-sort-of-right.html
https://www.environmentandsociety.org/sites/default/files/key_docs/we_1_2_sm_1.pdf
https://www.environmentandsociety.org/sites/default/files/key_docs/we_1_2_sm_1.pdf
https://www.churchofeuthanasia.org/e-sermons/sermon17.html
https://www.nytimes.com/1995/06/22/obituaries/e-m-cioran-84-novelist-and-philosopher-of-despair.html
https://www.youtube.com/watch?v=P_3FeOSuj5A&t=476s
https://www.environmentandsociety.org/sites/default/files/key_docs/we_1_2_sm_1.pdf


 Bostrom 2002; Bostrom and Ćirković 2008, 4.1158

 See Yudkowsky 2008; also Hughes 2008.1159

 Bostrom and Ćirković 2008.1160

 That is, Parfit was not a utilitarian per se, although his ethical approach was “broadly utilitarian in spirit” (Srini1161 -
vasan 2017). Recall from earlier his idea of “climbing the same mountain on different sides” (Parfit 2013).

 This is, at least, my interpretation of Leslie’s project.1162

 Moore 1903, 83-85. However, Moore suggested otherwise later on in his 1903 book, and explicitly endorsed a 1163

contrary view in his Ethics (1912). Note that this also anticipated, in a certain respect, subsequent claims from envi-
ronmental ethicists that the natural world contains intrinsic value independent of its instrumental usefulness to hu-
man beings (see Hurka 2021, section 4).

 Leslie 1996, 6-9.1164

 Leslie 1996. To be clear, “macro disvalue” is Smart’s term, not Groenewold’s. Note that Smart wrote a blurb for 1165

The End of the World, which declared that “Leslie’s book is of urgent practical as well as theoretical importance: it 
could well be the most important book of the year” (Leslie 1996).

 Bennett 1978.1166

 Leslie 1996. For a critique of Leslie’s ethical position, see Palazzi 2014. Unfortunately, this paper by Franco 1167

Palazzi is one of the few on the ethics of human extinction that I was unable to fit within the narrative of History #2. 
But it is well-worth reading.

 Leslie 1996.1168

 Bostrom 2002.1169

 Although recall from chapter 6 that others in the transhumanist community had gestured at the basic idea of 1170

existential risk before Bostrom published on the topic. The idea was “in the air,” although it was not until Bostrom’s 
2002 paper that it was properly formalized.

 Bostrom 20020.1171

 Bostrom 2003a.1172

 Bostrom 2005.1173

 Bostrom 2020.1174

 Bostrom 2005.1175

 Bostrom 2003a.1176

 Note that there are different interpretations of this theory, the most prominent of which are called “causal deci1177 -
sion theory” and “evidential decision theory.”

 To be clear, my sense of “uncertainty” corresponds to what decision theorists typically mean by “risk.” On the 1178

standard account, “uncertainty” is a looser term that refers to either “risk” or “ignorance.” “Risk” is when probabili-
ties can be assigned, while “ignorance” is when they cannot be. See Peterson 2009, 5-6.
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https://plato.stanford.edu/entries/moore-moral/
https://link.springer.com/article/10.1007/s11406-014-9553-7
https://web.archive.org/web/20051124090502/https://www.nickbostrom.com/utopia.html
https://www.lrb.co.uk/blog/2017/january/remembering-derek-parfit


 Specifically, this notion of risk was brought into risk analysis by the 1975 “Reactor Safety Study” (Rasmussen 1179

et al. 1975; Hansson 2018).

 Smart 1984; Leslie 1996.1180

 Matheny 2007.1181

 As Ben Eggleston observes, many moral theorists “have drawn on elements of decision theory in order to artic1182 -
ulate their principles of moral rightness and moral wrongness more explicitly, or to provide something like an algo-
rithm that an agent can follow in order to act morally” (Eggleston 2017). Indeed, I noted above that the first formu-
lation of Kant’s Categorical Imperative can be seen as a kind of “decision procedure” that enables one to determine, 
by reason alone, which actions are morally forbidden and which are morally permissible. Historically, the idea of 
expected value seems to have been introduced into utilitarianism by the economist and Nobel laureate John Harsanyi 
(1953, 1977, 1982), and later examined in the context of ethics by philosophers like J. J. C. Smart (1961) and Frank 
Jackson (1991). Thanks to John Broome for help with this history (personal communication).

 See Crisp 1997, 99.1183

 Smart 1961, 33-34.1184

 MacAskill et al. 2022.1185

 Yudkowsky 2007; Bostrom 2009.1186

 We also saw how subsequent discoveries, such as the discovery of radioactivity, changed views about the age of 1187

the Earth and its future habitability. That is, Earth’s warmth comes from not just (a) having formed in the solar nebu-
la, but (b) radioactive decay, which produces thermal energy.

 Rees’s paper examined the evidence for a Big Crunch model of the cosmos, whereby the expansion of the uni1188 -
verse gradually reverses due to the constant tug of gravity. (The heat death is sometimes called the “Big Freeze.”) 
Consequently, every atom, molecule, planet, star, and galaxy will eventually crash together in the ultimate act of 
cosmic violence, resulting in a “devastating compression” whereby, as Rees put it, “all structural features of the 
cosmic scene would be destroyed.” Yet this would not be the end, as the model also implies that “the universe is 
perpetually oscillating, and this contraction is merely a prelude to a subsequent re-expansion [such that] stars, gal-
axies, and clusters must form anew in each cycle” (Rees 1969). As of this writing, most cosmologists do not accept 
this scientific eschatology, favoring instead the Big Freeze [i.e., heat death] model.

 See Adams and Laughlin 1997.1189

 See Ćirković 2003.1190

 My reference here is no accident, as many of the early contributors to physical eschatology were influenced and 1191

inspired by science fiction writers like Wells. Another important figure was Olaf Stapledon, mentioned in the previ-
ous chapter, who imagined the future evolution of life over the next 500 billion years in his The Star Maker (1937).

 Thanks to Martin Rees for clarifying some of these ideas to me.1192

 Adams 2008; Schröder and Smith 2008. Thanks to Martin Rees for clarifying some of these ideas to me.1193

 Adams 2008.1194

 For example, Matheny 2007; Beckstead 2013a; Whittlestone 2017; Mogensen 2019; Beckstead 2019; John and 1195

MacAskill 2020; Ord 2020; Greaves and MacAskill 2021; Greaves et al. 2021; Thorstad 2021; Moorehouse 2021a; 
Balfour 2021; Tarsney 2022; Roser 2022.
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https://web.archive.org/web/20181020232825/https://www.effectivealtruism.org/articles/cause-profile-long-run-future/
https://globalprioritiesinstitute.org/wp-content/uploads/2019/Mogensen_Staking_Our_Future.pdf
https://globalprioritiesinstitute.org/wp-content/uploads/Tyler-M-John-and-William-MacAskill_Longtermist-institutional-reform.pdf
https://philarchive.org/archive/GRETMC-3
https://globalprioritiesinstitute.org/wp-content/uploads/Scope-Longtermism.pdf
https://www.effectivealtruism.org/articles/longtermism
https://1000wordphilosophy.com/2021/09/17/longtermism/
https://philarchive.org/archive/TARTEC-2
https://ourworldindata.org/longtermism
https://plato.stanford.edu/entries/risk/
https://plato.stanford.edu/entries/risk/
https://journals.aps.org/rmp/pdf/10.1103/RevModPhys.69.337?casa_token=IC1ZiYFHNxwAAAAA:BAqSrWMcSBrL-6OyWb8ablaAXe45C62noEi0n2EP_StfdTWNaRGTzQRWWb9j9jGkVhx4wlLWpBF-
https://www.lesswrong.com/posts/a5JAiTdytou3Jg749/pascal-s-mugging-tiny-probabilities-of-vast-utilities
https://www.nickbostrom.com/papers/pascal.pdf
https://arxiv.org/pdf/0801.4031.pdf
https://scholar.google.com/scholar?hl=en&as_sdt=0,5&q=Decision+Theory+Ben+Eggleston&btnG=#d=gs_cit&t=1651084693923&u=/scholar?q=info:VQsHCg5-WOIJ:scholar.google.com/&output=cite&scirp=1&hl=en
https://www.jstor.org/stable/pdf/40971169.pdf
https://www.jstor.org/stable/2381464?seq=1
https://www.utilitarianism.net/types-of-utilitarianism?rq=expectational#expectational-utilitarianism-versus-objective-utilitarianism


 Ćirković 2001, 2002b; also Ćirković and Bostrom 1999. For example, Parfit wrote that “the Earth will remain 1196

inhabitable for at least another billion years,” while Schell declared that “there is another, even vaster measure of the 
loss, for stretching ahead from our present are more billions of years of life on earth, all of which can be filled not 
only with human life but with human civilization” (Parfit 1984; Schell 1982). The 1980s witnessed a number of oth-
er discussions of how long humanity or our civilization could last based on the findings of physical eschatology. For 
example, John Barrow and Frank Tipler argued in their 1986 book The Anthropic Cosmological Principle (which 
also focused on the anthropic principle) that although “our species is doomed,” given the dysteleological fate of the 
cosmos, 

our civilization and indeed the values we care about may not be. … [F]rom the behavioural point 
of view intelligent machines can be regarded as people. These machines may be our ultimate heirs, 
our ultimate descendants, because under certain circumstances they could survive forever the ex-
treme conditions near the Final State. Our civilization may be continued indefinitely by them, and 
the values of humankind may thus be transmitted to an arbitrarily distant futurity [where the last 
phrase is a reference to Darwin’s 1859 claim that “we may safely infer that not one living species 
will transmit its unaltered likeness to a distant futurity”] (Barrow and Tipler 1986). 

See also Dyson 1979 and Wheeler 1988.

 Thanks to James Hughes for details on this history (personal communication). See JET 2005.1197

 Ćirković 2002a.1198

 Bostrom 2002b.1199

 Ćirković 2002b.1200

 Chalmers and Bourget 2021.1201

 Bostrom 2003b; Ćirković 2002b.1202

 Italics added.1203

 That is, all utilitarian theories are welfarist, seeing wellbeing as the only intrinsically valuable thing in the uni1204 -
verse. However, as noted earlier, wellbeing can be understood in hedonistic, desire-satisfactionist, and objective-list 
theory terms (see Parfit 1984, appendix I).

 I take the difference between “expected value” and “expected utility” to be that the former is broader than the 1205

latter; consequentialists might talk about the former while utilitarianism might focus on then latter.

 Bostrom 2002b. Similarly, I take the difference between “utility” and “value” to be that the former fits better 1206

with utilitarianism, while the latter is a more general concept than utility. As Eggleston writes, “value is understood 
to be broader than utility, as consequentialism is broader than utilitarianism” (Eggleston 2017). 

 More specifically, this is a reference to what Parfit called the “Milk Production Model” (Parfit 1996, 313; 1207

1984).

 Bostrom 2003b, 2005, italics added.1208

 Indeed, this is precisely what engenders the infamous Repugnant Conclusion, whereby a world containing a 1209

huge number of people with lives just barely worth living may be better than a world with much fewer people living 
extremely good lives: the former may still contain more net value in total than the latter.
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https://survey2020.philpeople.org/survey/results/all
https://arxiv.org/abs/astro-ph/0112543
https://arxiv.org/abs/astro-ph/0211414
https://arxiv.org/abs/gr-qc/9906042
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http://www.stafforini.com/docs/Parfit%2520-%2520Acts%2520and%2520outcomes.pdf
https://jetpress.org/history.html


 Hilary Greaves and William MacAskill point to these options in writing that “if … the value of the future, per 1210

century, is much higher in the far future than it is today—whether because the population per century is much larger 
(due to space settlement or otherwise) or because some form of enhancement renders future people capable of much 
higher levels of well-being, or both—then the case for advancing progress is significantly stronger” (Greaves and 
MacAskill 2019).

 In his words: 1211

Consider a hypothetical case in which there is a choice between (a) allowing the current human 
population to continue to exist, and (b) having it instantaneously and painlessly killed and replaced 
by six billion new human beings who are very similar but non-identical to the people that exist 
today. Such a replacement ought to be strongly resisted on moral grounds, for it would entail the 
involuntary death of six billion people. The fact that they would be replaced by six billion newly 
created similar people does not make the substitution acceptable. Human beings are not disposable 
(Bostrom 2003). 

See Knutsson 2019 for discussion of the “replacement argument” against impersonalist utilitarianism.

 There maybe, however, be a practical limit; see Manheim and Sandberg 2021.1212

 FHI 2005, 2022. Note that I have changed the order of this sentence without altering its meaning. Somewhat 1213

comically, the very first public version of the FHI website at one point accidentally refers to itself like this: “HFI is 
committed to the highest standards of scholarship and academic rigor” (FHI 2005).

 FHI 2005.1214

 Only Kurzweil mentioned “existential risks” by name.1215

 Note that for many years on Bostrom’s website this paper had the alternative title: “Existential Risk Reduction 1216

as Global Priority.”

 Bostrom 2013.1217

 I am ignoring another possibility here, namely, that our species disappears without leaving behind any succes1218 -
sors but another species sufficiently similar to us evolves later on, not unlike the scenario imagined by Denis Diderot 
in chapter 2, and mentioned again in chapter 7. But this, as Bostrom writes, “is very far from certain to happen,” and 
“even if another intelligent species were to evolve to take our place, there is no guarantee that the successor species 
would sufficiently instantiate qualities that we have reason to value. Intelligence may be necessary for the realization 
of our future potential for desirable development, but it is not sufficient” (Bostrom 2013).

 Bostrom 2013.1219

 Van Heynsbergen 1977.1220

 Bostrom 2013, 24.1221

 An example of this is Ord 2020, which waxes poetic about radically transforming ourselves and spreading 1222

throughout the “affectable” universe.

 Sandberg et al. 2017.1223

 I am not so sure this is true, but it is a possibility worth registering.1224

 693

https://repository.naturalis.nl/pub/532969
https://philpapers.org/archive/MANWIT-6.pdf
https://web.archive.org/web/20051013060521/https://www.fhi.ox.ac.uk/
https://www.fhi.ox.ac.uk/about-fhi/
https://www.tandfonline.com/doi/full/10.1080/0020174X.2019.1658631


 Sandberg 2014. This, of course, extends the central insight of Manfred Clynes and Nathan Kline’s 1960 paper, 1225

which coined the word “cyborg” (see chapter 6). If cyborgs are better-suited for space travel than biological humans, 
since artificial materials can withstand the strains of space better than organic systems (Clynes and Kline’s con-
tention), then wholly artificial beings will be even better-suited than cyborgs.

 Adams 1989. Recall that Adams was explicitly pushing back against Parfit’s position in this passage; here, 1226

Bostrom takes it to support his own view, which—as noted just below—is very much in-line with Parfit’s. Note also 
that Adams explicitly opposed transhumanism. As he wrote in 1979, “I would quite strongly prefer the preservation 
of the human race, for example, to its ultimate replacement by a more excellent species, and think none the worse of 
myself for the preference” (Adams 1979). It is unclear whether Adams would agree more generally that we should 
prioritize the attainment of technological maturity; I suspect he wouldn’t, but this is a topic for another time.

 Bostrom 2013.1227

 Nye 1986, footnote 116; Tännsjö 1990, 80-81. Note that Tännsjö has also argued that “we ought to accept the 1228

repugnant conclusion.” See Tännsjö 2004.

 Matheny 2007.1229

 Although Global Catastrophic Risks was published a year after Matheny’s paper, he apparently had access to a 1230

prepublication draft of the book. Note that none of these scholars except for Bostrom, including those writing after 
his 2002 paper, actually used the term “existential risk.”

 Parfit 1984.1231

 Bostrom 2013.1232

 Bostrom 2014.1233

 Note that I rearranged the first sentence quoted without changing its meaning.1234

 Bostrom 2013.1235

 Bostrom 2013.1236

 See Bostrom 2003 and 2013.1237

 Bostrom 2014.1238

 This is, on my reading, strongly implied on page 12 of see Bostrom 2005.1239

 Bostrom 2003a.1240

 Bostrom 2020.1241

 This is true even in cases where one existential catastrophe would prevent a worse existential catastrophe, and 1242

in this conditional sense would be good. As Bostrom writes, “it is on no account a conceptual truth that existential 
catastrophes are bad or that reducing existential risk is right. There are possible situations in which the occurrence of 
one type of existential catastrophe is beneficial—for instance, because it preempts another type of existential cata-
strophe that would otherwise certainly have occurred and that would have been worse” (Bostrom 2013).

 Bostrom 2002.1243

 Bostrom 2002.1244
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 See Torres 2019.1245

 Cotton-Barratt and Ord 2015.1246

 It could also be the case that after emerging from this totalitarian regime, an event occurs that greatly increases 1247

the expected value of the future—an “existential eucatastrophe,” as Cotton-Barratt and Ord call it, borrowing a ne-
ologism from J. J. R. Tolkien, who defined it as “the sudden happy turn in a story which pierces you with a joy that 
brings tears” (Cotton-Barratt and Ord 2015; Tolkien 1944). This led Cotton-Barratt and Ord to proposed the notion 
of existential hope—the hope that an existential eucatastrophe could occur—to contrast with existential risk, where 
eucatastrophes and catastrophes are the instantiation of each.

 On this account, existential risks are “simply the risk of an existential catastrophe” (Ord 2020).1248

 Although not that long ago, even existential risk scholars would frequently equate existential risks with risks of 1249

human extinction. See Torres 2019.

 Ord 2020. See also Wiblin, Koehler, and Harris 2020.1250

 Ord 2020.1251

 Ord 2020.1252

 Ord 2020.1253

 Bostrom made a related point in arguing that 1254

we might also have custodial duties to preserve the inheritance of humanity passed on to us by our 
ancestors and convey it safely to our descendants.23 We do not want to be the failing link in the 
chain of generations, and we ought not to delete or abandon the great epic of human civilization 
that humankind has been working on for thousands of years, when it is clear that the narrative is 
far from having reached a natural terminus (Bostrom 2013).

 See Sandberg et al. 2018.1255

 The relevant quotes from Sagan and Tegmark are as follows: “The Cosmos may be densely populated with in1256 -
telligent beings. But the Darwinian lesson is clear: There will be no humans elsewhere. Only here. Only on this 
small planet. We are a rare as well as an endangered species. Every one of us is, in the cosmic perspective, precious” 
(Sagan 1980), and “it was the cosmic vastness that made me feel insignificant to start with. Yet those grand galaxies 
are visible and beautiful to us—and only us. It’s only we who give them any meaning, making our small planet the 
most significant place in our entire observable Universe” (Tegmark 2014).

 Schell 1982; Rees 2003.1257

 Parfit 2017. I am not sure why Parfit believes that he can speak for “those who suffered most.” As noted in the 1258

next chapter, much of this literature was written from a particular Western, settler, colonial, white-male perspective, 
and hence exhibits all the problems and shortcomings that arise from this perspective.

 Ord 2020.1259

 Ord 2020.1260

 Ord 2020.1261

 MacAskill 2014.1262
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 GWWC 2007. According to the Giving What We Can website in 2017, the organization was founded by Ord 1263

(GWWC 2017). However, the story has changed over time, and MacAskill is now commonly referred to as the “co-
founder” of the organization. Note also that the EA movement itself to some extent grew out of the so-called “Ratio-
nalist” community, which coalesced around Eliezer Yudkowsky’s website LessWrong. Due to space limitations, I 
will not here explore this genealogical link.

 See Singer 2002.1264

 GWWC 2011a.1265

 GWWC 2011b; Crouch 2011; see MacAskill 2015. Note that Will MacAskill changed his name from William 1266

Crouch.

 80H 2011.1267

 MacAskill 2014a.1268

 MacAskill 2014b.1269

 Beckstead 2013a.1270

 MacAskill 2019. Although MacAskill (2019) states that he coined the word in 2017, Ord (2020, 306) writes that 1271

it was both him and MacAskill who came up with the term. I do not know which is accurate. The following publica-
tions identify Bostrom and Beckstead as having played a crucial role in the development of longtermism: Ord 2020, 
306; Greaves and MacAskill 2021, 3; and Moorehouse 2021a.

 I should note, however, that one of the progenitors of EA, Toby Ord, was familiar with Bostrom’s work many 1272

years before GWWC was founded. Indeed, they co-authored an article together in 2006 (Bostrom and Ord 2006).

 Klein 2022; Yudkowsky 2021.1273

 Torres 2022.1274

 Samuel 2022.1275

 Greaves and MacAskill 2019.1276

 Greaves and MacAskill 2021; Newberry 2021. For additional estimates focusing on Earth over the next 800 1277

million years, see Max Roser’s article for Our World in Data titled “The Future if Vast: Longtermism’s Perspective 
on Humanity’s Past, Present, and Future” (Roser 2022).

 Beckstead 2013a, 6.1278

 Moorehouse 2021b. Bostrom, though, apparently sees his maxipok rule as “neutral on the question of whether 1279

the best methods of reducing existential risk are very broad and general, or highly targeted and specific” (Beckstead 
2013b).

 Beckstead 2013b.1280
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 Beckstead 2013a, 11, 72. In Beckstead’s words, 1281

saving lives in poor countries may have significantly smaller ripple effects than saving and im-
proving lives in rich countries. Why? Richer countries have substantially more innovation, and 
their workers are much more economically productive. By ordinary standards—at least by ordi-
nary enlightened humanitarian standards—saving and improving lives in rich countries is about 
equally as important as saving and improving lives in poor countries, provided lives are improved 
by roughly comparable amounts. But it now seems more plausible to me that saving a life in a rich 
country is substantially more important than saving a life in a poor country, other things being 
equal (Beckstead 2013a).

 It also looks to be a straightforward implication of utilitarianism. Tyler Cowen, for example, notes that utilitari1282 -
anism seems to “support the transfer of resources from the poor to the rich … if we have a deep concern for the dis-
tant future.” Similarly, the Oxford philosopher Andreas Mogensen writes in a paper published by the Global Priori-
ties Institute that 

it has been assumed that utilitarianism concretely directs us to maximize welfare within a genera-
tion by transferring resources to people currently living in extreme poverty. In fact, utilitarianism 
seems to imply that any obligation to help people who are currently badly off is trumped by oblig-
ations to undertake actions targeted at improving the value of the long-term future (quoted in Tor-
res 2021). 

 See Torres 2022.1283

 Goldberg 2022. Note that I have removed a linguistic redundancy in this sentence.1284

 Fisher 2022.1285

 Karnofsky 2022.1286

 Note that Beckstead also identified Parfit and the philosopher John Broome as having “partly preceded and in1287 -
fluenced” his ideas (Beckstead 2019, footnote 1). Note, furthermore, that Broome introduced MacAskill to Ord, as 
he co-supervised the doctoral theses of each (MacAskill 2020).

 De Lazari-Radek and Singer 2017.1288

 DS 2018; CEA 2016.1289

 Singer et al. 2013.1290

 To be clear, antinatalism isn’t just about procreation. It concerns the more general issue, of which procreation is 1291

an instance, of creating new beings capable of suffering or being harmed. Such beings might include animals, as 
well as artificial minds (see Torres 2020; Chomanski 2021).

 See, e.g., Benatar 1997.1292

 TAM 2018. Thanks to David Benatar for corresponding about the origins of “antinatalism.”1293
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 Going back even further, to at least the 1950s, the words “antinatalist” and “antinatalism” can be found in dis1294 -
cussions of population policy, which addressed the social, environmental, etc. consequences of baby-making rather 
than its specifically ethical aspects. For example, a 1952 document by the US Bureau of the Census states that “the 
German Government pursued a deliberate anti-natalist policy among the Poles” by encouraging contraceptive use 
while decreasing or eliminating “hospital insurance and maternity benefits (Myers and Mauldin 1952). The follow-
ing decade, Judith Blake argued before the US Subcommittee on Government Operations, which was looking at the 
environmental effects of an expanding US population, that the government should promote “antinatalist desires that 
are already prevalent in our population,” specifically among young people, rather than attempting “to introduce anti-
natalist coercions and restrictions” that “interfere with individual volition and freedom” (Blake 1969). This came at 
the end of a decade during which pressure on the US government to limit population growth greatly intensified, and 
indeed we saw in chapter 4 that prominent scientists like Paul and Anne Ehrlich had begun warning that global 
overpopulation could have disastrous consequences, resulting in “hundreds of millions of people [starving] to death” 
(Blake 1970; Ehrlich and Ehrlich 1968).

 Häyry 2004. See also Thomas Ligotti’s fascinating 2010 book The Conspiracy Against the Human Race: A 1295

Contrivance of Horror, which, according to Ray Brassier’s foreword, “sets out what is perhaps the most sustained 
challenge yet to the intellectual blackmail that would oblige us to be eternally grateful for a ‘gift’ [i.e., life] we never 
invited” (Brassier 2010; Ligotti 2010).

 This gestures at the idea of “longevity escape velocity” (LEV), whereby new advancements in longevity enable 1296

one to live long enough to benefit from new, better advancements, and so on, until one has become functionally im-
mortal.

 Trisel 2012, 81.1297

 Benatar 2013, footnote 6.1298

 Benatar 2013, 125.1299

 See McMahan 2009, 62-64; Magnusson 2018, 677.1300

 Benatar 2006, see 30-31.1301

 Smyth 2020. One is reminded here of the saying, attributed to various sources, that “life is a sexually transmit1302 -
ted disease” (see QI 2017).

 Benatar 2011.1303

 Benatar 2013.1304

 Benatar 2006, 64-69; Benatar 2013.1305

 Benatar 2006.1306

 Benatar and Wasserman 2015.1307

 Benatar and Wasserman 2015.1308

 Here you may recall from chapter 2 the debate between the Jewish schools of Beit Shammai and Beit Hillel, 1309

which ended with both agreeing that “it would have been preferable had man not been created than to have been 
created” (Safari 2017).

 McGregor and Sullivan-Bissett 2012.1310

 698

https://www.pdcnet.org/tpm/content/tpm_2011_0053_0062_0066
https://link.springer.com/article/10.1007/s10892-012-9133-7
https://www.sefaria.org/Eruvin.13b.15?ven=William_Davidson_Edition_-_English&vhe=William_Davidson_Edition_-_Vocalized_Aramaic&lang=bi&with=About&lang2=en
http://ancientworldonline.blogspot.com/2017/02/the-william-davidson-talmud.html
https://i.4pcdn.org/tg/1518559287999.pdf
https://philarchive.org/archive/SMYWIT-2
https://www.google.de/books/edition/International_Population_Statistics_Repo/1aMvAAAAYAAJ?hl=en&gbpv=1
https://www.tandfonline.com/doi/pdf/10.1080/02580136.2012.10751767?casa_token=fluI0x9Y4GIAAAAA:90jiFs4wQpnbz4ekRD2NOIJbRqzUionlJLIEYtABbw-6Bi6HVbS0uk67hGYnAA51zGcg3UAyHQgIaA


 Benatar 2006.1311

 Although perhaps Schopenhauer would have argued that life is that hellish, but that we should still not commit 1312

suicide because this would give in to the will.

 MacAskill 2022.1313

 See also Vinding 2021 and Tomasik 2018 for this perspective.1314

 Note that these apply to all sentient beings in general, not just Homo sapiens.1315

 Although if it were the case that everyone’s life had become not worth continuing, Benatar might then, in this 1316

particular situation, endorse a pro-mortalist means of becoming extinct.

 Benatar 2006; see chapter 8.1317

 Benatar 2006.1318

 Indeed, Benatar’s position implies that it would be better if all sentient life on Earth and in the universe were to 1319

die out, since “all things being equal, the longer sentient life continues, the more suffering there will be” (Benatar 
2006).

 Benatar 2006.1320

 So far as I know, my winter 2022-2023 course “The Ethics of Human Extinction” at Leibniz Universität Han1321 -
nover is the very first dedicated entirely to Existential Ethics.

 Bostrom 2002.1322

 Lifton 1982. Incidentally, I am not sure whether Lifton was aware of Anders’ work, other than Anders’ book 1323

Burning Conscience, which Lifton mentions in a footnote of Death in Life (see Lifton 1968, 567).

 May 2018.1324

 Although as Louke Van Wensveen has noted, virtue language is found in the literature on environmentalism 1325

going back some time; see Van Wensveen 2000.

 Incidentally, Narveson could be described as one of the “paradigm Hobbesian contractarians” (Cudd and 1326

Eftekhari 2021).

 Cudd and Eftekhari 2021.1327

 Note that the idea of a “veil of ignorance” originated with the economist and Nobel laureate John Harsanyi, 1328

mentioned in footnote […], who also introduced the idea of expected value into utilitarianism.

 Quoted in Miller 2021.1329

 Rawls 1971.1330

 To be clear, I am not saying that Rawls supervised Scanlon’s thesis (that wasn’t the case). Scanlon did attend 1331

Rawls’ lectures at Harvard and, while a graduate student there, became friends with Rawls—who later offered Scan-
lon a job at Harvard in 1984 (Mounk 2011).
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 Scanlon 1998.1332

 See Ashford and Mulgan 2018, sections 1-2.1333

 Scanlon 1998.1334

 Thanks to Elizabeth Finneron-Burns for help with the wording of these sentences. Any remaining errors are my 1335

own.

 Kumar 2009.1336

 Scanlon 1988.1337

 Parfit 2011.1338

 Finneron-Burns 2017.1339

 Finneron-Burns 2017, 338.1340

 Finneron-Burns 2017. Note that I have added a missing parenthesis in the original text.1341

 Lenman 2002.1342

 Lenman also mentions the possibility of phyletic extinction in a footnote, writing: 1343

A possibility I’ve ignored—for simplicity—is that human beings might disappear from the scene 
by evolution into some very different creature. Whether that would involve any kind of loss is a 
subtle—and to my knowledge little addressed—question I won’t be concerned with here. The fact 
remains that some more destructive form of extinction is an inevitable fate for our descendants of 
whatever species (Lenman 2002).

 Lenman 2002, 259-260.1344

 See Korsgaard 1983; Kagan 1998; Rønnow-Rasmussen 2015.1345

 This is a way of getting that the idea of final value that some philosophers have called “dialectical demonstra1346 -
tion” (Beardsley 1965). Note that M. C. Beardsley himself was skeptical about the dialectical demonstration method, 
as it “projects a certain kind of ideal justification that cannot be completed if the series of means and ends has no last 
term” (Beardsley 1965; for discussion, see Rønnow-Rasmussen 2015).

 Moore 1903.1347

 Hence, final value contrasts with instrumental value, while intrinsic value contrasts with extrinsic value. Many 1348

philosophers still use “intrinsic value” to mean both final and intrinsic value (as defined above), and thus contrast 
intrinsic value with instrumental value. One can, perhaps, see why it may be useful to distinguish between the two.

 Indeed, in an email to me, Lenman points out that the utilitarian notion that value must be maximized is precise1349 -
ly what he’s arguing against.

 Scheffler 2007.1350

 Frick 2017.1351
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 However one chooses to define “species.” In this context, so far as I can tell, the definition of this term doesn’t 1352

matter.

 Frick 2017.1353

 Frick 2017.1354

 Frick 2017.1355

 Lenman 2002.1356

 In his words, “I do not believe that individuals continue to live on as conscious beings after their biological 1357

deaths. To the contrary, I believe that biological death represents the final and irrevocable end of an individual’s life” 
(Scheffler 2012).

 Scheffler 2012.1358

 Kolodny 2012.1359

 Scheffler 2012, 43-44.1360

 Passmore 1974.1361

 Scheffler 2018.1362

 In his words, without humanity there would be 1363

no more beautiful singing or graceful dancing or intimate friendship or warm family celebrations 
or hilarious jokes or gestures of kindness or displays of solidarity. Other things that we value—
physical artifacts, for example—may survive for a while, but with no one to appreciate their value, 
for in addition to the disappearance of valuable things, the extinction of the human race will mean 
the disappearance of valuing from the Earth. ... When we contemplate that prospect with horror or 
dismay, part of what we are registering is the disappearance of vast numbers of things that we val-
ue along with the entire known realm of beings with the capacity to appreciate value. ... The future 
of humanity is the future of value (Scheffler 2018).

 Scheffler 2007.1364

 Scheffler 2018.1365

 More specifically, on the normative extinction outlined by Bostrom (2004), whereby we evolve into philosophi1366 -
cal zombies, civilization in some sense would continue. But if consciousness is a prerequisite for the activities, pur-
suits, traditions, etc. to be properly appreciated, valued, or meaningful, then in this sense civilization would none-
theless disappear.

 Or perhaps care about the things we would care about if we were ideally rational, informed, and so on.1367

 Frankfurt 2012.1368

 Kolodny 2012, 2020.1369

 Corvino 2021.1370

 Frankfurt 2012.1371
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 Davidson adds that other environmental philosophers have made similar points to Scheffler, including John 1372

Passmore, Douglas MacLean, John O’Neill, Lucas Meyer, and Hendrik Visser ’t Hooft (Davidson 2018).

 Meijers and Wolters 2020.1373

 For a critique of both Finneron-Burns and Frick, see Beard and Kaczmarek 2019. For a response to this critique 1374

from Finneron-Burns, see her 2020 paper.

 May 2018.1375

 His conclusion is thus: 1376

The question of whether extinction would be good or bad overall is obviously very important, es-
pecially in the face of potential catastrophic events at the hinge of history. But this question is also 
very difficult to answer. Ultimately, I am not claiming that extinction would be good; only that, 
since it might be, we should devote a lot more attention to thinking about the value of extinction 
than we have to date (Crisp 2021).

 Crisp 2021.1377

 Glannon 2021.1378

 Knutsson 2022.1379

 See Knutsson 2022, working draft.1380

 See Torres 2019.1381

 Parfit 1984; Greaves 2017.1382

 Parfit 1984.1383

 Zuber et al. 2021.1384

 Quoted with permission, on the condition of anonymity.1385

 Zuber et al. 2021.1386

 Broome 2021.1387

 Frick 2020 makes a similar point. Note also that this way of viewing things leads to the Replacement Argument 1388

discussed by Knutsson 2019.

 Bostrom 2002, 2003a, 2019.1389

 For an updated list of all the notable critiques of longtermism, go to https://www.longtermism-hub.com/.1390

 MacAskill 2022; Nye 1986.1391

 Singer 2021.1392

 Goldberg 2022.1393
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 Slovic 2007; Lyons 1947. See QI 2010.1394

 Slovic 2007.1395

 Desvousges et al. 1992.1396

 Darwin 1859.1397

 David Chalmers (1996) calls this the “hard problem,” in contrast to the “easy problem” of consciousness, which 1398

concerns phenomena that appear to be amenable to scientific explanation in terms of neural or computational mech-
anisms.

 See Seachris 2011; Trisel 2016.1399

 See Barrow 1998, 72.1400

 Finneron-Burns 2017.1401

 I am also somewhat sympathetic with the argument from vicarious immortality, but won’t elaborate on this 1402

here.

 Note that the terms “Nonidentity Problem and “Repugnant Conclusion” are both attributed to Parfit, although 1403

he may have derived the latter from a passage by John McTaggart Ellis McTaggart (a student of Sidgwick’s). In vol-
ume II of McTaggart’s The Nature of Existence, he described an isomorphic problem concerning the distribution of 
value across different numbers of individuals as yielding a “conclusion” that is “repugnant.” (See McTaggart 1927, 
volume II, sections 869-870, 452-453, as well as Hurka 1983, 498, in which he makes this very claim.) As for the 
Nonidentity Problem, the same idea was dubbed “the paradox of future individuals” by Gregory Kavka in 1982, 
although Parfit’s term has become standard within the field of population ethics. Kavka also attributes the discovery 
of this problem to three individuals, namely, Robert Adams (1979), Derek Parfit (1976), and Thomas Schwartz 
(1978).

 Similar wording is found in Roberts 2019.1404

 Frick 2020.1405

 For example, as Jung Chang and Jon Halliday write, photographic records of individuals being tortured were 1406

rare before the Mao Zedong launched the Cultural Revolution in China, but they became common afterward, and 
“the most likely explanation for this departure from [Mao’s] norm is that he took pleasure in viewing pictures of his 
foes in agony” (Chang and Halliday 2005). Similarly, Adolf Hitler had eight political enemies “hanged by nooses of 
piano wire attached to meat hooks suspended from the ceiling of the small person room.” This was filmed, and ac-
cording to a Nazi minister who was close to Hitler, Albert Speer, “Hitler loved the film and had it shown over and 
over again” (Grehan 2021). Imagine a future in which such individuals exist alongside technology capable of inflict-
ing horrendous misery on millions with the touch of a button. Would they press it? Surely the answer is yes. 

 See Tomasik 2019 for discussion.1407

 As Richard Dawkins writes: 1408

The total amount of suffering per year in the natural world is beyond all decent contemplation. 
During the minute it takes me to compose this sentence, thousands of animals are being eaten 
alive; others are running for their lives, whimpering with fear; others are being slowly devoured 
from within by rasping parasites; thousands of all kinds are dying of starvation, thirst and disease. 
It must be so. If there is ever a time of plenty, this very fact will automatically lead to an increase 
in population until the natural state of starvation and misery is restored (Dawkins 1995).
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 Althaus and Gloor 2019.1409

 Cole and Cox 1964.1410

 Deudney 2020.1411

 Some of this borrows verbatim from Torres 2018, 2019.1412

 Sandberg forthcoming.1413

 Schell 1982.1414

 Mulgan 2020.1415

 Sparrow 2011.1416

 Torres, forthcoming.1417

 For a fascinating discussion of “permissible moderate paths to human extinction,” see Knutsson 2022.1418

 Heyd 1992, 60.1419

 Bostrom 2020.1420

 Indeed, although physical eschatologists are fairly confident that our “flat” universe will ultimately perish in the 1421

Big Freeze of the heat death, this could be wrong. Our understanding of the universe remains elementary, a fact un-
derlined by the fact that “the matter we know and that makes up all stars and galaxies only accounts for 5% of the 
content of the universe”—the rest is so-called “dark matter” (CERN 2022). Perhaps future discoveries will radically 
alter our current understanding of the future evolution of the cosmos. Or, as mentioned in a previous footnote, per-
haps there are ways to avoid the heat death by, say, tunneling into a parallel universe.

 Wei-Haas 2019; Murti 2019.1422

 Ringmar 2018.1423

 Leslie 1996.1424

 Ord 2020. I quote Ord here because he seems to believe that more technology will solve the problems created 1425

and enabled by past technologies, and that increasingly advanced technology is necessary for humanity to fulfill its 
“vast and glorious” “longterm potential” in the universe (Ord 2020).

 See Bostrom 2019 for discussion, although the idea had been floated in the community for years before this.1426

 As the Stanford political scientist James Fearon states, 1427

a friend of mine, a journalist, quips that we seem to be heading in the direction of a world in which 
every individual has the capacity to blow up the entire planet by pushing a button on his or her cell 
phone. … How long do you think the world would last if five billion individuals each had the ca-
pacity to blow the whole thing up? No one could plausibly defend an answer of anything more 
than a second. Expected life span would hardly be longer if only one million people had these cell-
phones, and even if there were 10,000 you’d have to think that an eventual global holocaust would 
be pretty likely. Ten thousand is only two millionths of five billion (quoted in Walsh 2018).

 For discussion, see Collison and Nielson 2018.1428
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 The antithesis to this is an idea that I long ago dubbed an “existential risk singularity,” which denotes the possi1429 -
bility that “the creation of new existential risks becomes so rapid and so profound that it constitutes a violent rup-
ture in the fabric of human history” (Verdoux 2009, italics in original; note that this was published under a pen 
name).

 It is worth registering another possibility: unknowable unknowns. This would include risks that we are not 1430

merely ignorant of, or second-order ignorant of our ignorance, but fundamentally incapable of grasping due to, for 
example, limitations inherent in our cognitive machinery. In other words, we may be constitutionally unable to ever 
provide a complete mapping of the threat environment, to identify every kill mechanism that could eliminate our 
species. By virtue of these monsters being unknowable, they are not the sort of phenomena that could induce a shift 
in existential mood. However, if humanity were to radically alter its cognitive architecture with nootropics, brain-
computer interfaces, genetic engineering, and so on, it could convert some of these unknowables-to-humanity into 
mere unknowns, and then knowns, and hence there may be possibilities for shifts in the prevailing existential mood 
of posthuman civilizations that are inaccessible to human civilization.

 Or, apart from eschatology, they might be seen as God’s punishment for our sins. This is how some Christians 1431

around the world interpret climate change.

 Sheridan 2015. Earlier, some Christian apocalypticists had identified computers as playing an important role in 1432

the unfolding of the end times, subsequently integrating the Y2K scare into their warnings that the end is nigh. As 
Zachary Loeb writes, in the 1980s 

Noah Hutchings and David Webber of the Southwest Radio Church were warning of the demonic 
power of computers and of the fact that “if the computers were suddenly silenced the world would 
be thrown into chaos.” … Many prophetic writings about computers referred to the biblical verse 
Revelation: 13, which describes how the antichrist would force all to have a mark “in their right 
hand, or in their foreheads,” without which none would be able to buy or sell. Grant Jeffrey, a pro-
lific writer on Bible prophecy, warned his readers that “advanced computer technology … have 
made the fulfillment of the 666 Mark of the Beast control system possible.” Once Y2K awareness 
had set in, he warned that “those people dedicated to creating a New World Order” would achieve 
their goals by exploiting a crisis of “such vast proportions that no nation, on its own, could possi-
bly solve it.” He proclaimed that “the Y2K computer crisis provides a unique opportunity” (Loeb 
2022).

 Orlowski 2014.1433

 Walls 2008.1434

 Abrams et al. 2011.1435

 PEW 2018, 2019.1436

 PEW 2015a.1437

 PEW 2015b.1438

 Stark 1996.1439
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 More worryingly, climate change and other catastrophes may also trigger what scholars have called “active” 1440

apocalyptic beliefs, whereby one comes to see oneself as playing an active role in actually bringing about the apoca-
lypse (see Flannery 2016). Consider the 2011 Syrian Civil War, which a 2015 study in the Proceedings of the Na-
tional Academy of Sciences directly linked to record-breaking droughts in the region from 2007 to 2010 that were 
probably caused by climate change. This conflict was an extraordinary tangle of state and nonstate actors: Russia 
and Iran were on the side of Bashar al-Assad’s regime in the country; the US supported the Kurds and Syrian rebels 
fighting against al-Assad’s forces, and led a coalition of over 60 countries. France then established its own coalition 
to fight the Islamic State—as did Russia. Turkey was fighting the Kurds, and the Syrian rebels received help from 
countries like Jourdan, Turkey, and the Gulf states. The Lebanon-based group Hezbollah allied itself with Syria, 
Russia, and Iran, while Jabhat al-Nusra, an al-Qaeda affiliate, wanted to topple Assad’s regime and replace it with an 
Islamic government. Numerous Shi’ite militias were also involved, such as the Mahdi Army and the Promised Day 
Brigade, and the Islamic State—which virtually everyone was fighting against—managed to establish affiliates in 
countries like Pakistan, Afghanistan, Libya, and Nigeria. The point is that this war was not only fueled by radical 
apocalyptic ideologies but also produced them, thus yielding this self-reinforcing cycle: climate change --> major 
conflict breaks out --> ideological radicalization --> conflict intensifies --> ideological radicalization spreads, etc. In 
other words, many people in the region came to believe that the Syrian Civil War was in fact the Grand Battle 
prophesied in parts of the hadith literature, which further exacerbated the conflict. As one fighter told Reuters in 
2014, “if you think all these mujahideen came from across the world to fight Assad, you’re mistaken. They are all 
here as promised by the Prophet. This is the war he promised—it is the Grand Battle” (Karouny 2014). Similarly, the 
Mahdi Army and Promised Day Brigade were driven by apocalyptic beliefs entangled with the war, and the Islamic 
State was explicitly motivated by expectations that the world’s end was imminent. Given that the impacts of climate 
change will worsen throughout the century, it may be that the Syrian Civil War, and the violent apocalyptic move-
ments that emerged out of it, are a mere preview of what is to come. As the sociologist Mark Juergensmeyer predicts 
in an article specifically about climate change and extremism: “What will happen in the future? The present trend 
indicates that the dark prophecies might come to pass, as dogmatic and extreme religious movements continue to 
emerge as responses to environmental catastrophe” (Juergensmeyer 2017).

 USGS 2022; UNFCCC 2015.1441

 UNFCCC 2016. In fact, the World Council of Churches established a Climate Change Program even before the 1442

Intergovernmental Panel on Climate Change (IPCC) was formed in 1988.

 Pitt 1835.1443

 This is rarely how the term has been used in more recent times, of course, although there are exceptions. For 1444

example, a 1982 book titled Immortality or Extinction, co-authored by a theologian, examines the question of 
whether life after death is possible.

 Dorner 1866.1445

 Maistre 1797.1446

 Ferguson 1756/1771.1447

 Chalmers 2010. Armstrong et al. 2012.1448

 Although see Yampolskiy 2016.1449

 This builds upon Torres 2018.1450

 Bostrom 2014.1451

 For complications to this thesis (as well as the instrumental convergence thesis), see Häggström 2019.1452

 See McGinn 1993.1453
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 See Omohundro 2012.1454

 Bostrom 2014.1455

 Chalmers 2010.1456

 Good 1965.1457

 See Chalmers 2010.1458

 Bostrom 2014. How exactly the ASI could do this is beyond the present paper. Suffice it to say that, as I have 1459

elsewhere noted, an ASI wouldn’t need a Terminator-like body to physically subjugate humanity. Rather, its “fingers 
or tentacles … would be any electronic device or process within reach, from laboratory equipment to nuclear warn-
ing systems to satellites to the global economy, and so on” (Torres 2017).

 Good 1965.1460

 Yudkowsky 2008.1461

 Bostrom 2014.1462

 Yudkowsky 2008.1463

 707

https://thebulletin.org/2017/10/why-superintelligence-is-a-threat-that-should-be-taken-seriously/

	The Universe Without Us: A History of the Science and Ethics of Human Extinction
	Von der Philosophischen Fakultät der Gottfried Wilhelm Leibniz Universität Hannover
	zur Erlangung des Grades einer/eines Doktorin/Doktors*) der Philosophie (Dr. phil.)
	genehmigte Dissertation
	von Émile P. Torres (Phillip John Torres)
	2023
	Referent: Prof. Dr. Mathias Frisch
	Korreferent: Prof. Dr. Ralf Stoecker
	Tag der Promotion: 04. Juli 2023

