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Abstract: Human grasping is a relatively fast process and control signals for upper limb prosthetics
cannot be generated and processed in a sufficiently timely manner. The aim of this study was to
examine whether discriminating between different grasping movements at a cortical level can provide
information prior to the actual grasping process, allowing for more intuitive prosthetic control. EEG
datasets were captured from 13 healthy subjects who repeatedly performed 16 activities of daily living.
Common classifiers were trained on features extracted from the waking-state frequency and total-
frequency time domains. Different training scenarios were used to investigate whether classifiers can
already be pre-trained by base networks for fine-tuning with data of a target person. A support vector
machine algorithm with spatial covariance matrices as EEG signal descriptors based on Riemannian
geometry showed the highest balanced accuracy (0.91 ± 0.05 SD) in discriminating five grasping
categories according to the Cutkosky taxonomy in an interval from 1.0 s before to 0.5 s after the initial
movement. Fine-tuning did not improve any classifier. No significant accuracy differences between
the two frequency domains were apparent (p > 0.07). Neurofunctional representations enabled highly
accurate discrimination of five different grasping movements. Our results indicate that, for upper
limb prosthetics, it is possible to use them in a sufficiently timely manner and to predict the respective
grasping task as a discrete category to kinematically prepare the prosthetic hand.

Keywords: electroencephalography; movement decoding; brain–computer interface; prosthetic
control; activities of daily living

1. Introduction

Kinematics of the upper limb can only be mimicked inadequately with myoelectric
prostheses due to their control [1]. Addressing more than one DOF results usually in
sequential and not simultaneous movements. This is due to the sensitivity of surface
electromyography (sEMG) to crosstalk effects, as well as muscle differentiation, which
must be learned by the amputee and requires high cognitive effort [2,3]. Despite the
recent introduction of multi-articular prosthetic hands with multiple DOFs (e.g., iLimb
(Össur, Reykjavik, Iceland) or BeBionic (Otto Bock)), this sEMG control principle remains
unchanged. However, independent finger movements are technically possible since each
finger is driven by its own actuator [4]. In contrast, hands only perform pre-programmed
grasping patterns, which must be selected by the amputee. Only after selection, the amputee
can guide his prosthetic hand to the grasping of an object. This action is still activated by the
traditional myoelectric ON/OFF mechanism, after which the hand automatically performs
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the grasping movement. This control regime avoids intuitive, fluid, and comparably natural
grasping kinematics [2] and often even leads to the rejection of myoelectric prostheses [5].

1.1. Motion Classes Due to Activation Patterns

In addition to targeted muscle reinnervation, current research has focused on the
recognition of motion-typical EMG patterns to overcome this problem [6]. This pattern
recognition is of particular interest, because even the central nervous system (CNS) does
not selectively drive the 30-plus muscles to address the 20-plus DOFs of the hand [7,8].
Rather, it controls the interaction of all muscles together, which allows for the simultaneous
control of all DOFs [9]. To do this, encoded synergies are stored in the CNS to be retrieved
and combined in a task-specific manner, whereby the hand kinematic task is executed as a
function of the corresponding muscle contraction patterns [10]. These activation patterns
can then be assigned to defined motion classes for prosthetic control [11], and machine
learning algorithms allow for a classification of muscle synergies with accuracies of over
90% after training [12].

1.2. Source Network Upstreaming

With the aim to further increase accuracy, recent studies have even proposed deep
neural network approaches [13–16]. However, these need to be trained with relatively large
datasets. In a specific application, amputees may thus be highly strained when generating
data for their individual mapping. Such data can, however, be obtained beforehand using
an aggregation of datasets from multiple subjects. Thus, a general mapping can first be pre-
trained (source network), which is then combined into a target network by a second neural
network trained with data from the target subject. Using data from 17 subjects, Côte-Allard
et al. showed systematically and significantly improved neural network performance when
supplemented by an upstream source network generated by pre-training using sEMG data
from 19 other subjects [16]. The resulting target network achieved accuracy of over 98%
for the classification of seven hand gestures. However, this accuracy was achieved by
offline data processing. Online processing, as would be necessary for prosthesis control,
can only be achieved by sliding time windows that last several hundred milliseconds and
is therefore again associated with comparatively large timing offsets [2].

1.3. Timing in Hand Pre-Shaping

Regarding the kinematics of smooth movements that merge into each other, Jeannerod
found that the maximum grip aperture (MGA) in healthy subjects was accomplished
when the hand was on its way towards grasping the object, i.e., during the reaching
phase [17]. Sivakumar et al. have provided the latest figures for this kinematic pattern [18].
Accordingly, in the reaching phase, a hand initially lying on a table takes almost exactly
1000 ms to reach a grasping object placed in front of it, whereby the primary preparation
of the hand for a subsequent grasping task, i.e., the MGA, is already completed after
approximately 61–65% of the reaching phase’s execution. Thus, the information about the
following grasping posture must already be available 600 ms after the start of the reaching
phase at the latest for prosthetic movements to appear fluid in a kinematic sequence. Such
pattern recognition during reaching movements is often not possible for sEMG due to a
number of overlapping influences, such as signal crosstalk or cognitively highly demanding
efforts. This would require additional information to the simple ON/OFF control scheme,
much earlier than is possible with sEMG pattern recognition.

1.4. Neurofunctional Synergies

In an impressive MRI study, Leo et al. found that kinematic grasping synergies are also
represented on a cortical level [19]. Using an intracortical electrode array in a patient with
quadriplegia as a brain–computer interface (BCI), these neurofunctional representations
were also confirmed by Colachis et al. in a much smaller area of the primary motor
cortex [20]. They found that neural synergies were correlated with different grasping
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objects of comparable size or mass and that neural signals could be used to train an artificial
neural network for the functional electrical stimulation of one of the paretic forearms.
In this way, seven functional hand postures could be generated for the manipulation of
different objects. Other research groups have shown that the motor commands required for
kinematic coordination are generated simultaneously by the sensorimotor cortex [21,22],
i.e., during movement. In contrast, an earlier MRI study found that although their planning
and initiation can be represented in a complementary manner by primary motor cortex
areas, hand gestures are mainly represented by activations in the supplementary motor
area up to 1900 ms before the actual movement [23]. However, this special feature was
disregarded in previous BCI studies that aimed to discriminate grasping using artificial
neural networks, since the cortical representation was only generated by action recognition
approaches and not physically [24–27]. Thus, electroencephalography (EEG) data were
only used from 500 ms after the actual stimulus, which—if it can be applied to the present
work—again falls within the time range of the MGA for a primary hand preparation during
the reaching phase, i.e., much too late. Whether far earlier hand posture discrimination
using human EEG data is feasible in the field of upper limb prosthetic control remains
completely unexplored. However, the working group around Müller-Putz impressively
could show that in the low-frequency EEG signal range between 0.1 and 3.0 Hz, promising
discriminations of grasping objects and types with multi-class linear discriminant analysis
were possible when the planning phase was taken also into account or was even fused with
the execution phase [28,29].

1.5. Derived Study Aims

Therefore, we investigate whether EEG data can be used to discriminate different
grasping postures in a timely manner to generate a signal for prosthetic control. To increase
the potential for real-world applications, we also investigate whether it makes sense to
train a classifier first with training data and then to tune this using EEG data from a target
person, as has already been performed for sEMG classifications.

The aims of this work are as follows:

1. To study the suitability of the currently used classifiers for discriminating grasping
postures in general;

2. To identify the most meaningful way to categorize grasping motions to achieve a
good balance between achievable discrimination accuracy and adequate grasping
postures for prosthetics;

3. To study whether it is, in principle, possible to consider a time range up to the actual
MGA completion for the classification, or whether it is even possible to focus on a
time range before movement initiation, to better meet the critical problem regarding
timing in hand pre-shaping;

4. To identify whether only waking-state frequency bands are suitable, as found in other
studies, or whether the complete EEG band is more suitable due to earlier and/or
other neurofunctional representations compared to previous BCI studies;

5. To investigate whether the straining risk of an amputee in generating his individual
classifier can be avoided using a pre-trained source network.

2. Methods

All procedures described in this study were approved by the Ethics Committee of
Hannover Medical School (No. 3364) and conducted in accordance with the Declaration
of Helsinki. The subjects provided written informed consent to participate. Thirteen
healthy subjects S1–S13 (mean age = 42.5 ± 16.2 years; f:m = 9:4; all right-handed) were
included in the study. The inclusion criterion was an age of between 18 and 75 years.
Non-inclusion criteria were upper limp movement restrictions, neuronal impairments, and
cognitive deficits.
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2.1. Study Protocol

The volunteers were asked to perform a set of 30 activities of daily living (ADLs) in a
randomized order. Sixteen ADLs (including eight transitive and eight tool-mediated;
Figure 1) were selected based on classical human grasping taxonomies according to
Cutkosky [30] and Feix et al. [31], while considering typical grasping patterns of multi-
articular prosthetic hands for the later defined grasping posture categorizations (Table 1).
According to an sEMG synergy study, subjects S1–S11 repeated the ADLs three times, and
their EEG data were used for classifier pre-training. Two additional test subjects, S12 and
S13, which were selected from the pool of volunteers without particular rationale, executed
the ADLs with 30 repetitions for the subsequent classifier fine-tuning. This resulted in a
dataset size of 528 EEG samples from S1–S11 and 960 additional samples from S12 and S13.
Subjects sat at a height-adjustable table with the marked initial position of the hand and the
initial and target positions of grasping objects on the surface. To ensure that movements
were as natural as possible, no precise execution instructions were given. Subjects were
only asked to execute the ADL (for example, “take a sip from the mug”), to place their right
forearm relaxed with the flat palm on the initial position before and after the ADL execution,
and to wait approximately 2 s before the ADL execution after the stimulus, which was given
by a verbal command. Using DV cameras (Pilot pi640gc, Basler, Ahrensburg, Germany)
synchronized with an EEG measuring system (actiCHamp Plus, Brain Products GmbH,
Gilching, Germany), videos of ADLs were recorded at 200 Hz in the frontal and sagittal
plane. Using a single-polar leakance, the neuronal activity of the brain was recorded at
500 Hz by 32 electrodes placed on the scalp with an electrode cap (actiCAP Standard 32,
Easycap GmbH, Herrsching, Germany) according to the 10–20 system [32].
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(7) remove a key from a lock [grasp a key], and (8) transfer a pencil [grasp a pencil with tripod grip]. 
Tool-mediated: (9) pour a glass of water [grasp a bottle], (10) make a serve [grasp a racket], (11) 
brush teeth [grasp a toothbrush], (12) use a laptop [grasp the screen of a laptop for unfolding], (13) 
draw a line [grasp a pencil with a lateral pinch grip], (14) open a door [grasp a door knob], (15) 
transfer a tennis ball [grasp a tennis ball], and (16) unscrew a bottle (grasp a bottle top). 
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endpoints of ADLs 2, 5, and 8 shown in Figure 1 could not be assigned and remained 
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USA). The raw data were notch- (50 Hz) and bandpass-filtered using the finite impulse 
response filter. To investigate possible influences of frequency bands on the classification 
results, the bandpass filtering was performed using the combined alpha and beta sub-
bands of the waking state (fα-β = 8–30 Hz), as well as using the whole EEG signal spectrum 
covering sub-bands from delta up to gamma (fδ-γ = 0.5–100 Hz). To separate actual brain 

Figure 1. Reaching phase endpoints of performed ADLs. Transitive: (1) drink from a glass [reaching
phase endpoint: grasp a glass], (2) receive a call [grasp a telephone], (3) use a book [grasp a book],
(4) eat an apple [grasp an apple], (5) put on a hat [grasp a hat], (6) drink from a mug [grasp a mug],
(7) remove a key from a lock [grasp a key], and (8) transfer a pencil [grasp a pencil with tripod grip].
Tool-mediated: (9) pour a glass of water [grasp a bottle], (10) make a serve [grasp a racket], (11) brush
teeth [grasp a toothbrush], (12) use a laptop [grasp the screen of a laptop for unfolding], (13) draw a
line [grasp a pencil with a lateral pinch grip], (14) open a door [grasp a door knob], (15) transfer a
tennis ball [grasp a tennis ball], and (16) unscrew a bottle (grasp a bottle top).
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Table 1. Grasping posture categorizations for multiarticular prosthetic hands (G6), and for the
grasping taxonomies according to Cutkosky [29] (C5) and Feix [30] (F4).

Var. No. Grip Pattern ADLs

G6

1 Power prismatic grip 1, 9, 10
2 Power prismatic adducted thumb 2, 5
3 Power lateral pinch 3, 12
4 Power circular grip 4, 6, 14, 15
5 Key pinch grip 7, 16
6 Precision 8, 11, 13

C5

1 Power prehensile lateral pinch 3, 12
2 Power prehensile circular sphere 4, 15
3 Power prehensile prismatic wrap 1, 9
4 Precision circular sphere 6, 14
5 Precision prismatic thumb 3 finger 8

F4

1 Power palm 1, 4, 9, 15
2 Intermediate side 7, 10, 11, 13, 16
3 Precision pad 2–5 thumb abduction 6, 14
4 Precision pad 2–5 thumb adduction 3, 12

2.2. Grasping Posture Categorizations

According to the typical grasping patterns of multiarticular prosthetic hands, the
ADLs were assigned to six specific categories before the training (G6, first row in Table 1).
Given that it is not yet known which grasping postures show synergic neurofunctional
representations before and during the reaching phase, up to the MGA, two further cate-
gorizations were considered. The first one (C5, second row in Table 1) corresponds to the
grasping taxonomy according to Cutkosky. It was not possible to assign the reaching phase
endpoints of ADLs 2, 5, 7, 10, 11, 13, and 16 shown in Figure 1 using this taxonomy, and
these ADLs were thus not included in the categorization. The second categorization (F4,
third row in Table 1) was based on the Feix grasping taxonomy, but the reaching phase
endpoints of ADLs 2, 5, and 8 shown in Figure 1 could not be assigned and remained
unconsidered for categorization. The classes of the different categorizations are used as
prediction targets for the classifiers in Section 2.4 and the following. As their names suggest,
G6 contains six classes, C5 contains five classes, and F4 contains four classes (see Table 1).

2.3. Data Processing and Epoching

The EEG signal had 31 channels and was processed separately for each subject using
the Toolbox EEGLAB [33] for MATLAB (Vers. R2020a, The MathWorks Inc., Natick, MA,
USA). The raw data were notch- (50 Hz) and bandpass-filtered using the finite impulse
response filter. To investigate possible influences of frequency bands on the classifica-
tion results, the bandpass filtering was performed using the combined alpha and beta
sub-bands of the waking state (fα-β = 8–30 Hz), as well as using the whole EEG signal
spectrum covering sub-bands from delta up to gamma (fδ-γ = 0.5–100 Hz). To separate
actual brain signals from interference signals resulting from muscle and eye artifacts
and superimposed brain signals, a linear decomposition was performed using indepen-
dent component analysis [33]. Confining events, such as “initial movement” and “object
grasped”, were identified manually with the aid of synchronized videos, according to the
protocol of Sivakumar et al. [18], which allowed us to separate the reaching phase from
the action phase (Figure 2). In all ADLs, the reaching phase had a duration of at least
800 ms, which resulted in the earliest occurring MGA interval of 488–520 ms [18]. For the
discrimination, two data epochings of different durations were chosen within the limits
of when neuronal representations should already be reliably detectable [23], but at which
point the hand is not yet preparing for the respective grasping posture, i.e., fulfilling a
pre-shaping for the grasping object. Hence, discrimination must be accomplished before
the MGA is reached; the duration T1 was thus defined as 500 ms after the initial move-
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ment, which is in line with grasping phase latencies [34]. A long epoch EL resulted from
the total sum of two equal lasting time windows, T2 and T3, prior to the initial move-
ment (EL = T1 + T2 + T3 = 1500 ms [−1000 ms ≤ EL ≤ 500 ms]). To determine whether an
earlier discrimination might allow a prosthetic device more time for hand preparation
execution for grasping tasks, a short epoch ES was defined prior to the initial movement
(ES = T2 + T3 = 1000 ms [−1000 ms ≤ ES ≤ 0 ms]).

Figure 2. Experimental timeline with the confining events “initial movement” and “object grasped”
of the reaching phase lasting at least 800 ms. The MGA of the hand for this phase was between 61
and 65%; therefore, for epoching reasons, it was subdivided into the three time windows, T1 to T3,
which lasted 500 ms each. MGA = maximum grip aperture.

2.4. Feature Extraction and Classifiers

Due to the high complexity and dimensionality of EEG signals, the discrimination
accuracy depends heavily on feature extraction methods [35]. Two main extraction methods
were chosen in the present study, as follows: the common spatial pattern (CSP) method,
which is the most commonly applied filter for band-power feature extractions in hand
movements [36]; and the xDAWN spatial filtering with covariance matrix estimation, which
has been increasingly used in more recent work, and also allows for time point feature
extractions [37]. The former computes spatial filters for signal separation by maximizing
variance ratios and the latter computes spatial filters that maximize the ratios between
the signals and the signals plus noise. After feature extraction, all classifiers were trained
to predict the classes of the considered categorizations (see Section 2.2). The following
state-of-the-art matrix and tensor classifiers regarding EEG-based BCIs were compiled
and adapted.

(1) Multinomial arranged logistic regression (LR): This uses variable vectors represent-
ing coefficients of the input variables to assume likelihoods [38]. The regression model was
adapted to the data using maximum likelihood estimation for regression parameters.

(2) A linear discriminant analysis (LDA) [39]: Discrimination was achieved by estimat-
ing the optimal discriminant function.

(3) A support vector machine (SVM) classifier: EEG data were separated into their
classes using a hyperplane. Since EEG data cannot be linearly separated, the radial basis
function kernel was used.

(4) The LR approach was repeated within the tangent space (TS). Thus, a projection of
covariance matrices to TS was performed using Riemannian geometry [25,40].

(5) The SVM approach was also repeated within the TS using Riemannian geometry [25,40].
(6) A further classifier computing the Riemannian minimum distance to mean (MDM)

value [26] was applied. This calculates a geometric mean value for each class from the
training data and then assigns an undefined trial to the class corresponding to the closest
value [41]. However, class-interesting features within covariance matrices can be obscured
by noise.

(7) To counteract this, the MDM classifier was additionally extended by geodesic
filtering (FgMDM) to further maximize the variance between classes and further minimize
it within classes [25,40].

The LR, SVM, and LDA classifiers were implemented using the Python library scikit-
learn with their respective default regularization; the MDM classifier was implemented
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using the Python library pyriemann, which introduces regularization by estimating the
shrunk Ledoit–Wolf covariance matrices [42]. Figure 3 shows the compiled classifiers as a
function of the two feature extraction methods.
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2.5. Validation and Hyper-Parameters

To determine the initial ability of the algorithms, the data were randomly split into nine
blocks of learning and one block of test data of the same size, using the repeated ten-fold
stratified cross validation (CV) method [43]. For optimization, automatic hyper-parameter
tuning that applied all possible parameter settings (Figure 3) was performed using a grid
search on the nine training sets. The combinations with the highest performance value
in relation to the k-fold average were finally selected. This optimization was separately
performed for the pre-training dataset from subjects S1–S11, and for each of the fine-tuning
datasets from S12 and S13, which resulted in three different hyper-parameter tunings for
each classifier. To avoid generalization errors, a ten-fold stratified CV was applied with
the most suitable hyper-parameters for the final evaluation of all algorithms. The final
results are reported on the hold-out test set that is not used for training or hyper-parameter
tuning. For the fine-tuning stage, this results in a training set size of 243 to 432 samples and
a test set size of 27 to 48 samples, depending on the used categorization. Since the building
of categories, described in Section 2.2, was partially imbalanced, the balanced accuracy
(BA) was calculated as the performance metric for algorithms [44], and standard deviations
were used to indicate the stability of the result. To analyze statistical significance, a k-fold
cross-validated two-sided Student’s t-test with k = 10 was performed for all used models
resulting from classifiers and feature extractions, and learning scenarios explained in the
following [45].

2.6. Learning Scenarios

In order to analyze the most effective machine learning approach for a specific applica-
tion in upper limb prosthetics, four successive learning scenarios A–D were developed and
calculated (Figure 4). The simplest scenario A served as a reference and practically means
that data from exactly one target person are directly used for hyper-parameter optimiza-
tions to teach classifiers for this target person. In this case, these were the target subjects
S12 or S13. Scenario B represents a classifier that is pre-trained with data of several foreign
subjects (S1–S11), so that the final classifiers can be used directly for the target subject
S12 or S13 without a new hyper-parameter optimization. For the target subject—or the
amputee—this would mean no further effort at all, since a finished product can be directly
used. Scenario C is comparable to scenario B, but, in addition, the hyper-parameters were
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adjusted with the fine-tuning datasets of target subject S12 or S13 after the pre-training
with the data of foreign subjects S1–S11. As done in EMG studies [16], the purpose of
this approach is to analyze whether a source classifier can already be prepared for later
fine-tuning with the data of the target subject to possibly achieve an improvement by
upstream learning. Scenario D behaves similarly to scenario C, with the difference that
data from S13 were used for pre-training and data from S12 were used for fine-tuning, and
vice versa. This would prove whether the effort on the side of the manufacturer for such
a classifier can possibly be reduced by less data instead of using a dataset from several
test subjects, as in scenario C. All calculations were performed on the same workstation
(processor: 2.80 GHz Intel® Core™ i5, Intel Corporation, Santa Clara, CA, USA).
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The same procedure was applied when using S13 as the target subject by an exchange of S12 data
and S13 data in all scenarios, and vice versa.

3. Results
3.1. Classifiers

Since target subjects S12 and S13 basically showed comparable results in all analyses,
the findings are illustrated using S12 as the representative. Apart from the LR algorithm,
there was always lower discrimination accuracy for scenario B (fine-tuning after pre-
training with S1–S11 data without hyper-parameter adjustments for the target subject)
compared to all other scenarios within the G6 categorization (Figure 5). For the LDA and
SVM classifiers, this reduced accuracy of scenario B was particularly pronounced. There
were no significant differences between scenarios A (fine-tuning without pre-training), C
(fine-tuning with pre-training using S1–S11 data and hyper-parameter adjustments for
the target subject), and D (fine-tuning with pre-training using S12/S13 data and hyper-
parameter adjustments for the target subject) for all classifiers (p > 0.4). Furthermore, for
both target subjects S12 and S13, classifiers within the tangent space TS_LR and TS_SVM
always resulted in the highest accuracies, regardless of which of the three categorizations,
which of the two frequency bands, and which of the two epochs was used. Regarding the
combination of G6 with the combined delta and gamma frequency band on the one hand,
and with the long epoch on the other hand, the highest accuracies could be found in all
three scenarios A, C, and D on average with BA = 0.74 ± 0.06 (mean ± standard deviation)
and BA = 0.79 ± 0.07, respectively (Figure 5). Given that this result was comparable for
all other conditions, the LR, LDA, SVM, MDM, and FgMDM classifier results are omitted
from the manuscript.
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Figure 5. Balanced discrimination accuracies (mean ± sd over all grasps) as a function of the
grasping posture categorization G6 of the applied classifiers linear regression (LR), linear discriminant
analysis (LDA), support vector machine (SVM), LR in tangent space (TS_LR), SVM in tangent space
(TS_SVM), Riemann minimum distance to mean (MDM), MDM extended by geodesic filtering
(FgMDM), and scenarios A–D from Figure 4 using bandpass-filtered (fδ-γ = 0.5–100 Hz) and epoched
(−1000 ms ≤ EL ≤ 500 ms) EEG signals.

3.2. Grasping Posture Categorizations

On inspecting the remaining classifiers to compare the grasping posture categoriza-
tions, the significantly highest accuracies were achieved using the C5 categorization accord-
ing to the Cutkosky taxonomy (p < 0.008) [30]. On excluding scenario B again, these average
accuracies were BA = 0.88 ± 0.07 for the TS_LR algorithm, and BA = 0.90 ± 0.06 for the
TS_SVM algorithm for the combined delta and gamma frequency band and the long epoch
(Figure 6). In this case, a trend towards maximum accuracy values was found for the TS_LR
algorithm with BA = 0.90 ± 0.06 in scenario C, and with BA = 0.91 ± 0.05 for the TS_SVM
algorithm in scenario A. Across all scenarios, lower accuracies were observed in the G6
categorization with the TS_LR algorithm with mean BA = 0.73 ± 0.06, and for the TS_SVM
algorithm with mean BA = 0.78 ± 0.07 (averaged over all scenarios). On excluding scenario
D (fine-tuning with pre-training using S12/S13 data and hyper-parameter adjustments for
the target subject), a comparably high accuracy result for S12 and the TS_SVM algorithm
was found for the F4 categorization. Due to the general dominance of the C5 categoriza-
tion, the G6 and the F4 categorization results are omitted in the following. However, it is
important to note that a different number of grasps fall into the categorizations and a direct
comparison between categorizations has to be considered with caution.
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Figure 6. Balanced discrimination accuracies (mean ± sd over all grasps) of the classifiers LR in
tangent space (TS_LR) and SVM in tangent space (TS_SVM), and scenarios A–D from Figure 4 as
a function of grasping posture categorizations G6, C5, and F4 from Table 1 using bandpass-filtered
(fδ-γ = 0.5–100 Hz) and epoched (−1000 ms ≤ EL ≤ 500 ms) EEG signals. The C5 categorization yields
significantly better results (p < 0.008).
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3.3. Frequency Bands and Epoch Length

There were no significant differences in the accuracies on comparing both frequency
bands (p > 0.07, see Figure 7). When comparing the epochs, TS_SVM performed significantly
better for the long epoch (EL) for scenarios A and C in both frequency bands (p < 0.032)
and for scenario D in the extended frequency band f = 0.5–100 Hz (p = 0.039). TS_LR also
performed significantly better for the longer epoch for scenario C in the extended frequency
band (p = 0.004). Other significant differences were not observed. Overall, there was a
general tendency towards higher accuracy for the long epoch, irrespective of the frequency
band. The highest and most constant accuracy that already became evident during the
grasping posture categorization was with the TS_SVM algorithm, with a BA = 0.91 ± 0.05
for scenario A (fine-tuning without pre-training) with the combined delta and gamma
frequency band and the long epoch; this value did not differ from those of scenarios C or D.
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Figure 7. Balanced discrimination accuracies (mean ± sd over all grasps) of the classifiers LR in
tangent space (TS_LR) and SVM in tangent space (TS_SVM), and scenarios A–D from Figure 4 trained
with the grasping posture categorization C5 as a function of EEG signal frequency bands and epochs
EL (−1 s–0.5 s) and ES (−1 s–0 s).

4. Discussion

The present study investigated whether EEG data can be used to discriminate between
different grasping movements for a prosthetic application, i.e., within a sufficient time
window. To this aim, different combinations of classifiers, feature extraction methods, time
windows, EEG frequency bands, and developed learning scenarios were analyzed. We
also examined whether pre-training with data from different subjects would enable the
subsequent fine-tuning of classifiers for a target subject, which could simplify the efforts of
amputees when training their individual prosthetic control.

To our knowledge, the present results are the first to have used neurofunctional rep-
resentations for a real multiclass prediction within the required time window for upper
limb prosthetics, i.e., before preparation of the hand movement sequence for the respective
grasping task. In contrast to other EEG studies [24–27], our results are based on real, physi-
cally executed grasping kinematics and not on action recognition. Previous studies with
similar aims but lower accuracies used only a two-class approach to discriminate between
lateral and palmar grasps [46,47]. Additionally, when discrimination was investigated
for more than two different grasping types, either only a single object for the respective
grasping pattern was investigated [48], standardized grasping taxonomies were not consid-
ered [27], or signal intervals unsuitable for prosthetic tasks were used [28,29]. However, the
discrimination accuracy of ADLs found in the present study seems to depend on several
factors, which will now be discussed.
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4.1. Pre-Training

Scenarios were designed to be of increasing complexity to allow for a systematic
comparison of direct classifier training with the data of a target subject as a reference
(scenario A) up to a fine-tuning using the data of several subjects (scenario C), or data
from one subject (scenario D) for pre-training. Following prior sEMG studies [16,49], it was
originally assumed that direct training with the data of a target subject (scenario A) would
result in less accurate discrimination, since the classifier could not exploit information from
prior training. In contrast, pre-training with data from multiple subjects, but without further
adjustment of the hyper-parameters of the target subject’s data (scenario B), resulted in
lower accuracies in almost all investigated conditions, even though the amount of training
data was larger. Thus, the adaptation of the hyper-parameters to a particular target subject,
as was consistently the case in all the following scenarios, seems to play a crucial role
in the discrimination success of physical hand kinematics. Nevertheless, the influence
of such adaptations seems to vary considerably depending on the classifier used. For
example, the TS_LR and TS_SVM algorithms were shown to be relatively robust, whereas
the MDM and LDA algorithms were far more sensitive regarding hyper-parameter changes
(with consistently lower accuracies in scenario B). In addition, a notable difference in
hyper-parameter adjustments was observed between the S1–S11 pre-training dataset and
the S12 and S13 target training datasets. Comparatively fewer filters were used for the
pre-training than for the target datasets for CSP filtering. For example, this ratio was two
(pre-training) to twenty (fine-tuning) when using the LDA algorithm. The smaller number
of filters was probably due to the complexity of finding uniform features in the data of
multiple subjects for pre-training, whereas the target datasets contained EEG signals from
only a single subject with presumably comparable features. However, in both cases (pre-
training and fine-tuning), the mutual filters were defined by the highest eigenvalues, and
should therefore have extracted similar features. These filter settings via hyper-parameter
optimization remained almost unchanged from scenario to scenario since calculations were
always performed using the same data and thus with the same isolated features. This
also explains why scenarios A, C, and D resulted in similar discrimination accuracies,
while scenario B resulted in comparatively lower accuracy. In scenario B, hyper-parameter
optimization was omitted during the fine-tuning process. Thus, a clear selection of the
“best scenario” is not possible when excluding scenario B, which means that there was
no clear advantage of using a pre-trained classifier. Based on these findings, it seems
sufficient to train a classifier directly using the EEG data of the target person, whereby
30 repetitions of ADLs seemed to provide a sufficient basis. Capturing these data would
require an intensive session with an amputee, but it is nonetheless manageable. In addition,
no decisive difference in discrimination accuracy was found for scenarios C and D. Pre-
training data did not have an influence on the result.

4.2. Classifiers

A consistent trend emerged when looking at the algorithms used, independent of the
subject, the feature extraction method, epoch, frequency band, categorization of grasping
postures, and scenario. Namely, the TS_LR and TS_SVC algorithms consistently achieved
the most accurate discriminations, whereas the MDM algorithm achieved the lowest accu-
racies, with a few exceptions. The values of the LDA and LR algorithms were consistently
at least 10% below those of the TS_LR and TS_SVM algorithms. In contrast, the SVM and
FgMDM algorithms often provided more accurate discriminations than the LDA and LR
algorithms, but lower accuracies than the TS algorithms. Thus, the SVM and FgMDM
algorithms can be considered as mediocre classifiers for early EEG data.

4.3. Categorization of Grasping Postures

The 16 ADLs were selected according to the initially developed categorization G6,
which included six typical grasping patterns of multi-articular prosthetic hands. Thus,
at least two ADLs were assigned to each category. However, since it was not clear at the
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beginning of the study which neurofunctional representation would evoke movement-
typical features, we considered two additional categorizations. For the C5 categorization,
seven ADLs had to be excluded since they did not correspond to any category of the
Cutkosky taxonomy. Thus, we decided to include a categorization according to the Feix
taxonomy; while this contains fewer categories, only three ADLs had to be excluded.
The different classification accuracies can be explained by this categorization diversity.
There were fewer yet more evenly distributed ADLs in the C5 categorization, which
resulted in algorithms that were more likely able to distinguish features within early EEG
signals, favoring the discrimination result. In contrast, there were two to four ADLs
per group in the G6 categorization, which apparently led to less favorable weightings of
relevant features. Even more unfavorable weightings appeared in the F4 categorization.
Either this type of categorization should not be considered for such a prosthetic task in
general, or the allocation of ADLs to categories did not correspond to synergic features of
neurofunctional representations.

4.4. Epoching

To investigate the influence of the time domain on the discrimination accuracy, the
epoch was reduced to one second before the initial movement. While shortened epochs can
avoid motion artifacts [49], earlier discrimination is more favorable for technical use and
offers a longer interval for a prosthetic hand system to prepare for the respective grasping
task. However, with the data used in the present study, an early epoch decreased the
discrimination accuracy of all algorithms. This could be because the information content of
cortical activity seems to peak at approximately 250 ms after the initial movement [47], and
thus would be excluded from classification, resulting in accuracy losses of around 4–10%.
However, according to Combrisson and Jerbi [50], the classification performance remained
different even for the four-category problem of the Feix taxonomy categorization, which is
indicative of the validity of an early discrimination prior to the initial movement.

4.5. Frequency Bands

Most BCI studies use bandpass filters to process their EEG signals only within the
sub-frequencies of the waking state [51]. For example, Sburlea and Müller-Putz [34], who
investigated virtual grasping objects, found the best categorization of grasping movements
during the reaching phase as a function of neurofunctional representations in parietal
brain regions in the lower beta frequency band. In contrast, we found a tendency toward
better but at least comparable discrimination accuracy using an extended band that also
included delta to gamma frequencies (fδ,γ = 0.5–100 Hz). This could be because, contrary
to most other studies [24–27,34,46,51], we included time windows well before the initial
action recognition or the initial movement execution into the epoching, and the features of
neuronal activity during this movement planning phase seem to be more prominent within
these frequencies than in only the alpha and beta sub-bands. This should be investigated
in more detail to avoid overlooking frequency components that are potentially useful for
hand prosthetic applications.

4.6. Limitations

Although the present study demonstrates the potential of neurofunctional representa-
tions as a complementary control signal to achieve fluid prosthetic movements, it is subject
to some limitations. First, we obtained data from healthy subjects. While amputees do
indeed perform movements such as reaching for an object with the residual upper limb and
the prosthetic device, the actual physical grasping movement no longer exists given that the
corresponding limb—i.e., the human end effector—is missing. However, it depends on the
amputation level and whether an amputation is acquired or congenital. Neurofunctional
representations of grasping movements can be assumed to be at least partly comparable
for acquired amputations, since primary motor neurons were once functional and are
still physically present. In the case of dysmelia, fundamentally different representations
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can be expected, because these must be generated by action recognition of hand and arm
movements that have never been performed [52]. Furthermore, the relatively small datasets
must be mentioned. Data for the pre-training consisted of only three repetitions per subject
and ADL, which resulted in approximately the same number of data as in the fine-tuning
dataset. This undoubtedly had a considerable effect on the discrimination accuracy of
the pre-training. Thus, this dataset should be expanded for further investigations that go
beyond a feasibility investigation. Nevertheless, this limitation explains why an advantage
of pre-training could not clearly be shown with the present data. As well as electrode
placement with a measuring cap and electrode gel, another limitation is the cumbersome
consideration of all 31 EEG channels, which would be practically impossible to transfer
to a prosthetic application. Nevertheless, the present study demonstrates the initial fea-
sibility of such a neurofunctional approach, which is certainly worth pursuing further.
Since Schwarz et al. [29] have already shown that the number and setup of electrodes
have a significant effect on the performance, subsequent studies should investigate the
characteristics of these representations in more detail to allow for a considerable chan-
nel reduction. Indeed, Schwarz et al. [46] have presented very promising results in their
comparative study, in which they used a dry EEG system consisting of eleven electrodes
that covered only the superior orbital part of the brain. Although this system had lower
accuracy for the discrimination of different reach and grasping actions from the alpha and
beta frequency bands in general, the authors found a performance decrease of around 6%
compared to a conventional multichannel gel-based EEG system, such as the one used in
our study. A further limitation is that the distribution of ADLs to categorizations varied. A
more equal distribution of ADL numbers within categories should be obtained in future
work to achieve even better discrimination accuracies. Under such conditions, it would
be worth investigating whether the C5 categorization identified in the present study as
advantageous represents an approach that can be applied to prosthetics control. In addition,
the algorithms and scenarios used in this study processed simultaneous information from
multiple spectral features across multiple brain areas as a type of black box. Thus, further
information about which motion parameters are encoded by the signals and how they
are accurately represented cortically in time (i.e., as a function of planned or performed
grasping action) and space should be a focus of future investigations.

5. Conclusions

In summary, neurofunctional representations seem to be usable to discriminate physi-
cal grasping movements, with high accuracy of up to 91%. With the present EEG dataset
and a TS_SVM classifier, it was possible to predict nine out of ten grasping movements
correctly. Thus, in principle, it would be possible to use this discrimination in upper limb
prosthetics. Using sEMG, a complementary control approach would be conceivable, in
which the kinematic hand preparation is predicted as a discrete class from EEG, based on
which the already pre-programed grasping pattern of multi-articular hand prostheses can
be implemented. Workarounds such as co-contractions or task selections due to gesture con-
trol could be omitted and may lead to more intuitive control for the more fluid preparation
of the prosthetic hand for the upcoming task by automatic pre-shaping. Nevertheless, the
discrimination accuracy depends on several factors. For example, the selected categoriza-
tion of the grasping postures seems to play a decisive role, and the distribution and number
of comparable ADLs also appear to be important. The most accurate predictions were
achievable using the categorization of ADLs according to the Cutkosky taxonomy, with
which a comparable selection of grasping postures could potentially be implemented for
multi-articular prosthetic hands. Consideration of the interval of neurofunctional represen-
tations for the training of classifiers may also have a crucial effect. Given that it is possible
to establish discrimination prior to the actual hand preparation for the respective grasping
task, an interval that extends into the reaching phase should be chosen. Within such an
interval, far more decisive representations can influence the discrimination accuracy than
intervals occurring before the initial movement, i.e., during movement planning. In con-
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trast, the frequency sub-bands had no decisive influence on the discrimination accuracy.
Regarding a real-world discriminating application, the notched raw signal may also be
usable, and could considerably reduce efforts during online data processing.
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Abbreviations

General Acronyms
Acronym Definition
ADLs activities of daily living
BA balanced accuracy
BCI brain–computer interface
C5 grasping category, 5 classes, Cutkowsky taxonomy
CNS central nervous system
CV cross-validation
DOF degree of freedom
DV digital video
EEG electroencephalography
EL, ES long and short epoch
F4 grasping category, 4 classes, Feix taxonomy
G6 grasping category with 6 classes
MGA maximum grip aperture
MRI magnetic resonance imaging
S1-S13 subjects 1–13
sEMG surface electromyography
T1, T2, T3 time intervals 1–3 lasting 500 ms each

Feature Extraction and Classifier Acronyms
Acronym Definition
CSP common spatial pattern filter
FgMDM MDM classifier extended by geodesic filtering
LDA linear discriminant analysis classifier
LR linear regression classifier
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MDM (Riemannian) minimum distance to mean
SVM support vector machine classifier
TS tangent space
TS_LR LR classifier in tangent space
TS_SVM SVM classifier in tangent space
xDAWN spatial filter with covariance matrix estimation
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